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Multivariable models for prediction or estimating associations with an outcome
are rarely built in isolation. Instead, they are based upon a mixture of covariates
that have been evaluated in earlier studies (eg, age, sex, or common biomark-
ers) and covariates that were collected specifically for the current study (eg, a
panel of novel biomarkers or other hypothesized risk factors). For that context,
we present the multistep elastic net (MSN), which considers penalized regres-
sion with variables that can be qualitatively grouped based upon their degree of
prior research support: established predictors vs unestablished predictors. The
MSN chooses between uniform penalization of all predictors (the standard elas-
tic net) and weaker penalization of the established predictors in a cross-validated
framework and includes the option to impose zero penalty on the established
predictors. In simulation studies that reflect the motivating context, we show the
comparability or superiority of the MSN over the standard elastic net, the Inte-
grative LASSO with Penalty Factors, the sparse group lasso, and the group lasso,
and we investigate the importance of not penalizing the established predictors at
all. We demonstrate the MSN to update a prediction model for pediatric ECMO
patient mortality.
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1 INTRODUCTION

Since Robert Tibshirani's creation of the lasso,1 dozens of extensions within the penalized regression framework have
been developed: different families of penalties,2,3 penalized regression with grouped data,4-6 the lasso within a hierarchical
structure,7,8 and many more. Here, we consider a modification of the elastic net that incorporates prior knowledge about
potential predictors. When building a prediction model, the candidate predictors often differ in their underlying plausi-
bility. The relationship between smoking and lung cancer is a prime example. A patient's history of tobacco use is the
driving factor behind whether to screen for lung cancer or not,9,10 and an estimated 80% of lung cancer cases in the United
States are attributable to smoking.11 Among eight published multivariable lung cancer risk models we reviewed,12-19 all
included at least one predictor derived from smoking history; age and sex were the only other predictors about whose
inclusion there was uniform agreement. The consensus regarding the association between smoking and lung cancer, com-
bined with the biological rationale for such a link, suggests that any new lung cancer prediction model should necessarily
adjust for some measure(s) of tobacco use.

4534 © 2019 John Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/sim Statistics in Medicine. 2019;38:4534–4544.

https://doi.org/10.1002/sim.8313
https://orcid.org/0000-0003-0452-2976
https://orcid.org/0000-0001-8545-9133


CHASE AND BOONSTRA 4535

To a lesser degree, this phenomenon occurs whenever an existing prediction model is subsequently updated with new
untested candidate predictors. Some examples include (i) adding a polygenic risk score to a prediction model for lead levels
in the tibia,20,21 (ii) adding a panel of pretreatment cytokine measurements to a standard clinical model for the risk of
radiation-induced lung or esophageal toxicity after treatment for lung cancer,22,23 (iii) and adding biomarkers to enhance
a model for risk of surgical kidney injury.24 In all of these examples, the predictors in the first model had a measure of
credibility supporting their inclusion in the second, updated model, which the added predictors had not yet attained. An
underlying assumption then is that the original factors should require less statistical justification to remain in the second,
updated model. This assumption is often implicitly made; however, formally imposing such an assumption, as described
in this paper, may improve prediction and estimation performance of the final model.

Based on this idea, we propose a modification of the elastic net25 that more formally accounts for the knowledge that
some predictors have already been vetted in previous models for the same outcome but which does not require quan-
tification of this prior evidence. A classical application of the elastic net subjects all possible predictors to the same
degree of penalization, regardless of our prior knowledge about them. Our approach qualitatively categorizes the pre-
dictors under consideration into two sets, comprised of those supported by prior research (established) and those that
are new and relatively untested (unestablished). Through the introduction of additional tuning parameters, it selects
from among equal or increasingly differential amounts of penalization on the two groups using standard cross validation
techniques.

We suspect that this method or something like it may already be used in practice, eg, placing no penalty on the estab-
lished predictors and full penalization on the unestablished predictors. We have used an ad hoc approach like this in
our own research, as have several of our colleagues.22,23 A key motivation of this project was to learn more about the
empirical properties of this and related approaches and to make recommendations accordingly. Therefore, the aims of
this paper are twofold: to propose our heuristic for modifying of the elastic net, which we call the multistep elastic net
(MSN), and also to explore the performance of the MSN and other methods for incorporating prior research in penalized
regression.

Some formal approaches for incorporating varying credibility between predictors have already been proposed.26,27 Of
these, the most relevant to our work is the work of Boulesteix et al where they developed the Integrative Lasso with
Penalty Factors (IPF-Lasso). The IPF-Lasso was created for the “omics” data setting, in which investigators have several
categories of predictors with varying levels of credibility (ie, clinical predictors, genetic data, metabalomics, proteomics,
etc). The user creates up to five categories of variables with different levels of penalization and inputs different degrees
of penalization for each category. A lasso regression is fit, with cross-validation used to select the best combination of
penalty factors. Our approach has some key differences. First, instead of five categories, we force variables to be more
decisively divided, as either established or not, and we prespecify the amount of differential penalization that is explored.
Second, we adapt the elastic net rather than the standard lasso, which allows for a smoother blend of shrinkage and
selection. Third, we include the possibility of zero penalization on the established predictors, while the IPF-Lasso only
considers nonzero penalties. For a more thorough detailing of other solutions to varied penalization, we refer the reader to
Boulesteix, et al.

Moreover, related to this problem are penalized regression methods for grouped data, as in the grouped lasso.6 In these
methods, all candidate predictors are grouped (eg, dummy variables representing a single categorical predictor would
comprise a group), and members are jointly included or fully excluded from the final model. Apart from our approach
being defined for exactly two groups (established and unestablished predictors), the other distinguishing feature from
existing grouped penalization methods is that group membership in our penalty is based only upon whether covariates
have already been previously studied and not upon any inherent statistical or logical relationship. For example, smoking
history, family history of Lynch syndrome, and infection with schistosomiasis are well-established predictors of bladder
cancer,28 but it may be unduly restrictive to require an updated bladder cancer risk model to contain all or none of these
existing predictors. Penalized regression methods with a flexible group structure (eg, the sparse group lasso29) vary the
degree of within-group and between-group penalization but still seek to solve a fundamentally different problem from
ours by identifying groups that can be fully excluded from the model.

The structure of the paper is as follows. We will present the MSN in Section 2. In Section 3, we will compare the empirical
properties of our proposed method to the elastic net, the IPF-Lasso, the IPF-LASSO extended to the elastic net setting,
the group lasso, the sparse group lasso, and an elastic net with zero penalization on the established predictors, using a
simulation study. We will then demonstrate the utility of the MSN while building a mortality prediction model for pediatric
ECMO patients in Section 4. Section 5 concludes with a discussion of our findings in contrast with existing approaches
as well as some limitations of the MSN.
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2 METHODS

Suppose we have a dataset containing n observations for p predictors, 𝜷. Let y = (y1, … , yn)T be the outcome and X be the
n × p design matrix. Let y be centered and let X be standardized. The original elastic net penalty minimizes the criterion

L(𝜆, 𝛼, 𝜷) = ||y − X𝜷||22 + (1 − 𝛼)𝜆
2
||𝜷||22 + 𝛼𝜆||𝜷||1, (1)

where 𝜆 is a tuning parameter that controls the overall degree of penalization and 𝛼 is a tuning parameter to con-
trol the mixture between ridge (L2) penalization and lasso (L1) penalization. Both 𝛼 and 𝜆 are usually tuned through
cross-validation, as described in Remark 1 below. Note that 𝛼 = 1 is equivalent to the lasso while 𝛼 = 0 is equivalent to
ridge regression.30 The elastic net is implemented for linear, logistic, and proportional hazards regressions in the glmnet
R package.31,32

Now, let 𝜷1 denote the well-established predictors, ie, those with strong prior support in the literature, and let 𝜷2 denote
the unestablished or untested predictors. We propose the criterion

L(𝜆, 𝛼, 𝜙,𝜷) = ||y − X𝜷||22 + (1 − 𝛼)𝜆
2
(
𝜙||𝜷𝟏||22 + ||𝜷𝟐||22) + 𝛼𝜆(𝜙||𝜷𝟏||1 + ||𝜷𝟐||1), (2)

where 𝜙 is a tuning parameter to control the amount of penalization on the established predictors relative to the unestab-
lished predictors. In general, we would expect 𝜙 to be less than or equal to 1, as the established predictors should be
penalized less than the unestablished predictors. To select 𝜙, for a fixed grid of 𝛼 and 𝜆, separately fit an elastic net for
each of the following:

1. 𝜙 = 0: no penalization on the established predictors.
2. 𝜙 = 1

16
: established predictors receive 1

16
of the penalization that unestablished predictors receive. (See Remark 2

for an explanation of this choice.)
3. 𝜙 = 1

2
: half-penalization on the established predictors.

4. 𝜙 = 1: the standard elastic net, with equal and standard penalization on all predictors.

Select the best of these four models using cross-validation, as described in Remark 1 below. We note that by allowing
for the possibility of equal penalization (𝜙 = 1), this approach should, in large samples, be noninferior to the classical
elastic net.

Remark 1. Although the MSN adds an additional tuning parameter, 𝜙, in addition to 𝜆 and 𝛼, it can
still be straightforwardly implemented in the glmnet function, as demonstrated in the provided code
(https://github.com/psboonstra/MSEN). We extend the use of fivefold cross-validation to select the values of each.
Specifically, for fitting the standard elastic net, glmnet uses efficient coordinate-descent algorithms over a grid of 𝜆
values, at a fixed value of 𝛼. In fivefold cross-validation, the data are partitioned into five “folds,” and the model at
each value of 𝜆 is fit to each of the five combinations of four folds. The model is then tested against the remaining
held-out fold using some loss function, eg, deviance. The selected 𝜆 is the one that minimizes the held-out loss,
averaged over the five combinations. Ideally, multiple such partitions are constructed, and the average over five com-
binations are, themselves, averaged over multiple partitions, to smooth out results. For selecting 𝛼, one then profiles
this process across a grid of 𝛼s to be tested, using an identical set of partitions. For MSN, we further profiled over
the set of four 𝜙 values. For example, with a grid of three values of 𝛼 at 0, 0.1, and 0.2, which is what we used in our
numerical studies and example, fitting a MSN model requires profiling over and selecting from 3 × 4 = 12 elastic
nets. We constructed 25 unique partitions for each elastic net.

For comparison, we also present the penalties for the IPF-Lasso, sparse group lasso (SGL), and group lasso (GLASSO).

IPF-Lasso27 The IPF-Lasso, applied to the present context, would minimize

L(𝜆, 𝜙1, 𝜙2, 𝜷) = ||y − X𝜷||22 + 𝜆(𝜙1||𝜷𝟏||1 + 𝜙2||𝜷𝟐||1). (3)

Note that the IPF-Lasso only uses L1 penalization, and the method requires that 𝜙1, 𝜙2 are both strictly greater than 0.
Decision-making about the best combination of 𝜙1, 𝜙2 is left to the discretion of the investigator, although it could be
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implemented in a cross-validated setting, as we do with the MSN. In order to give a fair comparison between the IPF-Lasso
and the MSN in our simulation study, we fixed 𝜙2 at 1 and used cross-validation to select the best of options 2-4 listed
above for 𝜙1.

Remark 2. The choice of 𝜙 = 1
16

as a penalty may seem to be minimally different from 𝜙 = 0. However, from
Equation 2, it can be seen that, for a fixed value of 𝛼, the penalty on 𝛽1 is proportional to 𝜆𝜙, whereas the penalty on
𝛽2 is proportional to 𝜆. When 𝜙 = 0, 𝜆 can be made arbitrarily large without affecting the shrinkage of 𝛽1, while with
𝜙 = 1

16
, increasing 𝜆 will always shrink both 𝛽1 and 𝛽2. To quantify the importance of this distinction, we included

both a small but strictly positive 𝜙 and 𝜙 = 0, and we extended the IPF-Lasso, which assumes strictly positive values
of 𝜙, to the elastic net setting (IPF-EN) in order to disentangle the importance of the zero penalty vs the lasso-only
penalty. As executed here, the IPF-EN minimizes the same criterion as in Equation 2 but without option 1 (zero penal-
ization on the established predictors); it selects the best of options 2-4. The IPF-EN is disallowed from choosing 𝜙 = 0,
and thus, any substantive differences between the MSN and the IPF-EN will be due to the addition of 𝜙 = 0, while
any substantive difference between the IPF-EN and the IPF-Lasso will be due to differences in structure of the penalty
functions.

In addition, a reviewer suggested that we also evaluate the method that never penalizes the established predictors, ie,
always sets 𝜙 = 0, because this may be another common ad hoc approach for this problem. We call this method the
Auto-Zero.

SGL, GLASSO6,29 The SGL, applied to the present context, would minimize

L(𝜆, 𝛼, 𝜷) = ||y − X𝜷||22 + (1 − 𝛼)𝜆
(√

p1||𝜷𝟏||22 +√
p2||𝜷𝟐||22

)
+ 𝛼𝜆(||𝜷𝟏||1 + ||𝜷𝟐||1), (4)

where p1, p2 are the number of coefficients in the established and unestablished groups, respectively. Here, we set 𝛼 = 0.95,
as recommended by Simon et al.29 The GLASSO minimizes the same criterion as above but with 𝛼 always equal to 0.6

3 SIMULATION STUDY

We evaluated and compared our proposed MSN penalty against four existing approaches (elastic net, IPF-Lasso, SGL,
and GLASSO) and two exploratory approaches (the IPF-EN and Auto-Zero) in a binary outcome setting using logistic
regression. We constructed twelve scenarios that varied in the number of covariates (10-20 established predictors; 30-480
unestablished predictors), whether or not the established predictors were correctly identified (the true log-odds ratios
[ORs] are non-zero), and magnitude of log-ORs. All scenarios were performed at n = 200 and n = 1000. In all cases, the
predictors were sampled from a multivariate normal distribution with mean zero, variance 1, and a compound-symmetric
correlation structure with value 0.2. Further, in each scenario, the distribution of predictors and the true log-OR values
were such that the true model AUC was 0.8 and the intercept was -1.39, which corresponds to a population prevalence of
0.2. We simulated 500 replicates for each scenario. The 12 scenarios, repeated under the two sample size configurations,
are described in Table 1.

Scenario pestablished Magnitude punestablished Magnitude
1A 10 all 0.26 30 0
1B 10 all 0.2 30 one 0.6, rest 0
1C 10 all 0.25 30 five 0.05, rest 0
2A 10 all 0.26 90 0
2B 10 all 0.2 90 one 0.6, rest 0
2C 10 all 0.25 90 five 0.05, rest 0
3A 20 half 0.26, half 0 480 0
3B 20 half 0.2, half 0 480 one 0.6, rest 0
3C 20 half 0.25, half 0 480 five 0.05, rest 0
4A 20 all 0.13 480 0
4B 20 all 0.1 480 one 0.6, rest 0
4C 20 all 0.13 480 five 0.05, rest 0

TABLE 1 Simulation study settings describing the
generating logistic regression model. The second and fourth
columns give the number of established and unestablished
predictors, respectively, and the third and fifth columns
give the magnitudes of the log-odds ratios in these groups
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We assessed performance using a range of prediction and estimation metrics. For prediction, we evaluated the AUC and
Brier score on an independent validation dataset of size 1000, drawn from the same population. These are respectively
defined as follows:

AUC Let y1, y2, … , yn be the true outcome, and let 𝑦1, 𝑦2, … , 𝑦n be the predicted outcome. For a randomly selected
yi = 1 and yj = 0, the AUC is the probability that

𝑦i > 𝑦𝑗. (5)

Brier score The Brier Score is calculated

1
n
Σn

i=1(𝑦i − 𝑦i)2. (6)

To assess estimation, we recorded the root mean squared error (RMSE). The code used to create the simulation, run all
methods, and process results is accessible on GitHub (https://github.com/psboonstra/MSEN).

Results are presented in Figures 1 and 2. On all metrics and all scenarios, the IPF-EN and MSN performed identically:
the zero penalization option was never selected for the MSN, so the two methods reduced to the same fitted model.
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FIGURE 1 Area under curve (AUC), Brier score, and root mean squared error (RMSE) of Auto-Zero, group lasso (GLASSO), Integrative
Lasso with Penalty Factors (IPF-Lasso), multistep elastic net (MSN), and sparse group lasso (SGL), log-scaled relative to the elastic net, n =
200. For AUC, larger is better; for Brier score and RMSE, smaller is better [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 2 Area under curve (AUC), Brier score, and root mean squared error (RMSE) of Auto-Zero, group lasso (GLASSO), Integrative
Lasso with Penalty Factors (IPF-Lasso), multistep elastic net (MSN), and sparse group lasso (SGL), log-scaled relative to the elastic net, n =
1000. For AUC, larger is better; for Brier score and RMSE, smaller is better [Colour figure can be viewed at wileyonlinelibrary.com]

Therefore, we only present the results for the MSN. Across all three metrics, the MSN and IPF-EN performed well. For
the smaller sample size (Figure 1), the MSN and IPF-EN did best in all scenarios for all metrics, followed by the IPF-Lasso
and the Auto-Zero. As sample size increased to 1000 (Figure 2), the performance of the MSN, IPF-EN, IPF-Lasso, and
Auto-Zero became more similar, which is to be expected; however, the SGL and GLASSO still lagged behind. For all
methods, performance appeared to be worst in the B type of scenarios, in which the unestablished coefficients are all zero,
except for one extremely large coefficient. Even when some of the established predictors were actually zero (the 3A, 3B,
and 3C scenarios), it had little effect on the performance of the MSN/IPF-EN/IPF-Lasso, suggesting that even when prior
research on the established covariates is wrong, our method would be a fine choice. In terms of estimation, the MSN,
IPF-EN, IPF-Lasso, and Auto-Zero had much more variability in rMSE than the EN, SGL, and GLASSO, and at the smaller
sample size, the Auto-Zero performed very poorly. We hypothesize that both of these features may actually be caused
by the reduced shrinkage that these four methods place on some of the predictors. The lack of shrinkage increases the
variability in the estimates of the established predictors and, especially for the Auto-Zero, which imposes no shrinkage
at all, may cause them to be biased upwards. For the MSN, IPF-EN, and IPF-Lasso, the slightly reduced shrinkage on
the established predictors generally seems to improve RMSE, albeit with increased variability, but the total absence of
shrinkage, as in the Auto-Zero, seems to become a liability at smaller sample sizes. This may also explain why the zero
penalization option was never selected for the MSN.

http://wileyonlinelibrary.com
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4 DATA EXAMPLE

We applied the MSN to build a prediction model of mortality among pediatric extracorporeal membrane oxygenation
(ECMO) patients receiving respiratory support via ECMO. In 2016, Barbaro et al built the Ped-RESCUERS prediction
model for short-term mortality risk for children on ECMO, using data from 1611 patients in the Extracorporeal Life Sup-
port Organization registry between 2009 and 2012.33 They selected nine predictors for the initial Ped-RESCUERS: time
from admission to initiation of ECMO, time from intubation to initiation of ECMO, arterial pH, arterial carbon dioxide
(PaCO2), mean airway pressure (separately for conventional or high frequency oscillatory ventilation), primary diagno-
sis (three variables), the presence of malignancy as a comorbidity, and pre-ECMO treatment with milrinone. Altogether,
these predictors comprised eleven “established” covariates.

Pre-ECMO biometric measurements of renal, hepatic, neurologic, and hematologic dysfunction are not typically
recorded in the Extracorporeal Life Support Organization registry but may be associated with short-term mortality on
ECMO. In 2019, Barbaro et al updated Ped-RESCUERS with additional data from eleven such biometric variables, the
“unestablished” covariates, collected across a nonoverlapping cohort of 178 ECMO patients.34 The variables were bilirubin
level, alanine aminotransferase (ALT) level, white blood cell count (both too low (leukopenia) and too high (leukocyto-
sis)), low platelet levels (thrombocytopenia), international normalized ratio (INR), vasoactive infusion score (VIS), lactate
levels, ratio of arterial oxygen partial pressure to fractional inspired oxygen (PF-Ratio), abnormal pupil response, and
acute kidney injury. Because the number of potential predictors (11 established plus 11 unestablished) is high relative to
sample size (n = 178), it is crucial to incorporate the knowledge that the eleven established covariates have already been
used in an existing model for the same outcome.

There was sporadic missingness in the predictors (about 4% of the 178*22 datapoints were missing). To account for
this, we used multiple imputation with chained equations to impute 25 datasets35 and then fit an elastic net, IPF-EN,
Auto-Zero, MSN, IPF-Lasso, SGL, and GLASSO to each imputed dataset. For computational efficiency, we treated each
imputed dataset as a separate replicate for cross-validation to select the tuning parameters. Moreover, AUC and Brier score
were averaged across imputations/replicates, and we used the mean of the coefficient estimates across the 25 imputations
as our coefficient estimate. Estimates of the coefficients are presented in Tables 2 and 3. Predictive performance of each
method is presented in Table 4.

For this example, the MSN and IPF-EN again performed identically, suggesting that zero penalization was still not an
attractive option (we omitted the IPF-EN's results because of this). Another immediate observation is that the Auto-Zero's
estimates of the established predictors were often substantially larger than any of the other methods under consider-
ation, while its estimates of the unestablished predictors were often smaller. That difference aside, all methods were
in agreement that hours of intubation pre-ECMO and pertussis diagnosis were strong established predictors; among
the unestablished predictors, all methods agreed that bilirubin, ALT, lactate, and PF-ratio were important predictors of
mortality. However, the MSN, IPF-EN, EN, and Auto-Zero also found asthma diagnosis, PaCO2, and INR to be strong
predictors, while the IPF-LASSO, SGL, and GLASSO did not. Predictive performance of all six methods was roughly com-
parable. These results are largely in concordance with a previous analysis of these data performed by Boonstra and Barbaro

TABLE 2 Standardized estimates of the log-odds ratios for mortality for the established covariates in ECMO example

Variable EN Auto-Zero MSN IPF-Lasso SGL GLASSO Bayes
Admitted hours pre-ECMO (log) 0.024 0.071 0.025 0.000 0.000 0.000 0.020
Intubated hours pre-ECMO (log) 0.326 0.651 0.333 0.344 0.290 0.422 0.811
pH -0.028 -0.325 -0.035 -0.016 -0.004 -0.018 -0.151
PaCO2 0.049 -0.011 0.049 0.007 0.005 0.012 0.020
MAP (CMV), cm H2O 0.006 0.162 0.006 0.000 0.000 0.000 0.122
MAP (HFOV), cm H2O 0.030 0.195 0.034 0.007 0.001 0.003 0.140
Malignancy 0.007 0.006 0.008 0.000 0.000 0.000 0.030
Asthma diagnosis -0.114 -2.017 -0.123 -0.027 -0.002 -0.015 -0.030
Bronchiolitis diagnosis -0.073 -0.168 -0.070 -0.028 -0.009 -0.053 -0.562
Pertussis diagnosis 0.220 0.392 0.225 0.217 0.188 0.252 0.399
Milrinone 0.004 0.007 0.004 0.000 0.000 0.000 -0.010

Abbreviations: ECMO, extracorporeal membrane oxygenation; EN, elastic net; IPF-LASSO, Integrative Lasso with Penalty Factors;
GLASSO, group lasso; MSN, multistep elastic net; SGL, sparse group lasso.
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TABLE 3 Standardized estimates of the log-odds ratios for mortality for the unestablished covariates in
ECMO example

Variable EN Auto-Zero MSN IPF-Lasso SGL GLASSO Bayes
Bilirubin, mg/dL (log) 0.204 0.192 0.203 0.137 0.155 0.179 0.113
ALT, U/L (log) 0.515 0.452 0.508 0.640 0.625 0.702 1.53
Leukocytosis (log) 0.086 0.023 0.083 0.040 0.052 0.077 0.049
Leukopenia (log) -0.070 -0.025 -0.066 -0.011 -0.019 -0.054 -0.041
Thrombocytopenia (log) 0.024 0.017 0.024 0.000 0.000 0.000 0.010
INR 0.057 0.099 0.058 0.007 0.010 0.024 0.049
VIS (log) 0.019 0.009 0.018 0.000 0.000 0.000 0.020
Lactate, mMol/L (log) 0.308 0.308 0.305 0.313 0.299 0.403 0.678
PF-ratio (log) -0.135 -0.173 -0.135 -0.044 -0.050 -0.127 -0.128
Abnormal pupillary response -0.011 -0.007 -0.009 0.000 0.000 0.000 -0.010
pre-ECMO kidney injury 0.014 0.008 0.014 0.000 0.000 0.000 0.000

Abbreviations: ALT, alanine aminotransferase; ECMO, extracorporeal membrane oxygenation; EN, elastic net; GLASSO,
group lasso; INR, international normalized ratio; IPF-LASSO, Integrative Lasso with Penalty Factors; MSN, multistep elastic
net; PF-Ratio, ratio of arterial oxygen partial pressure to fractional inspired oxygen; SGL, sparse group lasso; VIS, vasoactive
infusion score.

Method AUC Brier
EN 0.828 0.143
Auto-Zero 0.837 0.141
MSN 0.828 0.143
IPF-Lasso 0.815 0.147
SGL 0.812 0.148
GLASSO 0.822 0.144

Abbreviations: ECMO, extracorporeal membrane oxygenation; EN, elastic net; IPF-LASSO,
Integrative Lasso with Penalty Factors; GLASSO, group lasso; MSN, multistep elastic net;
SGL, sparse group lasso.

TABLE 4 Model performance on ECMO dataset

using historical priors36; the estimated coefficients from that analysis (using the sensible adaptive Bayes with optimistic
prior approach) are presented in Tables 2 and 3 in the “Bayes” column for comparison.

5 DISCUSSION

We present an extension of the elastic net, called the MSN, which is intended for use when a subset of the predictors under
consideration has already been evaluated in previous models. Our method leverages this limited information to improve
upon the elastic net's predictive and estimating performance. It can easily be implemented using existing R packages and,
because it requires relatively little additional user-input beyond the specification of “established” and “unestablished,” is
fairly automatic to implement. For researchers with prior knowledge about the credibility of their predictors, the MSN
provides a simple way to take that knowledge into account and improve model performance.

This work was as much an exploration of other simple approaches for dealing with prior knowledge as it was a presen-
tation of our new method. Here, our findings were surprising. We found that the sensible ad hoc approach of placing no
penalty at all on the established predictors (Auto-Zero) does not perform well in this setting and may result in inflated
estimates of the established predictors and underestimates of the unestablished predictors. We believe that this is caused
by the total lack of shrinkage on the established predictors; even when they truly are nonzero, the large number of covari-
ates relative to sample size makes some kind of shrinkage desirable. When considering more formal approaches, we found
that the SGL and GLASSO did not perform well in this context, and we would advise against using either of these methods
for this particular problem. We were also curious if there would be any differences between the MSN and the IPF-Lasso,
and there were. In the same way that Zou and Hastie and others have found the standard elastic net preferable to the
standard lasso, the smoother shrinkage and potential for selecting groups of correlated predictors may correspondingly
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make the MSN preferable to the IPF-Lasso in this context. In the initial exploration of the MSN, we used the full [0, 1]
𝛼 sequence in 0.1 increments. However, after our preliminary numerical studies found that it rarely selected 𝛼 > 0.2,
we restricted to [0, 0.2] for computational expediency. The IPF-Lasso's restriction of only 𝛼 = 1 may be limiting its
performance.

Two other key differences between our approach and the IPF-Lasso were the inclusion of a zero penalization option and
the restriction to only two groupings: established and unestablished. The option of zero penalization on the established
predictors did not yield substantial differences. As discussed, it was never selected in our simulations or in our application,
and the Auto-Zero's forced zero penalization on the established predictors often resulted in poor estimates. After further
investigation, we found that the established covariates' association with the outcome had to be very large to make zero
penalization a viable choice for the cross-validation procedure, and in the scenarios considered in our simulation study, the
established covariates were not large enough relative to the unestablished covariates to make zero penalization attractive.
Crucially, however, performance of the MSN did not seem to suffer due to this additional consideration. We are less
attached to the use of only two groupings. Limiting the number of groups to two is the simplest option, and having a
more clear-cut decision may make our method more appealing to researchers. In addition, using only two groupings
means that our method can rely on just one tuning parameter, 𝜙, as opposed to multiple. In penalty exploration, we
found that including more than one tuning penalty parameter for two groups was redundant; the way that 𝜆 is selected
means that the ratio between the two groups is all that matters to varying penalization. (This was also our rationale for
not including the option of infinite penalization on the unestablished covariates; we found that 𝜙 = 1

16
generally worked

out to be equivalent.) With more than two groups, though, multiple 𝜙 parameters would be necessary, adding another
layer of tuning and cross-validation complexity. Future work may want to investigate the utility of including more than
two credibility groups.

A fully Bayesian approach that incorporates historical information directly via prior distributions on the established
predictors' coefficients would need to account for potential model misspecification across nested models and differences
in coefficient values, as described by Robinson and Jewell.37 Boonstra and Barbaro consider one such Bayesian approach
that approximates and accounts for this model misspecification.36 In contrast, the MSN method proposed in this paper
would be suitable when prior research suggests that a subset of predictors are likely to be associated with the outcome,
but there is considerable uncertainty about the true magnitude of these associations. Such a scenario may occur, for
example, when the previous models were fit to a different target population. The MSN provides a less assumptive way
to automatically take this prior knowledge into account. In this sense, it represents a middle ground and a third option
between completely ignoring any prior research versus formally incorporating the previous estimates of association and
their uncertainty.

One limitation of our approach, though, is that our method may be ill-equipped for the scenario in which the established
covariates are mediators for unestablished covariates. We saw evidence of this in the ECMO application: a key difference
between our findings and those of Boonstra and Barbaro, who previously reported on these data, was that we found PaCO2
(an established predictor) to be positively associated with mortality, while Boonstra and Barbaro found this association
to be nearly zero.36 PaCO2 is correlated with lactate (an unestablished predictor), both measuring the degree of acidosis,
and likely to be a mediator for the association between lactate and mortality. If so, the estimated association between
PaCO2 and mortality is probably zero. In general, when the marginal associations between the established covariates and
the outcome are much different or even in the opposite direction from the same associations after conditioning on the
unestablished covariates, the MSN will not be expected to perform as well.

Future extensions of this work might offer more options for differential penalization than the four combinations that
the MSN considers or additional credibility groups. In addition, it might be interesting to develop ways to work with
varying penalties when also dealing with truly grouped or hierarchical data. It may be possible to use the same heuristic
that the MSN uses but with the group lasso or sparse group lasso instead of the elastic net. Future work is needed to assess
the empirical performance of that approach.

The MSN provides a simple extension of the elastic net to handle predictors with different degrees of prior support. Use
of this method has the potential to improve predictive performance and estimation accuracy.
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