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ABSTRACT

The energy industry is undergoing through a reconstruction from a monopolistic electricity market to a more open and transactive one. The next-generation grid is a level playing field in terms of electricity transactions, where all customers have an equal opportunity. The emerging concepts of electricity prosumers are expected to have a significant impact on the retail electricity market. As a result, there is an urgent need to control the interactions among numerous consumers and prosumers. The existing control approaches can be divided into three categories, namely, centralized control, decentralized control, and distributed control. The majority of existing literature focuses on the centralized control. In most cases, the dedicated communication links are required to exchange data between the central controller and the local agents. The centralized control approaches are suitable for relatively small-scale systems without reconstructing the existing communication and control networks. However, as the number of consumers and prosumers are increasing to hundreds of thousands, there are some technical barriers on the centralized control-based economic operations such as heavy computation burden and single point of failure. The decentralized control is an intermediate solution to address the above mentioned challenges. The overall objective is to maximize the benefits of local agents and there is no guarantee that the decisions made by each local agents can contribute to the global optimal decision of the entire system. The distributed control has the potential to solve the economic operation problems of multiple consumers and prosumers. Local agents can share information through two-way communication links in order to find the global optimal decision. Application of distributed control methods in power system increase system’s scalability, alleviate monopoly and monopsony, improve the privacy and distribute computational load among various entities.
In recent years, the high penetration of distributed generations, energy storage devices, dispatchable loads and advanced communication networks increases the customer and prosumers participation in the electricity market. This reconstruction is exerting considerable both positive and negative impacts in power systems. Distributed generations and energy storage devices provide energy resiliency, improve environmental benefit and enhance power quality/reliability of the power systems.

However, as the number of consumers and prosumers are increasing to hundreds of thousands, there are some technical barriers on the centralized control-based operations such as heavy computation burden and single point of failure. Additionally, a comprehensive communication networks are required to exchange data between the central controller and the local agents. The legacy centralized approach would not be able to cope with the huge amount of data and the system operators are facing a tough challenge to support ever-increasing demand with minimum cost due to the high complexity of the power dispatch among numerous power generators with respect to the transmission overloading. In other words, the centralized control approaches are suitable for relatively small-scale systems without reconstructing the existing communication and control networks.

Distributed control approaches are a practical alternative solution to reduce computational burden, remove a single point of failure and improve interoperability [2]. This type of methods iteratively shares information through a two-way communication channel with other agents to find an optimal solution. The main features of the proposed distributed algorithm in this dissertation can be summarized as follows: Accuracy: the accuracy achieved by distributed methods is as much as the accuracy of traditional centralized methods, while computational load is dramatically reduced.
**Scalability and Interoperability**: as the number of agents increases to hundreds of thousands, the legacy centralized method faces certain challenges such as computational burden while distributed algorithm is particularly suitable for solving large-scale optimization problems within a short period of time. **Privacy**: private information (e.g., revenue functions parameters) of agents is not released to others. **Fast Convergence**: due to distributed computational load among all agents in a system, fast convergence is one of the important feature of distributed algorithms. **Monopoly and monopsony**: the absence of central controller and nature of distributed control methods resolve issues raised by monopoly and monopsony.

This chapter provides a detailed discussion about the different control methods and a high-level literature review. Before that a list of required concepts such as microgrids, smart grids, the energy Internet, SCADA etc are provided.

### 1.1 Concepts

#### 1.1.1 Microgrid

The U.S. Department of Energy defines a microgrid [3] as “a group of interconnected loads and distributed energy resources (DER) within clearly defined electrical boundaries that act as a single controllable entity with respect to the grid. A microgrid can connect and disconnect from the grid to enable it to operate in both grid connected and island mode.” It is interesting to mention that the concept of a microgrid has been around for more than a hundred years. Around 1880, Thomas Edison founded and established the first investor-owned electric utility on Pearl Street in lower Manhattan of New York City [4]. On September 4th, 1882, the Pearl Street power station went into operation. This small electric utility was allowed to operate its 27-ton “Jumbo” constant-voltage dynamo (steam generator) and serve 82 local customers without being connected to a main grid, which did not exist yet. This investor-owned electric utility can be considered as the very first version of the microgrid, as shown in Figure 1.1.

In the early 1900s, the first statewide regulation of electric utilities emerged [5]. Due to the evolution of interconnected power grids through long transmission lines, the electric utilities were mov-
Edison strategically located the station in the densely populated area of lower Manhattan. (Photo credit: ConEd)

From a microgrid-like independent system to a highly centralized and regulated one. Across the world, the development of the microgrid had been fairly silent until the early 2000s. In the past two decades, however, the original microgrid concept has drawn increased attentions to address the limited electricity access issues for remote and less developed communities. Microgrids are often the only practically possible solution or the most cost-effective way for these areas that are not connected with the utility grid. In addition, the enhanced microgrid concept offers new socio-economic benefits that have not even been imagined previously. For instance, non-traditional power generators (e.g., wind turbines, solar panels, small-scale diesel generators) in microgrids are allowed to sell electricity to local consumers, ultimately boosting electricity market restricting activities. In addition, the microgrid no longer relies on a single power source; the on-site generation can be used as an emergency backup in the event of a blackout or brownout in order to mitigate the disturbance and improve power reliability.

Figure 1.2 demonstrates the concept of modern microgrids. Technically speaking, a modern microgrid is a small portion of a low-voltage distribution network that is located downstream from a distribution substation through a point of common coupling (PCC) [6]. Due to the nature of microgrid operations (e.g., ownership, reliability requirement, locations), a major microgrid deployment is expected to be carried out on university campuses and research institutions, military bases, and industrial and commercial facilities. According to Navigant Research (formerly called Pike Re-
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the global microgrid capacity is expected to grow from 1.4 GW in 2015 to 7.6 GW in 2024 [7]. Modern microgrids not only offer great promise due to their significant benefits, but also result in tremendous technical challenges. There is an urgent need to investigate the sophisticated and state-of-the-art control and energy management systems in microgrids.

Figure 1.2: An illustrated microgrid system architecture

1.1.2 The Energy Internet and Smart Grids

The data internet (also known as simply the internet) is a network of interconnected networks including, local, private and public computer networks. The internet provides various agents with an opportunity to share data in the information space (World Wide Web) via this complicated network of networks. The energy internet can be considered as a dual of the internet. The (electrical) energy, in the place of information, is shared among various agents in the energy internet networks [8]. In other words, the energy internet is an internet-type network of all the components of a power system, which closely interact with others by sharing both energy and information. Agents or components of this network consist of different prosumers and consumers that have the ability to make decisions by themselves. Microgrids, distributed generations, smart grids, private or governmental energy networks and any community of prosumers and consumers can be a part of this enormous network as agents. The energy internet is also known as the second generation of the power grid because it is equipped with advanced sensing and measurement technology, as well as latest control
and monitoring technology [9]. The energy internet also takes advantage of an advanced communication network to reach a higher level of safety and reliability, and increase the economic and efficient operation of the power system. In addition, the integration of an advanced communication network and smart devices into the power system enables system operators to embed plug-and-play characteristics and intelligent energy management [10]. Figure 1.3 is an internet network used to indicate the concept of the energy internet network.

![Figure 1.3: A snapshot of the energy internet (Created by Harryarts - freepik.com, customized by authors)](image)

At first glance, there is a slight confusion between the definitions of the smart grid and energy internet because both of them use high technologies and modern methods. The definition of the smart grid itself is confusing, as there are somewhat different definitions because it is not possible to present a singular definition of the smart grid that puts all the various components and concepts together. S. Rahman [11] introduces an adequate definition of the smart grid according to the U.S. Department of Energy’s modern grid initiative, “an intelligent or a smart grid integrates advanced sensing technologies, control methods and integrated communications into the current electricity grid.” Thus, it provides an opportunity for consumers to have an active role in the electricity market, accommodate various types of energy sources to support system demand, improve energy efficiency
and enhance system security (self-healing) [12].

N. Hatziargyriou et al. extracted different features for smart grids from various definitions [13, 14]. Thus, the smart grid is:

• **intelligent/smart** because overloads can be determined/predicted to avoid potential outages by rerouting power and doing other preventive measurements.

• **efficient** because the peak shaving technique is used to reduce electrical power consumption during periods of maximum demand on the power utility.

• is able to easily **accommodate** new energy sources and energy storage technologies.

• a good platform for a **competitive electricity market**.

• **quality-focused** due to its technological capabilities to deliver high quality energy.

• a **resilient network** if it uses a new method of controlling and monitoring, such as distributed methods.

• **green** because it is an excellent opportunity to slow the advance of global climate change [15].

The energy internet is a newly developed environment of energy systems. Figure 1.4 shows an evolution timeline of energy systems. Jeremy Rifkin [16] believes “The power grid would be transformed into an info-energy net, allowing millions of people who produce their own energy to share surpluses peer-to-peer.” Based on this definition, hundreds of millions of distributed energy resources will eventually produce electricity everywhere and share it with each other through a network of energy internet like, sharing data through information internet. The energy internet integrates smart power grids, advanced distributed control systems, smart devices, smart communication systems, etc. to provide interactive flexibility and efficient energy management.

Therefore, according to [8,17–19], the following are some features that distinguish energy internet from the smart grid:
1. As mentioned earlier, the energy internet is a kind of duality of the internet i.e., all agents, including prosumers and consumers, are able to sell/generate and buy/consume energy.

2. A smart plug-and-play interface is a fundamental requirement of energy internet networks. An intelligent communication interface supports plug-and-play characteristic to detect the connection/disconnection of any device as soon as a plug-and-play happens.

3. The energy internet require efficient management of energy supply and demand in the power grid. Huang et al. specify this management as “status monitoring and data collection of all devices as well as providing control references to each device” [17]. Energy routers, as a dual of packet routers, are responsible for dynamically adjusting the energy distribution in the grid by rerouting energy flows in transmission and distribution networks.

4. A regional centralized control method is the dominant control method for smart grids, whereas the energy internet is based on multi-agent (or intelligent agents) approaches. This type of control provides more flexibility for consumers and prosumers to have an active role in the energy system. Customers will be able to choose various services satisfying their budget and preferences.

In sum, the energy internet is an upgraded version of the smart grid, accommodating all types of distributed energy with great flexibility in energy sharing. The major characteristics of an energy internet are its openness, robustness, reliability and competitive environment for the whole procedure of energy generation and consumption.

1.1.3 The Role of Microgrids in the Structure of the Energy Internet

As mentioned earlier, microgrids are one of the parts of the energy internet network, which act as agents. Microgrids have considerable potential to be the main element of infrastructure of the energy internet networks, as they are a promising technology that can increase the reliability and profitability of an energy supply to end consumers [20]. A microgrid, technically, is a low-voltage
The investor-owned electric utility can be considered as the very first version of the microgrid, such as, the first investor-owned electric utility on Pearl Street in lower Manhattan.

Separated power grids connected to each other through long transmission lines, the electric utilities were moving from separate and independent systems to a highly centralized and regulated one.

An intelligent or a smart grid integrates advanced sensing technologies, control methods and integrated communications into the current electricity grid.

The power grid will be transformed into an info-energy net, allowing millions of people who produce their own energy to share surpluses peer-to-peer, thanks to its use of the internet concept.

**Figure 1.4: The evolution of grids**

distribution network that is located downstream of a distribution system and connected to the distribution grid through a point of common coupling (PCC). Microgrids are small-scale power systems that have distributed energy resources (DER), distributed storage (DS) and local loads, which are able to work in islanding mode in the electrical distribution system [21, 22]. According to [17], energy internet networks should have three main features: smart plug-and-play characteristics, intelligent energy management and distributed grid intelligence (see figure 1.5).

A microgrid, as an extension of distributed generation, can be easily integrated with a two-way communication network, smart devices and metering, energy storage, energy monitoring and management system, and load management tools to serve the energy internet as the main element of its infrastructure.

The attractive features of a microgrid that enable it to be an unignorable component of future energy management systems can be listed as in [23]:

1. A microgrid is comprised of various distributed power sources such as solar, wind, fossil fuels, and biomass, fuel cells, internal-combustion engines, and energy storage units.

2. A microgrid can play the role of a controllable power supply or a flexible load because of its greater flexibility in the use of various power sources, its cost-efficient scheduling, and smart management.
3. A microgrid can operate separately as an island to guarantee uninterrupted power supply to users inside of the island until achieving the safe grid-connected mode.

4. A microgrid provides efficient energy utilization for users and satisfies their energy requirements as long as it provides great system reliability.

![Figure 1.5: A simple representation of a microgrid structure](image)

### 1.1.4 Data Acquisition in the Legacy Power System and Energy Internet

Supervisory control and data acquisition (SCADA) systems have been widely used to monitor and control plants and equipment in industry since the 1980s. SCADA is an advanced automation control system, which is centrally responsible for the management of power system energy, wide-area data gathering, and the operation of entire electrical power systems [24, 25]. Figure 1.6 shows a general diagram of SCADA and simply depicts how SCADA can access wide-area data. SCADA is a well stabilized system and widely use in the legacy power system.

For a successful mission, various parameters should be monitored, such as nodal voltages, line power flows, active/reactive power, system demand, frequency, switch statuses and system topology [26]. Digital and analog parameters and data are usually gathered by a remote terminal unit (RTU) [27]. Then, they are transmitted to the central monitoring/control station. This huge amount of data imposes a heavy computational load on both the monitoring/control system and communication network [28], and then introduces its own technical problems. For example, transmission and analysis of such broad information requires a complicated communication infrastructure. Thus, the SCADA system may not easily support plug-and-play characteristics of distributed generations/storage and scalability.
Furthermore, for any economic analysis, more financial information is required. Any access to private financial information of various prosumers and consumers by a third party such, as SCADA, can easily violate their and the system’s overall privacy. This type of data acquisition and sharing makes the legacy power system extremely vulnerable. In sum, the SCADA system suffers from a heavy computational burden, vulnerable privacy and a single point of failure. In [29] Y. Yan et al. mention the SCADA based power systems (monitoring and control systems) may only be restricted to transmission systems and the SCADA are not suitable for larger scale monitoring and control of the entire electrical grid.

As is well known, information sharing and collection play a vital role in energy internet networks because most of the functionalities of energy networks depend on wide-area data collection and sharing. Consequently, however, the privacy of prosumers and consumers can at the severe risk as agents share information. Load monitoring is a common method for determining energy consumption for any devices/units in a power system. There are two important methods for load monitoring: intrusive and non-intrusive monitoring methods [30]. Intrusive and non-intrusive monitoring methods are, respectively, referred to as the distributed sensing and single point sensing methods. Accurate data can be obtained through intrusive load monitoring (ILM) by connecting power meters to each appliance in a unit, but this method suffers from some drawbacks, such as high cost, complicated sensor configuration, and installation complexity [31]. In addition, this method is barely trusted in the energy internet environment because it collects each individual appliance’s energy consumption.

An immediate alternative method for ILM is non-intrusive load monitoring (NILM), which only uses a single meter per user. NILM is an alternative and effective method for discovering the energy consumption of individual appliances based on analysis of the aggregate load measured by the main power meter in a building. It would seem to better protect privacy because it does not require to violate the private information of an individual when measuring the power consumption of different appliances [30]. However, a study by C. Hui et al. [32] shows that the analysis of electrical data gathered by NILM can intrude on privacy because the economic behavior of users can be inferred by
some analytical study. Thus, non-intrusive load monitors and smart meter data may reveal precise user information. On the other hand, battery-based load hiding (BLH), a practical and cost-effective solution, ensures the protection of prosumers, and consumers’ privacy against information leakage by third parties or neighbors [33].

In battery-based load hiding method, a battery is installed in the consumer or prosumer’s side. This battery is charged and discharged in a strategic way to hide accurate data that can be obtained by the analysis of consumption data [34]. This process removes the detailed load profile information needed by NILM algorithms to detect a user’s behavior. This method has some limitations because it completely depends on a battery, whereas the alternative methods can be categorized as non-battery. The non-battery methods can be grouped as cryptology [35, 36] and differential privacy [37].
1.2 Energy Management Approaches in Energy Networks

In the 1980s and 1990s, the computer industry gradually used the distributed computing approach in place of the centralized computing approach, thanks to the worldwide internet platform. This alteration in the structure of computer network infrastructure led to computation cost reductions, avoidance of a single point of failure and data privacy improvement [17]. As the penetration of distributed energy resources is continuously growing, altering power systems in the same way as the computer network can revolutionize their future [28]. The energy internet, as a technological revolution, can apply a new approach to the energy delivery and management of power systems.

In this section, all three major control methods-centralized, decentralized and distributed control methods-will be investigated in detail for figuring out the pros and cons of applying them to energy internet.

1.2.1 Centralized Control

In a centralized method, all agents, i.e., prosumers and consumers, will independently communicate and directly interact only with a central operator. This center should be able to monitor, gather and analyze real-time data and provide all components with appropriate control signals as long as it records events in a log file. Figure 1.7 shows a simple schematic of the communication structure of a power system. It is worth mentioning that the centralized structure is only applied to the communication network, and the energy system is a pool-based system.

For almost the last two decades, the centralized control approaches were evolving, thanks to the high technology of communication networks and powerful computers. Optimization of microgrid operation is one of the well known problems that has been frequently addressed by various centralized control approaches. The work of A.G. Tsikalakis et al. is one of the earliest methods which proposed a centralized controller to maximize the value of microgrid and the optimization of its operation during interconnected operation, i.e., the production of local generators and energy exchanges with the distribution network are maximized [38]. Unit Commitment (UC) is an optimization problem that is responsible to determine the least-cost of the operation commitment of
generation units [39]. UC problem is one the most complex optimization problem which could be extended over some period of time [40]. Independent system operator (ISO) as a third party handles wholesale electricity markets to find their day-ahead market schedules based on centralized unit commitment [41]. The energy management system (EMS) is a sophisticated administrative controlling system in the power system which also is benefiting from the centralized control methods to monitor, control, and optimize the performance of the generation and transmission system. D.E. Olivares et al. introduce a centralized control architecture and mathematical formulation of the microgrid’s energy management problem. Their proposed centralized EMS for an isolated microgrids features a detailed three-phase (unbalanced) model of the system [42]. A novel EMS for a microgrid based on a rolling horizon (RH) strategy is developed by [43]. This EMS provides the online set points for generation units while minimizing the operational cost and considering the forecast of renewable resources and loads.

Unfortunately, the penetration of distributed generation, distributed energy storage, renewable energy sources and prosumers/consumers is continuously growing, meaning the centralized algorithms are no longer effective [44, 45] because they are incapable of operating, monitoring and controlling future power systems, which includes tremendous numbers of agents [46,47]. Although the centralized methods are mature and established approaches for control of many systems in recent decades, they are not a practical solution for energy internet systems. The reasons behind of this are:

1. Heavy computation burden is a technical barrier for a centralized control as the number of agents increases to hundreds of thousands [24].

2. Centralized methods are not easy to expand and are not appropriate for smart grids as they need to expand very fast [48].

3. Due to the single point of failure of one center-based control systems, these approaches are suitable only for relatively small-scale systems. Thus, a small number of users is affected in the case of the failure of a center [49].
4. The centralized algorithms are not well designed to support plug-and-play functionalities of a large number of participants [50].

5. Finally, the centralized approaches need a high level of connectivity because each agent should directly interact with the center.

![Centralized control schematic](image)

**Figure 1.7: Centralized control schematic**

### 1.2.2 Decentralized Control

The two terms, decentralized and distributed methods, are often used in place of each other, but there is a slight difference between these two terms. In this section, the concept of decentralized methods and their pros/cons are reviewed.

In a decentralized control method, each agent or group of agents is controlled by itself or a leader, respectively. Figure 1.8 shows a sample structure of the decentralized approach. The decisions are made based on local measurements, such as voltage and frequency values, and there is a limited number of local connections. It stands to reason, then, that decentralized control methods do not require a high level of connectivity. Furthermore, the decentralized control approach does not need to go through the whole decision-making process of the entire system via one center; therefore, it
is not imposed by a high computation load. On the other hand, because the decentralized approach is mainly based on the local measurements of parameters [51]. The global optimization, stability or reliability of the entire system cannot be assured, due to the lack of communication links and information sharing among agents. However, this feature also enables decentralization with a higher level of privacy protection.

Another strong point of decentralized methods is their robustness against a single point of failure. A system equipped with a decentralized method has a massive redundancy in the number of controllers because, in contrast to the centralized method, there are some leaders/controllers in a decentralized system. For example, if some leaders lose their connection with other agents or an agent fails to operate, the entire system can still remain stable.

![Decentralized control schematic](image)

**Figure 1.8: Decentralized control schematic**

### 1.2.3 Distributed Control

The difficulties of both the centralized and decentralized methods can be overcome by the distributed control approaches. In this section, the concept of the distributed control approaches and their difference compared with decentralized control approaches are studied.
In contrast to the system being controlled by a decentralized method, in which agents use local measurements, agents of a system equipped with a distributed control method are allowed to share their information with neighbors. In other words, agents in a system with distributed methods not only use local measurements, but also are able to send and receive required information. Therefore, this type of control system can reach the global optimization, reliability and stability like as centralized control methods [52, 53].

The security of the communication networks of the energy internet is the most important factor, which depends on the privacy of agents. Privacy technologies and encryption standards/algorithms are well matured now and provide energy systems with one of highest levels of security [54]. However, sharing the private and confidential information may provide third parties or other agents with the opportunity to intrude on privacy. New algorithms and protocols of distributed control methods [28, 55–57] preserve the privacy of each agent and the entire system by sharing minimal pieces of information. It is worth mentioning that none of the agents share information with a center as a third party.

![Figure 1.9: Distributed control schematic](image)

As discussed in the introduction section, the energy internet, which is the integration of an advanced communication network and smart devices into the power system, provides the system with plug-and-play characteristics [10]. This ability enables the system to not be influenced by the dynamic topology of the energy internet network. Additionally, it would be easy to extend as new agents arbitrarily connect to the network. The energy infrastructure, including 10,000 power plants, 131 million customers, and 157,000 miles of transmission lines, is one of the most complex infrastruc-
tures ever built by the humans. Based on what is discussed here, the best method to manage such a system is a distributed multi-agents based approach. A mature multi-agent environment with the right set of protocols that allows all agents to locally/globally interact with each other can overcome the drawbacks of the centralized control approach [8].

In sum, distributed methods/algorithms for multi-agent systems, as one of the great revolutions in the energy industry, are very effective tools for energy management of the energy internet because:

- Energy internet networks are easy to expand and support scalability.
- Computational cost is distributed among multi-agents over the energy internet network.
- Energy internet would not be affected by a single point of failure.
- Energy internet would not be affected by the dynamic topology.
- Energy internet support a plug-and-play characteristics.

Distributed control approaches have a wide variety of applications in the power system management such as, power flow control, demand management, reliability and stability study. H. Dagdougui et al. proposed a distributed control strategy for a network of smart microgrids. In this method, an agent i.e., smart microgrid can share information about their internal load and generation. The objective is to minimize the cost of energy storage and exchanged power among smart microgrids when the internal load being supported. One important feature of the proposed approach is that the cooperation among the agents was achieved with no direct knowledge of the others [58]. In [59], a two-level cooperative optimization multi-agent system is designed for distributed energy resources economic dispatch. In this paper, a multi agent-based optimal microgrid control using a fully distributed diffusion strategy solves an economic dispatch problem. The lower level implements an adaptive droop scheme based on online no-load frequency adjustments. There is a peer-to-peer communication among the agents, which simultaneously performs resource optimization while regulating the system frequency.
In a nutshell, distributed optimization techniques could be classified into main two groups: based on Lagrangian decomposition and based on Karush-Kuhn-Tucker necessary conditions [60]. Lagrangian decomposition-based techniques can also categorized in some famous group of methods such as Dual decomposition [61] and Alternating Direction Method of Multipliers (ADMM) [62]. Some novel cooperative distributed algorithms that solves the constrained nonlinear optimization problem using Karush-Kuhn-Tucker (KKT) conditions and consensus networks are discussed in [63, 64].

1.3 Characteristics of Energy Internet’s Communication Networks

A mature communication network is a vital part of the energy internet and effectively improves the performance of future smart grids. The communication network should be changed and developed as fast as the development of the energy internet and its requirements [9, 54], such as stability, reliability, and profitability of the entire system. The major features of communication networks are:

1. **Two-way and pervasive communication**: The next generation power grid should be supported by advanced two-way and pervasive communications to bring efficiency, reliability and safety for the entire system.

2. **Wide bandwidth**: The communication infrastructure should be able to support the increasing number of agents and help them share their information seamlessly.

3. **Cyber security and privacy**: Privacy and information security, including confidentiality, entity authentication, authorization, validation, etc. are essential for every competitive system. Therefore, communication channels should have some level of security to ensure that there is no leakage of private information to third parties and no preferences are given to one or more agents in a competitive environment [28].

4. **Interoperability**: Interoperability among the various agents of an energy internet network is the ability of the agents to cooperate and share information to perform tasks without con-
siderable effects on their operations. In other words, agents of a multi-agent system should have integration, effective cooperation, and two-way communications to reach their common goals. The National Institute for Standards and Technology (NIST) is working on protocols and standards for information management and communication standards to provide a comprehensive interoperability for energy internet systems.

5. **Scalability**: Scalability is an essential attribute of a network, system, or process that can support and accommodate increasing number of users, amount of workload, or more complicated process. In an energy system, the communication network should have the ability to easily support new users, new devices and new control methods [65].

6. **Smart plug-and-play**: An intelligent communication interface should support a smart plug-and-play characteristic to detect connection/disconnection of any device as soon as plug-and-play happens.

7. **Self-healing**: One of the approaches for enhancing the system reliability is a self-healing ability. The communication network plays an important role to provide the power system with this self-healing ability.

The structure for the rest of this dissertation is organized as follows: Chapter 2 discusses a consensus-based distributed algorithm for economic dispatch in detail [28]. Chapter 3 comprehensively studies a distributed alternative current power flow (ACPF) for distribution systems [66]. Chapter 4 proposes distributed optimal power flow for DC distribution system [67] while Chapter 5 demonstrates a distributed optimal power flow for their AC counterparts [68]. Chapter 6 reviews the future trends of distributed control methods for Energy Internet.
CHAPTER 2
Consensus-based Distributed Algorithm for Economic Dispatch

2.1 Introduction

This chapter proposes a consensus-based distributed control algorithm for solving the economic dispatch problem of distributed generators. A legacy central controller can be eliminated in order to avoid a single point of failure, relieve computational burden, maintain data privacy, and support plug-and-play functionalities. The optimal economic dispatch is achieved by allowing the iterative coordination of local agents (consumers and distributed generators). As coordination information, the local estimation of power mismatch is shared among distributed generators through communication networks and does not contain any private information, ultimately contributing to a fair electricity market. Additionally, the proposed distributed algorithm is particularly designed for easy implementation and configuration of a large number of agents in which the distributed decision making can be implemented in a simple proportional-integral (PI) or integral (I) controller. In MATLAB/Simulink simulation, the accuracy of the proposed distributed algorithm is demonstrated in a 29-node system in comparison with the centralized algorithm. Scalability and a fast convergence rate are also demonstrated in a 1400-node case study. Further, the experimental test demonstrates the practical performance of the proposed distributed algorithm using the VOLTTRON™ platform and a cluster of low-cost credit-card-size single-board PCs.

2.2 Literature Review

Future power systems are equipped with a great number of distributed generators (DGs), distributed energy storage devices, dispatchable loads and advanced communication networks, which increases the customer participation in the electricity market. As a result, the optimal economic dispatch (ED)
of future power systems is becoming much more challenging. A sophisticated control is needed to fully address the increasing customer participation at the edge of the electric power system and the inability of existing practices to accommodate these changes [69–72].

In a centralized ED, all participants (DGs and consumers) must release their information to the central controller. As the market penetration of DGs and consumers is continuously growing, the centralized algorithms are no longer suitable due to the heavy computational burden [47]. Moreover, the centralized algorithms are not designed to support plug-and-play functionalities of a large number of participants.

Consensus-based distributed approaches have been found to be practical in many multi-agent applications, such as industrial systems, automated highway systems, and computer networks [73]. Consensus-based distributed approaches are to find the global optimal decision by allowing local agents to iteratively share information through two-way communication links. All agents reach a consensus when they agree upon the value of the information state [49, 53, 74–76]. The information state can be physical quantities or control signals such as voltage, frequency, output power, incremental cost, and estimated power mismatches [77]. Figure 2.1 compares the centralized and distributed methods for solving the ED problem in power systems [24]. The major advantages of distributed methods are summarized as follows:
Scalability and Interoperability: As the number of agents increases to hundreds of thousands, the legacy centralized method faces certain challenges such as computational burden. As more DGs are integrated into power systems, the centralized methods are not suitable for such heterogeneous systems [77, 78].

Monopoly and Monopsony: A central organization usually has a kind of monopoly over the consumers and a monopsony toward the electrical energy DGs. However, as it is discussed in various research papers and academic notes, consumers have a much more apathetic role than DGs do in electrical energy markets under centralized control [79, 80].

Privacy and Stealth Protection: One of the essential and notable features of every competitive system is the equal opportunity for competition for all players. Therefore, it should be ensured that no private information is released by a third-party and no preferences are given to one or more DGs in a competitive market [69].

Computational Cost: Heavy computational load is imposed on the central controller when dealing with a large multi-agent network [77, 81]. However, the computational load can be shared among agents using distributed approaches.

Single Point of Failure: A distributed approach is robust to the single point of failure because there is no need for a center for the supervisory of the entire system [78, 82].

Network Topology: In future power systems, the communication network and power network are subject to frequent change [83]. Accordingly, there are serious doubts about the ability of centralized methods to handle the variable topology.

The literature review shows a growing interest in distributed algorithms in the field of power systems. A distributed algorithm for solving the ED problem that considered thermal generation and random wind power was discussed in [84] for a smart grid. A distributed optimization problem with local constraints was studied in [64] to obtain the optimal solution for a load sharing problem. Hug and Kar [56] introduced a consensus-based distributed energy management approach to handle loads of a micro-grid. Rahbari-Asr et al. investigated an incremental welfare consensus-based
algorithm that manages both loads and DGs [63]. In addition, they developed a cooperative distributed demand management system in [57] based on Karush–Kuhn–Tucker conditions for plug-in electric vehicle charging. A distributed optimal power flow was introduced for a large-size distribution system in [85]. Mudumbai et al. [47] worked on the distributed algorithm for both optimal ED and frequency control with a large number of intermittent energy sources. The authors in [55] proposed a distributed real-time demand response for a multi-agents system to maximize social welfare. They defined sub-problems by decomposing the main optimization problem and locally solving each sub-problem. Binetti et al. [75] presented a distributed method to solve the ED problem considering power losses of transmission lines. Two consensus protocols were run in parallel to reach the consensus and estimate the power-mismatch considering the lines’ losses. Elsayed and El-Saadany proposed a fully decentralized method that can solve both the convex and the practical non-convex ED problem. They also considered transmission losses in [86]. In [87], a distributed constrained gradient approach was proposed to consider both the equality and inequality constraints for online optimal generation control. Another algorithm has been introduced in [88] to help energy producers to collect information regarding power mismatch between generation and consumption. This mechanism finally converges incremental cost to an optimal value. N. Cai et al. [89] offers a decentralized approach for the economic dispatch problem of a micro-grid in which, various agents use local information or receive some information from their immediate neighbors. However, this paper does not cover the power balance within micro-grid because it is assumed that power balance has already been met. One of the distributed techniques for solving non-convex economic dispatch problem has been introduced in [75]. In this technique, a leader-less consensus based distributed algorithm share bids among different agents based on an auction mechanism. G. Binetti et al. considered transmission losses, valve-point loading effect, multiple fuel, prohibited operating zones in non-convex ED problem. A primal-dual perturbation method is proposed by T.H Chang et al. [90] enabling multi-agents system to reach a global optimum. In this method, all agents try to estimate functions of global cost and constraints based on distributed approach.

From the control algorithm’s point of view, one common issue with existing distributed consensus
algorithms is their slow convergence (high iteration numbers), privacy, high connectivity requirement and complexity. For instance, in most of previous works the incremental cost ($\lambda$) and output power are shared [55], which violate privacy principles. While agents in a multi-agent system may not share private information with center (third-party), they share the private information with other agents and it could be even worse than the centralized method. In addition, distributed methods cannot attract serious attentions in case of implementation if they suffer from high connectivity, slow convergence and complexity. To address the aforementioned limitations of existing distributed methods, we propose a novel consensus-based distributed algorithm to maintain data privacy and reduce computational time while solving for a large-scale ED problem. The proposed approach need to share minimum information (Power mismatch) among different agents in a multi-agent network, thus, the privacy of all agents will definitely be improved. In other words, the parameter of cost function, utility function, incremental cost ($\lambda$) and output power etc. will not be shared among agents and, also, third-party are not at all able to access to these parameters. In addition, computational cost will be decreased that make the scalability possible for enormous multi-agent system. Figure 2.2 shows a general view of the communication network for the proposed method. The main features of the proposed distributed algorithm are as follows:

1. **Accuracy**: The ED problem is solved in a fully distributed manner without relying on a central controller. The solution accuracy is validated by the benchmark results achieved by traditional centralized methods.

2. **Privacy**: DGs and consumers do not need to disclose any private information (e.g., cost functions and utility functions) with others. The estimated power mismatch between the total generation and the total demand is the only information to be shared among all DGs. In addition, consumers are not required to have a communication channel between one another or to exchange information with all DGs. They only need to connect to local DGs.

3. **Fast Convergence**: The proposed algorithm outperforms some existing distributed methods in terms of number of iteration and computational time.
4. **Scalability**: The proposed distributed algorithm is particularly suitable for solving large-scale optimization problems (e.g., >1,000 agents) within a short period of time.

5. **Easy Implementation**: This salient feature makes it possible to deploy the proposed distributed methods in the field at scale.

![Communication network](image)

Figure 2.2: The illustrated communication network for the proposed distributed method.

The structure for the rest of this chapter is organized as follows: Section 2.3 formulates the ED problem as a global objective function, considering cost functions, utility functions and constraints. Section 2.4 discusses graph theory, consensus-based distributed protocols, optimality and convergence analysis of proposed algorithm. Section 2.5 evaluates the solution performance using software simulation and experimental testing. Section 2.6 summarizes this chapter and presents the concluding remarks.

### 2.3 System Modeling and Problem Description

The ED problem is a short-term resource allocation of a number of DGs to meet the load requirement in a most cost-effective way. The utility function of consumers, the cost function of DGs
and their surplus function are defined in this section. Then, the overall optimization problem is formulated based on the defined model of economic players in an electricity market.

2.3.1 Utility Function, Marginal Benefit and Consumer’s Surplus

Each consumer in an electricity market has its own preferences for energy consumption during different times of a day. These preferences cause various levels of requested demand within an operation period. There are some factors affecting the preferences of consumers in an electricity market such as the instantaneous or average price of electricity, temperature changes, the type of user and comfort level. The different demand levels requested by consumers in response to these diverse factors can be modeled by utility functions for mathematical purposes [46, 55, 80]. In other words, the utility function measures the satisfaction level or welfare of consumers as a function of different types of performance (i.e., demand level) to represent a consumer’s preferences. In a typical electricity market, the utility function \( U_j(P_{Load}^j) \) shows the level of satisfaction of the \( j \)-th energy consumer, where \( P_{Load}^j \) is the demand of \( j \)-th consumer.

Marginal benefit is an additional utility that an electrical consumer will gain by getting one more unit (MW) of electrical energy. The consumption of more power increases the utility function if the marginal benefit has a positive value; however; the consumption of more power decreases the level of satisfaction if the marginal benefit has a negative value [91]. The common utility functions are non-decreasing functions; thus, the marginal benefit is a non-negative function. It means [92]:

\[
\frac{\partial U_j(P_{Load}^j)}{\partial P_{Load}^j} \geq 0, \quad j \epsilon S_D
\]  

(2.1)

It is evidently proven that the marginal benefit of electrical consumers is a non-increasing function because the marginal benefit will normally decrease as users consume more energy. Thus, we have [92]:

\[
\frac{\partial^2 U_j(P_{Load}^j)}{\partial (P_{Load}^j)^2} \leq 0, \quad j \epsilon S_D
\]  

(2.2)
There are various types of utility function for single and multiple goods, such as: *Cobb-Douglas Utility Function*, *Perfect Substitutes*, *Perfect Complements* and *Quasilinear*. In this chapter, a quadratic mathematical model satisfying (2.1) and (2.2) is used in Equation (2.3) as a utility function of the consumers. This utility function is customized for different consumers based on parameters \( b \$/kWh^2 \) and \( \omega \$/kWh \). The larger \( \omega \) is, the higher the utility function.

\[
U_j(P_{Load}) = \begin{cases} 
\omega_j P_{Load} - b_j (P_{Load})^2 & P_{Load} \leq \omega_j / 2b_j \\
\frac{\omega_j^2}{4b_j} & P_{Load} > \omega_j / 2b_j 
\end{cases} \tag{2.3}
\]

Consumer’s surplus measures the welfare on the consumers’ side; hence, it is a measurement of the benefit, derived from the electricity market, of an economic player on the consumption side [63]. A consumer’s surplus will be represented by (2.4), if the \( j \)-th consumer pays \( \lambda \$/kWh \) for \( P_{Load} \) kW of the electrical energy.

\[
S_j^{Load}(P_{Load}) = U_j(P_{Load}) - \lambda P_{Load}, \quad j \in S_D \tag{2.4}
\]

Consumers attempt to maximize their own welfare in the market. Therefore, they consume power at the maximum value of their concave surplus function. Figure 2.3 shows the graphical representation of equations (2.3) and (2.4).

### 2.3.2 Cost Function and DG’s Surplus

Generally speaking, a multiple piecewise linear or quadratic function, known as cost function, is used to estimate the total cost of the output-power of the energy providers, such as DGs. Using a proper cost function is the best way to pre-evaluate the performance of a DG and to solve an ED problem [79]. Here, we consider a quadratic mathematical equation to model a typical DG. \( \alpha \$/kWh^2 \), \( \beta \$/kWh \) and \( \gamma \$/h \) are coefficients that customize the cost function for each DG and \( P_{Gen}^i \) is power generated by the \( i \)-th DG.
\[ C_i (P_{Gen}^i) = \alpha_i (P_{Gen}^i)^2 + \beta_i P_{Gen}^i + \gamma_i, \quad i \in S_G \] (2.5)

A DG’s surplus (commonly known as profit) measures the welfare of a DG. In other words, it is a benefit gained by DG, when the sale price of energy is more than the costs spent to produce the energy. If the \( i \) – \( th \) DG sells \( P \) kW of electrical energy at \( \lambda $/kWh \), the DG’s profit is expressed as in (2.6).

\[ S_i^{Gen} (P_{Gen}^i) = \lambda P_{Gen}^i - C_i (P_{Gen}^i), \quad i \in S_G \] (2.6)

Unlike consumers, DGs tend to produce as much electricity as possible. Figure 2.4 shows the surplus curve of a DG. The more power DGs produce, the higher surplus they obtain.
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Figure 2.3: Consumer’s surplus and utility function

Figure 2.4: A DG’s surplus and cost function

2.3.3 Global Optimization Problem

The objective function in this chapter is to maximize the welfare of all consumers and DGs. In other words, the objective function is to maximize the summation of the utility functions (2.3) and minimize the summation of the cost functions (2.5). Thus, the overall objective function can be written as:
\[
\text{Min} \left( \sum_{i \in S_G} C_i (P_{Gen}^i) - \sum_{j \in S_D} U_j (P_{Load}^j) \right)
\]

(2.7)

Note that the current version of the proposed distributed algorithm does not consider the power losses and the maximum capacity of the power lines. This objective function is also subject to constraints of power balance between the aggregated generations \( \sum_{i \in S_G} P_{Gen}^i \) and consumption \( \sum_{j \in S_D} P_{Load}^j \) as in (2.8).

\[
\sum_{i \in S_G} P_{Gen}^i = \sum_{j \in S_D} P_{Load}^j
\]

(2.8)

In addition, the output-power of each DG and the consumption of each consumer cannot go beyond their maximum capacity. These two constraints can be applied to the optimization problem as in (2.9).

\[
0 \leq P_{Gen}^i \leq P_{Gen}^{i, \text{max}} \quad i \in S_G
\]

\[
0 \leq P_{Load}^j \leq P_{Load}^{j, \text{max}} \quad j \in S_D
\]

(2.9)

2.4 Distributed Algorithm for Economic Dispatch

As previously mentioned, consensus-based distributed approaches offer a great solution for solving optimization problems such as economic dispatch. In this section, we review the conception of the graph theory and elaborate on the proposed distributed algorithm in details.

2.4.1 Graph Theory

We can model the agents’ interaction through the communication network by (un)directed graphs denoted by \( \mathcal{G}(\mathcal{V}, \xi) \). Consider a network of \( n \) connected agents in which nodes are designated by \( \mathcal{V} = \{v_1, v_2, \ldots, v_n\} \) and \( \xi \subseteq \mathcal{V} \times \mathcal{V} \) shows a set of edge. The directed edge \( e_{ij} = (v_i, v_j) \) shows that agent \( i \) share it’s information state with agent \( j \). Also, undirected edge \( e_{ij} = (v_i, v_j) \) indicates that agents \( i \) and \( j \) can share information with each other. Two matrices will commonly be
used to represent the communication topology of a multiple-agents network. The adjacency matrix denoted by $A = \{[a_{ij}] | a_{ij} \in \mathbb{R}^{P \times P}\}$ of an undirected graph $G$ is symmetric. The entry $a_{ij}$ of an adjacency matrix is a positive value if $e_{ij} \in \xi$ and $a_{ij} = 0$ for $e_{ij} \notin \xi$. Otherwise, the entry $a_{ii}$ is assumed to be zero. The second matrix is Laplacian matrix $L = \{[l_{ij}] | l_{ij} \in \mathbb{R}^{P \times P}\}$ in which entry $l_{ii} = \sum_j a_{ij}$ and $l_{ij} = -a_{ij}$ for $i \neq j$. Equation (2.10) shows matrices $A$ and $L$ [84].

\[
A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{bmatrix}, \quad \text{and} \quad L = \begin{bmatrix}
\sum_j a_{1j} & -a_{12} & \cdots & -a_{1n} \\
-a_{21} & \sum_j a_{2j} & \cdots & -a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
-a_{n1} & -a_{n2} & \cdots & \sum_j a_{nj}
\end{bmatrix}
\]

(2.10)

### 2.4.2 Consensus-based Distributed Protocols

In consensus-based distributed approaches, a network of agents shares information via communication channels between agents to reach a consensus. Node $i$ and node $j$ have reached a consensus if and only if the value of the state of the $i$-th node ($x_i$) and the state of the $j$-th node ($x_j$) are equal [73, 74]. Thus, multiple agents reach a consensus when all of them agree on the coordination information or variable. The Laplacian potential for a graph is delineated by (2.11) which represents a kind of virtual energy stored in a graph [93].

\[
L_P = \sum_{i,j} a_{ij}(x_j - x_i)^2 = 2x^T L x
\]

(2.11)

In other words, the Laplacian potential could be used as a measure that shows the total disagreement among all agents in a network. If the agents of a network tend to reach a consensus, they should at least interact with their neighbors to minimize Laplacian potential ($L_P$) as a disagreement [73]. In fact, a general consensus for a multi-agent system will be reached if and only if $L_P = 0$ or $x_i = x_j$. 
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The “consensus” being used for the proposed method is defined as zero-power-mismatch. Based on the definition of Laplacian potential, the whole power mismatch is a virtual energy stored in the network that must be minimized. Consensus is reached by converging towards

\[ \Delta P_1^T = \Delta P_2^T = \cdots = \Delta P_n^T = 0 \]  \hspace{1cm} (2.12)

where \( \Delta P_i^T \) is a power mismatch of the whole system estimated by the \( i \)-th DG.

Considering that all agents have single-integrator dynamics \([73, 93]\), a standard linear consensus protocol is defined as (2.13).

\[ \dot{x}_i(t) = \sum_j a_{ij}(x_j - x_i) \]  \hspace{1cm} (2.13)

Equation (2.13) can be written for all agents as a vector: \( \dot{x}(t) = -Lx \), which is equivalent to the gradient of the Laplacian potential of a graph as shown in Equation (2.14). It represents a gradient-descent algorithm that is able to find the minimum of the Laplacian potential function. As previously discussed, the minimum Laplacian potential happens at \( \Delta P_i = 0, \quad \forall i \).

\[ \dot{x}_i(t) = -\nabla \mathcal{L}_P \]  \hspace{1cm} (2.14)

A discrete-time version of the linear consensus protocol of a first-order integrator can be represented by (2.15)

\[ x_i(k + 1) - x(k) = u_i(k) \implies \]
\[ x_i(k + 1) = x_i(k) + u_i(k) \]  \hspace{1cm} (2.15)

where \( u_i(k) \) depends on the information state of neighbors of \( i \)-th agent \((i.e., u_i = f_i(x_1, x_2, ..., x_j))\) and can be shown by (2.16).

\[ u_i(k) = \sum_j a_{ij}(x_j(k) - x_i(k)) \]  \hspace{1cm} (2.16)
Equation (2.17) is obtained from (2.15) and (2.16), where $I$ is unit matrix.

\[ x_i(k + 1) = x_i(k) + \sum_j a_{ij}(x_j(k) - x_i(k)) \Rightarrow \]
\[ x_i(k + 1) = x_i(k) - Lx_i(k) = (I - L)x_i(k) \quad (2.17) \]

Given that the sum of row of adjacency matrix $A$ is one (i.e., $A$ is a stochastic matrix), Equation (2.18) can be derived from (2.17). Equation (2.18) explicitly indicates that the next state of each agent depends on the current states of other agents.

\[ x_i(k + 1) = \sum_j a_{ij}x_j(k) \quad (2.18) \]

Now, we consider $\Delta P$ as information coordination that needs to be shared among agents. Equation (2.19) shows that $\Delta P$ of each agent is calculated by the current estimated $\Delta P$ of other neighbors. It is worth mentioning that $\Delta P$, the only information shared among different agents, does not include any private information. The consumers do not need to launch any communication link among themselves for information coordination. Thus, the elements associated with the connectivity between any pair of consumers are zero in “Matrix A”. Moreover, consumers do not have to establish a communication channel with more than one DG. They are connected to a local or nearest DG if there is a physical connection (transmission and distribution line). Since the power mismatch is the only shared information among DGs, a DG and its associated loads/consumers can be viewed as an aggregate node. The “Reduced Matrix A” being used in Equation (19) is only an adjacency matrix of DGs’ communication network. In sum, the $A$ matrix has many zero elements that most of them could be ignored for the sake of simplicity. The $A$ matrix that used in Equation (19) is only an adjacency matrix of DGs’ communication network without zero elements of consumers’ network and communication channel among consumers and DGs. Thus, we omitted zero
elements. The A matrix is reduced by dimension in comparison with A matrix of the entire system.

\[
\begin{bmatrix}
\Delta P_1(k + 1) \\
\Delta P_2(k + 1) \\
\vdots \\
\Delta P_n(k + 1)
\end{bmatrix}
= [A]
\begin{bmatrix}
\Delta P_1(k) \\
\Delta P_2(k) \\
\vdots \\
\Delta P_n(k)
\end{bmatrix}
\implies \Delta \tilde{P}(k + 1) = A \Delta \tilde{P}(k)
\] (2.19)

Each DG uses its own estimated power mismatch as a feedback. By adding the vector \( \vec{P}_L(k) - \vec{P}_{Gen}(k) \) to Equation (2.19), Equation (2.20) is obtained as a consensus protocol for this chapter.

\[
\begin{bmatrix}
\Delta P^T_1(k + 1) \\
\Delta P^T_2(k + 1) \\
\vdots \\
\Delta P^T_n(k + 1)
\end{bmatrix}
= [A]
\begin{bmatrix}
\Delta P_1(k) \\
\Delta P_2(k) \\
\vdots \\
\Delta P_n(k)
\end{bmatrix}
+ \begin{bmatrix}
\Delta P^L_1(k) - P^L_{1,Gen}(k) \\
\Delta P^L_2(k) - P^L_{2,Gen}(k) \\
\vdots \\
\Delta P^L_n(k) - P^L_{n,Gen}(k)
\end{bmatrix}
\] (2.20)

Where \( P^L_i \) is the summation of all local loads connected to \( i-th \) DGs. Every iteration, the DGs need to go through a simple process to update incremental cost \( \lambda \) internally. This \( \lambda \) does not need to be shared with neighbors. Once again, the only information that will be shared through the communication network is \( \Delta P \).

The discrete-time equation (2.21) shows proposed protocol for \( \lambda \) in this chapter, where \( \Delta x > 0 \) shows the interval of discrete-time integration, and \( K_I \) is the controller coefficient.

\[
\lambda_i(k + 1) = K_I \sum_k (\Delta P^T_i(k + 1) + \Delta P^T_i(k)) \times \frac{\Delta x}{2}
\] (2.21)
The incremental cost $\lambda$ is used to calculate output-power ($P_{Gen}^i$) of a DG. The parameters of cost function (2.5) such as $\alpha$, $\beta$ and the calculated $\lambda$ inside the controller of each agent are used to estimate output-power using Equation (2.22). In fact, other agents and third-parties are not at all able to access these parameters.

$$P_{Gen}^i(k + 1) = \begin{cases} 0 & P_{Gen}^i \leq 0 \\ \frac{\lambda_i}{2\alpha_i} & 0 < P_{Gen}^i < P_{Gen}^i_{i, \text{max}} \\ P_{Gen}^i_{i, \text{max}} & P_{Gen}^i \geq P_{Gen}^i_{i, \text{max}} \end{cases}$$  \hspace{1cm} (2.22)

When a DG estimates its output-power, it can determine the estimated power mismatch by Equation (2.23), and share this estimate with its neighbors at each iteration.

$$\Delta P_i(k + 1) = P_{Gen}^i(k + 1) - P_{Load}^j(k + 1), \quad i \in S_G \quad (2.23)$$

When a DG determines its $\lambda$ in accordance with its output-power, it shares $\lambda$ with the local consumers. Then the consumers calculate their demands based on the $\lambda$ offered by the DG. It is not, however, necessary to share $\lambda$ among consumers; in other words, each consumer just needs to receive $\lambda$ from one DG. Then, the consumer can determine its best and most cost-effective demand based on the maximum level of the consumer’s surplus function represented by (2.4). The maximum of consumer’s surplus can be achieved by $\frac{\partial S_{Load}^j}{\partial P_{Load}^j} = 0$, which is shown in (2.24). The utility function of consumers in Equation (2.3) and Figure 2.3 show that if a consumer uses power more than $\omega_j/2b_j$, its level of satisfaction will not be increased. Thus, the maximum load of $j$−th consumer is considered as $P_{Load}^j_{j, \text{max}} = \omega_j/2b_j$.

$$P_{Load}^j(k + 1) = \begin{cases} 0 & P_{Load}^j \leq 0 \\ \frac{\omega_j - \lambda_j(k + 1)}{2b_j} & 0 < P_{Load}^j < P_{Load}^j_{j, \text{max}} \\ P_{Load}^j_{j, \text{max}} & P_{Load}^j \geq P_{Load}^j_{j, \text{max}} \end{cases}$$  \hspace{1cm} (2.24)
The consumer sends the amount of estimated demand to a local DG if there is a physical connection (i.e., distribution lines) between them. The consumers do not need to disclose any properties of its utility function. In addition, consumers do not need to establish any communication channel among themselves to coordinate any information state or with more than one DG. The above-mentioned features significantly reduce the computing complexity and the upfront cost of new communication infrastructure.

Figure 2.5 illustrates the interaction between a specific DG and other agents (DGs and consumers).

The optimality and convergence analysis of the proposed distributed algorithm will be discussed in the rest of this section.

### 2.4.3 The Optimality Analysis

As mentioned before, $P^L_i$ is the summation of local loads connected to $i$-th DG. Equation (2.25) shows the $(k + 1) - th$ iteration of total $P^L_i$ and $\psi_i$ indicates the portion of total load connected...
to $i$-th DG. $\theta_i^L$ and $\varphi_i^L$ are used in the place of $\psi_i \frac{1}{2b_j}$ and $\psi_i \frac{1}{2b_j}$, respectively, for more simplicity. $(k + 1)$-th iteration of DG’s output is calculated by (2.26). In addition, $\theta_i^{Gen}$ and $\varphi_i^{Gen}$ are used in the place of $\frac{\beta_i}{2\alpha_i}$ and $\frac{1}{2\alpha_i}$, respectively.

\[
P_i^L(k + 1) = \psi_i \sum_j P_j^{Load}(k + 1) = \psi_i \sum_j \frac{\omega_j}{2b_j} - \psi_i \sum_j \frac{1}{2b_j} \times \lambda_i(k + 1)
\]
\[
= \theta_i^L - \varphi_i^L \lambda_i(k + 1); \quad \sum_j \psi_i = 1 \tag{2.25}
\]
\[
P_i^{Gen}(k + 1) = \frac{\lambda_i(k + 1) - \beta_i}{2\alpha_i} = \frac{\lambda_i(k + 1)}{2\alpha_i} - \frac{\beta_i}{2\alpha_i} = \varphi_i^{Gen} \lambda_i(k + 1) - \theta_i^{Gen} \tag{2.26}
\]

Finally, the power mismatch $\Delta P_i(k + 1)$ calculated by $i$-th DG is achieved by (2.27) where, $\varphi^c_i = \varphi_i^{Gen} + \varphi_i^L$ and $\theta^c_i = \theta_i^{Gen} + \theta_i^L$.

\[
\Delta P_i(k + 1) = P_i^{Gen}(k + 1) - P_i^L(k + 1) = (\varphi_i^{Gen} + \varphi_i^L) \lambda_i(k + 1) - (\theta_i^{Gen} + \theta_i^L)
\]
\[
= \varphi_i^c \lambda_i(k + 1) - \theta_i^c \tag{2.27}
\]

$\lambda_i$, $\Delta P_i^T$ of $i$-th agent for $k = 0$ can be calculated by (20), (23) and (25).

\[
\Delta P_i^T(1) = \Delta P_1(0) + \Delta P_2(0) + \cdots = \Delta_1 \tag{2.28}
\]
\[
\Delta P_i^T(0) = \Delta P_1(0^-) + \Delta P_2(0^-) + \cdots = \Delta_0 \tag{2.29}
\]
\[
\lambda_i(1) = K_I(\Delta P_i^T(1) + \Delta P_i^T(0)) = K_I(\Delta_1 + \Delta_0) \tag{2.30}
\]

By continuing this process for $k = 1, 2, \cdots$, equations (2.31), (2.32) will be obtained.

\[
\Delta_{k+1} = \Delta P_i^T(k + 1) = \sum_i K_I \varphi_i^c \Delta_k - \Delta_k \quad \forall i \in S_G \tag{2.31}
\]
\[
\lambda_i(k + 1) = K_I(\Delta_k + \cdots + 2\Delta_2 + 2\Delta_1 + \Delta_0) \quad \forall i \in S_G \tag{2.32}
\]
In Equation (2.31), \( \|\Delta_{k+1}\| \) merges to zero i.e.; \( \|\Delta_{k+1}\| \to 0 \) if \( \|1 - \sum_{i} K_i \varphi_i^c\| \leq \varepsilon < 1 \), where \( \varepsilon \) is a positive number. Then, we have \( \lambda_i(k + 1) \leq (\varepsilon^k \Delta_0 + 2\varepsilon^{k-1} \Delta_0 + \ldots + 2\varepsilon \Delta_0 + \Delta_0), \quad \forall i \in S_G \). Therefore, if \( k \to \infty \), \( \lambda_i \) will not approach infinity; hence, \( \lambda_i(k + 1) \leq \frac{1}{1-\varepsilon} \Delta_0 + \frac{\varepsilon}{1-\varepsilon} \Delta_0 = \frac{1+\varepsilon}{1-\varepsilon} \Delta_0 \). The smaller \( \|1 - \sum_{i} K_i \varphi_i^c\| \) is, the faster the power mismatch will converge to 0. \( K_i \) is the parameter that can control/change the size of \( \|1 - \sum_{i} K_i \varphi_i^c\| \) to be less than 1.

Finally, Equation (2.33) indicates that \( \lambda_i \) for all DG (\( \forall i \)) will be same and \( \Delta P_{iT_i}(k + 1) \) of \( i-th \) of DG will converge to zero for \( \forall i \in S_G \). We consider all \( \lambda_i \quad \forall i \) as \( \lambda \) because they are identical. In the next step, we will show (2.33) will satisfy the KKT conditions.

\[
\lim_{k \to \infty} \lambda_i(k + 1) = \lambda; \quad \forall i \in S_G \\
\lim_{k \to \infty} \Delta P_{iT_i}(k + 1) = \Delta_{k+1} = 0; \quad \forall i \in S_G
\]  

(2.33)

**Assumption 1**: All local cost functions utility functions (2.3) and (2.5) are strictly concave and convex, respectively. Accordingly, the total objective function (2.7) is strictly convex.

**Assumption 2**: In addition, all equality and inequality constraint functions, represented by (2.8) and (2.9), are affine.

**Lemma 1**: The optimization problem represented in this chapter through (2.3)-(2.9) is a convex optimization problem with differentiable objective and constraint functions satisfying Slater’s condition (assumption 1 and 2 guarantee Slater’s condition), thus the KKT conditions provide necessary and sufficient conditions for optimality [94].

The remaining of this section makes certain that the fixed-point of proposed iterative consensus algorithm obtained by (2.20)-(2.24) is a global optimal solution of (2.7) if it is satisfying the following KKT conditions [64].
Lagrangian:

\[
L(P, \lambda, \mu, \zeta) = \left( \sum_{i \in S_G} C_i (P^\text{Gen}_i) - \sum_{j \in S_D} U_j (P^\text{Load}_j) \right) + \lambda \left( \sum_{j \in S_D} P^\text{Load}_j - \sum_{i \in S_G} P^\text{Gen}_i \right) \\
+ \sum_{i \in S_G} \mu_i (P^\text{Gen}_i - P^\text{Gen}_{i,\max}) + \sum_{i \in S_G} \zeta_i (-P^\text{Gen}_i) + \sum_{j \in S_D} \mu_j (P^\text{Load}_j - P^\text{Load}_{j,\max}) + \sum_{j \in S_D} \zeta_j (-P^\text{Load}_j)
\]

(2.34)

Lagrangian stationarity ($\nabla_P L(P, \lambda, \mu, \zeta) = 0$):

\[
\frac{\partial C_i (P^\text{Gen}_i)}{\partial (P^\text{Gen}_i)} - \lambda + \mu_i - \zeta_i = 0; \quad \forall i \in S_G \\
-\frac{\partial U_j (P^\text{Load}_j)}{\partial (P^\text{Load}_j)} + \lambda + \mu_j - \zeta_j = 0; \quad \forall j \in S_D
\]

(2.35)

Complementary slackness:

\[
\mu_i (P^\text{Gen}_i - P^\text{Gen}_{i,\max}) = 0, \quad \zeta_i (-P^\text{Gen}_i) = 0; \quad \forall i \in S_G \\
\mu_j (P^\text{Load}_j - P^\text{Load}_{j,\max}) = 0, \quad \zeta_j (-P^\text{Load}_j) = 0; \quad \forall j \in S_D
\]

(2.36)

Dual feasibility:

\[
\mu_i \geq 0, \quad \zeta_i \geq 0; \quad \forall i \in S_G \\
\mu_j \geq 0, \quad \zeta_j \geq 0; \quad \forall j \in S_D
\]

(2.37)

All local constraints presented by (2.9) for generation and consumption level of DGs and loads are considered as the primal feasibility.

Let consider fixed point of the proposed iterative consensus algorithm as optimal point, $\Delta P^T_i = \Delta P_1 + \Delta P_2 + \cdots \Delta P_n = 0$, where $\Delta P_i = P^\text{Gen}_i - P^L_i$ and $\lambda_1 = \lambda_2 = \cdots = \lambda_n = \lambda$, $\forall i$. $\Delta P^T_i = 0$ satisfies the equality constraint, as the load balance of the entire system, to ensure that the demand will be supported. As mentioned before, there is only one equality constraint (2.8); thus, all agents
should reach the same \( \lambda \) and (2.25)-(2.33) guarantee the identical \( \lambda \) for all agents.

If the optimal solution of the objective function does not violate local constraints (inequality functions) represented by (2.9), then these constraints will never play any role in changing the minimum compared with the problem without the inequality constraints. The DG’s profit is maximized when

\[
\frac{\partial S_i^{\text{Gen}}}{\partial P_i^{\text{Gen}}} = 0; \quad \forall i \in S_G.
\]

It means \( \lambda_{\text{opt}} - \frac{\partial C_i}{\partial P_i^{\text{Gen}}} \bigg|_{P_i^{\text{Gen},\text{opt}}} = 0; \quad \forall i \in S_G \). The Lagrangian stationarity (2.35), complementary slackness (2.36) and dual feasibility (2.37) are satisfied by taking

\[
\lambda = \frac{\partial C_i}{\partial P_i^{\text{Gen}}} \bigg|_{P_i^{\text{Gen},\text{opt}}}; \quad \forall i \in S_G \quad \text{and} \quad \mu_i = \zeta_i = 0, \quad \forall i.
\]

Thus, \( \lambda \) obtained by algorithm is \( \lambda_{\text{opt}} \) because it satisfies the KKT condition.

The local constraints can affect the optimal solution in two ways:

If the optimal points are greater than maximum limitation, \( P_{\text{Gen}i,\text{opt}} \geq P_{\text{Gen}i,\text{max}} \), in this case, the maximum level is considered as an optimal solution, hence \( P_{\text{Gen}i,\text{opt}} = P_{\text{Gen}i,\text{max}} \) and \( \frac{\partial C_i}{\partial P_i^{\text{Gen}}} \bigg|_{P_i^{\text{Gen},\text{opt}}} - \lambda_{\text{opt}} \leq 0 \). Thus, the Lagrangian stationarity (2.35), complementary slackness (2.36) and dual feasibility (2.37) are satisfied by taking

\[
\lambda = \lambda_{\text{opt}}; \quad \forall i, j; \quad \mu_i = \lambda_{\text{opt}} - \frac{\partial C_i}{\partial P_i^{\text{Gen}}} \bigg|_{P_i^{\text{Gen},\text{max}}} \quad \text{and} \quad \zeta_i = 0, \quad \forall i.
\]

If the optimal points are less than minimum limitation, \( P_{\text{Gen}i,\text{opt}} \leq 0 \), in this case, the minimum level is considered as optimal solution, hence \( P_{\text{Gen}i,\text{opt}} = 0 \) and \( \frac{\partial C_i}{\partial P_i^{\text{Gen}}} \big|_0 - \lambda_{\text{opt}} \geq 0 \). Thus, the Lagrangian stationarity (2.35), complementary slackness (2.36) and dual feasibility (2.37) are satisfied by taking

\[
\lambda = \lambda_{\text{opt}}; \quad \forall i, j; \quad \zeta_i = \frac{\partial C_i}{\partial P_i^{\text{Gen}}} \big|_0 - \lambda_{\text{opt}} \quad \text{and} \quad \mu_i = 0, \quad \forall i.
\]

The same procedure could be considered for consumers’ side. If all local constraints (inequality functions) represented by (9) are ignored, the consumer surplus is maximized when \( \frac{\partial S_j^{\text{Load}}}{\partial P_j^{\text{Load}}} = 0; \quad \forall j \in S_D \). It means \( \frac{\partial U_j}{\partial P_j^{\text{Load}}} \bigg|_{P_j^{\text{Load},\text{opt}}} - \lambda_{\text{opt}} = 0; \quad \forall j \in S_D \). The Lagrangian stationarity (2.35), complementary slackness (2.36) and dual feasibility (2.37) are satisfied by taking

\[
\lambda = \frac{\partial U_j}{\partial P_j^{\text{Load}}} \bigg|_{P_j^{\text{Load},\text{opt}}}; \quad \forall j \in S_D \quad \text{and} \quad \mu_j = \zeta_j = 0, \quad \forall i.
\]

Thus, \( \lambda \) obtained by algorithm is \( \lambda_{\text{opt}} \) because it satisfies the KKT condition.

If the optimal points are greater than maximum limitation, \( P_{\text{Load}j,\text{opt}} \geq P_{\text{Load}j,\text{max}} \), in this case, the maximum level is considered as an optimal solution, hence \( P_{\text{Load}j,\text{opt}} = P_{\text{Load}j,\text{max}} \) and \( \frac{\partial U_j}{\partial P_j^{\text{Load}}} \bigg|_{P_j^{\text{Load},\text{opt}}} - \lambda_{\text{opt}} \geq 0 \). Thus, the Lagrangian stationarity (2.35), complementary slackness (2.36) and dual fea-
sibility (2.37) are satisfied by taking \( \lambda = \lambda_{opt}; \ \forall j, \mu_j = \frac{\partial U_j}{\partial P_{Load}^i | P_{Load}^i = \lambda_{opt}} - \lambda_{opt} \) and \( \zeta_j = 0, \ \forall j \).

If the optimal points are less than minimum limitation, \( P_{Load}^{j, opt} \leq 0 \), in this case, the minimum level is considered as optimal solution, hence \( P_{Load}^{j, opt} = 0 \) and \( \frac{\partial U_j}{\partial P_{Load}^i | 0} - \lambda_{opt} \leq 0 \). Thus, the Lagrangian stationarity (2.35), complementary slackness (2.36) and dual feasibility (2.37) are satisfied by taking \( \lambda = \lambda_{opt}; \ \forall i, j, \zeta_j = \lambda_{opt} - \frac{\partial U_j}{\partial P_{Load}^i | 0} - \lambda_{opt} \) and \( \mu_j = 0, \ \forall j \).

**Lemma 2**: The optimal solution found by the proposed iterative consensus algorithm is unique.

It is proved that the fixed point of the proposed iterative consensus algorithm satisfies the KKT conditions while objective and constraint functions are both strictly convex and differentiable. Thus, the satisfaction of Slater’s condition provides an absolute assurance about global optimality.

### 2.5 Performance Assessment

In this section, we conduct a performance evaluation of the proposed distributed method through three case studies using software simulations and experimental test. All software simulations are conducted in the MATLAB 2015a environment on an ordinary desktop PC with an Intel(R) Core(TM)i3 CPU @ 2.13 GHz, 4-GB RAM memory. The experiment test is performed using the VOLTTRON™ platform and a cluster of low-cost credit-card-size single-board PCs.

In the first case study, we provide a numerical example to evaluate the algorithm performance (i.e., accuracy) in a relatively small-scale system. The numerical results are compared with the benchmark results found by a traditional centralized economic dispatch. The centralized method is implemented using YALMIP toolbox [95] and MATLAB.

In the second case study, we demonstrate the scalability and fast convergence rate of the proposed distributed algorithm in a large-scale network with 1,400 agents.

In the third case study, we set up an experimental testbed to verify the practical performance of the proposed distributed algorithm using the VOLTTRON™ platform and a group of low-cost credit-card-size single-board PCs.
2.5.1 Case Study I (Evaluation of Accuracy)

In this case study, an IEEE 39-bustest system with 29 agents (10 DGs and 19 consumers) is considered. Their cost functions and utility functions are formulated using Equations (2.5) and (2.3), respectively. Table 2.1 summarizes the parameters of the cost functions and utility functions of the agents [63]. The initial values of the $\lambda$s are randomly selected. The controller parameters ($K_I$ and $K_P$) are obtained by trial-and-error. $K_I$ and $K_P$ can be randomly set in the range of zero to one.

![Figure 2.6: Generation output and load demand powers in case study I; (a) demands (kW), (b) DGs (kW)](image)

Figure 2.6 shows the evolution of DG power output and load demand, respectively. Figure 2.6(a) contains 19 consumer demand curves and Figure 2.6(b) includes 10 DG output-power curves. As can be seen in 2.6, the economic dispatch solution converges at the 36-th iteration. The corresponding execution time is about 1.69 seconds. The accuracy of the proposed distributed solution algorithm is validated by the benchmark results found by a centralized method. As shown in Tables 2.2 and 2.3, the solution mismatch between the distributed and centralized methods is less than 0.00201% of the average. As the distributed algorithm proceeds, the incremental cost converges to 8.175 $$/kwh, as shown in Figure 2.7. The evolution of power mismatch, the evolution of total generation and the evolution of total load demand are shown in Figure 2.8. Power mismatch ($\Delta P$) serves as coordination information and gradually converges to a consensus (i.e., 0 kW). The power
Table 2.1: The coefficients of DGs’ cost functions and consumers’ utility functions in case study I

<table>
<thead>
<tr>
<th></th>
<th>Cost function</th>
<th>Utility function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_i$</td>
<td>$\beta_i$</td>
</tr>
<tr>
<td>1</td>
<td>0.0031</td>
<td>8.71</td>
</tr>
<tr>
<td>2</td>
<td>0.0074</td>
<td>3.53</td>
</tr>
<tr>
<td>3</td>
<td>0.0066</td>
<td>7.58</td>
</tr>
<tr>
<td>4</td>
<td>0.0063</td>
<td>2.24</td>
</tr>
<tr>
<td>5</td>
<td>0.0069</td>
<td>8.53</td>
</tr>
<tr>
<td>6</td>
<td>0.0014</td>
<td>2.25</td>
</tr>
<tr>
<td>7</td>
<td>0.0041</td>
<td>6.29</td>
</tr>
<tr>
<td>8</td>
<td>0.0051</td>
<td>4.30</td>
</tr>
<tr>
<td>9</td>
<td>0.0032</td>
<td>8.26</td>
</tr>
<tr>
<td>10</td>
<td>0.0025</td>
<td>5.3</td>
</tr>
<tr>
<td>11</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>15</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>17</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

tolerance is set to be 0.001 kW in our case studies. As the incremental cost and power mismatch settle down, the optimal value of social welfare is found to be $5,211.5 \text{$/hr$}$. It is important to note that the proposed distributed algorithm is able to converge to the near-optima much faster than other distributed methods [56, 63, 84]. For example, one of the published works [63] showed that the same economic dispatch problem was solved after 500 iterations, while our distributed control algorithm is able to find the same results at the 36-th iteration.

2.5.2 Case Study II (Evaluation of Scalability and Fast Convergence)

In order to demonstrate the scalability, we then apply the proposed solution algorithm to a large-scale system, including 1,000 consumers and 400 DGs. The initial conditions of the 1,400 agents are randomly selected.

As shown in Figure 2.9, the incremental costs reach consensus within approximately 40 iterations,
Table 2.2: Comparison of the output of DGs achieved by distributed and centralized methods in case study I

<table>
<thead>
<tr>
<th>Output Power (kW)</th>
<th>Distributed Method</th>
<th>Centralized Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_2$</td>
<td>179.1</td>
<td>179.099</td>
</tr>
<tr>
<td>$P_3$</td>
<td>45.16</td>
<td>45.1614</td>
</tr>
<tr>
<td>$P_4$</td>
<td>106.4</td>
<td>106.409</td>
</tr>
<tr>
<td>$P_5$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_6$</td>
<td>37.19</td>
<td>37.189</td>
</tr>
<tr>
<td>$P_7$</td>
<td>195.4</td>
<td>195.399</td>
</tr>
<tr>
<td>$P_8$</td>
<td>62.17</td>
<td>62.1699</td>
</tr>
<tr>
<td>$P_9$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>125</td>
<td>124.999</td>
</tr>
<tr>
<td>Total</td>
<td>750.4</td>
<td>750.428</td>
</tr>
</tbody>
</table>

Figure 2.7: Incremental cost of DGs in case study I

Figure 2.8: Generation, demand and power mismatch in case study I

which is considered a fast convergence rate for a 1,400-agent system. The corresponding execution time is 192.579 seconds. Some simulation for different numbers of agents, 29 (10 DGs and 19 Consumers), 350 (150 DGs and 200 Consumers), 700 (300 DGs and 400 Consumers), 1050 (350 DGs and 700 Consumers), 1400 (400 DGs and 1000 Consumers), are performed to study the trend in number of iteration for convergence. The Figure 2.10 shows that as the number of agents increase from 29 (case study I) to 1,400 (case study II), the number of iteration is almost constant, demonstrating that the proposed distributed algorithm is particularly suitable for solving large-scale economic dispatch problems. The minimum error criteria for power mismatch tolerance is set to
Table 2.3: Comparison of the demand of loads achieved by distributed and centralized methods

<table>
<thead>
<tr>
<th>Demand of Loads ($kW$)</th>
<th>Distributed Method</th>
<th>Centralized Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$</td>
<td>48.1</td>
<td>48.095</td>
</tr>
<tr>
<td>$L_2$</td>
<td>49.21</td>
<td>49.207</td>
</tr>
<tr>
<td>$L_3$</td>
<td>50.86</td>
<td>50.863</td>
</tr>
<tr>
<td>$L_4$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$L_5$</td>
<td>24.76</td>
<td>24.758</td>
</tr>
<tr>
<td>$L_6$</td>
<td>37.96</td>
<td>37.955</td>
</tr>
<tr>
<td>$P_7$</td>
<td>66.73</td>
<td>66.733</td>
</tr>
<tr>
<td>$L_8$</td>
<td>35.36</td>
<td>35.356</td>
</tr>
<tr>
<td>$L_9$</td>
<td>35.91</td>
<td>35.905</td>
</tr>
<tr>
<td>$L_{10}$</td>
<td>21.46</td>
<td>21.455</td>
</tr>
<tr>
<td>$L_{11}$</td>
<td>83.57</td>
<td>83.568</td>
</tr>
<tr>
<td>$L_{12}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$L_{13}$</td>
<td>62.87</td>
<td>62.874</td>
</tr>
<tr>
<td>$L_{14}$</td>
<td>51.53</td>
<td>51.531</td>
</tr>
<tr>
<td>$L_{15}$</td>
<td>76.8</td>
<td>76.80</td>
</tr>
<tr>
<td>$L_{16}$</td>
<td>6.148</td>
<td>6.148</td>
</tr>
<tr>
<td>$L_{17}$</td>
<td>32.98</td>
<td>32.981</td>
</tr>
<tr>
<td>$L_{18}$</td>
<td>56.62</td>
<td>56.621</td>
</tr>
<tr>
<td>$L_{19}$</td>
<td>9.573</td>
<td>9.573</td>
</tr>
<tr>
<td>Total</td>
<td>750.4</td>
<td>750.428</td>
</tr>
</tbody>
</table>

be $\Delta P = 0.001 \ kW$ in our case studies used in Figure 2.10.

As previously emphasized, the power mismatch is the only shared information between agents. It reduces the computational cost because the proposed algorithm only needs a simple updating process on the power mismatch. Besides, consumers do not need to establish any communication channel among themselves to coordinate any information state or with more than one DG. The above-mentioned features contribute to a significantly reduction on the computing complexity.

### 2.5.3 Case Study III (Evaluation of Practical Performance)

The proposed distributed algorithm is particularly designed for easy implementation and configuration of local agents by using a simple proportional-integral (PI) or integral (I) controller. Equations (2.20)-(2.23) can be easily modeled as a PI or I controller to update the estimated power mismatch iteratively and exchange information (i.e., $\Delta P$) with other agents. Figure 2.11(a) shows a simple
PI controller for a DG. A PI controller is used for each consumer to adjust its own demand based on $\Delta \lambda$ between the current and previous iteration. Figure 2.11(b) shows a simple controller for a consumer. As $\Delta \lambda$ becomes zero, the consumer’s surplus is maximized.

In case study III, the communication platform is implemented in VOLTTRON™ which is an innovative distributed control and sensing software platform developed by the Pacific Northwest National Laboratory [96]. The open-source VOLTTRON™ platform makes it possible to deploy distributed control agents at a very low cost. The platform provides various services such as resource management, agent code verification and directory services allowing to manage different assets within the power system. In the large scale, VOLTTRON™ can manage assets within smart grids, facilitate demand response, support energy trading and record grid data.

The VOLTTRON™ platform is implemented on an ordinary Linux desktop with an FX-4100 CPU @ 3.6 GHz, 8-GB RAM memory. The control platform is substantiated into a cluster of low-cost credit-card-size single board PCs (Cubieboard A20). The Cubieboard A20 processor is based on a dual-core ARM Cortec-A7 CPU architecture. We use the Python programming language to implement the proposed consensus-based distributed control algorithms for each agent. In this proof-of-concept implementation, every Cubieboard is emulated as a distributed controller for local agents (DGs and consumers), while the PC with the VOLTTRON™ platform is regarded as an
information exchange bus. The decision making process is conducted in a fully distributed fashion. Figure 2.12a shows the overall system set up. For the demonstration purpose, the proposed distributed algorithm is applied to a relatively small-scale distribution system including 6 DGs and 10 consumers. As shown in figure 2.12a, DGs are labeled as G1, G2, ..., G6 while consumers are labeled as L1, L2, ..., L10. The coefficients of DGs’ cost functions and consumers’ utility functions are randomly selected.

![Diagram](image)

**Figure 2.11: Local PI-controller for DGs and consumers**

Figure 2.12b shows the detailed experimental test results. The output-power of DG3 and DG5 and the demand of L4 are zero. The experimental test results are validated using the benchmark results achieved by a centralized approach. As figure 2.12b shows, the total generation is about 421 kW that satisfies the total load demand. The incremental cost converges to \(7.371 \, \$/\text{kwh}\) at the 42-th iteration, which is considered as a fast convergence rate.

![Image](image)

(a) The Proof-of-Concept 16-node Testbed using a Cluster of Single-board PCs (“L” indicates loads/consumers; “G” inidicates DGs)

(b) The experimental test results

**Figure 2.12: The hardware implementation**
2.6 Conclusions

In this chapter, we proposed a novel consensus-based distributed algorithm to solve an optimal dispatch problem of distributed generators. First, we formulated the social welfare problem considering the cost functions of DGs and the utility functions of consumers. Second, we developed the distributed algorithm to find the global optima by allowing the iterative coordination of agents (consumers and DGs) with each other. Agents only share their estimated power mismatch, which does not contain any private information, ultimately contributing to a fair electricity market. Third, we performed software simulation and experimental test to demonstrate the accuracy, privacy, effectiveness, fast-convergence, scalability, and easy-implementation of the proposed distributed algorithm under various conditions.
CHAPTER 3
Distributed AC Power Flow (ACPF) Algorithm

3.1 Introduction

Power flow is one of the basic tools for system operation and control. Due to its nature, which determines the complex nodal voltages, line flows, currents and losses, it enforces a large computation load on a power system. A distributed/decentralized algorithm unburdens the central controller and shares the total computation load with all agents. Therefore, such algorithms are an effective method for dealing with power flow complexity. In this chapter, a distributed method based on a linearized AC power system is proposed. First, the linearization procedure of a comprehensive non-linear AC power flow is detailed. Second, a distributed method is presented based upon the linear AC power flow equations. Three case studies are presented to evaluate the overall performance of the proposed method. In the first case study, the accuracy level of both linearized AC power flow and distributed AC power flow is assessed. In the second case study, the dynamic performance of distributed AC power flow is investigated based on the load sudden changes. In the third case study, the scalability of the proposed distributed AC power flow is evaluated by applying it to a larger power system.

3.2 Literature Review

The Power flow problem (known as load flow) is an important tool for power system monitoring, control and decision making. As a result, researchers are currently working to find an effective method for solving the power flow problem from emergence of power systems. Naturally, the power flow imposes a heavy computation load on the power system because it determines the complex nodal voltages from which line flows, currents and losses can be derived [97]. Typical
power flow solutions were first introduced about 50 years ago. W. F. Tinney and C. E. Hart in [98] present Newton’s method for solving the power flow problem as one of the earlier methods. Furthermore, [99, 100] suggest several different methods for solving the AC power flow problem. R. P. Klump et al. propose an approach in [101] for solving the low-voltage power problem, showing the effectiveness of their method in the speed and frequency of convergence. [102] introduces an iterative process for the power flow of radial grids based on the exact power flow solution. Recently, N. Ghadimi in [103] presents two different methods for solving the power flow based on the proportional sharing assumption and circuit laws to find the relationship between power inflows and outflows through all elements. In addition, many attempts have been made to linearize the power flow problem. Linearization helps us to achieve a reduction in the overall computation needed for comprehensive AC power flow; however, the accuracy level will be reduced as well [1, 40, 104].

In recent years, the penetration of distributed generators (DGs), including renewable energy resources and other local fossil fuel generators is increasing, exerting both the positive and negative impacts on power systems. These local generators provide energy resiliency, improve environmental benefit (carbon emissions reduction) and enhance the power quality/reliability of power systems. However, the presence of local generators and the market reconstruction result in significant challenges in power system operation, control, and protection [2, 83, 105]. Protection of the system would be very challenging because the power flow direction of the distribution grid would be changed from single to bidirectional with the integration of distributed generation. Thus, the conventional protection system cannot protect this modified power system as it would a traditional power system [106]. Additionally, comprehensive communication networks are required to exchange data between the central controller and the local agents. As the number of agents increases to the hundreds of thousands, the control system is confronted with some technical barriers, such as the computational complexity and a single point of failure [46, 107].

In the traditional power system, various agents (e.g. DGs and loads) are controlled by a center. A wide range of signals and information is gathered through supervisory control and data acquisition (SCADA) from all over the system and is sent to a center. SCADA is an advanced automation con-
trol system that centrally manages the power system by gathering data and monitoring the system’s operation. Then the central controller carries out a power flow or optimal power flow computations and sends control and operational commands back to the operators spread over a wide geographical area. A two-way complex communication channel for each agent is required to support all data transmission between the center and agents [25,28]. Consequently, this system suffers from a technical communication barrier and cannot be effective for future smart grids due to the variation in topology of both the communication and electrical network of a smart grid. Moreover, the legacy centralized approach would not be able to cope with the huge amount of data. In other words, this kind of approach is suitable for relatively small-scale systems without reconstructing the existing communication and control networks. Thus, a centralized method cannot carry out operational and control responsibilities for a large number of agents because of the high penetration of DGs, load volatility, market deregulation, etc.

Power flow computation is negatively affected in systems that are integrated with numerous DGs and loads, suffering from computational complexity. Furthermore, a single point of failure is always an imminent threat to a system with a centralized controller. That is, if the central controller fails to connect to the system, the entire system will experience failure. These kinds of challenges can be completely addressed by introducing a fully distributed control approach to future power systems [24]. Therefore, an immediate and effective replacement for the centralized control approaches, which addresses the challenges raised by the launching of smart grids, is a distributed approach [53]. In this type of method, each agent makes its own operation decisions based on information exchanged with its neighbors and/or local measurements. In distributed methods, it is not required to share all information globally or send it to a central control; thus, computational load will be distributed among all agents.

Recently, many researchers have given their attention to the distributed methods for controlling and operating power systems. Power flow, as an important numerical analysis, could considerably benefit from the use of a distributed algorithm, playing a constructive role in determining the best operation of existing systems. A distributed power flow can provide a reliable and fast control
A distributed power flow can be used for power system restoration, distribution system management, load shedding, microgrid control, etc. [108]. In recent years, many attempts have been made to develop a distributed method for power system operation, such as distributed power flow, distributed economic dispatch and distributed optimal power flow. A distributed multi-phase power flow for the distribution grids is introduced in [109]. This method divides and separates the distribution network using several partitions based on the control capabilities of each area. A power flow of the entire grid is carried out by iteratively running centralized local power flows on each partition. This method uses distributed intelligence to share information. C.P. Nguyen et al. applied an agent-based distributed power flow to the unbalanced radial distribution systems considering the network’s complete models. The power flow problem is solved by an iterative backward/forward sweep technique added to the distributed smart agents [110]. M. Warnier et al. in their recent paper [45] presented a new distributed computation method used for real-time monitoring to avoid cascading failures in a power system. A reduced decentralized calculation method, based on an iterative procedure, has been presented in [111] to solve the power flow problem. It helps operators have an appropriate estimation of the state of the neighboring system. H. Dagnougui et al. proposed a decentralized control strategy of power flow to minimize the cost of energy storage and power exchanged between smart microgrids, as well as enable the system for demand support [58]. In [112], K. Nakayama et al. present a distributed approach to minimize power flow loss function of the transmission and distribution lines. Their algorithm is designed based on updating the loop variables. T. Erseghe introduced a fully distributed algorithm for optimal power flow based on the alternating direction multiplier method (ADMM), which does not need a central controller. ADMM helps author reach a scalable and distributed algorithm [62]. In [113], the authors presented a distributed version of DC optimal power flow (DC-OPF) for radial distribution systems based on a partial primal-dual algorithm.

In this chapter, we propose a distributed AC power flow based on a linearized AC power flow. Contributions of this work can be considered as follows:

• AC linearized power flow benefits from a high accuracy in comparison with that of typical
DC power flow. Thus, the driven distributed AC power flow obtains power flow results as accurately as AC power flow. In the first case study, the simulation results show the accuracy of the distributed method. The results are compared with those of a centralized method as a benchmark.

- The proposed distributed AC power flow can be applied to the distribution system because our approach does not assume the small ratio of R/X for the sake of generality.

- The proposed distributed AC power flow can cope with load profile changes. The second case study shows that the distributed AC power flow is readily able to follow the load changes.

- The proposed distributed AC power flow is reliable to scale up. The third case study, including a 37-bus IEEE test system and a 2000-bus Texas synthetic system, confirms that the distributed method is scalable and can easily deal with a large number of agents.

- In addition, the distributed approach improves privacy because agent information is not being shared with a central controller or the whole system. Each agent is informed by its neighbors’ data. Moreover, the single point of failure, which is common in centralized methods, is removed due to the nature of distributed methods.

This chapter is organized as follows. The next section defines the power flow problem and all necessary equations. Section (3.4) provides the linearization procedure of the power flow problem, including all assumptions, approximations and steps. Section (3.5) proposes a distributed power flow driven by the linearized power flow. Section (3.6) provides three case studies to demonstrate the accuracy, dynamic performance and scalability of the proposed distributed AC power flow. Finally, Section (2.6) reviews the research opportunities and possible applications.

### 3.3 General Formulation of Power Flow

The values of the voltage magnitude and phase angle at each bus of a power system are calculated using the power flow under steady-state conditions. In addition, the active (P) and reactive (Q)
power flows of all power lines and buses are computed at the same time. Figure (3.1) shows the delivered net active and reactive power to a bus, as well as its generated powers, consumed powers and other parameters [1]. At each bus, four variables, including \( P_k \) (net injected active power), \( Q_k \) (net injected reactive power), \( V_k \) (bus voltage) and \( \delta_k \) (bus phase angle) are involved in the power flow computation. Two of them are considered as input information for power flow in order to calculate the other two. \( V_k \) and \( \delta_k \) are known for slack bus and are 1 pu and 0°, respectively. Thus, \( P_k \) and \( Q_k \) should be determined. In PV buses, the power flow problem determines \( Q_k \) and \( \delta_k \) based on known \( P_k \) and \( V_k \). In addition, \( P_k \) and \( Q_k \) of PQ buses are known; thus, the \( V_k \) and \( \delta_k \) of all PQ buses are calculated during the power flow computation.

Equation (3.1) prepares the nodal equations for a power system network, where \( Y_{Bus} \) is the power grid admittance matrix and \( I \) and \( V \) are \( N \times 1 \) vectors of buses' current and voltage. The net complex power injected into bus \( k \) is shown by (3.2), where \( I_k^* \) indicates the conjugate of the vector of the injected current at the \( k \)th bus.

\[
V_i = |V_i| \angle \delta_i
\]

\[
P_{G_i}, Q_{G_i} \]

\[
P_{L_i}, Q_{L_i}
\]

Figure 3.1: Bus configuration
Equation (3.4) is another representation of the nodal equations based on elements of $Y_{Bus}$.

$$I_k = \sum_{n=1}^{N} Y_{kn} V_n$$ (3.4)

Substituting (3.2) in (3.4) and by taking $V_k = |V_k| \angle \delta_k$ and $Y_{kn} = |Y_{kn}| \angle \theta_{kn}$, equations (3.5) and (3.6) are obtained.

$$P_k + jQ_k = V_k \left[ \sum_{n=1}^{N} Y_{kn} V_n \right]^*, \quad k = 1, 2, 3, ...$$ (3.5)

$$P_k + jQ_k = |V_k| \sum_{n=1}^{N} |Y_{kn}| |V_n| e^{j(\delta_k - \delta_n - \theta_{kn})}$$ (3.6)

In equation (3.7), active and reactive power balance can be achieved as the real and imaginary parts of (3.6), where $G_{kn}$ and $B_{kn}$ are the real and imaginary parts of $Y_{Bus}$ matrix elements i.e., $Y_{kn} = G_{kn} + jB_{kn}$.

$$P_k = |V_k| \sum_{n=1}^{N} |V_n| \left[ G_{kn} \cos(\delta_k - \delta_n) + B_{kn} \sin(\delta_k - \delta_n) \right]$$

$$Q_k = |V_k| \sum_{n=1}^{N} |V_n| \left[ G_{kn} \sin(\delta_k - \delta_n) - B_{kn} \cos(\delta_k - \delta_n) \right]$$ (3.7)

In addition, the power flows transmitted by a line between bus $k$ and $n$ are calculated by (3.8), where $g_{kn}$ and $b_{kn}$ are the conductance and susceptance of the power line, respectively, both measured in Siemens.
\[ P_{kn} = |V_k|^2 g_{kn} - |V_k||V_n| g_{kn} \cos(\delta_k - \delta_n) - |V_k||V_n| b_{kn} \sin(\delta_k - \delta_n) \]
\[ Q_{kn} = -|V_k|^2 (b_{kn} + b_k) - |V_k||V_n| g_{kn} \sin(\delta_k - \delta_n) + |V_k||V_n| b_{kn} \cos(\delta_k - \delta_n) \]  

(3.8)

### 3.4 Linearized AC Power Flow

In many linearization approaches used for power flow, such as typical DC power flow [1, 40], the line resistances and active power loss are subsequently neglected. DC power flow is non-iterative and, of course, a convergent method. However, the accuracy is ignored in this method because of some underlying assumptions, such as a flat voltage profile and small differences of voltage phase angles [104]. DC power flow is not appropriate for a distribution system because the assumption of \( R \ll X \) is no longer valid.

In this chapter, a set of assumptions and approximations are considered to have a linearized AC power flow without neglecting reactive power, voltage differences, power losses and line resistances.

As can be seen in equations (3.5) and (3.7) we have two different operators that make our equation non-linear. First operator is the multiplication term between voltage variable such as \( V_n \times V_k \). The second operator is trigonometric, such as \( \sin(\delta_k - \delta_n) \) and \( \cos(\delta_k - \delta_n) \).

For most typical operating conditions, the difference angles of voltage phasors at two buses connected by a power line is less than 10-15 degrees. Therefore, equation (3.7) can be written as (3.9)

\[ P_k = |V_k| \sum_{n=1}^{N} |V_n| [G_{kn} + B_{kn} (\delta_k - \delta_n)] \]
\[ Q_k = |V_k| \sum_{n=1}^{N} |V_n| [G_{kn} (\delta_k - \delta_n) - B_{kn}] \]  

(3.9)

After eliminating the trigonometric operations, we try to remove the multiplication operations between voltage variables in active and reactive power equations.
First, the reactive power formula mentioned in equation (3.9) can be rewritten as equation (3.10)

\[ Q_k = |V_k|^2 (G_{kk}(\delta_k - \delta_n) - B_{kk}) + \sum_{n=1}^{N \atop n \neq k} |V_k| |V_n| [G_{kn}(\delta_k - \delta_n) - B_{kn}] \]  

(3.10)

The imaginary part of the \( Y_{Bus} \) elements can be written as: \( B_{kk} = b_k + \sum_{n=1}^{N \atop n \neq k} b_{kn} \) and \( B_{kn} = -b_{kn} \), where \( b_k \) is the shunt capacitors/reactors at bus \( k \). In addition, we have \( G_{kn} = -g_{kn} \).

Finally reactive power can be presented by (3.11):

\[ Q_k = -|V_k|^2 b_k - \sum_{n=1}^{N \atop n \neq k} \left( |V_k|^2 b_{kn} + |V_k| |V_n| g_{kn} (\delta_k - \delta_n) - b_{kn} \right) \]

\[ = -|V_k|^2 b_k - \sum_{n=1}^{N \atop n \neq k} \left( |V_k|^2 b_{kn} + |V_k| |V_n| g_{kn} (\delta_k - \delta_n) - |V_k| |V_n| b_{kn} \right) \]

\[ = -|V_k|^2 b_k - \sum_{n=1}^{N \atop n \neq k} \left( |V_k| b_{kn} (|V_k| - |V_n|) + |V_k| |V_n| g_{kn} (\delta_k - \delta_n) \right) \]  

(3.11)

In a per-unit system, the numerical values of voltage magnitudes \( |V_n| \) and \( |V_k| \) are very close to 1.0. In fact, the voltage magnitudes are usually between 0.95 and 1.05. In addition, We can consider a reasonable approximation for all product terms (\( |V_k| |V_n| \)); thus, this term is almost 1.0pu. It is worth mentioning that this is only an approximation and it is not an assumption. Therefore, we do not consider a flat voltage profile, and voltage magnitude is not assumed to equal 1.0pu.

However, the difference between voltage variables (\( |V_k| - |V_n| \)) cannot be neglected. Based on this assumption, equation (3.10) can be written as

\[ Q_k = -b_k - \sum_{n=1}^{N \atop n \neq k} \left( b_{kn} (|V_k| - |V_n|) + g_{kn} (\delta_k - \delta_n) \right) \]  

(3.12)

Now, the active power equation can be converted to a linear one based on the same approximation. The active power equation in (3.9) can be written as equation (3.13). Equations (3.14) and (3.15)
can be obtained by substituting the equivalent of $G_{kn}$ and $B_{kn}$.

$$P_k = |V_k|^2 (G_{kk} + B_{kk} (\delta_k - \delta_k)) + \sum_{n=1\atop n \neq k}^N |V_k| |V_n| [G_{kn} + B_{kn} (\delta_k - \delta_n)]$$

(3.13)

$$P_k = |V_k|^2 \sum_{n=1\atop n \neq k}^N g_{kn} + \sum_{n=1\atop n \neq k}^N |V_k| |V_n| [-g_{kn} - b_{kn} (\delta_k - \delta_n)]$$

(3.14)

$$P_k = \sum_{n=1\atop n \neq k}^N |V_k| g_{kn} (|V_k| - |V_n|) - |V_k| |V_n| b_{kn} (\delta_k - \delta_n)$$

(3.15)

Similar to reactive power, we can simplify equation (3.15) by considering $|V_k|$ and its product terms, i.e., $|V_k| |V_n|$ as 1.0pu. Then we have:

$$P_k = \sum_{n=1\atop n \neq k}^N g_{kn} (|V_k| - |V_n|) - b_{kn} (\delta_k - \delta_n)$$

(3.16)

If we put both the reactive and active equations together:

$$P_k = \sum_{n=1\atop n \neq k}^N [g_{kn} (|V_k| - |V_n|) - b_{kn} (\delta_k - \delta_n)]$$

(3.17)

$$Q_k = -b_k - \sum_{n=1\atop n \neq k}^N [b_{kn} (|V_k| - |V_n|) + g_{kn} (\delta_k - \delta_n)]$$

(3.18)

$\delta_k$ and $V_k$ can be obtained by (3.17) and (3.18), respectively.

$$\left( \sum_{n=1\atop n \neq k}^N g_{kn} \right) |V_k| - \left( \sum_{n=1\atop n \neq k}^N b_{kn} \right) \delta_k = P_k + \sum_{n=1\atop n \neq k}^N g_{kn} |V_n| - \sum_{n=1\atop n \neq k}^N b_{kn} \delta_n$$

(3.19)

$$\left( \sum_{n=1\atop n \neq k}^N b_{kn} \right) |V_k| + \left( \sum_{n=1\atop n \neq k}^N g_{kn} \right) \delta_k = -Q_k - b_k + \sum_{n=1\atop n \neq k}^N b_{kn} |V_n| + \sum_{n=1\atop n \neq k}^N g_{kn} \delta_n$$

(3.20)
3.5 Distributed AC Power Flow

Graph theory provides us with the capability to model the various agents’ relationships in the grid through undirected/directed graphs denoted by \( G(\bar{\vartheta}, \psi) \). The agents are introduced by \( \bar{\vartheta} = \{\vartheta_1, \vartheta_2, \ldots, \vartheta_n\} \) and their interactions are designated by a set of edges i.e., \( \psi \subseteq \vartheta \times \vartheta \). The directed edges \( \vec{\omega}_{ij} = (\vartheta_i, \vartheta_j) \) and \( \omega_{ij} = (\vartheta_i, \vartheta_j) \) show one-way and two-way information transmission between two separate agents (agent \( i \) and agent \( j \)). The adjacency matrix is used to represent the communication topology of a grid. In this chapter, a two-way communication channel is considered to model interaction between two adjacent buses. Thus, the adjacency matrix, denoted by \( A = \{a_{ij}\} |a_{ij} \in \mathbb{R}^{P \times P} \}, \) of an undirected graph \( G \) is symmetric. The entry \( a_{ij} \) of an adjacency matrix is a positive value if \( \omega_{ij} \in \psi \) and \( a_{ij} = 0 \) for \( \omega_{ij} \notin \psi \). Otherwise, the entry \( a_{ii} \) is assumed to be zero. The second matrix is Laplacian matrix \( L = \{l_{ij}\} |l_{ij} \in \mathbb{R}^{P \times P} \} \) in which entry \( l_{ii} = \sum_j a_{ij} \) and \( l_{ij} = -a_{ij} \) for \( i \neq j \).

A distributed approach is applied to the power system with the help of the linearized power flow formulas. This distributed approach is based on concepts presented by [73, 74]. Some pieces of information are shared among agents in the power system network to have them reach a consensus, i.e., power balance. The admittance matrix \( (Y_{Bus}) \) of a power system surprisingly corresponds to this Laplacian matrix. Thus, the elements of this matrix can be used as the elements of the Laplacian matrix to model the data transmission network.

Equation (3.21) is used as a distributed protocol for this chapter. \( x_i \) shows the state of the \( i-th \) agent in a network. Agent \( i \) can receive agent \( j \)’s information or share its own information with agent \( j \), as it has a communication channel with it, i.e., \( a_{ij} \neq 0 \).

\[ x_i(k + 1) = \sum_j a_{ij} x_j(k) \]  

Equation (3.21)

All \( a_{ij} \) are defined based on the real and imaginary parts of elements of \( Y_{Bus} \) to exchange voltage magnitudes and phase angles among agents. It is important to mention that each agent shares information only with its neighbors. In other words, the communication network is defined based
on the power system topology because the Laplacian matrix corresponds to admittance matrix. Let
us rewrite equations (3.19) and (3.20):

\[ G_k |V_k| - B_k \delta_k = P_k + V'_{Gk} - \delta'_{Gk} \]  

(3.22)

\[ B_k |V_k| + G_k \delta_k = -Q_k - b_k + V'_{Bk} + \delta'_{Bk} \]  

(3.23)

where \( G \) and \( B \) are constant values for the \( k \)-th bus and are obtained by equation (3.24):

\[ G_k = \sum_{n=1}^{N} g_{kn}, \quad B_k = \sum_{n=1}^{N} b_{kn} \]  

(3.24)

\( V'_{Gk} \) and \( V'_{Bk} \) are so-called shadow voltages. They are the shadows, of adjacent buses’ voltages,
cast on the \( k \)-th bus. \( V'_{Gk} \) and \( V'_{Bk} \) are cast by the conductance and susceptance of the power line,
respectively, connected to the \( k \)-th bus.

\[ V'_{Gk} = \sum_{n=1}^{N} g_{kn} |V_n|, \quad V'_{Bk} = \sum_{n=1}^{N} b_{kn} |V_n| \]  

(3.25)

There are the same definitions for \( \delta'_{Gk} \) and \( \delta'_{Bk} \), both of which are shadow phase angles of adjacent
buses’ phase angles on the \( k \)-th bus.

Equation (3.26) shows the related formulas:

\[ \delta'_{Gk} = \sum_{n=1}^{N} b_{kn} \delta_n, \quad \delta'_{Bk} = \sum_{n=1}^{N} g_{kn} \delta_n \]  

(3.26)

Equation (3.22)-(3.26) are based on the distributed protocol previously presented by equation (3.21).
They guarantee that each agent only needs the voltage and phase angle values of its neighbors. Fig-
ure (3.2) clearly shows data sharing based on the provided protocol.

In addition, the closed-form of \(|V_k|\) and \( \delta_k \) for the \( k \)-th bus can be shown by equations (3.27) and
(3.28), where \( C = P_k + V'_{G_k} - \delta'_{G_k} \) and \( D = -Q_k - b_k + V'_{B_k} + \delta'_{B_k} \).

\[
|V_k| = \frac{CG_k + DB_k}{G_k^2 + B_k^2} \tag{3.27}
\]

\[
\delta_k = \frac{DG_k - CB_k}{G_k^2 + B_k^2} \tag{3.28}
\]

In summary, \( G_k, B_k, P_k, Q_k \) are known, constant and private information for each bus and not necessary to be shared. It is worth mentioning that \( G_k \) and \( B_k \) are from lines connected to the \( k-th \) bus. The agents do not need to access the information of the entire system configuration. The only information that needs to be exchanged between the buses are \( V \) and \( \delta \) of adjacent buses. In other words, if an agent connects through one line to the distribution system it will access information through a point of common coupling (PCC).

### 3.6 Performance Evaluation

In this section, three case studies are presented to assess the performance of the proposed distributed AC power flow. All software simulations are conducted in the MATLAB 2017a environment on an ordinary desktop PC with an Intel Core(TM)i7 CPU @ 2.13 GHz, 8-GB RAM memory.

In the first case study, we provide a numerical example to evaluate the algorithm performance from accuracy prospective in a relatively small-scale system (five-buses). The numerical results are compared with typical AC power flow, linearized AC power flow and DC power flow as the benchmark results.

In the second case study, we tested the changes in load level to see how distributed AC power flow copes with real-time changes in load.

In the third case study, a larger system (texas 2000-buses) is considered to demonstrate the scalability of proposed the AC power flow.
3.6.1 Accuracy Analysis

In this section, a numerical proof for the accuracy analysis of both the proposed linearized power flow and distributed protocol are provided. A sample power system is selected from the power flow example of the PowerWorld software [1]. Figure (3.3) shows a five-buses system, including two generators, transformers and loads. The elements of $Y_{Bus}$ are: $Y(1,1) = 13.73 - j49.72$, $Y(1,5) = -3.73 + j49.72$, $Y(2,2) = 2.68 - j28.46$, $Y(2,4) = -0.89 + j9.92$, $Y(2,5) = -1.79 + j19.84$, $Y(3,3) = 7.46 - j99.44$, $Y(3,4) = -7.46 + j99.44$, $Y(4,4) = 11.92 - j147.96$, $Y(4,5) = -3.57 + j39.68$, $Y(5,5) = 9.09 - j108.58$.

In addition, Table (3.1) provides injected active and reactive powers at each bus of five-buses system. Buses 1 and 3 are the slack and PV buses of the system, respectively. The desired voltage for the slack bus and PV bus are $1pu$ and $1.05pu$, respectively.

Table (3.2) shows a comprehensive comparison between AC power flow (ACPF), linearized AC power flow (L-ACPF), DC power flow (DCPF) and the proposed distributed AC power flow (D-ACPF). As can clearly be seen, the results of the proposed linearized AC power flow are much
Figure 3.3: Five-bus power system

Table 3.1: Injected active and reactive power of each bus

<table>
<thead>
<tr>
<th>Bus</th>
<th>$P_G$ MW</th>
<th>$P_L$ MW</th>
<th>$Q_G$ MVar</th>
<th>$Q_L$ MVar</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Slack</td>
<td>0</td>
<td>Slack</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>800</td>
<td>0</td>
<td>280</td>
</tr>
<tr>
<td>3</td>
<td>520</td>
<td>80</td>
<td>PV</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

more precise than those of the typical DCPF. The voltage profile of L-ACPF is no longer flat as it is in DCPF because both the active and reactive powers’ equations are incorporated into the power flow formulas. However, voltages of L-ACPF are slightly different from those of conventional AC power flow due to some approximations used for the linearization of non-linear AC power flow.

Table 3.2: Comparison of ACPF, L-ACPF, D-ACPF

<table>
<thead>
<tr>
<th>Bus</th>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACPF</td>
<td>$V_{pu}$</td>
<td>1.000</td>
<td>0.834</td>
<td>1.050</td>
<td>1.019</td>
<td>0.974</td>
</tr>
<tr>
<td></td>
<td>$\delta$ deg</td>
<td>0.00</td>
<td>-22.41</td>
<td>-0.60</td>
<td>-2.83</td>
<td>-4.55</td>
</tr>
<tr>
<td></td>
<td>$V_{pu}$</td>
<td>1.00</td>
<td>0.815</td>
<td>1.050</td>
<td>1.004</td>
<td>0.963</td>
</tr>
<tr>
<td>L-ACPF</td>
<td>$\delta$ deg</td>
<td>0.00</td>
<td>-19.0686</td>
<td>0.2978</td>
<td>-2.1682</td>
<td>-4.2144</td>
</tr>
<tr>
<td></td>
<td>$V_{pu}$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>DCPF</td>
<td>$\delta$ deg</td>
<td>0.00</td>
<td>-18.6948</td>
<td>0.5238</td>
<td>-1.9972</td>
<td>-4.1253</td>
</tr>
<tr>
<td></td>
<td>$V_{pu}$</td>
<td>1.000</td>
<td>0.816</td>
<td>1.050</td>
<td>1.004</td>
<td>0.963</td>
</tr>
<tr>
<td>D-ACPF</td>
<td>$\delta$ deg</td>
<td>0.00</td>
<td>-19.0812</td>
<td>0.3384</td>
<td>-2.1654</td>
<td>-4.2340</td>
</tr>
</tbody>
</table>

In addition, phase angles of L-ACPF are closer to that of ACPF. Therefore, L-ACPF can reach more accurate results with lighter mathematical calculation. Furthermore, the proposed D-ACPF has the appropriate results that are more precise than those of DCPF and are very close to those
of ACPF and L-ACPF. The solution mismatch between the distributed AC power flow (D-ACPF) and centralized AC power flow (ACPF) methods is less than 0.95% and 1.95% of the average for voltages and phase angles, respectively.

### 3.6.2 Dynamic Performance Test

As mentioned earlier, AC power flow imposes a heavy computational load on the system. Continuous monitoring of a large system is one of the technical issues raised by AC power flow. D-ACPF, however, shares computational load among various agents; therefore, continuous running of AC power flow is theoretically possible meaning the results of D-ACPF can follow loads variations.

In the second case study, the dynamic performance of D-ACPF is studied by intentional changes in the level of demand in PQ buses. The active demand ($P_L$) and reactive demand ($Q_L$) are suddenly changed from 800 MW and 280 MVAR to 280 MW and 120 MVAR, respectively. The goal of this test is to indicate that D-ACPF easily follows the change of load and calculates AC power flow based on the new demand level. As can be see in Figure. 3.4, D-ACPF can carry out real-time power flow based on real demand profile. Thus, D-ACPF can be a very effective tool for system operation and control because it can easily provide operators and agents with real-time AC power flow results.

![Figure 3.4: Dynamic performance test for voltage and phase angle (five Buses)](image)

#### 3.6.3 Scalability Test (37 and 2000-bus System)

Scalability testing evaluates the performance of an algorithm in the case of a higher number of agents to measure how much it can be scaled up. Sometimes, new algorithms work very well with
a relatively small-scale system. However, they may not be able to cope with a larger system because of the heavier computations, accumulated error and more uncertainties.

![Figure 3.5: 37-bus power system](image)

In this chapter, the investigation of scalability is carried out by a 37-bus IEEE test system and a 2000-bus Texas synthetic system. IEEE test system includes 9 generators, 26 loads, 8 shunt capacitors, 43 power lines and 14 transformers. Detailed information can be found in Chapter 6 of [1]. For this system, we also examine accuracy. Figure (3.5) shows the voltage and phase angle profile of this system. As can be seen, D-ACPF can meet the benchmark criteria based on ACPF because its calculated voltages and phase angles are very close to those of AC power flow. The solution mismatch of the power flow results between the distributed AC power flow (D-ACPF) and
centralized AC power flow (ACPF) methods is 0.86\% and 2.66\% of the average for the voltage and phase angle profile, respectively. Texas synthetic system, which is built from public information and a statistical analysis of real power systems, includes 2007 buses, 282 generators, 1417 loads, 41 shunt capacitors, 2481 lines and 562 transformers. Figure 3.7 shows the convergence of the results for this huge system. As can be seen, both voltage amplitude and voltage angle successfully converged. The simulation results of this test and the small mismatch between results of D-ACPF and those of typical AC power flow demonstrate that D-ACPF can be an effective replacement for a typical AC power flow in the case of scalability.

3.7 Conclusions

In this chapter, we proposed a distributed approach (D-ACPF) based on a linearized AC power flow. The distributed method can easily be applied to a power system based on the distributed protocol and can benefit from the accuracy of L-ACPF. The proposed L-ACPF provides us with a simple power flow formulation that is much more precise than that of DCPF. The simulation results shows that regular AC power flow can be replaced by the proposed distributed AC power flow. Three different simulation tests are provided to confirm accuracy, dynamic performance and scalability of the proposed distributed AC power flow. The proposed D-ACPF can be applied to other studies of power systems, as well, such as load shedding and demand response.
CHAPTER 4
Distributed Optimal Power Flow Algorithm for DC Systems

4.1 Introduction

The optimal power flow problem over direct current (DC) grids is to minimize the cost of active power generation considering all power flow equations, the maximum capacitance of the lines, and voltage limited boundaries of all the buses. It is one of the famous non-convex problems in the power system area. In this chapter, a new distributed consensus-based algorithm is proposed for solving optimal power flow for DC distribution systems. As this algorithm is based on semi-definite relaxation (SDR), a mathematical proof is provided to show the exactness of the SDR relaxation technique. Then, it is demonstrated that the proposed distributed method converges to the global optimal point while satisfying all system constraints. A detailed analysis of the proposed algorithm is provided by applying it to a modified version of the IEEE-30 bus system. Finally, this method is applied to different DC power flow case studies, such as 14, 30, 57, 118, 200-bus systems, to provide a strong performance assessment. The simulation results, when compared with the benchmark, are quite promising.

4.2 Literature Review

Direct current (DC) grid systems, invented by Thomas Edison, have a history as long as that of alternating current (AC) grids, invented by Nikola Tesla. In fact, the first power transmission system was operated under DC power, as it was the standard in the United States during the early years of electricity. But soon it was figured out that the DC transmission system is not efficient for long distance energy delivery because it is not easily converted to different voltage levels, due to lacking technology. Despite Edison’s unsuccessful endeavor to disgrace the AC system, electricity
systems were mostly dominated by AC power in the 90s [114]. Today, the electricity grid is mainly powered by alternating current, but distribution part of the power systems is experiencing serious challenges due to the integration of distributed generations and storage units into the power grid.

While the electrical energy is widely distributed among end-users by alternating current (AC) grids, most of the appliances used in the consumer side are operated by DC power [115]. Moreover, many types of distributed generators, such as renewable resources generate DC electrical energy and storage units are charged and discharged with DC power. This unfortunate situation forces two or more steps of DC/AC and AC/DC conversions, which dramatically reduce energy efficiency. Therefore, in the near future, distribution systems will no longer be operated the way they used to be.

A DC distribution system, in place of a conventional AC distribution system, can smoothly and efficiently interact with loads, distributed generations and storage units while eliminating any unnecessary DC/AC and AC/DC conversions [116, 117]. One of the earliest DC distribution systems, as an effective replacement for an AC power distribution system, has been successfully brought into full operation in electric propulsion ships [118]. The successful applications of DC grids are currently restricted to data centers, telecommunication, buildings, and ships. However, DC grids have enough potential to be employed in the distribution level of the power system due to developments in power electronics, renewable energy, and storage systems [119]. The overall advantages of DC distribution systems will be higher efficiency, easier integration of DC components, no need for frequency stabilization, etc.

Optimal power flow (OPF), as a fundamental optimization problem in power systems [120], determines a cost-effective dispatch of all energy resources supporting the requested demand in a system while satisfying all local/global constraints at the same time [121, 122]. With regard to the emergence of DC distribution systems, OPF on DC grids is drawing much more attention now because of the unique features of DC grids such as, direct P-V coupling. In other words, due to the lack of reactive power, there is no way to locally regulate voltage. Generally speaking, in an OPF problem over AC or DC grids, an economic dispatch (ED) problem [28] considering all power flow...
equations, the maximum capacitance of the lines, and voltage limited boundaries of all the buses, is solved. In the following paragraphs of the literature review, OPF problems and various solving methods are discussed for both AC and DC power systems in two main categories, centralized and distributed methods.

Centralized AC OPF methods have been studied since the early 1960s, when the typical OPF problem was first formulated [123]. In a centralized method, all components directly communicate with a central operator, e.g. SCADA. This center should be able to monitor, gather and analyze real-time data and provide all components with appropriate control signals while it records events in a log file. Many methods, including interior point, quadratic programming, Lagrangian relaxation, gradient methods, mixed integer programming, and Newton-based methods, have been reviewed and classified several times [124,125]. S. Galvani et al. propose a probabilistic optimal power flow (P-OPF) in order to maximize the predictability of a system while minimizing the cost of total power generation considering the power generation of its generators, tap changer position of its regulator transformers, voltage magnitude at its generators and reactive power compensation sources as the control variables [126]. In [127], a novel method, as a general solution framework, is proposed to derive an approximate optimal solution satisfying the rank-one constraint for the SDP relaxation of the AC OPF problem. Z. Yang et al. introduce a new OPF method for hybrid AC-DC grids using a linear approximation method for the power flow equations to overcome the convexity of the problem’s nature [128]. W. A. Bukhsh et al. cover an interesting and challenging topic, the possible existence of local optima, in their paper. They show that standard local optimization techniques can converge to these local optima [129]. Chance-constrained AC OPF can handle stochastic OPF, ensuring secure system operation despite inevitable increasing uncertainties [130,131]. [132] offers a real-time AC-OPF based on a quasi-Newton algorithm to provide a fast control, overcoming randomness and fluctuations in the power system.

As discussed earlier, DC distribution grids are becoming more important as more DC energy resources, storage units and loads are connected to low voltage grids. However, intensive study of OPF and PF has not been carried out for DC systems because AC systems have been primarily the
center of research interest since the emergence of the power grids. K. Fleischer et al. proposed one of the earliest DC distribution analyses, including PF and short circuit studies [133]. They discussed system modeling including sources, loads and power lines for both PF and short circuit. C. Jayaratha et al. reviewed the efficiency of three different LF methods to analyze low voltage DC grids energized by photo-voltaic (PV) panels [134]. L. Mackay conducted extensive research on the modeling of DC grids and their components, fault analysis/detection and OPF analysis in unbalanced bipolar DC distribution grids [119]. L. Gan et al. applied a second-order cone programming (SOCP) relaxation to the OPF problem and provide proof of the exactness of this relaxation under two assumptions: unlimited upper bounds of the bus voltages or uniformity of voltage the upper bounds when the power injection lower bounds are negative [135]. J. Li et al. proposed SOC relaxation of the OPF problem, as an extension of [135], in stand-alone direct current micro-grids [136]. An OPF strategy and voltage regulation control for DC microgrids based on hierarchical control is proposed in [137] to minimize the transmission loss in a generic dc microgrid. An OPF study of DC distribution grids with network power loss and degree of voltage distribution imbalance as objective functions is done in [138]. This research considers the fact that an increase of distributed energy may affect the grid’s stable operation and economic indicators. An exact OPF study, formulated in terms of voltage and current, is conducted for bipolar DC distribution grids with asymmetric loading in [139], which shows the LMP defers between the different polarities depending on the asymmetric loading and congestion.

Due to the high penetration of distributed energy sources, pervasiveness of storage units, required plug-and-play characteristic of loads, and inevitable dynamic topology of the power grid, centralized algorithms are no longer effective [45,47]. Consequently, distributed OPF methods have been offered by researchers because this type of approaches is able to overcome centralized approaches’ drawbacks. In distributed methods, agents only need to locally connect with their immediate neighbor(s). They can control the type of shared information. Thus, it can be ensured that no uncontrolled private information is released to a third party. This advantage provides all agents with an opportunity to participate in a fair and competitive market, without any kind of monopoly or
monopsony [28]. Apart from privacy improvement, the single point of failure will naturally be resolved as there is no need for a center to supervise all agents [76,140]. Moreover, computational load will no longer affect a central controller as it is spread out over the entire network [141]. The dynamic topology of power systems and plug-and-play functionalities will be requisite features of the future open-access power system, which can easily be supported by distributed algorithms. All of these features make it possible for distributed methods to support high scalability as an urgent need in future power systems. A. Engelmann et al. propose an application of the augmented Lagrangian alternating direction inexact Newton (ALADIN) method to distributively solve AC OPF. Their proposed method ensures the locally quadratic convergence of AC-OPF [142]. X. Fang et al. propose a new distributed chance-constrained OPF to minimize the cost of overall generation while mitigating wind power uncertainty [143]. To the best of our knowledge, there exist only a few studies on distributed control methods for OPF of DC distribution networks. A distributed solution for the OPF problem in DC distribution grids, as an extension of the distributed consensus and innovations approach introduced in [144], is presented in [145]. E. Sindi et al. applied a distributed control strategy based on recursive algorithms to address line loss reduction, balancing feeder currents, and voltage profile management in a DC microgrid [146]. N. Meyer-Huebner et al. believe that future power grids will be hybrid grids consisting of the conventional AC transmission system partially combined with high voltage DC grids. Therefore, they formulate a separable AC-DC OPF problem, which could distributively be resolved and is suitable for such hybrid systems [147].

In this chapter, we start by reviewing a semi-definite relaxation (SDR) technique, which is known to be a successful method as of the last decade. Then we provide a particular and simple proof to demonstrate its exactness for OPF of DC grids without considering assumptions such as in [136] and [135]. Afterward, we introduce our new distributed consensus-based method for DC distribution systems, which considers all line constraints and voltage limitations. Each agent (i.e., bus) only shares information with its one or more immediate neighbors. The proposed method will be supported by comprehensive performance evaluations and a mathematical proof, ensuring global optimality. The main contributions/features of our work are as follows:
A simple mathematical proof has been provided to show the exactness of the semi-definite relaxation (SDR) technique.

A fully distributed consensus-based method for DC distribution systems is proposed. The privacy of each component and the entire system is improved due to very limited sharing of information.

A single point of failure would not be an area of concern, as there is no need for any kind of aggregator or central controller.

The proposed approach is suitable for both mesh and radial DC grids.

The structure of the rest of this chapter is organized as follows: Section 5.3 formulates a comprehensive OPF problem as a global objective function, considering cost functions and constraints. Section 4.4 investigates the SDR technique and provides proof of its exactness. Section 5.4 introduces a distributed consensus-based algorithm with a brief review of graph theory and the required optimality analysis. Section 2.5 demonstrates simulation results for various test systems. Finally, section 2.6 summarizes this chapter and presents the concluding remarks.

### 4.3 Optimal Power Flow Formulation for DC Systems

In this section, the OPF problem for DC grids, including generator cost functions and all equality and inequality constraints, are formulated. Generators are mathematically represented by a strictly increasing cost functions shown in (4.1).

\[
C_k(P_{G_k}) = \alpha_k P_{G_k}^2 + \beta_k P_{G_k} + \gamma_k, \quad \forall k \in \mathbb{N}_G
\]  

(4.1)

where \(\alpha [\$/\text{kw}^2]\geq 0, \beta [\$/\text{kw}]\geq 0, \gamma [\$/\text{kWh}]\geq 0\) are coefficients that customize the cost function for each DC generator and are different for various DC energy resources. In general, it represents gas turbines or diesel generators if the coefficients are all non-zero or it may represent any linear function or constant function if \(\alpha = 0, \beta \geq 0, \gamma \geq 0\) or \(\alpha = 0, \beta = 0, \gamma \geq 0\) respectively. In
this chapter, we assume that cost functions are always quadratic functions (i.e., $\alpha > 0$) in order to have a universal distributed algorithm for all types of such functions. We may consider small value for $\alpha$ to have cost functions close to the corresponding linear functions. $P_{g_k}$ [kW] is the amount of power generated by the $k^{th}$ DC generator, and $\mathbb{N}_G$ shows a set of buses associated with a generator.

The constraints of the OPF problem can be divided into two main groups, local constraints and global constraints. Nodal KCL for the power flow equations, the buses’ voltage amplitude limitations, and the generation maximum and minimum capacity are among the local constraints. In addition, load balance as an equality constraint is among the global constraints.

As shown in (4.2), the total cost function $\mathfrak{F}_\Xi$ (where $\overrightarrow{P}_G = \left[ P_{g_1}, P_{g_2}, \ldots, P_{g_N} \right]^T$) is a summation of all the generators’ cost functions. Equation (4.3) indicates a box constraint for the power capacity of each generator, where $P_{g_k}^{\text{max}}$ indicates the maximum possible generation level. The voltage magnitude boundary is shown by (4.7), which makes the optimization problem a non-convex problem. Pre-set values of the slack bus are defined by (4.8). Equation (4.4) shows the power balance between generation and consumption. The first statement on the right side of (4.4) shows the total load installed on the generator and load buses, where $\mathbb{N}_L$ indicates the load-only buses. The second statement on the right side of (4.4) represents the summation of the estimated active power loss of each bus, where $\mathbb{N}_S$ defines the set of all buses, including generator, load, slack and connection buses. $\mathbb{N}_E$ shows a set of distribution lines where each line ($l$) is determined by an un-directed edge $(k, n)$ and is located between the $k^{th}$ and $n^{th}$ buses.

\[
\begin{align*}
\text{Minimize} & \quad \mathfrak{F}_\Xi (\overrightarrow{P}_G) = \sum_{\forall k \in \mathbb{N}_G} C_k(P_{g_k}) \\
0 & \leq P_{g_k} \leq P_{g_k}^{\text{max}}, \quad \forall k \in \mathbb{N}_G \\
\sum_{\forall k \in \mathbb{N}_G} P_{g_k} & = \sum_{\forall k \in (\mathbb{N}_G+\mathbb{N}_L)} P_{L_k} + \sum_{\forall (k,n) \in \mathbb{N}_E} P_{\text{Loss}_{k,n}}
\end{align*}
\]
\[ P_{\text{net}_k} = \begin{cases} P_{G_k} - P_{L_k}, & \forall k \in (\mathbb{N}_G + \mathbb{N}_L) \\ 0, & \forall k \notin (\mathbb{N}_G + \mathbb{N}_L) \end{cases} \] (4.5)

\[ P_{\text{net}_k} = \sum_{\forall n \in (\mathbb{N}_S - \{k\})} P_{kn}, \forall k \in \mathbb{N}_S \] (4.6)

\[ V_{k}^{\text{min}} \leq V_k \leq V_{k}^{\text{max}}, \forall k \in \mathbb{N}_G \] (4.7)

\[ V_{k_{\text{slack}}} = 1, \quad k_{\text{slack}} \in \mathbb{N}_G \] (4.8)

\[ P_{kn} = G_{kn} (V_k V_n - V_k V_n), \forall k, n \in \mathbb{N}_S, k \neq n \] (4.9)

\[ P_{kn} \leq P_{kn}^{\text{max}}, \forall (k, n) \in \mathbb{N}_E \] (4.10)

The injected net active powers are shown by \( P_{\text{net}_k} \) at the \( k^{th} \) bus. \( G_{kn} \) indicates the conductance of the line between \( k^{th} \) and \( n^{th} \) buses. The line flow constraint is formulated by (4.10), where \( P_{kn}^{\text{max}} \) indicates the maximum power flow through the \( l^{th} \) line located between the \( k^{th} \) and \( n^{th} \) buses.

### 4.4 Semi-definite Relaxation (SDR)

In SDR, we first determine all sources of non-convexity in a given optimization problem to identify the fundamental difficulties spread throughout the problem. Then we transform non-convexity into a specific constraint (i.e., rank constraint) and eventually drop that constraint [148]. Afterwards, the newly convexified problem will be investigated to determine whether it is exact or not.

The non-convexity in the OPF problem for DC grids (5.2)-(4.10) is only linked back to the product term of \( V_k \) and \( V_n \). However, all equations that have voltage parameters can be written as linear combinations. Thus, by introducing a new variable \( W_{kn} = V_k V_n \) or \( W_{nk} = V_n V_k \), we obtain the following equivalent formulation of the above optimization problem by only rewriting our equations:

\[ \text{Minimize} \quad \mathcal{F} \left( \bar{P}_g \right) \]
As can be seen, only equation (4.11) has the original non-convexity. This substitution ($W_{kn} = V_k V_n$) introduces four new variables for each $l = (k, n)$ line, including $W_{kn}, W_{nk}, W_{kk},$ and $W_{nn}$. It is very obvious that $W_{kn} = W_{nk}$. Consequently, two more constraints can be derived and used in place of (4.11).

\[
\begin{bmatrix}
W_{kk} & W_{kn} \\
W_{kn} & W_{nn}
\end{bmatrix} \succeq 0, \quad \forall (k, n) \in \mathbb{N}_e \tag{4.16}
\]

\[
\text{rank} \begin{bmatrix}
W_{kk} & W_{kn} \\
W_{kn} & W_{nn}
\end{bmatrix} = 1, \quad \forall (k, n) \in \mathbb{N}_e \tag{4.17}
\]

Constraint (4.16), which satisfies $W_{kn}^2 \leq W_{kk} W_{nn}, W_{kk} \geq 0, W_{nn} \geq 0$, represents the inside **space of a rotated second-order cone** as a feasible area. It is well known that this space obviously is a convex set, as shown in equation (4.18) and figure (4.1a)

\[
\left\| \begin{bmatrix}
2W_{kn} \\
W_{kk} - W_{nn}
\end{bmatrix} \right\|_2 \leq W_{kk} + W_{nn}, \quad \forall (k, n) \in \mathbb{N}_e \tag{4.18}
\]

The rank constraint (4.17) will be satisfied if and only if the lower-left corner element of the reduced row echelon form (rref) in equation (4.19) is zero, which results in $W_{kn}^2 = W_{kk} W_{nn}$. This equality represents the surface of the rotated second-order cone as a non-convex feasible area (plotted in
As is demonstrated by constraint (4.15), the optimal solution of OPF must also be on a plane represented by $P_{Loss_{kn}} - G_{kn}(W_{kk} + W_{nn} - 2W_{kn}) = 0$, $\forall (k, n) \in \mathbb{N}_E$. We refer to this plane as the “active loss plane” for each DC line. The intersection of the active loss plane and the rank constraint is depicted by a red parabola curve in figure (4.1a).

Figure 4.1: Visual analysis of the problem’s feasible area. (a) The intersection of the active loss plane and rank constraint, (b) The convexified feasible area for any set of $(W_{kk}, W_{nn}, W_{kn})$, $\forall (k, n) \in \mathbb{N}_E$

It is easy to see that the parabola curve is a non-convex set. Thus, for relaxation, we should consider the inside space of the parabola on the active loss plane, which means the rank constraint should be dropped!

**Remark 1.** The unique unconstrained minimizer of quadratic cost function is negative (i.e., $-\beta_k/2\alpha_k$), and the generator’s output is subject to the box constraints (5.3). Therefore, the quadratic cost functions used in this chapter (5.2) are strictly increasing.
Assumption: We assume that \( \pi = [P_G \ W_{kn} \ W_{kk} \ W_{nn}]^T \) is 1) a feasible solution of the relaxed OPF problem and, at the same time, 2) is not a feasible solution of the original OPF problem. In other words, \( \pi \) violates the rank constraint \( (W_{kn}^2 \neq W_{kk} W_{nn}) \) and exists inside of the parabola (see figure (4.1b)).

**Theorem 1:** Given the above assumption and the fact that our cost functions are strictly increasing (Remark 1), there is always another feasible point on the boundary (the red parabola curve) with the same \( W_{kk} \) and \( W_{nn} \), i.e., \( \pi' = [P'_G \ W'_{kn} \ W'_{kk} \ W'_{nn}]^T \) that has a smaller/equal cost relative to \( \pi = [P_G \ W_{kn} \ W_{kk} \ W_{nn}]^T \).

**Proof part-I:** Followed by the assumption, we have \( W_{kn}^2 < W_{kk} W_{nn} \) for a feasible point like \( \pi \).

There always exists a positive value like \( \varepsilon_{kn} > 0 \), such that \( W'_{kn} = W_{kn} + \varepsilon_{kn} \) and \( (W'_{kn})^2 \) = \( W_{kk} W_{nn} \). Using equations (5.7), (5.9), and (4.14), we write the nodal KCL of the power flow equations at \( \pi' \) as:

\[
P'_{G_k} - P_{L_k} = \sum_{\forall n \in (\mathbb{N}_S - \{k\})} G_{kn} (W_{kk} - W'_{kn}), \ \forall k \in \mathbb{N}_S
\]  

(4.20)

By substituting \( W_{kn} + \varepsilon_{kn} \) for \( W'_{kn} \), the above equation can be re-written as:

\[
P'_{G_k} - P_{L_k} = \sum_{\forall n \in (\mathbb{N}_S - \{k\})} G_{kn} (W_{kk} - W_{kn}) - \sum_{\forall n \in (\mathbb{N}_S - \{k\})} G_{kn} \varepsilon_{kn}, \ \forall k \in \mathbb{N}_S \Rightarrow
\]

\[
P'_{G_k} - P_{L_k} = P_{G_k} - P_{L_k} - \sum_{\forall n \in (\mathbb{N}_S - \{k\})} G_{kn} \varepsilon_{kn} \Rightarrow
\]

\[
P'_{G_k} = P_{G_k} - \sum_{\forall n \in (\mathbb{N}_S - \{k\})} G_{kn} \varepsilon_{kn}
\]  

(4.21)

It is apparent that \( P'_{G_k} \) is less than \( P_{G_k} \) because \( G_{kn}, \ \varepsilon_{kn} > 0 \), thus we finally have:

\[
\sum_{\forall k \in \mathbb{N}_S} P'_{G_k} < \sum_{\forall k \in \mathbb{N}_S} P_{G_k}
\]  

(4.22)

Mathematically, equation (4.22) demonstrates that the total generated power at \( \pi' \) is less than that.
at \( \pi \). According to Remark 1, as the total cost functions are strictly increasing in \([0, P_{\text{max}}^G]\), the value of objective function (5.2) at \( \pi' \) is less than its value at \( \pi \). This completes proof part-I.\( \blacksquare \)

**Proof part-II**: A question arises here: how is the total generation level at \( \pi' \) lower than that at \( \pi \) while the total load is constant? The answer is that the amount of active power loss at \( \pi' = [\bar{P}_G' W_k' W_{kk} W_{nn}]^T \) is less than that at \( \pi = [\bar{P}_G W_k W_{kk} W_{nn}]^T \). Equation (4.23) shows active power loss at \( \pi' \):

\[
P'_\text{Loss}_{kn} = G_{kn}(W_{kk} + W_{nn} - 2W'_{kn}), \forall (k, n) \in \mathbb{N}_E
\]

where \( W'_{kn} = W_{kn} + \varepsilon_{kn} \). Then we have

\[
P'_\text{Loss}_{kn} = \bar{G}_{kn}(W_{kk} + W_{nn} - 2W_{kn}) - 2G_{kn}\varepsilon_{kn} = P_{\text{Loss}_{kn}} - 2G_{kn}\varepsilon_{kn}, \forall (k, n) \in \mathbb{N}_E
\]

Equation (4.24)

It is apparent that \( P'_\text{Loss}_{kn} \) is less than \( P_{\text{Loss}_{kn}} \) because \( G_{kn}, \varepsilon_{kn} > 0 \) and finally

\[
\sum_{\forall (k, n) \in \mathbb{N}_E}^N P'_\text{Loss}_{kn} < \sum_{\forall (k, n) \in \mathbb{N}_E}^N P_{\text{Loss}_{kn}}
\]

Equation (4.25)

and this completes proof part-II.\( \blacksquare \)

### 4.5 Distributed Consensus-based Algorithm for OPF

A consensus average-based distributed algorithm, which finds the global optimal solution for OPF, is proposed in this section. A brief graph theory shows our assumptions and justifies our model for a communication network. \( \mathcal{N}(\mathcal{K}, \xi) \) denotes an un-directed communication network with \( N \) connected buses, designated by \( \mathcal{K} = \{1, 2, ... N\} \), and \( \mathbb{N}_E \subseteq \mathcal{K} \times \mathcal{K} \), which represents a set of edges. The un-directed edge \( \varepsilon_{kn} = (k, n) \) indicates that buses \( k \) and \( n \) can share information with each other. This means two agents (i.e., buses) should be able to share information when they are connected by a power line.

The Laplacian matrix \( L = D - A = \{[l_{kn}] | l_{kn} \in R^{P \times P}\} \), where \( D \) is a network degree matrix.
and $A$ is an adjacency matrix, is defined by (4.26). The element $a_{kn}$ of the adjacency matrix is non zero ($a_{kn} \neq 0$) or zero ($a_{kn} = 0$) if $\forall e_{kn} \in \mathbb{N}_E, \forall e_{kn} \notin \mathbb{N}_E$, respectively. As can be seen, the definition of a Laplacian matrix is very similar to that of admittance matrix; thus, any bus can easily use the *conductance* value of a line that is connected to it.

$$L = \begin{cases} l_{kk} = \sum_{n \in \mathbb{N}_S-\{k\}} a_{kn}, & \forall k \in \mathbb{N}_S \\ l_{kn} = -a_{kn}, & \forall e_{kn} \in \mathbb{N}_E \\ l_{kn} = 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (4.26)

We assume that the $k-th$ bus only accesses its own private information, such as its generator’s cost function ($C_k(P_{G_k})$), generated active power ($P_{G_k}$) and its local load ($P_{L_k}$). Any of these pieces of information could be zero depending on the type of bus, such as $PV$, $PQ$ or connection buses. Each bus will pick an arbitrary positive value as the initial value of its incremental cost ($\lambda_k$). Incremental costs are the only piece of information shared with immediate neighbors to be used as a consensus. Hence, all of the buses finally reach an identical value of $\lambda$ as a consensus ($\lambda_c$) no matter whether problem constraint(s) are binding or not. Equation (4.27) demonstrates the consensus-based distributed protocol, where $\bar{\lambda} = \{[\lambda_1, \lambda_2, \ldots, \lambda_N]^T | \lambda_k \in \mathcal{K} \}$ and $j$ is the iteration number for the consensus protocol [74].

$$\bar{\lambda}^{i,j+1} = -L\bar{\lambda}^{i,j}, \quad \forall i$$  
$$\bar{\lambda}^{i,j+1} = \bar{\lambda}^{i,j} + \bar{\lambda}^{i,j+1}, \quad \forall i$$  \hspace{1cm} (4.27)

When all buses reach the consensus $\lambda_1^{i,j+1} = \lambda_2^{i,j+1} = \ldots = \lambda_N^{i,j+1} = \lambda_{c,k}$, generator buses calculate their active power generation using (4.28). Load buses or other connection buses will consider zero generation, *i.e.*, $P_{G_k}^i = 0, \forall k \notin \mathbb{N}_G$. 
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\[
P_{G_k}^i = \begin{cases} 
\frac{\lambda_{c,k}^i - \beta_k + \eta_{st,k}^i}{2\alpha_k}, & \forall k \in \mathbb{N}_g \\
0, & \forall k \notin \mathbb{N}_g
\end{cases} \tag{4.28}
\]

Then, \(W_{kn}\) and \(W_{kk}\) for the next iteration are calculated by (4.29) and (4.30), respectively, where \(\rho_W \ll 1\).

\[
W_{kn}^{i+1} = W_{kn}^i + \rho_W\left(W_{kk}^i \times W_{nn}^i - (W_{kn}^i)^2\right), \quad \forall k \in \mathbb{N}_S, \quad \forall n \in (\mathbb{N}_S - \{k\}) \tag{4.29}
\]

\[
W_{kk}^{i+1} = (P_{G_k}^i - P_{L_k}^i + \sum_{\forall n \in (\mathbb{N}_S - \{k\})}^N G_{kn}W_{kn}^i) \times (1/\sum_{\forall n \in (\mathbb{N}_S - \{k\})}^N G_{kn}) \tag{4.30}
\]

Afterward, each bus updates its incremental cost for the next iteration using (4.31), based on the private information and consensus.

\[
\lambda_{k}^{i+1,j} = \lambda_{c,k}^i + \rho_\lambda\left(P_{G_k}^i - P_{L_k}^i - \sum_{\forall n \in (\mathbb{N}_S - \{k\})}^N G_{kn}(W_{kn}^{i+1} - W_{kn}^{i+1})\right), \tag{4.31}
\]

Then, all \(\lambda_k\) will be identical (\(|\lambda_{k}^{i+1,j} - \lambda_{c,k}^i| \to 0\)) when nodal KCL is satisfied at each bus, and generators will support the total demand.

In addition, equation (4.32) will be effective when constraint (4.10) of the \(l^{th}\) line between the \(s^{th}\) and \(t^{th}\) buses is binding to make sure that the power flow through the \(l^{th}\) line does not violate its maximum rating. In this equation, \(\varphi_{st,k}\) shows the sensitivity of the line between \(s^{th}\) and \(t^{th}\) buses to the power changes at the \(k^{th}\) bus and \(\rho_\eta \ll 1\).

\[
\eta_{st,k}^{i+1} = \eta_{st,k}^i + \rho_\eta \varphi_{st,k} (P_{st} - P_{st}^{max}) \tag{4.32}
\]

Finally, all local and global constraints including the power balance constraint, will be satisfied. It is worth mentioning that

- The only information shared with immediate neighbors is the estimated \(\lambda_k, W_{kk}\).
• Only the two buses connected at either ends of a line are aware of line conductance \( G_{kn} \), means, agents do not need to know the entire configuration of the DC grids.

• None of the private/financial information of generators, such as \( P_{g_k}, \alpha_k, \beta_k, P_{L_k} \) is shared.

• The graph’s minimum connectivity is required. Hence, islanded part of the system cannot participate in the distributed protocol.

The optimality and convergence analysis of the proposed distributed algorithm will be discussed in the rest of this section, and it is shown that this protocol converges to the global optimal point of the optimization problem.

4.5.1 Optimality Analysis

In this section, a mathematical discussion is provided for optimality analysis of the above OPF problem considering all constraints, including \( (5.3), (5.9), (5.7), (5.9), (4.11), (4.12), (4.13), \) and \( (4.14) \).

Remark 2. The relaxed optimization problem presented in this chapter is a convex optimization problem with differentiable objective and constraint functions satisfying Slater’s condition, and the KKT conditions provide the necessary and sufficient conditions for optimality.

Remark 3. The incremental cost of each bus, indicating the dual variable of the power balance constraint, should be equal at the optimal point, \( i.e., \lambda_1 = \lambda_2 = \ldots = \lambda_N \), whether other constraints are binding or not.

Proposition: Given Remarks 2 and 3, a dual gradient method \( (4.34-4.40) \) will converge to the global optimal point considering the Lagrangian function provided in \( (4.33) \).

Here, it is shown that the solution of the proposed distributed consensus algorithm is a global
optimal solution of (5.2) if it satisfies the following KKT conditions.

\[
L(\tilde{P}_G, \lambda, \mu, \zeta, \nu, \vartheta, \eta) = \sum_{k\in\mathbb{N}_G} C_k(P_{\tilde{G}_k}) + \lambda \left( \sum_{k\in\mathbb{N}_S} P_{\mathcal{L}_k} - \sum_{k\in\mathbb{N}_G} P_{\tilde{G}_k} \right) \\
+ \sum_{k\in(\mathbb{N}_S)\forall n\in(\mathbb{N}_S\{ k \})} G_{kn}(W_{kk} - W_{kn}) \\
+ \sum_{k\in\mathbb{N}_G} \mu_k \left( P_{\tilde{G}_k} - P_{\text{max}}^k \right) + \sum_{k\in\mathbb{N}_G} \zeta_k \left( 0 - P_{\tilde{G}_k} \right) + \sum_{k\in\mathbb{N}_S} \nu_k (W_{kk} - W_{\text{max}}^k) \\
+ \sum_{k\in\mathbb{N}_S} \vartheta_k (W_{kk} - W_{kk}) + \sum_{(s, t)\in\mathbb{N}_E} \eta_{st} (P_{st} - P_{\text{max}}^st) \\
(4.33)
\]

\[
\tilde{P}_G^{i+1} = \arg\min_{P_{\tilde{G}_k}} L(\tilde{P}_G, \lambda^i, \mu^i, \zeta^i, \nu^i, \vartheta^i, \eta^i_{st}) \Rightarrow \\
P_{\tilde{G}_k}^{i+1} = \frac{\lambda^i - \beta_k - \mu^i_k + \zeta^i_k + \varphi_{st,k,\eta^i_{st}}}{2\alpha_k}, \forall k \in \mathbb{N}_S \\
(4.34)
\]

where, \( \varphi_{st,k} = \partial(P_{st} - P_{\text{max}}^st)/\partial(P_{\tilde{G}_k}) \).

\[
\lambda^{i+1} = \lambda^i + \rho_{\lambda} \left( \sum_{k\in\mathbb{N}_G} P_{\tilde{G}_k}^{i+1} - \sum_{k\in(\mathbb{N}_G\mathcal{L}_k)} P_{\mathcal{L}_k} - \sum_{k\in\mathbb{N}_S} \sum_{n\in(\mathbb{N}_S\{ k \})} G_{kn}(W_{kk}^{i+1} - W_{kn}^{i+1}) \right) \\
(4.35)
\]

\[
\mu_k^{i+1} = \left[ \mu_k^i + \rho_{\mu}(P_{\tilde{G}_k}^{i+1} - P_{\text{max}}^k) \right]^+, \forall k \in \mathbb{N}_S \\
(4.36)
\]

\[
\zeta_k^{i+1} = \left[ \zeta_k^i + \rho_{\zeta}(-P_{\tilde{G}_k}^{i+1}) \right]^+, \forall k \in \mathbb{N}_S \\
(4.37)
\]

\[
\nu_k^{i+1} = \left[ \nu_k^i + \rho_{\nu}(W_{kk}^{i+1} - W_{\text{max}}^k) \right]^+, \forall k \in \mathbb{N}_S \\
(4.38)
\]

\[
\vartheta_k^{i+1} = \left[ \vartheta_k^i + \rho_{\vartheta}(W_{kk}^{i+1} - W_{kk}^{i+1}) \right]^+, \forall k \in \mathbb{N}_S \\
(4.39)
\]

\[
\eta_{st}^{i+1} = \left[ \eta_{st}^i + \rho_{\eta}(P_{st} - P_{\text{max}}^st) \right]^+, \forall (s, t) \in \mathbb{N}_E \\
(4.40)
\]

**Theorem 2:** The distributed consensus-based method proposed in (4.26)-(4.32) will converge to the global optimal point of the OPF problem.
Proof part-I: Equation (4.35), which originates from power balance constraint (5.6), needs information from all buses. As mentioned earlier, each agent can choose a positive random value as the initial value for its $\lambda^i_k$ in the proposed distributed consensus method.

We consider $\lambda^i$ in (4.35) as a summation of $N$ (number of buses) random positive values, \( i.e., \lambda^i = \lambda^i_1 + \lambda^i_2 + \cdots + \lambda^i_N = \sum_{k \in \mathbb{N}_S} \lambda^i_k \). Then, we can rewrite the right side of this statement as (4.41). Therefore, equation (4.35) can be rewritten as (4.42) without loss of generality where $\rho_\lambda$ is a small value and $\rho_\lambda \ll 1$.

\[
\lambda^i = \frac{\sum_{k \in \mathbb{N}_S} \lambda^i_k}{N} + \frac{\sum_{k \in \mathbb{N}_S} \lambda^i_k}{N} + \cdots + \frac{\sum_{k \in \mathbb{N}_S} \lambda^i_k}{N} \quad (4.41)
\]

\[
\lambda^{i+1} = \frac{\sum_{k \in \mathbb{N}_S} \lambda^{i+1}_k}{N} + \frac{\sum_{k \in \mathbb{N}_S} \lambda^{i+1}_k}{N} + \cdots + \frac{\sum_{k \in \mathbb{N}_S} \lambda^{i+1}_k}{N} + \rho_\lambda \left( \sum_{k \in \mathbb{N}_G} P_{g_k} - \sum_{k \in (\mathbb{N}_G + \mathbb{N}_L)} P_{l_k} - \sum_{k \in (\mathbb{N}_S \setminus \{1\})} G_{kn} (W^{i+1}_{kk} - W^{i+1}_{kn}) \right) \quad (4.42)
\]

Now, we are able to write (4.42) in a decomposition fashion as in (4.43),

\[
\lambda^{i+1}_1 + \lambda^{i+1}_2 + \cdots + \lambda^{i+1}_N = \frac{\sum_{k \in \mathbb{N}_S} \lambda^{i+1}_k}{N} + \rho_\lambda \left( P_{g_1} - P_{l_1} - \sum_{n \in (\mathbb{N}_S \setminus \{1\})} G_{1n} (W^{i+1}_{11} - W^{i+1}_{1n}) \right) + \frac{\sum_{k \in \mathbb{N}_S} \lambda^{i+1}_k}{N} + \rho_\lambda \left( P_{g_2} - P_{l_2} - \sum_{n \in (\mathbb{N}_S \setminus \{2\})} G_{2n} (W^{i+1}_{22} - W^{i+1}_{2n}) \right) + \cdots + \frac{\sum_{k \in \mathbb{N}_S} \lambda^{i+1}_k}{N} + \rho_\lambda \left( P_{g_N} - P_{l_N} - \sum_{n \in (\mathbb{N}_S \setminus \{N\})} G_{Nn} (W^{i+1}_{NN} - W^{i+1}_{Nn}) \right) \quad (4.43)
\]

As can be seen, each bus can take its own dual gradient equation. This $\sum_{k \in \mathbb{N}_S} \lambda^i_k / N$ is the average of all the $\lambda^i_k$s and can be distributively calculated by the consensus average-based distributed algorithm.
Proof part-II: Constraint (4.10) of the $l^{th}$ line between the $s^{th}$ and $t^{th}$ buses is binding when the power flow through this line is larger than the line maximum capacity, $(P_{st} > P_{st}^{max}, \forall (s, t) \in \mathbb{N}_E)$. To avoid the violation of this constraint, the generation output has to be shifted in favor of the overloaded line to reduce line flow by \( \Delta P_{st} = P_{st} - P_{st}^{max} \). The Power Transfer Distribution Factors (PTDFs), representing the sensitivity of the power flow on line $l$ to a shift of power from a source (generator) bus to a sink (slack) bus, is used in equation (4.44) to model \( \Delta P_{st} \) based on the generator’s power shift \( \Delta P_{G_k} \). It is worth noting that the PTDF depends only on the network parameters and is not affected by loading or voltages on the network. Furthermore, the PTDF does not depend on the location of the reference bus in the network [40].

\[
\Delta P_{st} = \sum_{\forall k \in \mathbb{N}_S} \varphi_{st,k} \Delta P_{G_k} \tag{4.44}
\]

where the PTDFs are shown by \( \varphi_{st,k} \), and \( \Delta P_{G_k} \) is the generator shifted power. Thus, we may rewrite equation (4.40) as

\[
\eta_{st}^{i+1} = \left[ \eta_{st}^i + \rho_{\eta}(\varphi_{st,1} \Delta P_{G_1} + \varphi_{st,2} \Delta P_{G_2} + \cdots) \right]^+ \tag{4.45}
\]

which, if we substitute \( \eta_{st}^i \) with the summation of \( \eta_{st,1}^i + \eta_{st,2}^i + \cdots \), the above equation could be easily decomposed and reformulated for each bus as \( \eta_{st,k}^{i+1} = \eta_{st,k}^i + \rho_{\eta} \varphi_{st,k} \Delta P_{G_k} \), which is equivalent to \( \varphi_{st,k} \eta_{st,k}^i \) in equation (4.34).

Proof part-III: As can be seen, $\mu$, $\zeta$, $\nu$, and $\theta$ do not need to be updated at all because these parameters could locally be satisfied by each bus. Thus, we do not consider them in updating process. The related parameter variables such as $P_{G_k}$ and $W_{kk}$ need to be replaced by its boundary when these constraints are binding. In addition, iterative equation (4.29) makes sure that the converged point would be on parabola.
4.6 Performance Assessment

In this section, the proposed method is applied to some power flow test cases, such as, 14, 30, 57, 118, 200-bus system archived by [149] and [150]. First, we discuss the IEEE 30-bus systems in detail and scrutinize its solution graphs then the solution of all cases will be compared with the benchmark.

While conducting this research, we did not have access to realistic data sets for DC systems, which is why we have tried to build our own DC grids based on the existing AC counterparts. To have a DC grid, all lines’ reactance data is ignored in all AC test cases; however, some lines have zero resistance \( z = 0 + jx \), such that after removing reactance, no impedance data is left. To resolve this issue in all cases, a random reasonable value is considered for the line resistance. To generate random numbers for missing data, we calculated the mean \( \bar{\mu}_x \) and variance \( \sigma_x^2 \) of existing data. Then, we use \texttt{randn} function (in MATLAB), which returns random numbers from a normal distribution with mean \( \bar{\mu}_x \) and variance \( \sigma_x^2 \). This process ensures that the generated random number does in fact reflect the practical range of the parameters. Additionally, there were several other missing pieces of information, such as the generator maximum capacity and line ratings and generator financial information. All this missing information is accounted for using random data. It is also worth mentioning that active power loss, which is calculated by each bus, is considered as an amount of load reported by each bus for the sake of simplicity. The reason this assumption is that the total losses of the power system are inherently part of the power flow calculation, so there is no need for any specific calculation of these losses.

The IEEE 30-bus system has six generators, which are installed on \( \mathbb{N}_G = [1, 2, 13, 22, 23, 27] \). The coefficient of their cost functions are randomly chosen \( i.e., \alpha = [31, 74, 66, 69, 14, 41, 52, 32, 25] \times 10^{-4}, \beta = [2.71, 3.53, 7.58, 2.24, 8.53, 2.25, 6.29, 4.38, 8.26, 5.3] \), and \( \gamma_k = 0, \forall k \in \mathbb{N}_G \) [28]. Figure (4.2a) demonstrates the evolution of the generators’ output power, which finally converge to \( P_G = [80, 58.75, 0, 53.84, 0, 40] \) in kW and support the total load and system power loss \( P_L + P_{Loss} = 232.6 \) kW. Figure (4.2b) shows the convergence of \( W_{kk} \) for all buses. The
voltage of all buses can be easily calculated by $\sqrt{W_{kk}}$.

As mentioned earlier, to the best of our knowledge, there exist only a few studies on distributed control methods for OPF of DC distribution networks. The most significant advantage of our method over existing ones is its low number of iterations required for convergence. For comparison, [145], as can be seen in figures (4.2a) and (4.2b), our method requires about 400 iterations to converge in an IEEE 30-bus system while the method proposed in [145] requires about $2.5 \times 10^5$ for a 4-bus system.

![Figure 4.2: Solution graph for the IEEE 30-bus case study, a) Generators’ output, and b) Buses’ voltage](image)

The consensus value ($\lambda$) coordinated among neighbors and the total cost of generators’ output is indicated in figures (4.3a) and (4.3b). As proven earlier, all agents reach a similar value of $\lambda$ as a consensus value whether the constraints of the optimization problem are binding or not. The consensus value represents the incremental cost of the system if none of the constraints is binding, otherwise it is not equal to the incremental cost. For instance, if the upper limit of the $k^{th}$ generator is binding, then the incremental cost would be $\lambda - \mu_k$.

Table 4.1 shows the solution precision between the proposed distributed method and benchmark achieved by any centralized method. In the first two columns, the actual cost function value at the optimal point is compared together; accordingly, the solution mismatch between the total minimum
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cost of the distributed method and that of the benchmark is 0.005\%, 0.032\%, 0.0029\%, 0.012\%, 0.0055\% for the 14, 30, 57, 118, 200-bus system, respectfully. These solution mismatches are relatively small. The next two columns indicates total calculated active loss by distributed method and the method used for the benchmark results. The solution mismatch of the total active loss is 0.03 [kW], 0.3 [kW], 0.05 [kW], 9.917 [kW], 0.0837 [kW] for the 14, 30, 57, 118, 200-bus system, respectfully. The last two columns of this table demonstrates the solution average mismatch (%) between DM and the benchmark on the generators’ active power output and buses voltage. As can obviously be seen the numbers on these columns are also insignificant. In sum, the simulation results shows the proposed method properly works and converges to global optimal point.

![Figure 4.3: Solution graph for the IEEE 30-bus case study, a) Consensus value $\lambda$, and b) Total cost of generators $\bar{\gamma}$](image)

### Table 4.1: Simulation test results and comparison with benchmark

<table>
<thead>
<tr>
<th>Case study</th>
<th>Dist. Method</th>
<th>Benchmark Method</th>
<th>Dist. Method</th>
<th>Benchmark Method</th>
<th>Solution average mismatch (%) between DM and Benchmark on</th>
<th>Active power</th>
<th>Voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-Bus System</td>
<td>1722.12</td>
<td>1722.20</td>
<td>8.65</td>
<td>8.62</td>
<td>0.0046</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30-Bus System</td>
<td>700.58</td>
<td>700.32</td>
<td>5.83</td>
<td>5.53</td>
<td>0.0032</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>57-Bus System</td>
<td>9446.94</td>
<td>9446.66</td>
<td>14.32</td>
<td>14.27</td>
<td>0.0091</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>118-Bus System</td>
<td>137056.594</td>
<td>137039.58</td>
<td>113.2</td>
<td>103.283</td>
<td>4.8</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>200-Bus System</td>
<td>50759.8848</td>
<td>50757.09</td>
<td>9.7347</td>
<td>9.651</td>
<td>0.34227</td>
<td>0.011</td>
<td></td>
</tr>
</tbody>
</table>
4.7 Conclusions

Applying distributed control methods over a DC distribution system improves the privacy of any individual agent either generator or load and the entire system, distributes computational load among all agents, and avoids a single point of failure in a distribution system. We applied our proposed distributed algorithm to a DC distribution system to solve optimal power flow in a fully distributed way without having a central controller or aggregator. The mathematical proof shows it converges to the global optimal point and our simulation case studies demonstrate the high accuracy of the proposed algorithm’s performance.
CHAPTER 5
Distributed Optimal Power Flow Algorithm for AC Systems

5.1 Introduction

Optimal generation dispatch is one of the challenging problems in the field of both market and system security due to its non-convexity and uncertainty. Many solutions have been proposed in recent years to solve it by convexification and linearization. Some of these methods fail to be practical, however, due to their specific assumptions. In this chapter, a fully distributed algorithm is proposed for a complete optimal power flow without any convexification or linearization. A mathematical proof for its global optimality is provided for a simple version of the optimization problem; then is extended to consider all constraints. Finally, two test power systems, a synthetic 37-bus case study and an IEEE 118-bus test feeder considering all equality and inequality constraints is simulated to evaluate the proposed algorithm’s performance.

5.2 Literature Review

Optimal power flow (OPF), as a fundamental optimization problem in power systems, was introduced by J. L. Carpentier [120] to determine the power levels of all generators to support the requested demand in a system while minimizing the total cost and satisfying all local/global constraints at the same time [121, 122]. In OPF problem, an economic dispatch (ED) problem [28] with a power flow calculation is solved simultaneously. The coupling of these two problems and network/physical constraints make it one of the most insurmountable optimization problems. In sum, the reasons that make it difficult to be solved can be categorized as; 1) Non-linearity: there are nonlinear interrelations (i.e., power flow nodal equations) among powers, voltages and system physical parameters [85]. 2) Non-convexity: the lower/upper bound on the voltage amplitude and
the nonlinear power flow equations cause non-convexity [122, 151]. 3) Computational cost: an OPF not only must be run every year for system planning and every day for a day-ahead market, but also should be run every five minutes for real-time market and system security [123]. 4) Uncertainty: large-scale power systems involve uncertainty due to their integration of renewable energy resources, which make OPF more troublesome [152]. One of the immediate solutions for OPF is DCOPF, which uses DC power flow equations and assumptions in place of AC power flow. It provides us with a rough approximation of the AC power flow and is much faster and easier to solve. Although the power losses are ignored and its accuracy is very dependent on the system and case study, it could be useful for limited contingency analyses and economic studies [40, 104, 152–154]. However, such approximations that ignores system complexities may lead to unrealistic results and analysis. Apart from DCOPF, there are many methods proposed in previous years to solve OPF efficiently, accurately and as fast as possible. As we focus on a distributed ACOPF, this literature review categorizes OPF methods into two main groups: 1) Centralized methods, which need a central controller (i.e., operator) to collect, share and coordinate data among power system components; and 2) Distributed methods, which use a specific algorithm to distributively coordinate information among components to reach an optimal point [24].

Centralized OPF methods have been studied since the early 1960s when a typical OPF was first formulated [123]. In a centralized method, all components directly communicate with a central operator e.g., SCADA. This center should be able to monitor, gather and analyze real-time data and provide all components with appropriate control signals while it records events in a log file. Many methods, including interior point, quadratic programming, Lagrangian relaxation, gradient methods, mixed integer programming, Newton based methods, etc., have been reviewed and classified several times. We only mention four major literature reviews for readers’ reference and do not review OPF optimization methods proposed prior to 2010 because these surveys cover all OPF methods. M. Huneault and F. Galiana provided one of the first literature reviews of OPF and investigated the evolution of various methods, such as successive approximation and Newton methods, from 1960 to 1991 [155]. J. A. Momoh et al. extensively analyzed the progress of OPF methods
proposed during the 70s, 80s and 90s in two consecutive papers [156, 157]. In addition, the comprehensive literature survey by S. Frank et al. [158, 159], which reviewed various OPF formulations and solution techniques, their advantages, disadvantages, and computational characteristics, was applied to OPF for 40 years, from 1969 to 2010. Solving OPF using a convex relaxation draws many researchers’ attention due to its powerful ability to ensure a solution is global or a lower bound on the global solution. Semidefinite programming (SDP) relaxations of OPF comprehensively evaluated up to 2014 in [124, 125]. S. Bruno et al. proposed an unbalanced three-phase optimal power flow (TOPF) based on a quasi-Newton method. TOPF as an extended real-time framework that provides control strategies for distribution radial networks [160]. J. Lavaei et al. proposed an SDP optimization method and guaranteed a zero duality gap limited to specific conditions for some IEEE test systems. Furthermore, the sufficiency of condition holds by adding a small resistance to transformers [151]. W. A. Bukhsh et al. cover an interesting and challenging topic, possible existence of local optima. They show that standard local optimization techniques can converge to these local optima [129]. Due to the high penetration of renewable generation, the uncertainty level increases in the power system. Chance-constrained AC OPF, as one of the interesting methods, is able to deal with stochastic OPF [130, 131, 161].

Due to the high penetration of distributed energy sources/storage, dynamic topologies of power systems and the need for plug-and-play functionalities, centralized algorithms are no longer effective [45–47]. Consequently, distributed OPF methods have been taken into account by researchers as they are able to overcome these drawbacks. Thanks to the advanced technologies used in communication systems, distributed methods are rapidly maturing [53]. In distributed methods, agents are not required to communicate with a central controller. Instead, they only need to locally connect with their immediate neighbor(s); thus, it can be ensured that no private information is released by a third party. This advantage provides all agents with an opportunity to participate in a fair and competitive market, without any kind of monopoly or monopsony [28]. Apart from the privacy improvement, the single point of failure will naturally be resolved as there is no need for a center to supervise all agents [76, 140]. More ever, computational load will no longer affect a central
controller as it is spread out over the entire network [141]. Dynamic topologies of power systems and plug-and-play functionalities will be requisite features of the future open-access power system, which can easily be supported by distributed algorithms. All of these features make it possible for distributed methods to support high scalability as an urgent need in future power systems.

A growing interest in new distributed algorithms, particularly applicable to OPF problems, can be found in recent research. As we discussed earlier, the non-convexity is a major barrier against finding the global optimality. There is a chain of research trying to resolve this issue. Semi-definite programming, known as the SDP relaxation technique, transforms a non-convex problem in the equivalent convex one. E. Dall’Anese et al. built a distributed OPF based on SDP relaxation for an unbalanced distribution system by decomposing a main SDP problem into multiple convex sub-programs [85]. A. Lam et al. also offered a distributed algorithm by decomposing a main optimization problem into smaller sub-problems that can be solved by SDP [162]. T. Erseghe proposed a distributed OPF using the alternating direction multiplier method (ADMM). His method is designed based on local optimization, where information only exchanged inside of a region [62]. Another interesting topic has been covered in [163]. The authors discuss synchronization of regions for a distributed OPF problem based on an algorithmic framework that allows each region to perform local updates in an asynchronous fashion. A distributed optimal gas-power flow (OGPF) based on the ADMM, proposed in [164]. At both the power and gas distribution sides, a convex relaxation has been performed and then two problems are coordinated by the ADMM. In [165], both SDP relaxation and the ADMM are used together to build a scheduled-asynchronous algorithm for solving OPF problems in a distributed fashion. SDP relaxation and the ADMM are used to convexify formulated sub-problems and help agents to update their local variables, respectively. The authors of [166] designed an ADMM-based distributed AC-OPF using a linear approximation of power flow equations. They considered two control methods to balance convergence and computational load. A distributed cooperative real-time OPF has been proposed in [167]. This method is able to coordinate the active power of synchronous generators and virtual power plants to cover the nominal frequency while minimizing the generation cost in real time under optimization constraints.
A fully consensus-based distributed OPF is proposed in this chapter. We show that the capacity of line and voltage amplitude limits are no longer areas of non-convexity’s concern given a new approach. Power flow constraints, as another reason for non-convexity, are replaced with a local convex optimization problem without loss of generality. The main contributions of our work are as follows:

- Neither convex relaxation nor linear approximation is used; therefore, easy implementation and accurate results, respectively, can be ensured.
- The privacy of each component and, subsequently, the privacy of the entire system, is improved due to very limited shared information.
- In addition, there is no need for any kind of aggregator and/or coordinator.
- No specific assumption is considered for the system topology, e.g., mesh/radial grid, and the proposed method can be applied to both the transmission and distributed level.

The structure for the rest of this chapter is organized as follows: Section 5.3 formulates a comprehensive OPF problem as a global objective function, considering cost functions and constraints. Section 5.4 introduces a distributed consensus-based algorithm with a brief review of graph theory. Section 5.5 provides a mathematical proof for a limited version of OPF and simulation results. This solution extended to a full version of OPF without loss of generality. Section 2.5 demonstrates simulation results for a synthetic 37-bus case study and an IEEE 118-bus test feeder. Finally, section 2.6 summarizes this chapter and presents the concluding remarks.

5.3 System Modeling and Problem Description

In this section, the optimization power flow problem, including cost functions and all equality and inequality constraints, are elaborated.
5.3.1 Generators’ Cost Function

Generators need to mathematically represent their costs to participate in an electricity market. Estimated generation cost can be represented by various cost functions, such as a multiple piecewise linear, quadratic or cubic functions. For this study, a known quadratic fuel cost function, shown in (5.1), is considered for all generators.

\[ C_k(P_{G_k}) = \alpha_k P_{G_k}^2 + \beta_k P_{G_k} + \gamma_k, \quad \forall k \in \mathbb{N}_G \]  

(5.1)

where \( \alpha \$/\text{kW}^2 \), \( \beta \$/\text{kWh} \) and \( \gamma \$/h \) are coefficients that customize the cost function for each generator. \( P_{G_k} \text{ kW} \) is the amount of power generated by the \( k-th \) generator and \( \mathbb{N}_G \) shows a set of buses associated with a generator.

5.3.2 System Equality and Inequality Constraints

As other optimization problems, OPF has some important constraints due to the topology of the power system, flow capacity of transmission lines, some restrictions on the power generation capacity, etc. Power flow equations, \( \text{i.e., nodal KCL, and load balance} \) are the equality constraints. Voltage amplitude and generation capacity, along with transmission line flow, constitute the inequality constraints. We also need to consider slack bus voltage amplitude and phase angle constraints.

5.3.3 Statement of the Global Optimization Power Flow Problem

As shown in (5.2), the total cost function (\( \mathbf{\widetilde{F}_G} \), where \( \mathbf{\widetilde{P}_G} = [P_{G_1}, P_{G_2}, \ldots, P_{G_N}]^T \)) is a summation of all generators’ cost functions. Equation (5.3) indicates a box constraint for the power capacity of each generator, where \( P_{G_k}^{\text{max}} \) and \( P_{G_k}^{\text{min}} \) indicates the maximum and minimum possible generation level. We consider \( P_{G_k}^{\text{min}} = 0, \quad \forall k \in \mathbb{N}_G \). The voltage magnitude boundary is shown by (5.4), which makes the optimization problem a non-convex problem. Pre-set values of the slack bus are defined by (5.5). Equation (5.6) shows the power balance between generation and consumption. The first statement on the right side of (5.6) shows the total load installed on the generator and
load buses, where \( \mathbb{N}_L \) indicates the load-only buses. The second statement on right side of (5.6) represents the summation of the estimated active power loss of each bus, where \( \mathbb{N}_S \) defines the set of all buses, including generator, load, slack and connection buses.

\[
\min \; \mathfrak{F}_g \left( \bar{P}_g \right) = \sum_{k \in \mathbb{N}_g} C_k(P_{g_k}), \; \forall k \in \mathbb{N}_g \tag{5.2}
\]

\[
P_{g_k}^{min} \leq P_{g_k} \leq P_{g_k}^{max}, \; \forall k \in \mathbb{N}_g \tag{5.3}
\]

\[
V_k^{min} \leq |V_k| \leq V_k^{max}, \; \forall k \in \mathbb{N}_g \tag{5.4}
\]

\[
|V_k| = 1, \; \delta_k = 0, \; k \in \mathbb{N}_g \tag{5.5}
\]

\[
\sum_{k \in \mathbb{N}_g} P_{g_k} = \sum_{k \in (\mathbb{N}_g + \mathbb{N}_L)} P_{L_k} + \sum_{k \in \mathbb{N}_S} P_{Loss_k} \tag{5.6}
\]

\[
P_{net,k} = \begin{cases} 
P_{g_k} - P_{L_k}, & \forall k \in (\mathbb{N}_g + \mathbb{N}_L) \\
0, & \forall k \notin (\mathbb{N}_g + \mathbb{N}_L) \end{cases} \tag{5.7}
\]

\[
Q_{net,k} = \begin{cases} 
Q_{g_k} - Q_{L_k}, & \forall k \in (\mathbb{N}_g + \mathbb{N}_L) \\
0, & \forall k \notin (\mathbb{N}_g + \mathbb{N}_L) \end{cases} \tag{5.8}
\]

\[
S_{net,k} = P_{net,k} + jQ_{net,k} = V_k \left[ \sum_{n \in \mathbb{N}_S} Y_{kn} V_n \right]^* \tag{5.9}
\]

\[
S_{kn} = V_k \left[ (V_k - V_n) Y_{kn} \right]^* \leq S_{kn}^{max}, \; \forall k \; \& \; \forall n \in \mathbb{N}_S \tag{5.10}
\]

The injected active and reactive power are shown by \( P_{net,k} \) and \( Q_{net,k} \), respectively. \( S_{net,k} \) in (5.9) shows the power flow nodal equation for the \( k - th \) bus. The line flow constraint is formulated by (5.10), where \( S_{kn}^{max} \) indicates the maximum complex power flowing through the line connected the \( k - th \) and \( n - th \) buses.
5.4 Distributed Algorithm for Optimal Power Flow

As mentioned earlier, a consensus-based distributed algorithm for finding the globally optimal solution is proposed in this chapter. A brief graph theory shows our assumptions and justifies our model for a communication network. Then we show how to apply an average-consensus distributed protocol [74] to an OPF problem without network constraints i.e., the economic dispatch (ED) problem. After optimality analysis, power flow nodal equations, and line flow constraints will be added without loss of generality.

\( \mathcal{N}(\mathcal{K}, \xi) \) denotes communication network (undirected graph) with \( N \) connected buses, designated by \( \mathcal{K} = \{1, 2, \ldots N\} \) and \( \xi \subseteq \mathcal{K} \times \mathcal{K} \), which represents a set of edges. The physical power system is mapped onto the communication network. This means that there is a communication link between two buses connected by a transmission line. The undirected edge \( e_{kn} = (k, n) \) indicates that bus \( k \) and \( n \) can share information with each other. Two matrices will commonly be used to represent the communication topology of a multiple-agent network. The adjacency matrix denoted by \( \mathcal{A} = \{a_{kn} | a_{kn} \in \mathbb{R}^P \times \mathbb{P} \} \) of an undirected network \( \mathcal{N} \) is symmetric. The entries of the adjacency matrix is defined by (5.11).

\[
\mathcal{A} = \begin{cases}
a_{kn} \neq 0 & \forall e_{kn} \in \xi \\
a_{kn} = 0 & \forall e_{kn} \notin \xi \\
a_{kk} = 0 & \forall k \in \mathbb{N}_S
\end{cases} \tag{5.11}
\]

The second matrix is Laplacian matrix \( L = D - \mathcal{A} = \{l_{kn} | l_{kn} \in \mathbb{R}^P \times \mathbb{P} \} \), where \( D \) is a network degree matrix. As can be inferred, the definition of a Laplacian matrix is very similar to admittance matrix. The entries of the Laplacian matrix defined by (5.12).

\[
L = \begin{cases}
l_{kk} = \sum_{\forall n \in \mathbb{N}_S} a_{kn} & \forall k \in \mathbb{N}_S \\
l_{kn} = -a_{kn} & \forall e_{kn} \in \xi \\
l_{kn} = 0 & \text{otherwise}
\end{cases} \tag{5.12}
\]
A consensus-based distributed protocol helps agents share information with their immediate neighbors to reach a consensus at an optimal point. A consensus is defined as an equal value of the state of the \( k-th \) and \( n-th \) agents \([73, 74]\). In other words, \( k-th \) and \( n-th \) agent will have reached a consensus if and only if the value of the state of the \( k-th \) agent \( (x_k) \) and the state of the \( n-th \) agent \( (x_n) \) are equal. If we consider that each bus shares its information with its neighbors, a standard linear distributed protocol \([74]\) can be defined in (5.13), where \( \vec{x} = [x_1, x_2, \ldots, x_N]^T \).

\[
\dot{\vec{x}} = -\nabla (2\vec{x}^T L \vec{x}) = -L \vec{x} 
\] (5.13)

Let us consider the total cost function (5.2), box constraints (5.3) and power balance (5.6) as a simple optimization problem. The rest of the constraints will be added later during the analysis of optimality in section 5.5. We assume that \( k-th \) bus only accesses its own private information, such as its generator’s cost function \( (C_k(P_{G_k})) \), generated active power \( (P_{G_k}) \) and its local load \( (P_{L_k}) \). Any of these pieces of information could be zero depending on the type of bus, such as PV, PQ or connection buses. They also can pick an arbitrary value for their particular incremental cost \( (\lambda_k) \). Incremental costs are the only piece of information shared with immediate neighbors through the average-consensus distributed protocol in (5.13). Eventually, all of the buses reach an identical value of \( \lambda_c \) as a consensus. Then, each bus estimates its active power generation using (5.15); a bus may have no active power generation. An individual incremental cost \( (\lambda_k^{i+1}) \) for the next iteration is calculate by (5.16), based on the private information and consensus. The whole procedure is shown by (5.14), (5.15) and (5.16), where \( \bar{\lambda} = \left\{ [\lambda_1, \lambda_2, \ldots, \lambda_N]^T | \lambda_k \in \mathbb{K} \right\} \) and \( i \) is the iteration number.

\[
\bar{\lambda}^i = -L \bar{\lambda}^i 
\] (5.14)

\[
P_{G_k}^i = \frac{\lambda_{c,k}^i - \beta_k}{2\alpha_k}, \quad \forall k \in \mathbb{N}_S
\] (5.15)

\[
\lambda_k^{i+1} = \lambda_{c,k}^i + \rho(P_{G_k}^i - P_{L_k}), \quad \forall k \in \mathbb{N}_S
\] (5.16)
Finally, all $\lambda_k$ will be identical, due to the nature of the distributed algorithm in (5.13), $\sum_{\forall k \in \mathbb{N}} P_{G_k}$ will cover the total demand, and the power balance constraint will be satisfied. It is worth mentioning that

- None of the private information, such as $P_{G_k}$, $\alpha_k$, $\beta_k$, $P_{L_k}$ are shared.
- The only information shared with immediate neighbors is estimated $\lambda_k$.

In the next section, it is shown that this protocol converges to the global optimal point of the optimization problem.

## 5.5 Analysis of Optimality

This section is organized as follows: Subsection 5.5.1 provides the optimality analysis for a simple optimization problem (similar to the economic dispatch problem), including the total cost function (5.2), box constraints (5.3) and power balance (5.6). Then, subsection 5.5.2 adds two important constraints, including the voltage amplitude limitation (5.4) and line flow constraint (5.10), in subsections 5.5.2 and 5.5.2.

### 5.5.1 Simple Optimization Problem

**Remark 4.** All local constraints (5.1) and the total cost function (5.2) are strictly convex.

**Remark 5.** As the box constraints and power balance equation are considered in this step, all constraints of the ED problem are affine.

**Remark 6.** The incremental cost of each bus should be equal at the optimal point, i.e, $\lambda_1 = \lambda_2 = \ldots = \lambda_N$, because of the dual variable of the power balance constraint [57].

**Lemma:** Based on Remark (4) and Remark (5), the ED optimization problem that satisfies Slater’s condition and KKT conditions can provide the necessary and sufficient conditions for optimality.

**Proposition:** Combining Remark (4), Remark (5), and the lemma, a dual gradient method (5.18-
5.21) will converge to the global optimal given the Lagrangian function provided in (5.17).

\[
L(\bar{P}_G, \lambda, \mu, \zeta) = \sum_{k \in \mathbb{N}_G} C_k(P_{\bar{g}_k}) \\
+ \lambda \left( \sum_{k \in \mathbb{N}_S} P_{\text{Loss}_k} + \sum_{k \in (\mathbb{N}_G + \mathbb{N}_L)} P_{\mathcal{L}_k} - \sum_{k \in \mathbb{N}_G} P_{\bar{g}_k} \right) \\
+ \sum_{k \in \mathbb{N}_G} \mu_k \left( P_{\bar{g}_k} - P_{\text{max}} \right) + \sum_{k \in \mathbb{N}_G} \zeta_k \left(-P_{\bar{g}_k}\right)
\]  

(5.17)

\[
\bar{P}_{G}^{i+1} = \arg\min_{\bar{P}_{G}} L(\bar{P}_G, \lambda^i, \mu^i, \zeta^i) \Rightarrow \\
P_{\bar{g}_k}^{i+1} = \frac{\lambda^{i+1} - \beta_k - \mu_k^{i+1} + \zeta_k^{i+1}}{2\alpha_k} \forall k \in \mathbb{N}_S 
\]  

(5.18)

\[
\lambda^{i+1} = \lambda^i + \varepsilon \left( \sum_{k \in \mathbb{N}_S} P_{\text{Loss}_k} + \sum_{k \in \mathbb{N}_G} P_{\bar{g}_k} - \sum_{k \in (\mathbb{N}_G + \mathbb{N}_L)} P_{\mathcal{L}_k} \right) 
\]  

(5.19)

\[
\mu_k^{i+1} = \left[\mu_k^i + \rho \left(P_{\bar{g}_k} - P_{\text{max}}\right)\right]^+, \forall k \in \mathbb{N}_S 
\]  

(5.20)

\[
\zeta_k^{i+1} = \left[\zeta_k^i + \rho \left(-P_{\bar{g}_k}\right)\right]^+, \forall k \in \mathbb{N}_S 
\]  

(5.21)

**Theorem:** If the optimization problem presented in (5.2), constrained by box and power balance constraints, has a feasible globally optimal point, then the consensus-based distributed algorithm proposed in section (5.4) will converge to that globally optimal point.

**Proof.** The decomposition approach of the dual gradient helps us to provide a set of separate equations for each bus. Equations (5.17), (5.20) and (5.21) can easily be calculated, in a parallel fashion, with only private information (no need for shared information among immediate neighbors). However, equation (5.19) needs a kind of coordinator to gather and send bus information and \( \lambda \) (see Remark (6)). This approach obviously violate the privacy and puts extra computational load on a coordinator. We can consider \( \lambda^i \) as a summation of \( N \) arbitrary real values.
\[ \lambda^i = \lambda^i_1 + \lambda^i_2 + \cdots + \lambda^i_N = \sum_{k \in N_G} \lambda^i_k, \]

where the \( N \) is number of buses. Then, we can rewrite the right side of this statement as (5.22). Therefore, equation (5.19) can be re-written as (5.23) without loss of generality.

\[
\lambda^i = \frac{\sum_{k \in N_G} \lambda^i_k}{N} + \frac{\sum_{k \in N_G} \lambda^i_k}{N} + \cdots + \frac{\sum_{k \in N_G} \lambda^i_k}{N} \quad (5.22)
\]

\[
\lambda^{i+1} = \frac{\sum_{k \in N_G} \lambda^{i+1}_k}{N} + \frac{\sum_{k \in N_G} \lambda^{i+1}_k}{N} + \cdots + \frac{\sum_{k \in N_G} \lambda^{i+1}_k}{N} + \epsilon \left( \sum_{k \in N_G} P^\text{Loss}_k + \sum_{k \in N_G} P^\text{G}_k - \sum_{k \in (N_G+N_L)} P^\text{L}_k \right) \quad (5.23)
\]

Now, we are able to write (5.23) in a decomposition fashion as (5.24),

\[
\lambda^{i+1}_1 + \lambda^{i+1}_2 + \cdots + \lambda^{i+1}_N = \frac{\sum_{k \in N_G} \lambda^{i+1}_k}{N} + \epsilon \left( P^\text{Loss}_1 + P^\text{G}_1 - P^\text{L}_1 \right) + \frac{\sum_{k \in N_G} \lambda^{i+1}_k}{N} + \epsilon \left( P^\text{Loss}_2 + P^\text{G}_2 - P^\text{L}_2 \right) + \cdots + \frac{\sum_{k \in N_G} \lambda^{i+1}_k}{N} + \epsilon \left( P^\text{Loss}_N + P^\text{G}_N - P^\text{L}_N \right) \quad (5.24)
\]

Based on (5.25), each bus can take its own dual gradient equation. The first right-side statement is the average of all the estimated \( \lambda_k \)'s and can be distributively calculated by introducing the protocol in (5.13) or (5.14) because this protocol always calculate the average.

\[
\lambda^{i+1}_k = \frac{\sum_{k \in N_G} \lambda^{i+1}_k}{N} + \epsilon \left( P^\text{Loss}_k + P^\text{G}_k - P^\text{L}_k \right) \quad (5.25)
\]

Equation (5.25) is the one introduced in (5.16), where \( \lambda^i_{e,k} = \frac{\sum_{k \in N_G} \lambda^i_k}{N}, \rho = N \epsilon. \)

For the sake of accuracy assessment, two test networks, network A (14 generators) and network B (21 generators), are randomly generated by the Erdos–Renyi model and the Watts–Strogatz model,
respectively. Figure. (5.1a) and Figure. (5.1b) show their visual topology and related model parameters. All random networks are, in this section, generated by Cytoscape [168]. The demanded load on network A and network B are 2602 kW and 4832 kW, accordingly.

Figure 5.1: Test graph randomly generated by two different models, a) $G_{ER}(n, p) : n = 14, p = 0.1$, b) $G_{WS}(n, k', \beta') : n = 21, k' = 6, \beta' = 0.1$

Table (5.1) presents the results of the optimization problem given the proposed algorithm and a centralized method (YALMIP is applied [95]) to provide an accuracy evaluation following our proof. As shown in Table (5.1), the solution mismatch between the distributed and centralized methods is less than 0.008% of the average. As can be seen, this value is almost zero and demonstrates our proposed method can find the same optimal point as a centralized method. Figures. (5.2a) and (5.3a) show a visual convergence of dispatched power among the generators for both systems. As shown in Figures. (5.2b) and (5.3b), the incremental cost ($\lambda$) finally converges to 6.77 $$/kWh$$ for network A and 7.13 $$$/kWh$$ for network B.

A bigger system, shown in Figure. (5.4), is used for the sake of scalability study. This network has 1000 nodes, which are randomly generated by the Watts–Strogatz model. In addition, the mean parameters of the coefficients of the generators’ cost functions are selected to be $0.0085 $$/(kW)^2$$ h$ and $4.21 $$$/kWh$. The demand is also normally distributed among all buses. The total generation (450234.1 $kW$), which is achieved after 350 iterations, supports the total demand (450238 $kW$).
It indicates that although the number of nodes is 50 times bigger than the first two networks, the iteration is only (almost) doubled. The incremental cost of all 1000 agents converges to 13.01$/\text{kWh}$ at the optimal point. The solution mismatch between the distributed and centralized methods is about 0.0062% of the average. Again, this value confirms the precision of the proposed method for large-size networks.

Table 5.1: Numerical comparison of proposed distributed and centralized methods

<table>
<thead>
<tr>
<th>Power</th>
<th>Network A Distributed</th>
<th>Network A Centralized</th>
<th>Network B Distributed</th>
<th>Network B Centralized</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>219.43</td>
<td>219.45</td>
<td>258.97</td>
<td>258.97</td>
</tr>
<tr>
<td>$P_2$</td>
<td>400.00</td>
<td>400.00</td>
<td>400.00</td>
<td>400.00</td>
</tr>
<tr>
<td>$P_3$</td>
<td>88.98</td>
<td>89.014</td>
<td>160.24</td>
<td>160.26</td>
</tr>
<tr>
<td>$P_4$</td>
<td>425.00</td>
<td>425.00</td>
<td>425.00</td>
<td>425.00</td>
</tr>
<tr>
<td>$P_5$</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>$P_6$</td>
<td>8.016</td>
<td>8.034</td>
<td>58.516</td>
<td>58.533</td>
</tr>
<tr>
<td>$P_7$</td>
<td>170.00</td>
<td>170.00</td>
<td>170.00</td>
<td>170.00</td>
</tr>
<tr>
<td>$P_8$</td>
<td>200.00</td>
<td>200.00</td>
<td>200.00</td>
<td>200.00</td>
</tr>
<tr>
<td>$P_9$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>150.00</td>
<td>150.00</td>
<td>150.00</td>
<td>150.00</td>
</tr>
<tr>
<td>$P_{11}$</td>
<td>240.37</td>
<td>240.39</td>
<td>269.36</td>
<td>269.37</td>
</tr>
<tr>
<td>$P_{12}$</td>
<td>33.55</td>
<td>33.56</td>
<td>55.54</td>
<td>55.55</td>
</tr>
<tr>
<td>$P_{13}$</td>
<td>312.00</td>
<td>312.00</td>
<td>312.00</td>
<td>312.00</td>
</tr>
<tr>
<td>$P_{14}$</td>
<td>254.54</td>
<td>254.55</td>
<td>277.50</td>
<td>277.51</td>
</tr>
<tr>
<td>$P_{15}$</td>
<td>-</td>
<td>-</td>
<td>270.00</td>
<td>270.00</td>
</tr>
<tr>
<td>$P_{16}$</td>
<td>-</td>
<td>-</td>
<td>597.59</td>
<td>597.60</td>
</tr>
<tr>
<td>$P_{17}$</td>
<td>-</td>
<td>-</td>
<td>656.00</td>
<td>656.00</td>
</tr>
<tr>
<td>$P_{18}$</td>
<td>-</td>
<td>-</td>
<td>111.19</td>
<td>111.20</td>
</tr>
<tr>
<td>$P_{19}$</td>
<td>-</td>
<td>-</td>
<td>240.00</td>
<td>240.00</td>
</tr>
<tr>
<td>$P_{20}$</td>
<td>-</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$P_{21}$</td>
<td>-</td>
<td>-</td>
<td>120.00</td>
<td>120.00</td>
</tr>
<tr>
<td>Total</td>
<td>2601.89</td>
<td>2601.998</td>
<td>4831.906</td>
<td>4831.993</td>
</tr>
</tbody>
</table>

5.5.2 Voltage Amplitude and Line Flow Constraints

As known, the OPF problem is more complex than what has been discussed here. One of the important groups of constraints is the power flow nodal equations and voltage amplitude limitation, as expressed in (5.9) and (5.4). It may perhaps be observed that without having limitation on voltage amplitude (5.4), nodal equations (5.9) are not effective because voltage of buses can choose any
values, satisfying nodal equations. This can be calculated by power flow easily.

Voltage amplitude constraints

As it is known, in a transmission network, the flow of active power depends on the voltage angle, and the flow of reactive power depends on the voltage amplitude. Hence, active power moves from a larger voltage angle bus to a smaller voltage angle bus. On the other hand, reactive power flows from a higher voltage amplitude bus to a smaller voltage magnitude bus.

There are two general approaches for controlling the voltage amplitude at a bus, a local voltage controller and power re-dispatching, to make sure that the voltage amplitude satisfies the constraints provided by equation (5.4). Preferably, the voltage amplitude is controlled locally by changing the reactive power of a given bus as is the case with PV buses. However, it is not possible to have a voltage controller on all buses, like PQ buses and connection buses. Therefore, re-dispatching active and reactive power could be a potential alternative solution. Any re-dispatching of active power, other than the solution found by ED, increases the price of total generation. Additionally, the re-dispatching of active power cannot effectively change the voltage amplitude at the target bus because, as has been discussed, voltage amplitudes are more sensitive to reactive power than active
power. This fact can also be investigated by calculation of the sensitivity of the voltage amplitude to active and reactive power changes. On the other hand, re-dispatching of reactive power can be very effective in comparison with re-dispatching of active power because it does not change the optimal point calculated by ED. In this part, the set point voltage of the generators is used to compensate for the violation of voltage amplitude in other buses. We assume that there is enough amount of the reactive power to control voltage. When the voltage amplitude in a bus violates its limitation, the amount of violation can be used as a factor to change the set point voltage of the generators and consequently change the reactive power injected by each generator. Equation (5.26) shows the simple relation used to compensate for violated voltage amplitude, where \( \alpha \) parameters can be any number with absolute value less than unity. Using a sensitivity index for \( \alpha \), which measures the sensitivity of bus voltages to changes in generator voltage set points could be very effective. \( |V_{n}^{\text{limit}}| \) indicates the \( |V_{n}^{\min}| \) or \( |V_{n}^{\max}| \).

\[
V_{k}^{\text{Gen, } i+1} = V_{k}^{\text{Gen, } i} + \sum_{i=1}^{N} \sum_{n \in N_S} \alpha_{n,k} \left| V_{n}^{i} \right| - \left| V_{n}^{\text{limit}} \right|, \quad \forall k \tag{5.26}
\]

The new voltage set point of a generator installed on \( k^{th} \) bus will be supported by the reactive
power injected at the respective bus.

As discussed earlier, re-dispatching of reactive power would not affect the ED solution, which is a global optimal point. However, it may change the total loss because it is changing the voltage magnitude. It is worth mentioning that we are not minimizing the active loss function as it is not in the scope of this chapter.

**Line flow constraints**

Now, the line flow constraints shown in (5.10) are the only group of constraints causing non-convexity. There is no easy way to convexify these constraints without linearization. In this section, an intuitive method is used to easily replace these constraints. We define another optimization problem, whose solution satisfies constraint (10). This optimization problem only replaces the line flow constraints and does not replace whole optimization problem. To alleviate overloading, the output power of generators connected to the network must be re-dispatched in a cost-effective way. This means each generator should change its output by $\Delta P_{G_k}$, compared to its output in the solution of...
the unconstrained problem (i.e. the ED problem), to reduce the power flow through the congested lines.

**Assumption:** the global optimal solution of the unconstrained problem (without constraint (5.10)) is \( \{ P_{g_1}, P_{g_2}, \ldots, P_{g_n} \} \), whose total minimum cost is \( \mathcal{F}_T = C_1 + C_2 + \cdots + C_n \).

**Theorem:** in a constrained problem (with constraint (5.10)), a set of re-dispatching generators i.e., \( \{ \Delta P_{g_1}, \Delta P_{g_2}, \ldots, \Delta P_{g_n} \} \) which has minimal price changes from the unconstrained problem, among feasible solutions, is global optimal point. This re-dispatching should not violate constraint (5.6); therefore, \( \sum_{\forall k \in \mathbb{N}_g} \Delta P_{g_k} = 0 \).

Each \( \Delta P_{g_k} \) causes a price change \( \Delta C_k \) in the respective generator. The summation of all \( \Delta C_k \) should be minimized to guarantee the closest feasible solution to the solution of the unconstrained problem, which is the global optimal point. The line flow constraint (5.10) is replaced by (5.27), subject to constraint (5.28) and other local constraints from the main problem, where \( \Delta C_k = C_k(\Delta P_{g_k}) = \alpha_k(\Delta P_{g_k})^2 + \beta_k(\Delta P_{g_k}) + \gamma_k, \quad \forall k \in \mathbb{N}_g \).

\[
\min \sum_{\forall k \in \mathbb{N}_g} C_k(\Delta P_{g_k}), \quad \forall k \in \mathbb{N}_g \tag{5.27}
\]

\[
\Delta P_{g_1} + \Delta P_{g_2} + \cdots + \Delta P_{g_n} = 0 \tag{5.28}
\]

Equation (5.27) shows that the cost of the power changes should be minimal and equation (5.28) indicates the power changes should not violate power balance constraints. The dual ascent solution for this convex optimization problem is (5.29), where \( \chi \) is the dual variable related to the equality constraint in (5.28).

\[
\Delta P_{g_k}^i = \frac{\chi^2 - \beta_k}{2\alpha_k}, \quad \forall k \in \mathbb{N}_g \tag{5.29}
\]

Overloading is the only reason that (5.29) comes into play; thus, \( \chi = P_{kn} - P_{kn}^{\text{max}} \) to satisfy line maximum flow constraints. It is worth mentioning that \( \chi \) is calculated by sending and receiving end buses and distributed among their neighbors. Thus, privacy is not violated. Furthermore, the
whole problem (5.27) is still convex. The value calculated in (5.29) is added to (5.15).

5.6 Performance Assessment

In this section, we apply the proposed method to two test models of a power system, a synthetic 37-bus case study [1] and an IEEE 118-bus test feeder [150], to evaluate the recently introduced constraints in section (5.5.2).

In the first case study, the set of generators, load and connection buses are, $\mathbb{N}_G = \{7, 17, 20, 30, 32, 33, 34, 35\}$, $\mathbb{N}_L = \{2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 19, 22, 23, 25, 30, 32, 33, 34, 35, 36, 37\}$ and $\mathbb{N}_S - (\mathbb{N}_G \cup \mathbb{N}_L) = \{1, 18, 21, 24, 26, 27, 28, 29, 31\}$, respectively. In addition, bus 20 is selected as a slack bus, i.e., $\delta_{k_s} = 0, \ k_s = 20$. Figure (5.6) shows the network configuration. There is no assumption regarding transmission line resistance or inductance. Hence, the algorithm can be applied to both transmission and distribution systems. There are some parallel lines in the system, such as the lines between buses 8 and 35, which are considered as a single line.

It is worth mentioning that active power loss, which is estimated by each bus, is considered as an amount of load reported by each bus, as shown by (5.30), for the sake of simplicity. The reason is that the total losses of the power system are inherently part of the power flow calculation and there is no need for any specific calculation.

$$P_{Loss_k} = \sum_{n \neq k} (1/2) G_{kn} |V_k - V_n|^2, \ \forall k & n \in \mathbb{N}_S$$ (5.30)

Table (5.2) compares the generators’ output calculated by the proposed method and those of the centralized method, obtained from MATPOWER [169] as benchmark results. The solution mismatch between the distributed and centralized methods is almost less than 3.9% of the average. The total cost found by the proposed method ($26090.7195 \$/hr) is close to that of centralized methods ($26090.60 \$/hr). The total generation is about $1480.7412 \ kW$, which covers the total demand ($1447.1 \ kW$) plus total loss ($33.641 \ kW$). The mismatch between the total estimated power loss between the distributed methods and the benchmark is 0.52%.
The overloaded transmission line between buses 13 and 32 is detected by the proposed method and loaded up to its maximum capacity. Figure. (5.8) shows the evolution of the line flow congestion and output power of the all generators. As shown in Figure. (5.7a), the algorithm detects the line overloading and tries to shift power in both sides of the line. As can be seen, the power flow is decreased around the 10th iteration and reaches maximum line capacity within 20 iteration. Figure. (5.7b) demonstrates how generators change their output to avoid line overloading. The final consensus value for the entire system is $\lambda = 22.6 \$/kWh.

In the second case study, we test the proposed algorithm on a larger and more realistic power system model, i.e., the IEEE 118-bus, and compare our results with those obtained by the MATPOWER toolbox as a benchmark. The financial information of the generators’ cost function (i.e., $\alpha \$//(kW)^2h, $\beta \$/kWh) are randomly generated. More information about the system data including bus types, line electrical impedance and other required information regarding, topology can be found in [150]. The comparison between the results obtained by the proposed algorithm and those obtained by
Table 5.2: Numerical comparison of the proposed distributed and centralized methods

<table>
<thead>
<tr>
<th>Power (kW)</th>
<th>Distributed Method</th>
<th>Centralized Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_7$</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>$P_{17}$</td>
<td>343.9884</td>
<td>348.75</td>
</tr>
<tr>
<td>$P_{20}$</td>
<td>279.2432</td>
<td>284.09</td>
</tr>
<tr>
<td>$P_{30}$</td>
<td>205.5574</td>
<td>195.01</td>
</tr>
<tr>
<td>$P_{32}$</td>
<td>350</td>
<td>350</td>
</tr>
<tr>
<td>$P_{33}$</td>
<td>34.23851</td>
<td>35.74</td>
</tr>
<tr>
<td>$P_{34}$</td>
<td>98.21342</td>
<td>87.52</td>
</tr>
<tr>
<td>$P_{35}$</td>
<td>134.5003</td>
<td>144.78</td>
</tr>
<tr>
<td>Total loss</td>
<td>33.641</td>
<td>33.817</td>
</tr>
<tr>
<td>Total generation</td>
<td>1480.7412</td>
<td>1480.89</td>
</tr>
</tbody>
</table>

Figure 5.7: OPF simulation results for a synthetic 37-bus system

MATPOWER shows the accuracy and efficiency of our algorithm. The solution mismatch of the generators’ output calculated by the distributed methods and those of the benchmark is almost less than 6% of the average. The total cost found by the distributed methods is different from the benchmark results by 0.26%. The total generation is about $4380.55\, kW$, which covers the total demand ($4242.00\, kW$) plus total loss ($138.55\, kW$). We should note here that our algorithm is only minimizing the total cost of generation and does not consider minimizing power loss in systems.

As can be seen, the number of iterations required for converging to the final solution does not significantly change with the system size. The number of iterations required for convergence is
(a) The consensus value of all buses  
(b) Output powers of generators kW

Figure 5.8: OPF simulation results for IEEE 118-bus system system

about 30 in the synthetic 37-bus system. This number is about 42 in the IEEE 118-bus system, while the size of this system is almost 3 times bigger than the first case study. This means the proposed algorithm can efficiently work for bigger systems.

5.7 Conclusions

This work shows that an OPF problem can be solved without linearization and convexification, which in turn does not limit OPF to some specific network and assumptions. As voltage amplitudes are more sensitive to reactive power than active power, the set point voltage of the generators is used to compensate for the violation of voltage amplitude in other buses assuming there is enough amount of the reactive power to control voltage. In addition, line flow constraints are replaced with a local convex problem to pave the way for generalizing the mathematical proof. Simulation results of a synthetic 37-bus case study and an IEEE 118-bus test feeder confirm the optimality analysis.
CHAPTER 6
Conclusion and Future Trends

The foreseeable future of smart grids and energy Internet will significantly affect by Internet of Things (IoT), big data, blockchain, and Cyber-security technologies. The Internet of Things (IoT) is becoming a promising technology for addressing upcoming challenges of power systems by connecting smart devices and leveraging Big data analytic to create giant energy networks. It is also predicted that Blockchain and the Internet of Things (IoT), as key technologies, that will have a huge impact in the next few years for companies in the industrial market [170]. As the IoT scales up as well as energy networks, it’s important to provide a flexible and real-time interoperability among different agents in the system. To the the best of my knowledge, distributed control methods could be an effective control method to cope with such giant networks. At the same time, blockchain and Cyber-security technologies have limitless potential to improve privacy in both agent and system level. In addition, digital signature provided by blockchain technology ease most of burden on participation of prosumers and consumers in a real-time retail electricity market.

Thus, researchers can focus on two main areas: Cyber-security (data protection) and intelligent energy management systems. That said, future research will not be limited to these areas. The detailed information is as follows:

6.1 Cyber-Security (Data Protection) for Smart Grids:

In recent years, privacy protection has become more important due to the massive and ceaseless flow of confidential information among a power system’s components. Thus, stored and transmitted data must be kept secure with minimal loss and latency for the sake of effective control and monitoring because: 1) it helps entities (e.g, energy producers) protect their technological and
confidential information against adversaries, and 2) it grants autonomy in an electrical competitive market for protection against adversaries.

**A)** Cryptography is a practice concerned with the enhancement of secret communication in the presence of adversaries. Encryption, as one of the subfields of cryptography, protects stored or transferred data across communications networks to shield confidential data against unauthorized viewing. Quantum key distribution (QKD), as an effective encryption method offers a new secure method for the data protection. In quantum cryptography, two authorized parties are capable of generating a random secret key at the quantum level for data encryption. In this method, security is guaranteed by the laws of physics.

**B)** Blockchain technology provides opportunities to have a distributed peer-to-peer network where non-trusting members can interact with each other without a trusted leader in a verifiable manner. Application of blockchain technology in smart grids could revolutionize the electrical market in term of security and safety.

### 6.2 Intelligent Energy Management Systems for Energy Internet

To achieve commercialization and widespread use of renewable energy sources, an efficient energy management strategy based on distributed control method needs to be addressed.

**A)** Renewable generation integration: This energy management system integrates all possible and remote renewable energy sources to increase energy independence from large sources and with its modern tools, it provides agents with the latest information to control their electricity bills and increase their social welfare.

**B)** Secured communication system: An intelligent energy management system uses Cyber-Security methods to improve the reliability and security of the entities confidential information and the nation’s power grid data infrastructure.
C) Power flow management: This system will be equipped with energy routers, which are responsible for dynamically adjusting the energy distribution in the grid by rerouting energy flows in transmission and distribution networks.
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