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Abstract The spacecraft body of the Parker Solar Probe may interfere with electron measurements in
two ways. The first is the presence of several permanent magnets near the Solar Probe Analyzers (SPAN)
instruments. The second is the widely varying spacecraft potential. We estimate the effect of these
interferences by performing particle tracing simulations on electrons of various energies using a simplified
model of the spacecraft potential and measurements of the magnetic fields. From this we can (1) estimate
the individual and combined fields of view of the SPAN-E instruments, (2) identify regions of phase space
that may be highly distorted, and (3) simulate measurements of the velocity distribution function. We
compute density, temperature, and bulk velocity moments of the measured distribution functions and find
that a correction table derived from the particle tracing results can be incorporated in the computation to
greatly decrease the errors caused by the spacecraft potential and magnetic fields. Similar tables could be
computed for a wide range of spacecraft potentials and applied during the processing of actual SPAN data.

1. Introduction

Accurate in situ measurements require unaltered sampling of the surrounding space plasma. Unfortunately,
the spacecraft itself is often a source of interference, so understanding how it impacts the operation of
onboard instruments is important so that its effects can be anticipated and corrected. In contrast to the mea-
surement of electric or magnetic fields, particles are typically measured by instruments located near the
spacecraft body and are thus subject to (a) blockages in field of view (FOV) from the body or other compo-
nents of the spacecraft and (b) the close proximity to the various electromagnetic fields produced on or by
the spacecraft. The effects of these fields on the measurements depend on the magnitude of the spacecraft
potential and permanent magnetic fields and their spatial distribution around the spacecraft. In this work,
we use a simple model of the Parker Solar Probe (PSP) spacecraft and the electric and magnetic fields around
it to estimate how the instrumental FOV and measurements of the electron distribution function might
be affected.

Particle measurements are taken by the Solar Wind Electrons Alphas and Protons investigation, a suite of
instruments composed of the Solar Probe Cup, a Sun-facing Faraday cup, and the three electrostatic ana-
lyzers (ESAs) of the Solar Probe Analyzers (SPAN) suite (Kasper et al., 2016). SPAN-A is made up of an
ion (SPAN-i) and an electron (SPAN-Ae) ESA located on the ram side of the PSP, while SPAN-B is another
electron ESA on the antiram side of the spacecraft. The FOVs of the SPAN-Ae and SPAN-B instruments
are complementary, providing almost complete coverage of the sky, except for the region blocked by the
Sun-facing heat shield and the Solar Probe Cup (Kasper et al., 2016). The SPAN-Ae and SPAN-B instru-
ments (collectively referred to as SPAN-E) determine bulk properties of solar wind electrons by sampling the
electron velocity distribution function (eVDF) in the energy/charge range of several electron volts per unit
charge to 20 keV/q. Scientifically important plasma properties, such as density, temperature, and velocity,
can then be computed from these eVDF measurements.

The accuracy of these measurements are likely degraded by the electromagnetic fields produced by the
spacecraft. Several permanent magnetic field-producing spacecraft components are located in close proxim-
ity (within about 1 m) to the SPAN ESAs. The combined strength of these fields (a few nanoteslas or more)
is likely to cause aberration in electron trajectories, so that the electrons are measured by the ESAs at dif-
ferent directions than their velocity vectors in the ambient plasma. In aggregate, this causes a nonuniform
“warping” of the eVDF in the directions where the combined magnetic field is greatest.
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In addition to the magnetic fields, the electrostatic charging of the PSP impacts the measurement of solar
wind electrons. The magnitude of this impact is dependent on the magnitude of the spacecraft potential,
which is likely to vary over the lifetime of the PSP's mission. The charges that create the spacecraft potential,
®., are delivered by currents. The most important of these are due to the production of photoelectrons,
the collection of ambient electrons, and the production of secondary electrons (Garrett, 1981; Lai, 2011;
Whipple, 1981). The strength of the first two of these is determined by quantities that vary with heliospheric
distance: Photoelectron current varies with solar UV photon flux, and the ambient electron current depends
on local plasma properties such as density and temperature. Therefore, the potential to which a spacecraft
may charge is dependent on its distance to the Sun. At 1 AU, conditions are such that spacecraft in the solar
wind typically charge to a benign few volts positive (Whipple, 1981).

PSP used a series of Venus gravity assists to lower its perihelion from 35 R to within 10 R, (0.044 AU; Fox
etal., 2016). At these heliospheric distances, conditions in the solar wind allow for negative spacecraft poten-
tials to develop. Ergun et al. (2010) incorporate detailed physics describing the production of photoelectron,
thermal, and secondary electron currents to numerically solve for the electrostatic potential structure sur-
rounding a simplified model of the PSP. They find that at ~10 R, an enhanced photoelectron density near
the spacecraft surface can create an electrostatic barrier, which reflects currents of photoelectrons back to
the spacecraft if the Debye length of these electrons is small. Currents of ambient electrons can penetrate
through this barrier if their thermal energy is large compared to the characteristic energy of the photoelec-
trons. The sum of these currents causes the spacecraft to charge to negative potentials and the presence of
an ion wake further reflects currents of photoelectrons and secondary electrons, leading to a much more
negative potential. Depending on the yield of secondary electrons, the spacecraft charges from a few volts
negative to as much as @y ~ —kT, ~ —85 V. Guillemant et al. (2012) find qualitatively similar results with a
modified version of the code used in Ergun et al. (2010) and using the SPIS 3-D particle-in-cell software, they
found the spacecraft settles to potentials typically between —10 and —20 V. A similar procedure is repeated
for different heliospheric radii in Guillemant et al. (2013), who find that PSP charges more negatively than
—5V only at distances less than 0.067 AU, reaching —16.23 V at 9.5 R,.

Depending on the relation between the signs of the particle charge, g, and @, spacecraft potential either
increases (opposite sign) or decreases (same sign) the kinetic energy of measured particles by an amount
qPqc. If the signs are opposite, no ambient particles are measured at energies less than q®g, since all par-
ticles have been accelerated by this amount in the potential. In this case, any electrons measured below this
energy are primarily returning photoelectrons and secondary electrons, a fact that can be used to determine
the value @y (Johnstone et al., 1997; Rymer, 2004). Conversely, if the signs are the same, as with electrons
and a negative spacecraft, particles with energies less than q®g. cannot reach the detector and the corre-
sponding portion of the distribution function will not be measured. Additionally, the electric field of the
spacecraft bends trajectories of particles incident on a detector. For spherically symmetric potentials, this
bending is symmetric with respect to the center of the detector, so that the same average look direction is
measured. However, due to the focusing effect of the attractive potential, trajectories of electrons converge
as they near a positive potential. This means that the angular coverage of the detector increases and a wider
element of phase space is being measured (Lavraud & Larson, 2016).

Several methods have been described to correct electron and/or ion measurements for spacecraft potential.
Briefly (see Lavraud & Larson, 2016, for a more thorough review), these often assume a Maxwellian plasma
distribution and a spherical potential in order to find conversions between the measured and real moments.
These conversions have been found by direct modification to the analytic form of the moment integrals
to account for the low-energy cutoff (Song et al., 1997), the development of a correction model informed
by comparing field and particle data (Salem et al., 2001), or numerically inverting the system of equations
with unknown potential (Génot & Schwartz, 2004). Alternatively, correcting for only the potential energy
shift can be done without the need to first assume a model plasma distribution. Lewis et al. (2008) correct
Cassini Plasma Spectrometer-Electron Spectrometer electron count measurements for spacecraft potential
by converting to phase space density, shifting the energy scale by an amount corresponding to the potential,
then converting back to counts before comparing plasma moments determined via integration and model
fitting. Lavraud and Larson (2016) justify the theoretical basis for this conversion in terms of Liouville's
theorem and prescribe its usage in the calculation of the moment integrals. Without any dependence on
models, the accuracy of the plasma moments obtained via integration is dependent on obtaining as complete
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a coverage of the full distribution as possible. A separate method is still required to estimate the portion of
the spectrum that is not measured below the energy cutoff and if the full 4z sr solid angle of the sky is not
covered.

However, the nonradial forces imparted on measured plasma particles by the permanent spacecraft mag-
netic fields, along with the roughly cylindrically symmetric electrostatic potential structure found by
detailed modeling (Ergun et al., 2010; Guillemant et al., 2012, 2013), suggest that the spherical potential
assumption used in the above techniques may not be valid for PSP. Determining analytically how trajecto-
ries bend through nonspherical potentials, and the corresponding angular corrections, can instead be done
using numerical methods (Isensee, 1977; Hamelin et al., 2002; Scime et al., 1994). (Isensee, 1977) study
the effect of the Helios spacecraft on the measurement of eVDFs in the inner heliosphere (0.2 AU). They
used a particle-in-cell method to estimate the two-dimensional electrostatic potential structure surround-
ing the spacecraft by self-consistently tracing the density and trajectory of an initial distribution of electrons
representing the solar wind. Also included in the simulation were a bulk flow of solar wind ions and the pro-
duction of photoelectrons by sunlit spacecraft surfaces. The simulation showed that the spacecraft settles at
a potential of 2.9 V and is surrounded by regions of negative potential in both the sunward and antisunward
facing directions, due to the buildup of photoelectrons and the absence of ions in the ion wake, respectively.
The effect of these regions on electron measurements was then demonstrated by showing sample electron
trajectories with various initial velocity angles and kinetic energies: at lower energy (near the spacecraft
potential), electrons can be reflected by the potential minima, while at slightly higher energy (up to about
20 eV), electron trajectories can be shifted in angle considerably.

Using the form of the potential surrounding a charged infinite plane, Scime et al. (1994) derive an expression
for the electron velocity angle far from the spacecraft in terms of its velocity angle close to the spacecraft,
the spacecraft potential, and the electron energy. The National Aeronautics and Space Administration/Air
Force Spacecraft Charging Analyzer Program (Katz et al., 1977; Mandell et al., 2006) was used to recon-
struct the electrostatic potential structure surrounding a moderately detailed model. The same program was
used to trace particle trajectories at different angles originating from the location of the Ulysses Solar Wind
Plasma Experiment's electron spectrometer. At the finest resolution scale allowed by the code (still many
times larger than the photoelectron sheath Debye length), the particle trajectories were confirmed to be
closely approximated by the plane-parallel solution. The plane-parallel function was used to correct for the
true look direction of each detector in the instrument (the center trajectory). In addition, the solid angle cov-
erage of each detector was corrected at each energy with a spacecraft potential dependent correction to the
geometric factor of the instrument determined by calculating the corrected total angular acceptance. With
these corrections, they were able to reduce the disagreement between the ion and electron instrument's
measurement of the solar wind speed from 14% to 2%.

Hamelin et al. (2002) compute the electrostatic potential surrounding a model of the auroral satellite
Interball-2 in order to trace the stochastic variations in ion trajectories within each measurement window
of the on-board Hyberboloid multidirectional ion mass spectrometer (Dubouloz et al., 1998). Using these
results, they apply a correction for the angular distortions in the flux measurements caused by the potential
by deriving probability maps of the actual angles from which ions measured in each window originated.

In this paper, we investigate how the spacecraft electrostatic and magnetic fields affect SPAN electron
measurements. Similar to previous studies, we perform a particle tracing analysis to determine electron tra-
jectories influenced by a simple approximation of the potential structure around PSP. We do this for a series
of spacecraft potentials spanning the range of possible values predicted in the literature. We additionally
include a measurement driven model for the magnetic fields produced by PSP and a simple model of the
spacecraft body. In section 2 we detail the spacecraft model and potential, the magnetic field model, and the
particle tracing simulation. In section 3, we describe how the particle tracing results were used to synthe-
size measurements of a known distribution function as viewed through these fields. To do this, we removed
potentially bad or problematic data (section 3.1), then combined the SPAN-Ae and SPAN-B measurements
(section 3.2), and discuss how the effects of the fields may be corrected (section 3.3). We quantify how the
FOV of each instrument is affected in terms of individual pixels in section 4.1 and in terms of angular cover-
age of the sky in section 4.2. We demonstrate how well measurements of the distribution function moments
are recovered with and without the use of our correction scheme in section 4.3. Results are discussed in
section 5, and lastly, we conclude in section 6.
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2. Procedure

To what degree the electron measurements are impacted by the magnetic fields produced in close proximity
to the SPAN instruments, as well as by the wide range of possible spacecraft potentials, is largely unknown.
Determination of the magnitude of these effects was of primary importance in the present study, along with
the development of a method of correcting for their gross features. Thus several simplifications to the models
(such as neglecting the ion wake (Ergun et al., 2010; Isensee, 1977) in the spacecraft potential) were made
in order to facilitate the investigation of a wide range of spacecraft potentials.

2.1. Spacecraft Potential Model

The body of the PSP spacecraft was modeled to aid in the calculation of the space potential around the space-
craft and to provide an updated estimate of the FOV of the instrument. In order to simplify our calculations,
we approximated the spacecraft as a 1.0-m diameter by 1.69-m-long cylinder connected to a 1.31-m-long
cone segment with a 2.3-m outer diameter. The model was composed of 40,400 points arranged by rotating
about the cylindrical axis the points forming one boundary edge.

In order to estimate the effects of the spacecraft potential on the charged particle measurements, rough cal-
culations of the electric field surrounding the spacecraft were computed for a number of spacecraft potentials
and Debye lengths of the surrounding plasma. The electric field was assumed to be cylindrically symmetric
about the spacecraft Z axis in order to save calculation time. This two-dimensional slice of the simulation
space was subdivided into a rectangular grid of 14,400 6-cm X 12.5-cm cells, extending 6m from all space-
craft surfaces. It was assumed that all spacecraft surfaces are conductive and have the same potential &g
and that the potential of the surroundings approximately followed the form of a modified Debye potential
such that the electric field can be calculated using

E(p,2) = q;—SDC exp (—-r/4p) £ (1)
where r is the distance from the field point to the nearest element on the body of the spacecraft, and the
normalized vector  points along this direction. The Debye length, 4,,, will in general be affected by photo-
electrons produced on sunward facing surfaces; however, we have assumed that A, remains constant across
our simulation space. To first order, this should have minimal impact on our analysis since electron tra-
jectories in our simulations rarely extend into the Sun-exposed regions of our model (i.e., in front of the
heat shield).

2.2. Magnetic Field Model

The known magnetic sources include the traveling-wave tube amplifiers, latch valves, RF switches, and
propulsion thrusters. The static DC magnetic fields surrounding each of these components have been indi-
vidually measured and their magnetic moments and locations in spacecraft coordinates were made available
to us. The magnetic field at a location, r in our simulation space was calculated using the superposition of
the magnetic fields produced by each spacecraft component,

/ /

Ho < 3 (m;-r')  m,
Bpy=2YyY_~ - 7__L 2
=12 2~ Pl @
with ¥’ = r—R,, the distance from magnetic field source located at R;, and where m, is the magnetic moment
of the source.

2.3. Particle Tracing

The effect of these fields on electron measurements was determined by simulating the particles' trajectories
as they move (backward in time) from their detection at the instrument location outward. In our simulation,
electrons were started at either SPAN-Ae or SPAN-B with a given kinetic energy and initial velocity angle,
then their positions were calculated at a series of time steps of duration equal to 10~3 times the electron's
local gyroperiod. The simulation advances by approximating the solution to the Lorentz force equations of
motion using a fourth-order Runge-Kutta method algorithm. The simulation terminates when the electron
has traveled either back to or effectively far (>6 m) from the spacecraft.

Each of the SPAN electron instruments has eight high-resolution 6° anodes and eight low-resolution 24°
anodes, which each integrate flux at 32 elevation angles. Each anode has some width in azimuthal angle,
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Figure 1. Illustration of the creation of a synthetic measurement set for Solar Probe Analyzers B. By tracing electron
trajectories from the corners of each instrument measurement pixel outward under the influence of the magnetic and
electrostatic fields, we obtain the angular region of the velocity distribution function (VDF) that is sampled by that
pixel (wire outlines, top panel). The average of the energy flux within this region is then the measurement at the
original pixel location (bottom panel). Because of the effects of the fields on the electron trajectories, several pixels are
blocked by the spacecraft (white regions) and the measured VDF (color scale, bottom panel) is distorted from the actual
VDF far from the spacecraft (color scale, top panel).

and each measurement bin has some spread in elevation angle, so each measurement point in angular space
has some finite collection area, forming a measurement pixel with four corner vertices. In the coordinate
frames where ¢ and  (the azimuthal and elevation angles, respectively) are measured with respect to the
orientation of each instrument, measurement points are regularly spaced and these pixels are rectangular.
When rotated into the coordinate frame of the spacecraft, these pixels are warped into curved shapes (see the
top and bottom panels of Figure 1). By tracing the particle trajectories of the electrons with initial velocity
angles corresponding to each of these four corner vertices as they travel outward from the spacecraft, we are
able to estimate each pixel's FOV coverage of the surrounding plasma. This FOV is defined as the area in ¢, 6
swept out by these final velocity angles, connected by borders similarly warped to the spacecraft coordinate
system.

At least three of the final velocity angles are needed to define an area of the solid angle FOV. Therefore,
any pixel that has two or more closed trajectories (those which end on the spacecraft when traced from the
instrument outward) is considered completely blocked and was removed from further analysis. If only one
trajectory of a pixel is blocked, it is removed and the FOV area is determined from the remaining three.

Simulations were performed at each pixel corner vertex for electron kinetic energies (measured at the detec-
tor) in 5-eV increments from 15-110 €V, in 20-eV increments from 130-350 €V, and 50-eV increments from
360-510 eV (34 energies). The latter two increments were widened to save on processing time and because
the electron trajectories become successively less affected with increased kinetic energy. The simulations
were done for model spacecraft potentials of —85, —25, —15, —10, -5, 0, +5, and +10 V. Following Ergun
et al. (2010), who found that one of the necessary conditions for negative ®gc is Ap,, < Rgc, (Where Ap, is

MCGINNIS ET AL.

7373



~1
AGU

ADVANCING EARTH
AND SPACE SCIENCE

Journal of Geophysical Research: Space Physics 10.1029/2019JA026823

the Debye length of the photoelectrons and Ry is the size scale of the spacecraft), we used Debye lengths of
0.15 and 1 m for the negative and positive potential models, respectively. Lastly, a set of reference simulations
were run with @y = 0 and no magnetic field.

3. Synthetic Measurement

The results of the particle tracing simulation can be used to estimate what measurements of a known eVDF
might look like through the effects of the warping fields. In order to do this, a bi-Maxwellian electron dis-
tribution representing the pristine plasma far from the spacecraft was first created. This distribution was
computed using a —400-km/s velocity antisunward (the +x direction in the spacecraft coordinate frame) and
temperature values roughly approximating the environmentat 10R,, : T, /T = 3and T,,, = IMK(~ 85eV).
The suprathermal electron populations typically seen in the solar wind, the halo, and the strahl were not
included. Although of scientific importance, they are characterized by higher thermal energies (10% to 10%)
and would be subsequently less affected by the spacecraft fields. Values of the energy flux were calculated
at 1° increments from —90° < 6 < 90° and —60° < ¢ < 300° and over the energy range 5-510 eV in
5-eV increments.

The FOV of each pixel that was determined from our tracing simulations is the solid angle over which that
pixel receives electrons from the surrounding plasma. Consequently, we estimate the electron energy flux
measured at energy E,, by first locating the ¢, 0 values of our eVDF within the warped FOV of each pixel.
We then take the mean of the energy fluxes of these eVDF points at the ambient energy, E, = E,, + q®g,
in order to account for the effect of the spacecraft potential, @y on the electron energy. Lastly, the result is
scaled by (1 + q®g/E,,)2 to account for the effect of the spacecraft potential on the energy flux.

Complete measurement sets were composed by repeating this process for all pixels and for measured ener-
gies in the range E,, = 15-510 eV at 5-eV steps. Since our particle tracing simulations were performed
at variable increments over this range, the closest simulation results were used when there were no data
at the corresponding energy. Finally, we remove data for which E,, < |q<1>sc|, since this is the minimum
energy electrons can have after accelerating through positive spacecraft potentials and the minimum energy
measureable for negative potentials.

3.1. Data Quality Flagging

In an idealized detector with a spherical (or nearly) electrostatic potential, no ambient magnetic field, and
full 4z sr FOV (e.g., Génot & Schwartz, 2004; Lavraud & Larson, 2016; Scime et al., 1994), the deflection of
electron trajectories varies smoothly with measurement angle and all data are perfectly usable. The more
complex field structures combined with blocked FOV regions in the current study make determination of
accurate plasma moments more challenging. We have developed two selection criteria to flag for exclusion
the measurement bins which are potentially the most detrimental.

The first of these flags the electron trajectories which are deflected by too large of an angle between ini-
tial and final velocity direction in the tracing simulation. These trajectories are nearly always clustered in
small regions in angle space, suggesting they have a localized cause (e.g., an abrupt polarity change in the
local magnetic field) and are not produced by our smoothly varying electrostatic potential model. Measure-
ment pixels associated with these trajectories sample much different regions of the surrounding eVDF than
neighboring pixels, with the magnitude of this discontinuity dependent on the average deflection angle. The
maximum deflection angle was determined using the expression derived in Scime et al. (1994) for a parti-
cle traveling through a 2-D spacecraft potential with different strengths in each dimension. Assuming the
potential is equal in both directions, we obtain an upper limit of 45° using the minimum ambient electron
energy (15 eV) and the maximum spacecraft potential (—85 V) that was modeled. To further avoid the possi-
bility of removing usable data, we raise this upper limit by 15°. Thus, any bin which has a geometric center
that is deflected more than 60° by our model fields is flagged.

Second, since the angular coverage of each pixel is nominally less than 24° along each axis, pixels that spread
by more than 45° in any direction at the end of the tracing were flagged since the energy fluxes are being
averaged over too wide of a region of a VDF. Pixels meeting either one of these conditions were removed in
Figure 1, and along with the pixels blocked by the spacecraft, lead to a large space of the eVDF that is not
measured at § = +45° to +90° in the top panel.
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3.2. Combining SPAN-Ae and SPAN-B Data

The SPAN-Ae and SPAN-B electron detectors are on opposite sides of the PSP, simultaneously measuring
complementary regions of the sky. This placement, while providing a nearly full FOV, causes challenges
to the computation of the moments of the electron distribution function. Since the distribution func-
tion, f(r,v), is sampled by accumulating electron counts in discrete bins of velocity, v + Av, (or energy,
E + AE), azimuthal angle 6 + A, and elevation angle ¢ + A¢, the moment integrals are converted into dis-
crete sums. For example, following Lavraud and Larson (2016), the total number density moment integral,
N= / fd3v, rewritten in spherical coordinates using d3v = v2dv cos #dd¢, (where the trigonometric func-
tion cos @ is used since the angle 6 is the latitude measured from —90° to 90°), and using the instrumental
geometric factor

C
= = 3
= ©
to convert the distribution function f to particle counts, C,
N= 1 / gdv cos 9dOde. 4
GJ v

which can be transformed into a sum over the product of the average value of the cosine of the elevation
angle latitude, < cos § >, with the count rate in each bin, Cijk

1 Av
N:EZF;;mosbcukAejAd;k ©)
=

Vi

In the coordinate systems originating at and normal to their centers, each instrument measures the eVDF in
a regular grid in v, 0, and ¢; thus, the values of Av, AO;, and A¢, are well defined for each instrument in
this frame. However, the rotational transformations necessary to map these grids from one instrument's
coordinate system to the other's, or onto any common frame (e.g., the spacecraft coordinate system), distort
the regular spacing between the measurement points. In such a collection of irregularly spaced measure-
ment points, the values of 9, and ¢, are ill defined. Therefore, the moment calculations must either (1) be
performed separately for each instrument in its own coordinate system, then the results combined, or (2)
the data must be resampled so that the values (A8;, A¢) can be determined. The first of these two options
would require some method of accounting for the overlap in instrument FOVs. For the density moment,
this may be a simple scaling factor but becomes more difficult for the higher-order moments, especially as
the amount and location of the overlap in FOV changes with spacecraft potential. The second option is pre-
ferred since it allows calculation of the eVDF moments using data from both instruments simultaneously
and allows for the straightforward handling of FOV overlap via averaging (next paragraph). We resample
our synthetic data sets by using a thin-plate-spline algorithm (essentially a 2-D cubic spline) to interpolate
separately the measurements taken by each instrument at each energy to a regular grid spanning the full
sky (—90°< 6 <90°,—60°< ¢ < 300°) at 5° x 5° resolution. We then remove the points in the interpolation
which extend beyond the angular coverage of the actual instrument FOV determined from our tracing sim-
ulations. The two data sets were then combined into one, taking the mean of the energy flux values where
there is a measurement at the same location in both data sets. The remaining gaps in the total FOV cover-
age were removed by performing a second interpolation at each energy in the combined data set using the
same algorithm and resolution as the first.

3.3. Correcting for E and B Fields

It is during this step of the data processing that we may attempt to correct for the warping effect of the
spacecraft electrostatic and magnetic fields. The interpolation routine requires the input data to be assigned
a set of (¢, 0) coordinates. By using the nominal look direction of each instrument bin's center for these
coordinates, we are assuming that the effect of the fields is negligible and that the eVDF of the ambient
plasma is actually sampled at these directions. Any warping (stretching, compressing, translations, etc.) in
the eVDF measurement caused by these fields will be incorporated into the interpolation. Alternatively, from
the results of the particle tracing, we know the angles at which the ambient plasma was actually sampled. By
replacing the nominal instrument bin directions with these angles, the warping is rectified, and the resulting
interpolation is a much more accurate representation of the plasma eVDF.

For the set of synthetic measurements created for each spacecraft potential, we compute the density, temper-
ature, and velocity moments of a raw (uncorrected) and a corrected data set. In contrast to the uncorrected
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Table 1

Percentage of the Total Number of Measurement Bins, Across All Energies, That Are Either Fully Blocked (Have Three or
Four Blocked Trajectories, Top Two Rows) or Have Been Removed to Improve Data Quality (Bottom Two Rows; See
Section 3.1 for Removal Criteria)

Category No E/B +10V 45V oV -5V -10V -15V  -25V -85V
% Fully (Ae) 10.7 21.1 19.9 18.9 16.6 16.0 15.6 15.0 12.4
% Fully (B) 12.3 14.6 13.3 12.2 8.8 7.0 6.1 47 2.0
% DataQ (Ae) 0.0 2.0 1.2 0.9 1.0 0.7 0.5 0.4 2.2
% DataQ (B) 0.0 33 3.1 2.9 13 1.0 0.8 1.0 42

sets, the corrected sets had potentially problematic data flagged and removed. Additionally, the angular
coordinates measured in the eVDF were used in the interpolation and data points outside of the actual FOV
were removed after the interpolation. A second round of interpolation was then done to remove gaps in the
coverage of the final combined FOV. Measurement of the density, temperature, and bulk velocity plasma
moments was performed using modified versions of routines created for the software development platform
Space Physics Environment Data Analysis Software (Angelopoulos et al., 2019). Measurement of the heat
flux, related to the third-order moment of the eVDF, while a scientifically useful quantity, was not computed
since it is less affected by changes at lower energy, where the effect of the spacecraft potential and magnetic
fields are highest. The space}s:flaft potential was accounted for by multiplying the energy flux at each energy,

E,, by the (1 + sign(q)}‘;i’ ) "7 correction factor described by Lavraud and Larson (2016), where N is the
order of the moment of the distribution that is calculated.

4. Results

As mentioned, the aim of the present study is to quantify the effect on SPAN electron measurements from
spacecraft magnetic fields and electrostatic charging and to subsequently develop a method of correcting for
these effects. While representing an improvement over the assumptions of a zero-size spacecraft surrounded
by a spherical potential with no onboard magnetic fields, the following results are still intended to provide
an order of magnitude estimation of this effect. Although the details of the results in this section are model
dependent, our correction technique is not.

4.1. Pixel Blockage and Data Quality

In our particle tracing simulation, the trajectories for each of the 512 pixels (16 anodes at 32 azimuthal angles
each) are computed at 34 (measured) electron kinetic energies. Each instrument therefore has 17,408 total
measurement bins. The fraction of the total number of bins that are fully blocked, that is, have two to four
closed pixel corner trajectories blocked, is shown in Table 1. The number of partially blocked bins is roughly
a constant fraction of the number of fully blocked bins (~10% for SPAN-Ae and ~20% for SPAN-B) and is
not shown.

In the absence of any fields (the No E/B column), our crude spacecraft model fully blocks 1,870 of SPAN-Ae's
bins (~11% of the total) and 2,142 of SPAN-B's (~12%). Including the magnetic field to the 0-V spacecraft
potential (the 0 V column) had a negligible effect on the fraction of blocked SPAN-B bins, while nearly
doubling the amount of fully blocked bins in SPAN-Ae. The fraction of fully blocked bins increased by about
a percent for both instruments as the potential increased from 0 to +5 V, and another percent from +5
to +10 V. Fewer bins were blocked at all negative potentials, with the fractional amount decreasing with
potential. It is worth noting, however, that at negative spacecraft potentials, fewer pixels blocked does not
necessarily relate to greater coverage of the sky (see section 4.2). In all models except No E/B, fewer of the
SPAN-B instrument bins are blocked than for SPAN-Ae.

The number of bins that we have flagged and removed for potentially poor data quality is also shown in
Table 1, as a fraction of the remaining (nonblocked) bins. The fraction flagged is 0 for the No E/B case,
since our criteria revolve around large trajectory changes, which do not occur without fields. By itself, the
inclusion of the magnetic field caused ~1% of the SPAN-Ae and ~3% of the remaining SPAN-B bins to be
flagged and removed. Positive potentials increased these fractions and negative potentials decreased them
except for the —85-V model, which had the highest fractions removed for each instrument (2.2% and 4.2%
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Figure 2. Heatmap of the measurement bins most often blocked (left panels) and flagged for potentially poor data
quality (right panels) for all models except the No E/B model. The bins of the SPAN-Ae instrument are shown in the
top panels and the SPAN-B instrument are shown in the bottom panels. The dark outline represents the region of each
instruments' field of view that is blocked by our representation of the Parker Solar Probe. SPAN = Solar Probe

Analyzers.

for Ae and B, respectively). In contrast to the fraction of blocked bins, SPAN-B had more flagged bins across
all models. For both instruments, the flagged pixels occur preferentially at lower energies, as the trajectories
of higher energy electrons are less affected by the fields.

We show the locations of the pixels that are most often blocked (left panels) or flagged (right panels) in
Figure 2. The heavy line indicates the region blocked by our spacecraft model alone (®g- = 0, B = 0).
Our simulations show that a large number of SPAN-Ae's measurement bins experience blockage from
145° < ¢ < 250° at all elevation angles, corresponding to the trajectories skimming along the antisunward
edge of our spacecraft model. As discussed in the next section, the amount of blockage in this region is likely
overestimated by the geometry of our spacecraft model. The SPAN-B bins that are blocked are mainly gath-
ered at —15° < ¢ < 125° at the elevation angles relating to the trajectories nearest the spacecraft. These are
also largely the same pixels blocked in the &y~ = 0 and @4 = 0, B = 0 models. In both maps, the pixels
near ¢ = 0,6 = 0 look sunward along the spacecraft body toward the thermal protective system heat shield.
The heat shield of our spacecraft model blocks 10 of SPAN-Ae's pixels, and approximately 4-5 times that
amount of SPAN-B's pixels.

Almost all of the SPAN-Ae bins that were flagged (top panel, Figure 2) lie either in the small area from
5° < ¢ < 15° +20° < 0 < 35°, or the pixel at ¢p = 255°, § = +45°, while those for SPAN-B (bottom panel) are
found in two looser groupings from —25° < ¢ < 45° at +20° < 6 < +60° and —65° < 6 < —30°. In Figure 3,
we calculate the x,y, z, components and total magnitude of the magnetic field surrounding the spacecraft
(shown as a white circle, the location of SPAN-A is represented with a line connected to the spacecraft, while
SPAN-B is represented as a line that is not) over a slice perpendicular to the spacecraft axis, located 0.50
m from the antisunward facing end. In this coordinate system, +z runs along the center of the long axis of
the spacecraft, pointing toward the Sun, +x points in the ram direction, and +y completes the right-handed
set. Overplotted are lines representing the look direction in this plane of the pixels, which were most often
flagged for SPAN-Ae (top left) and SPAN-B (top right). In each of the component maps, there are several
locations near the spacecraft where the field abruptly reverses to an opposite polarity at approximately the
same magnitude.

The group of lines extending toward the —y direction in the top left panel of Figure 3 travel through a region

of sharp reversal in B,. The lines also correspond to the look directions of the most flagged SPAN-Ae pixels,
suggesting the magnetic field structure is at least partially responsible for the pixel flagging. Although there
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Figure 3. The strength of (counterclockwise from top left) the x, y, total, and z components of the magnetic field at

z = 0.50 m in the spacecraft-centered coordinate system where +z points toward the Sun, +x in the ram direction, and y
completes the right-hand set. The white circle at the center represents the cross section of our Parker Solar Probe
model, the line extending down to the right represents the location of SPAN-A, and the line extending to the left
represents the location of SPAN-B. The trajectories of the SPAN-Ae (top left) and SPAN-B (top right) that have been
flagged for data quality are also shown. SPAN = Solar Probe Analyzers.

are likely no SPAN-B pixels which do not see any magnetic field discontinuities along their line of sight,
those extending toward +y (in the —6 direction in Figure 3) look through polarity switches in B,, B, and to
a small extent B,, while those in the —y direction, (+6 ), see the flip in the sign of B, near the instrument,
and the flip of B, and B, a little further from the instrument.

4.2. Instrument FOV

Due to the electrostatic and magnetic fields, the solid angle areas of the instrument pixels do not necessar-
ily correspond to phase space elements along these directions in the plasma while maintaining the same
angular extent. Thus, while Table 1 and Figure 2 give an indication of how many and which instrument bins
might receive either diminished or severely mislocated electron energy flux, they cannot be used to directly
determine how the instrumental FOV is affected by our model fields.

To estimate this behavior, the areas of the sky measured by the individual pixels (i.e., the “warped” pixels, top
panel, Figure 1) were combined into a single region at each measured energy. The regions for the individual
SPAN-Ae and SPAN-B sensor FOVs were then combined into a single SPAN-E FOV. The total solid angle
area on the sky of the individual and combined sensor FOVs were found by numerically integrating the area
enclosed by these regions. To find the average FOV on the sky at each model potential (Figure 4), we assigned
to each point on a 1°x1° grid a 1 if the point is contained within the sensor FOV, and a 0 if it is not. We
then averaged these values over measured electron energy at each grid location to form a map of the percent
transmission, or the fraction of the measurements which are capable of observing that region of the sky.

We show in Figure 5 the total FOV of SPAN-Ae, SPAN-B, and SPAN-E (SPAN-Ae and SPAN-B combined),
averaged over measured kinetic energy, for each modeled potential. The FOV is shown as a fraction of 4z s,
although the actual FOV of the combined instruments is slightly smaller than 4z sr due to small gaps and
overlaps between the two.
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Figure 4. Energy-averaged fields of view of SPAN-E (SPAN-Ae and SPAN-B combined), represented as a percent
transmission. SPAN = Solar Probe Analyzers.
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Figure 5. The fraction of the phase space solid angle measurable by SPAN-Ae and SPAN-B is shown as a percentage of
the field of view at the aperture of each individual sensor. The observable SPAN-E (Ae and B combined) solid angle is
shown as a fraction of 47, averaged over all measured kinetic energies, for each spacecraft potential/magnetic field
model. SPAN = Solar Probe Analyzers.
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Table 2
Distribution Function Moments Measured From the Various Electrostatic and Magnetic Field Models
Density Err T T,. T, RMS T, Vi V. Vg RMS v

Model (cm=3) (%) (eV) (eV) ) (km/s) (km/s) @)
40.00 400.00

eVDF 100.00 — 120.00 — — 0.00 — —
120.00 0.00
42.28 419.62

No E/B 91.20 8.80 116.01 1.53 4.78 —118.20 101.82 22.67
113.12 129.37
41.27 435.68

+10V 92.00 8.00 111.63 8.92 2.04 —105.00 82.91 17.71
107.07 91.15
41.97 464.98

+5V 91.25 8.75 113.73 7.45 2.06 —107.20 89.76 16.89
108.88 91.89
42.58 486.59

ov 89.83 10.17 116.35 5.76 2.03 —105.20 95.68 16.19
111.07 94.25
43.29 515.93

-5V 88.27 11.73 118.96 4.14 1.94 —89.78 98.78 13.71
113.71 88.17
44.17 556.76

-10V 86.47 13.53 121.78 3.20 1.82 —74.88 112.18 11.65
116.82 87.02
45.00 590.45

-15V 84.55 15.45 124.84 4.02 1.71 —60.12 128.26 10.96
119.98 97.29
47.35 614.79

—-25V 81.20 18.80 131.07 8.48 1.69 —57.48 142.12 11.07
126.22 105.62
66.57 752.51

-85V 59.75 40.25 176.51 46.50 2.10 9.55 237.23 15.67
170.87 210.92

Note. The top line (electron velocity distribution function) represents the plasma properties far from the spacecraft. All
remaining models (except No E/B) have the model magnetic field and the indicated spacecraft potential. Errors are rel-
ative to the plasma properties and are expressed as an absolute percent difference for density and for the remaining two
moments as an RMS between component magnitudes and angle between vector directions. RMS = root-mean-square.

Without fields applied (No E/B in Figure 5), SPAN-Ae (red line) sees approximately the same fraction of its
ideal FOV (84%) as SPAN-B (87%). Inclusion of the fields affects the two sensor FOVs differently. The FOV
of SPAN-Ae decreases to the next greatest value (78%) in the +10-V model, then decreases further as the
potential becomes more negative. SPAN-B's FOV increases and remains roughly constant and roughly 20%
greater than SPAN-Ae for all other models except the —25 and —85 V. These trends at least partly mirror those
in shown in Table 1: Approximately similar numbers of both instruments’ bins are blocked by the S/C in the
No E/B model, while the total number of removed bins (blocked + flagged) is much greater for SPAN-Ae
in all other models. Since Figure 5 incorporates the sheath focusing effect of the fields and the difference in
sizes between coarse and fine resolution pixels, direct comparisons between the two is difficult.

4.3. Distribution Moment Measurements
The density, temperature, and velocity for each model, found by integration of the synthetic distribution
function measurements, without any corrections for the effects of electrostatic and magnetic fields, are
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Table 3
Errors in Uncorrected (Top) and Corrected (Bottom) Distribution Function Moments, Compared to Measurements of the
Undisturbed Plasma Far From the Spacecraft, Sampled at the Same Energy Resolution and Bounds

Uncorrected No E/B +10V +5V (1A% -5V -10V -15V -25V -85V
Density (%) 3.26 5.82 5.17 4.71 4.08 3.47 2.82 0.59 14.31
Temp. Mag. (eV) 1.83 2.68 2.82 3.00 3.16 3.24 342 4.30 12.31
Temp. Angle (°) 0.90 1.39 1.45 1.50 1.46 1.39 1.36 1.49 3.81
Vel. Mag. (km/s) 101.31 83.22 88.85 92.43 91.54 99.62 110.69 116.10 175.33
Vel. Angle (°) 22.67 17.71 16.89 16.19 13.71 11.65 10.96 11.07 15.67
Corrected

Density (%) 0.71 1.04 1.01 1.05 0.97 0.88 1.06 1.24 0.63
Temp. Mag. (eV) 0.97 1.14 1.20 1.17 1.16 1.21 1.30 1.26 2.80
Temp. Angle (°) 0.45 0.56 0.60 0.58 0.56 0.57 0.62 0.63 0.93
Vel. Mag. (km/s) 13.22 11.49 14.20 11.04 10.97 12.33 12.24 16.22 69.17
Vel. Angle (°) 2.47 2.86 3.47 2.66 2.59 2.80 2.67 3.54 2.59

shown in Table 2. The accuracy of the measured density with respect to the model is shown as a percent
error. To quantify the error in the multicomponent quantities, we treat temperature and velocity as vector
quantities, reporting a root-mean-square (RMS) error between the measured and model vector magnitudes
(T and V) and the angle between measured and model vector directions (T, and V,). We find that the
error in the density measurements ranges between 10% and 20% at spacecraft potentials |®g-| < 25V and
increases as potential becomes more negative. At all potentials, the degree of temperature anisotropy is well
preserved—the angle formed between the model and measured temperature vector orientation is $5° at all
models. The RMS error in the temperature magnitude decreases with potential from 8.92 eV at &g = +10V
to 3.2 eV at @y, = —10V, after which it increases to a maximum of 46.5 eV at ®g. = —85 V. The RMS error
in the velocity magnitudes is relatively large—the ~80 km/s or more RMS observed is a considerable frac-
tion of the 400-km/s bulk flow velocity of the model. Angular errors range from 10° to 23° and decrease as
potential becomes more negative until the ®y. = —15 V model is reached, from which they increase again
up to the model with &y = -85 V.

In general, errors in the measured quantities exist due to either incomplete or inaccurate sampling of the
eVDF. Due to the limited energy measurement window (15 eV < E, < 510 eV) of our data sets (which is
not necessarily the same as that of the actual SPAN detectors), as well as the eVDF energies not measurable
at negative spacecraft potentials, our simulated SPAN-E detectors are unable to sample the eVDF across its
full energy range. The resulting errors could be reduced by estimating the missing portion of the eVDF, for
example, by model fitting. We avoid doing this since the measurement errors caused by the warping of phase
space and variable FOV occur purely in the angular dimensions, and we wish to avoid any energy depen-
dent modeling-related assumptions. To quantify the impact of our correction scheme, while also removing
the effect of limited energy sampling, we compare the measured plasma moments to moments measured
from a “perfect” measurement set, which spans the same energy range with the same energy steps. These
measurement sets do not have any S/C blockage or warping due to E/B fields and directly sample the eVDF
at the same angular resolution as the combined, reinterpolated data (i.e., values of the energy flux have not
been averaged over the solid angle area of the warped pixel). Since measurements of the plasma moments of
these sets represent the best possible measurements by our simulated SPAN-E instruments, any additional
error in the moments of our synthetic data sets must arise from incomplete or inaccurate sampling of the
eVDF along its angular dimensions. The error in the uncorrected (top) and corrected (bottom) synthetic data
set moments, with respect to the moments obtained from the perfect measurements are shown in Table 3.
The density is quantified as a percent error; error in temperature and velocity magnitudes as an RMS, and
between vector directions as an angle.

Across almost all models, using the particle tracing results as a correction reduces the error in the mea-
surement of all plasma moments. Except for the density of the —25-V potential model, in which the density
increases by a factor of ~2, the error in density, temperature magnitude, and temperature angle decreases
by an average of almost 60%. The improvement in the velocity moment accuracy is even greater; the errors
decrease by >80% on average in both magnitude and angle.
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5. Discussion

The effect of our model electrostatic and magnetic fields on the FOV of the SPAN instruments can be thought
of in terms of either how the data are collected (section 4.1) or how they are to be interpreted (4.2). In the
data, the variation in the FOV will appear as pixels receiving no or diminished electron energy flux. Kasper
et al. (2016) provide anode/deflection maps for each instrument with overlays showing spacecraft blockage
drawn from a detailed model of the PSP. These maps can thus serve as a useful point of comparison for our
spacecraft model. Without fields, ~11% of the total number of SPAN-Ae's measurement bins are blocked.
These lie mainly toward the antisunward facing angles (dark outline, Figure 2). Since these are not missing
in the corresponding map in Kasper et al. (2016), our model likely overestimates the amount of blockage in
this region. One possible explanation is that the actual bus of the PSP is hexagonal in shape, while in our
model it is cylindrical.

If instead the cross section of the bus of our model is a hexagon circumscribed by the original circular cross
section (i.e., the vertices of the hexagon lie at r = 4/x2 + y? =0.5m), the antisunward edge of the spacecraft is
r(l— \/5 /2) = 6.7 cm lower. If the SPAN-A detector is located radially outward from one hexagon face at the
same z = 0.156 m location, the instrument is able to see an extra # = arctan(0.067/0.156) ~ 23.2° around the
edge of the antisunward end of the spacecraft. This is approximately the angular width of the low-resolution
anodes, so the greater number of pixels predicted to be blocked could at least partly be explained by the 2
dimensional cross section of our model. The geometry of our model blocks an even greater fraction (~12)
of SPAN-B's pixels, but this might not be as great of an overestimation; a large number of pixels are shown
to be blocked in a similar region in Kasper et al. (2016). Fortunately, the field of SPAN-Ae is unobstructed at
these angles.

The FOV of each instrument responds differently to the model fields, with SPAN-Ae the more sensitive of
the two. The spacecraft magnetic field nearly doubles its blocked pixels and decreases its solid angle cover-
age by about 10%. While the number of blocked pixels of each is sensitive to spacecraft potential, the solid
angle coverage of only SPAN-Ae seems to be sensitive to potential changes. Spacecraft potential in theory
affects both of these quantities in opposite ways. From the point of view of our tracing simulations, elec-
tron trajectories bend toward the spacecraft on their way outward from a positive potential. Conversely,
these trajectories bend away from negative potentials. Therefore, more blocked trajectories are expected at
greater positive potentials, and less at greater negative potentials, as can be seen in Table 1. Pairs of adja-
cent trajectories, which are not obstructed diverge at positive potentials, effectively increasing the spread of
measurable velocity angles in a measurement pixel. At negative potentials, adjacent trajectories diverge, cre-
ating a smaller spread of measurable angles. We might therefore expect the fraction of the total solid angle of
SPAN-B to decrease with increasingly negative spacecraft potentials in Figure 4, as it does for SPAN-Ae and
E. However, the magnetic field is also capable of bending electron trajectories and can do so in the opposite
direction to that of the electric field.

Due to the spacecraft electrostatic and magnetic fields, the simulated measurements of a model eVDF (bot-
tom panel, Figure 1) have obvious distortions when compared with the original eVDF (top panel). The
element of phase space measured in the ambient plasma is at an angular location and/or covers a total solid
angle area that is different than expected from instrument geometry. This warping of the FOV, along with
FOV gaps and unmeasured low-energy portions of the spectra (for negative spacecraft potentials), leads to
errors in the determination of eVDF moments. Both with and without correction, the errors in the temper-
ature moments are relatively low across all models, both in magnitude and direction. As the second-order
moment of the distribution, its value is weighted more heavily toward the higher velocities/energies and
therefore relatively less affected by the spacecraft fields, which have the biggest effect on low energy elec-
trons. The velocity and temperature are successively less affected in this way but are still sensitive to errors
caused by the increasing amount of data cutoff by the negative ®4. values. If we compare the density
moments to those from a perfect distribution spanning an identical energy range (thereby removing the
error caused by missing data below q®g.), the errors in the density can be reduced to less than ~5%. The
model fields have the biggest impact on the velocity moments, and errors remain large (~80-110 km/s, or
20-28% in the magnitude, and ~10-15° in angle).

In order to determine these moments, the data from SPAN-Ae and SPAN-B first needed to be resampled to
uniform spacing in order to be combined into a single data set. Correcting the angular coordinates during
the 2-D interpolation yields a combined data set, which is relatively free of the types of errors observed in the
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bottom panel of Figure 1. This correction, along with the second interpolation done to remove FOV gaps,
reduces the errors in the distribution function moments in almost all models. The absolute improvement is
small for density and temperature but typically reduces errors by ~50%. The velocity moment, which has
the largest error in the raw data sets, is greatly improved on both a relative and absolute scale with these
corrections.

6. Conclusion

During its mission, PSP may develop a wide range of spacecraft potentials and will produce permanent mag-
netic fields near the SPAN instruments. Detailed modeling of the expected potential structure has been done
several times for the PSP (Ergun et al., 2010; Guillemant et al., 2012; Marchand et al., 2014). However, the
effect of these fields on SPAN electron measurements is unknown, making the development of a correc-
tion scheme difficult. Our simplified approximation of the potential structure, while neglecting potentially
important components such as the ion wake, improves upon previous studies by combining a nonspherical
potential with magnetic field components, and allows us to gain a first-order prediction of how the FOV and
measurement accuracy of the SPAN detectors is affected by the fields around the spacecraft.

Our geometric spacecraft model alone blocks ~11% of the total number of measurement bins (all pixels at
all measurement energies) of SPAN-Ae and ~12% of SPAN-B. Including the magnetic field alone does not
affect the number of SPAN-B measurement bins blocked to ambient plasma electrons, but almost doubles the
fraction of blocked SPAN-Ae bins. With the magnetic field and a positive spacecraft potential, the number
of blocked bins increases and then decreases with negative potentials, with the fraction blocked dependent
on the magnitude of the potential. Surprisingly, unlike SPAN-Ae and the combined instruments, the FOV
of SPAN-B in velocity space is relatively unaffected by the spacecraft potential until the potential becomes
less than —15 V. We therefore conclude that the orientation of the field is such that its net effect is (from the
viewpoint of our particle tracing simulations) to close more electron trajectories back onto the spacecraft or
(from the plasma viewpoint) to scatter out of the instrument FOV electrons with certain velocity angles.

Without correcting for the gaps in the FOV, the missing portion of the eVDF at unmeasurable energies, or
the angular warping due to the electromagnetic fields, errors ranged approximately 10-15% in the density
moments, a few percent in the temperature, and 25% or more in the velocity. By accounting for any missing
eVDF energies, we are able to reduce the errors in density and temperature by 50% or more; however, the
velocity error remains high. We are able to greatly reduce these errors (to a few percent in magnitude and
a few degrees in direction) by using the “true” look directions of the instrument pixels in the processing of
SPAN-Ae and SPAN-B data into a single data set and by interpolating over the FOV gaps. Accurate velocity
moments are especially important for the detection of weak shocks, the effects of the turbulent cascade, and
the relative flow between electrons and ions.

This correction method could be implemented by compiling tables of true pixel look directions for a range
of spacecraft potentials, and implementing corrections in the Solar Wind Electrons Alphas and Protons
data processing pipeline as data from SPAN-Ae and SPAN-B are combined into a merged SPAN-E data set.
Whether the process is done by performing a two-dimensional interpolation as discussed in this paper, or
by another method, information about the look direction and angular coverage of each instrument pixel is
needed (section 3.2), which could either be the default values, or provided by the nearest entry in the table.
The resulting corrected eVDF measurements could be offered as an additional data Level 3 or 4 product
(those which rely on ancillary data or are derived from calibrated data,Korreck et al., 2014). While our cor-
rections are model dependent, and do not account for the negative potential ion wake (Ergun et al., 2010,
Guillemant et al., 2012, and Marchand et al., 2014), they may still serve useful in their current form for
improving the accuracy of measured plasma parameters, especially the bulk velocity. The technique pre-
sented in this paper provides a novel way of estimating and correcting for the effect of spacecraft fields on
electron measurements, and its usefulness for the application to real data can be improved greatly with more
realistic modeling.
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