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Abstract: We consider the situation where there is a known regression model that can be used to predict an
outcome, Y, from a set of predictor variables X. A new variable B is expected to enhance the prediction
of Y. A dataset of size n containing Y, X and B is available, and the challenge is to build an improved
model for Y|X, B that uses both the available individual level data and some summary information obtained
from the known model for Y|X. We propose a synthetic data approach, which consists of creating m
additional synthetic data observations, and then analyzing the combined dataset of size n 4+ m to estimate
the parameters of the Y|X, B model. This combined dataset of size n + m now has missing values of B
for m of the observations, and is analyzed using methods that can handle missing data (e.g., multiple
imputation). We present simulation studies and illustrate the method using data from the Prostate Cancer
Prevention Trial. Though the synthetic data method is applicable to a general regression context, to provide
some justification, we show in two special cases that the asymptotic variances of the parameter estimates
in the Y|X, B model are identical to those from an alternative constrained maximum likelihood estimation
approach. This correspondence in special cases and the method’s broad applicability makes it appealing
for use across diverse scenarios. The Canadian Journal of Statistics 47: 580-603; 2019 © 2019 Statistical
Society of Canada

Résumé: Les auteurs considerent la situation ou un modele de régression connu peut étre utilisé pour
prédire une réponse Y a partir des prédicteurs X. Une nouvelle variable B devrait permettre d’améliorer les
prévisions de Y. Un jeu de données de taille n comportant les variables Y, X et B est disponible, et le défi
consiste a construire un modele amélioré pour Y |X, B qui s’appuie sur les données individuelles, mais aussi
sur de I’information sommaire du modele connu Y| X. Les auteurs proposent de générer m nouvelles données
synthétiques, puis d’analyser le jeu de données combiné de n + m données pour estimer les parametres
du modele Y|X,B. Le jeu de données combiné compte n + m données dont m comportant des valeurs
manquantes pour B, et son analyse fait donc appel a des méthodes appropriées (comme 1’imputation).
Les auteurs présentent des études de simulation et illustrent leur méthode avec des données réelles du
Prostate Cancer Prevention Trial. Méme si I’approche par données synthétiques s’ applique dans un contexte
général de régression, les auteurs décrivent deux cas spéciaux pour lesquels la variance asymptotique des
estimateurs des parametres dans le modele Y|X, B est identique a celle d’une approche au maximum de
vraisemblance sous contraintes. Cette correspondance dans des cas spéciaux et la vaste applicabilité de
la méthode en font un choix intéressant pour divers scénarios. La revue canadienne de statistique 47:
580-603; 2019 © 2019 Société statistique du Canada
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1. INTRODUCTION

In clinical biomedicine, many well-known models are used to predict a measure of disease from
patient characteristics. Examples include but are not limited to the breast cancer risk calculator
(Gail et al., 1989), and the colorectal cancer risk assessment tool (Freedman et al., 2009). These
models are usually constructed from large datasets using principled statistical methods to predict
a measure of risk or disease state, treating the patient characteristics as predictors. The patient
characteristics, denoted as X, can range from traditional epidemiologic, behavioural variables to
well-known imaging, genetic and other molecular biomarkers. The predicted outcome variable
Y, and the predictors X, are often assumed to be connected through a regression model of the
form Y|X. The individual level original data that were used to construct this model are usually not
available to the public but what are accessible are certain forms of summary-level information.
This information can be available in the form of coefficient estimates for the fitted model,
individual prediction probabilities or multiple prediction probabilities from competing models
for the same outcome. The equations underlying the existing model may or may not be known.

While these existing models are often based on traditional epidemiologic and behavioural
risk factors and well-established biomarkers, wider availability of high throughput data and
novel assay technologies are generating new candidate biomarkers, say B, for possible inclusion
in existing risk prediction models. Due to the potential improvement of prediction accuracy of
the current model, it is ideal to incorporate B into the well-established model Y|X, and construct
an expanded prediction model of interest Y|X, B. However, it is very likely that B and X are
assessed only on participants in a study of moderate size and cannot be retrospectively measured
on the much larger population used for Y| X model. It is natural to consider using the information
from the well-established model to increase the accuracy of the expanded model. This represents
a general statistical challenge to build a good model for Y|X, B that uses both the known external
information from the Y|X model and the individual level data from a small sample dataset of Y,
X and B.

There exist proposals in the literature to incorporate external information into regression
estimation. Imbens & Lancaster (1994) investigate how aggregate data (e.g., the population
average of the response) could be used to improve ML estimates in a regression model. More
recently, Grill et al. (2015) proposed a simple method of incorporating new markers into
an existing calculator via Bayes theorem. Chatterjee et al. (2016) developed a constrained
semi-parametric maximum likelihood (CSPML) method for incorporating external coefficients
to calibrate the current regression model. The performance of various approaches was assessed
in a simulation study by Grill et al. (2017). Cheng et al. (2018, 2019) proposed Bayes
and constrained ML methods to incorporate information obtained from external sources into
regression estimation. In general, the constrained ML approaches require a specific form for the
external information, for example, estimated coefficients from a correctly specified mean model
and assumptions regarding the transportability of the distribution of Y, X, B across the internal
and external sample. The constrained maximum likelihood (CML) approach proposed in Cheng
et al. (2018) also requires the specification of a model for B|X and relies on some parametric
assumptions. Although the CSPML approach does not require the Y|X model to be correctly
specified or a model for B|X, it does require the transportability of the X distribution, unless it is
known in the external sample. Estes, Mukherjee & Taylor (2018) and Cheng et al. (2018) have
found that the violations of this assumption and the small sample size in the internal data will
cause unstable estimation.

In this article, we propose a synthetic data framework as a more flexible solution to this genre
of problems, motivated by methods developed in the survey methodology literature (Reiter,
2002; Raghunathan, Reiter & Rubin, 2003; Reiter & Kinney, 2012). In this approach synthetic
data for Y and X are generated from the Y|X model and added to the observed data, then from
this combined dataset a model for Y|X, B is built. Our method relaxes the requirement on the
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information that is available from the external model such that the only requirement is the ability
to generate predictions of Y given X.

The following is the structure of the remainder of this article: In Section 2, we introduce the
notation, assumptions and implementation of the proposed synthetic data method. In Section 3,
under various simulation scenarios, we evaluate the performance of the synthetic data method.
We demonstrate the proposed method through an application to the Prostate Cancer Prevention
Trial (PCPT) data in Section 4. We provide some theoretical justification and insight for the
synthetic data method in Section 5. In two special cases we show that with a very large
number of synthetic observations, our approach gives identical asymptotic variances for the
parameters of the Y|X,B model as the constrained maximum likelihood (CML) estimation
approach that exists in the literature. Because the CML is a maximum likelihood estimator,
it is optimal if the models are correctly specified. Since the synthetic data method has the
same asymptotic variance, it can also be considered optimal. Concluding remarks are presented
in Section 6.

2. METHOD
2.1. General Description of the Problem

Let Y denote the outcome of interest, which can be either continuous or binary. Let X be a set of
p standard variables and let B denote a new biomarker. There are two populations, an external
population for which we do not have individual level data and an internal population for which
we do have a dataset of size n with subject level data. We will assume that the distributions of
Y|X, B are the same in the two populations, and likewise for the Y|X distribution. Our target of
interest is the mean structure of Y|X, B:

ECYIX, B) = 1o + 1, X, + - +7x X, +15B, (1)

where g is the known link function. We assume that a small dataset of size n with variables Y, X
and a new covariate B is available to us for building the model of interest.

We assume a large, well-characterized previous study from the external population describes
the provided information on the calculated distribution of Y|X. This information can come in
various forms, including partial or full knowledge of the distribution of the ¥Y|X model.

2.2. Synthetic Data Method

We propose an algorithmic approach that can produce synthetic data on (Y, X, B), by using the
combination of the available information from the established model and the observations from
the current dataset. The synthetic data would incorporate the external information as well as
enlarge the sample size, and thus it helps improve the inference about coefficients y in model
(1), compared to just analyzing the small dataset based on the observed data.

The synthetic data approach consists of creating m additional synthetic data observations,
and then analyzing the combined dataset of size n + m to estimate the parameters of model (1).
The synthetic data are created in two steps as shown in Figure 1. In step 1, we replicate X a
large number (say S) times in blocks of n rows to create m = nS additional records. In step 2,
we generate pseudo data called Y* from the known Y|X distribution for these new m records.
Finally, we combine the synthetic observations with the original dataset, and we note that the
combined data will now have missing values of B for m observations. The combined data are
then analyzed to give an estimate of y.

There may be different ways in which the combined data can be analyzed. In Section 5 we
present two special cases for which a closed-form maximum likelihood estimate y exists for the
combined dataset of size n + m. In other cases, like the simulation study settings in Section 3,

The Canadian Journal of Statistics / La revue canadienne de statistique DOI: 10.1002/cjs



2019 SYNTHETIC DATA METHOD TO INCORPORATE EXTERNAL INFORMATION 583

i Y X B
1 Y; Xi1 . X1p By
i Y X B n a X it

1[5 Raeey || B

o 35| B || B

Original Dataset:
Internal dataset of size n

m Yo Xm1- Xmp

Combined dataset:
Original dataset + the synthetic dataset from step 2

Copy | i i Y X
Al TR Ty
n
Copy | i
il
2 H
n
Copy | i
4
S . x
: m | Ym Koo Ko
n
Step 1: Replicate S times the whole block of X to generate m=nS additional Step 2: Create m additional synthetic data
records. Combine all the X’s together and assign new ID from 1 to m. (Y*, X) by generating Y* from the
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Ficure 1: Two steps to create the synthetic data.

no closed-form solution for the maximum likelihood estimate of y exists, and our proposed
approach to deal with missing data is to use multiple imputation to impute the m missing values
of B. Multiple imputation is a general procedure for analyzing datasets with missing values. It
consists if defining a procedure to fill in the missing values, then applying that procedure many
times to create many separate complete datasets. Each completed dataset is then analyzed and the
results of these separate analyses are combined to give final estimates. In this particular case the
multiple imputation approach requires us to specify a parametric model (B|X, Y), from which we
draw 50 values of B to give 50 completed datasets. Then we fit model (1) for each complete data
(Y, X, B) of size n + m. We then average the estimates of y from the 50 complete datasets, and
compute the total variance using Rubin’s rules (Rubin, 1987). We then proceed with inference.

Multiple imputation has the additional advantage of being able to handle multiple biomarkers
in B, some of which may be discrete and some continuous. It also allows for flexible structure
for the conditional mean model for each biomarker in B given all other variables in the dataset,
such as the possibility to incorporate non-linearity and interactions. For implementing multiple
imputation, we use the R package MICE (Van Buuren & Groothuis-Oudshoorn, 2000). We use
the function mice with imputation algorithm logreg (the Bayesian logistic regression model
with flat prior) for the imputation of a binary B and the imputation algorithm norm (the Bayesian
linear regression model) for the imputation of a continuous B. In the situation in which there are
multiple Bs, say B, and B,, imputations are done sequentially. That is, first draw B, from the
B,|X. Y, B, distribution, then draw B, from the B,|X, Y, B, distribution and iterate between B,
and B,.
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3. SIMULATION STUDY

To assess the performance of the proposed synthetic data method for both estimation and
prediction, we conduct simulation studies under four different scenarios. Each scenario has a
different true distribution for Y|X, B and for B|X for the internal data. For both the outcome and
the predictors we consider both continuous and binary variables to illustrate the computational
implementation in a range of situations. We also consider the situation of multiple Bs to
evaluate the applicability of the synthetic method in the multi-dimensional cases. In some cases
a mis-specified imputation model is used within the synthetic data approach, thus allowing us
to evaluate the robustness of the method. Only in special cases (see Section 5) can we provide
a theoretical justification for the synthetic data approach, thus the simulations are intended to
provide numerical properties of the synthetic data approach in situations where the relevant
theoretical properties are not yet available.

In real situations, we expect a moderate number of X variables, and their joint distribution
could be quite complex with skew distributions and correlations between different Xs. To
achieve this we adopted a procedure of generating Xs as described in Xu, Daniels & Winterstein
(2016). We generate nine correlated Xs in each of the four simulation scenarios as described
below:

w, ~NO, 1, j=1,..,5 X ~NQO,1),

W + € €5 ~ §N+(o,o.2) +3IN_(0,0.1) j=2,...5
Xjluy, ... ous = quou; 3 + €€, ~ 2N.(0,0.1) + IN_(0,03) j=6,...,8 ,
w35 + €5, €, ~ TN,(0,0.4) + TN_(0,0.1) j=9,

where N, and N_ represent half normal distributions, and either one or the other is selected
with the shown probability. We then generate B from the B|X distribution, and finally generate
Y from the Y|X, B distribution. For scenario 1 (where Y is continuous, as described below) the
form of the external model for Y|X is readily available. For cases (scenarios 2, 3 and 4 where Y is
binary, as described below) where the closed-form of model Y|X is not available, we numerically
derive the external model Y|X. Specifically, we generate an independent dataset of (Y, X, B) of
size 10,000 and fit a linear or logistic regression model g(E(Y|X)) depending on the type of Y.
The estimated coefficients of this model serve as the external information we obtained from the
established model Y|X.

For each simulation scenario, we first simulate 500 datasets of size n. Then we create the
synthetic data following the steps introduced in Section 2, and combine them with the original
data to get 500 datasets of size n+ m with m missing B values. For each simulated dataset,
we create 50 complete datasets by imputing the missing B values given Y and X. In all four
scenarios, we use linear additive models for imputing from the B|X, Y distribution, without
including any interaction terms. We compare the results of the synthetic data method to the
direct MLE, which uses the complete dataset of size n, in terms of estimation accuracy and
prediction ability. We report the average estimated coefficients, standard deviation and 95%
coverage rate for 7. To measure the predictive performance, we generate a new dataset of size
1,500 for each scenario, and evaluate the prediction ?l- in this new dataset. In the new dataset,
let p or Y denote the average of the generated Y values. For the continuous Y, we use the mean

squared error (MSE) defined as Ziljloo(f/i - Y2/ z:;SIOO(Y,- — Y). For binary Y, we use AUC
and scaled Brier score (defined as E.I’SOO(Yi - ?5)2 / Z.I’SOO(Yi —P)?) as measures of predictive

i=1 i=1
performance.
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TaBLE 1: Simulation results for scenario 1 with Gaussian Y, one Gaussian B and nine correlated Xs: for
each method, we report mean (Monte Carlo standard deviation) [95% coverage rate] and MSE across 500
simulated datasets.

Not including B True value Direct MLE Synthetic data method

% 0 0 —0.04 (0.14) [97%] 0.00 (0.18) [96%]
7x, 0.7 0.5 0.50 (0.13) [94%] 0.51 (0.08) [95%]
x, 0.7 0.5 0.48 (0.13) [94%] 0.50 (0.07) [95%]
Tx, 0.7 0.5 0.49 (0.12) [95%] 0.50 (0.07) [95%]
7x, 0.7 0.5 0.50 (0.11) [98%] 0.50 (0.07) [95%]
Txs 0.7 0.5 0.50 (0.13) [93%] 0.50 (0.08) [93%]
Tx, 0.7 0.5 0.50 (0.12) [94%] 0.50 (0.07) [95%]
7x, 0.7 0.5 0.50 (0.12) [94%] 0.50 (0.07) [95%]
7, 0.7 0.5 0.50 (0.11) [97%] 0.50 (0.07) [95%]
7, 0.7 0.5 0.50 (0.13) [94%] 0.51 (0.07) [95%]
) - 0.5 1.00 (0.13) [95%] 1.00 (0.11) [95%]
MSE 0.464 0.334 0.355 0.345

The four simulation scenarios and results are described as follows:

e Scenario 1: Y and B are Gaussian distributed. The true model of Y|X,B is Y|X;,B; =
0.5% | X; + B; + e, ¢; ~ N(0,3), and B, is simulated as B; = 0.2(X,_, X;)) + f;, f; ~ N(O, 1).
The corresponding Y|X model is ¥; = 0.7 Z;):l Xj; + B; + k;, k; ~ N(0,4). The current data

1
sample size n = 200, replication number S = 10, and thus the synthetic data sample size
m = nS = 2,000.
The results in Table 1 for scenario 1 show that compared to the direct MLE, the synthetic data
method leads to an obvious reduction in standard deviation of yys and good coverage rates of
confidence intervals. In addition, it is able to move the MSE closer to the true value by 50%.

Scenario 2: Yis binary and Bis Gaussian distributed. The true model of Y|X, Bis logit(Pr(Y; = 1|
Xi,.B)=1+2 Z _1 X;; — 3B, which gives Pr(Y = 1) ~ 0.67. B; is simulated as B; = 0.5 Zj9=1
Xj,) +e¢;, ¢; ~ N(0,0.1). The current data sample size n = 400, S = 10 and m = nS = 4,000.
In Table 2, where Y is binary and B follows Gaussian distribution, including B into the
regression model can reduce the scaled Brier score by 15%, and improve the AUC by 9%.
Scenario 3: Y and B are both binary. The true model of Y|X, B is logit(Pr(Y; = 1|X;,B))) =
-1+0.2 24 -0.2 Z/ _sX; — 0.5 2?28 X;; + 1.5B;, and B; is simulated as logit(Pr(B; =
11X;) =-0.5 +052_1 ¢ Z] _¢X;i- The Pr(Y=1) and Pr(B=1) are around 0.5 and
0.55, respectively. n = 400 S =8 and m = nS = 3,200.

The simulation results in Table 3 for scenario 3, in which Y and B are both binary, show that
including B in the regression model can reduce the scaled Brier score by 10.8%, and increase
the AUC by 5%.

e Scenario 4: Y is binary and two mixed types of B are included, one binary and another
Gaussian. The true model of Y|X,B,,B, is logit(Pr(Y =1|X;,B;;,B,)) = -0.2 - 0.2X, +
022 _» X;; +0. 12 _4 X;i — 0. 1X6—03X7+032 _g Xji +2B; — By;, from which Pr(Y = 1)
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TaBLE 2: Results for simulation scenario 2 with binary Y, one Gaussian B and nine correlated Xs: for each
method, we report mean (Monte Carlo standard deviation) [95% coverage rate], average scaled Brier score
and AUC across 500 simulated datasets.

Not including B True value Direct MLE Synthetic data method

% 0.849 1 1.00 (0.17) [94%] 0.96 (0.08) [92%]
7x, 0.435 2 2.01 (0.29) [96%] 1.92 (0.24) [94%]
%, 0.432 2 2.00 (0.28) [96%] 1.90 (0.23) [94%]
T, 0.437 2 2.01 (0.28) [95%] 1.90 (0.23) [95%]
7x, 0.433 2 2.01 (0.30) [96%] 1.91 (0.24) [95%]
Yxs 0.422 2 2.02 (0.28) [95%] 1.90 (0.24) [93%]
Yx, 0.421 2 2.01 (0.28) [97%] 1.89 (0.23) [93%]
x, 0.431 2 2.01 (0.29) [96%] 1.91 (0.23) [94%]
T 0415 2 2.00 (0.27) [97%] 1.89 (0.23) [94%]
Tx, 0.445 2 2.01 (0.29) [96%] 1.92 (0.23) [95%]
75 - -3 —3.02 (0.45) [97%] —2.85(0.43) [95%]
Scaled Brier score 0.801 0.680 0.702 0.686

AUC 0.767 0.837 0.828 0.835

TaBLE 3: Results for simulation scenario 3 with binary Y, one binary B and nine correlated Xs: for each
method, we report mean (Monte Carlo standard deviation) [95% coverage rate], average scaled Brier score
and AUC across 500 simulated datasets.

Not including B True value Direct MLE Synthetic data method

% -0.328 -1 —1.00 (0.21) [94%] —1.00 (0.15) [96%]
7x, 0.305 0.2 0.20 (0.13) [94%] 0.20 (0.05) [96%]
% 0.318 0.2 0.21 (0.13) [95%] 0.21 (0.05) [94%]
xs 0.296 0.2 0.20 (0.13) [95%] 0.21 (0.05) [95%]
7x, 0.296 0.2 0.19 (0.13) [93%] 0.20 (0.05) [95%]
Yxs —-0.066 -0.2 —0.21 (0.13) [94%] —0.19 (0.05) [96%]
Tx, —0.405 -0.2 —0.20 (0.13) [96%] —0.20 (0.06) [96%]
x, —0.420 -0.2 —0.19 (0.13) [96%] —0.21 (0.06) [95%]
Txq —0.698 -0.5 —0.50 (0.15) [93%] —0.51 (0.06) [96%]
Y%, -0.713 -0.5 —0.51 (0.14) [95%] —0.52 (0.06) [94%]
Vs - 1.5 1.50 (0.28) [96%] 1.49 (0.28) [95%]
Scaled Brier score 0.750 0.666 0.687 0.669

AUC 0.789 0.833 0.823 0.831
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TaBLE 4: Results for simulation scenario 4 with binary Y, binary B1 and continuous B2 and nine
correlated Xs: for each method, we report mean (Monte Carlo standard deviation) [95% coverage rate],
average scaled Brier score and AUC across 500 simulated datasets.

Notincluding B True value Direct MLE Synthetic data method

% 0.250 -0.2 —0.197 (0.21) [96%] —0.13 (0.15) [93%]
7x, 0.441 -0.2 —0.19 (0.19) [96%] —0.14 (0.13) [94%]
x, 0.779 0.2 0.21 (0.21) [94%] 0.23 (0.13) [94%]
Tx, -0.132 0.2 0.19 (0.17) [95%] 0.17 (0.10) [94%]
7x, -0.218 0.1 0.09 (0.17) [95%] 0.08 (0.10) [95%]
Txs 1.047 0.1 0.10 (0.26) [96%] 0.15 (0.21) [95%]
Tx, 0.705 —0.1 —0.10 (0.28) [94%] —0.06 (0.21) [94%]
7x, 0.529 -0.3 —0.29 (0.27) [94%] —0.25 (0.21) [93%]
Vg —-0.750 0.3 0.29 (0.25) [97%] 0.23 (0.21) [95%]
7, —0.757 0.3 0.30 (0.25) [96%] 0.22 (0.21) [94%]
Y51 - 1 0.996 (0.31) [96%] 0.88 (0.30) [93%]
Vg2 - 2 1.99 (0.45) [95%] 1.83 (0.43) [93%]
Scaled Brier score 0.637 0.575 0.598 0.582

AUC 0.849 0.876 0.868 0.873

is approximately 0.53. The binary By; is simulated as logit(Pr(B;; = 1|X;)) = 0.5+ 0.5 2,11
X — 2116 Xj;, which gives Pr(B; =1)~ 0.56. The Gaussian B,; is simulated as B, =

0337 X;—02%  X;+05%  X; =053 X; + e, ¢; ~ N(0, 0.1), where n = 400,
S =8and m = nS = 3,200.

The results in Table 4 show that the synthetic data method does improve the scaled Brier
score and AUC compared to the MLE and these almost attain the best possible values, and that

the coverage rates of the confidence intervals for the ys are good.

Overall, the simulation studies show that: (1) the synthetic data method can improve the
efficiency of estimating yys and reduce the MSE of the predictions and increase the AUC for
binary Y; (2) in scenario 1 where the B|X, Y model used for imputation is correctly specified,
there is no bias in the estimates of y; and the yys; (3) in scenarios 2, 3 and 4 where the B|X,Y
model used in the imputation is mis-specified, despite the improved predictive performance
there is some bias in the estimates of y, and the yys. In future work, we will investigate if even
further improvements in performance can be achieved using alternative or more flexible or more
non-parametric approaches for imputing B.

4. PCPT DATA EXAMPLE

To assess the performance of the synthetic data method in a real example, we apply it to the
PCPT calculator. The high-grade prostate cancer calculator (PCPThg) (Thompson et al., 2016)
predicts the probability of high-grade prostate cancer derived from a logistic regression based
on standard clinical variables—PSA level, age, DRE findings, prior biopsy result and ethnicity.
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The equation for the model is:
logit(p;) = —6.25 4+ 0.03age; + 0.96race; + 1.291og(PSA;) + 1.00DRE, — 0.36biopsy;, (2)

where p; is the probability of observing high grade prostate cancer for subject i. A detailed
description of the calculator and the external and internal and a validation dataset are given
in Tomlins et al. (2015) and Cheng et al. (2018). We consider incorporating two biomarkers
that have been shown to be predictive of prostate cancer into model (2). One is prostate cancer
antigen 3 (PCA3), a continuous variable, and the other is the indicator variable of TMPRSS2:ERG
(T2:ERG) gene fusions. We consider three different expanded models, one with the addition
of PCA3 only, one with the addition of T2:ERG only and one with the addition of both PCA3
and T2:ERG. To compare the coefficient estimation across methods, we show the estimated
coefficients and standard errors in Table 5 from 679 observations in the internal dataset. To
compare prediction power, we calculate the scaled Brier score and the AUC based on the
validation dataset with 1,218 observations.

For both of the expanded PCPThg models incorporating PCA3 score or binary T2:ERG, if
we compare the standard errors across different methods, it is easily seen that the synthetic data
method can reduce the standard errors of regression coefficients compared to direct regression
by at least 50%.

The expanded PCPThg model incorporating both PCA3 score and binary T2:ERG fitted to
the training dataset again shows that the method can reduce the standard errors of regression
coefficients compared to direct regression. The results in Table 5 show no improvement in AUC
from using the synthetic data approach compared to direct MLE, but noticeable improvement in
the Brier score.

We also include in Table 5 the estimates from applying the CSPML. It is a published method
that can be applied in this case. We see it gives similar predictive performance as the synthetic
data method, but the estimated coefficients differ.

5. ALGEBRAIC JUSTIFICATION IN TWO SPECIAL CASES
5.1. Estimation and Variance of y

To establish that the synthetic data approach is asymptotically as efficient as constrained ML
approaches, we consider two special cases where closed-form results of MLE for the combined
dataset of size n 4+ m in the synthetic data approach are available, so multiple imputation does
not need to be used. For these cases, we compare the synthetic data approach to the basic
constrained ML method (CML, Cheng et al., 2018) and the constrained semi-parametric ML
method (CSPML, Chatterjee et al., 2016). These two maximum likelihood approaches are
optimal based on their assumptions. The standard ML approach based on just the observed
data without incorporating external information is also provided for reference and comparison.
For each approach, we derive the explicit formulas for the asymptotic variance of estimated
coefficients, namely, ¥ in model (1).

The rationale for studying these two examples in depth is to establish some theoretical
underpinning for the synthetic data approach. Given its broad applicability to other more general
situations with a mixed set of continuous and categorical multivariable predictors in X and B, a
justification in simpler cases that can be studied analytically makes the approach more plausible
in other situations where studying the analytical properties is complicated.

We will be considering three different likelihoods, one based on the distribution Y|X, B, one
based on the distribution (¥, B)|X and one based on the joint distribution of ¥, X and B. When
writing distributions, we will include the parameters when necessary, for example, f(Y|X, B, y),
but parameters will be excluded when not necessary.
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For this study we either know the full form of the distribution of Y|X, the mean of which
may be characterized by a linear combination of Xs, as given in Equation (3), with known fs
and a known link function g;:

@1(E(YIX)) = By + Py X + -+ + by X, 3)

or we just know the mean structure but not the full distribution of Y|X.

As mentioned earlier, our interest is in building the mean structure of the Y|X, B distribution
as given in model (1). For some approaches, we will also need to consider the relationship
between X and B for which we specify a model, the mean of which is given by

&(EBIX) =0+ 6,X, +---+0,X,. (@)

We note that for all of these models there may be additional parameters necessary to define
the full distributions (e.g., the variance o, for Gaussian Y). But for ease of notation we will not
include these additional parameters unless it is necessary, thus we denote the distributions as
FYIX, ), f(YIX,B,y) and f(B[X, ).

For comparison, we will also present results for standard ML estimation on a complete dataset
of size n. In this approach, we estimate the parameters of model (1) using the internal dataset
of ¥, X and B without taking the external summary-level information into account. We obtain
the estimates by maximizing the likelihood []'_, f(¥;|X;, B;,¥) over y. Then the asymptotic
covariance matrix of ¥ is obtained from the inverse of the Fisher information matrix.

e Approach 1: The synthetic data method. In special cases in which a direct solution is possible,
the likelihood for a dataset of size n +m is [T, f(Y;, BXp) [T12rs, f£(¥;1X)), and can also
be written as [/, f(B;|Y;, X)) [T1" £ (¥;1X;). This likelihood is then maximized over y and
0 to obtain the ML estimates and the asymptotic variance is obtained from the inverse of the
Fisher information.

e Approach 2: Constrained ML on a complete dataset of size n. For this approach we posit a
model f(B|X, 0) then maximize the likelihood H;.;l f(Y;, B;|1X;), which can be written as

[Tr @i, By Bi1X;. 6)
i=1

subject to a constraint on the parameters that is derived from the external information. The
equation f(Y|X, B) = J fY1X,B,y)f(B|X,0)dB gives a relationship between the unknown
parameters y, 6 and the known parameter . Assuming 6 can be written as a function of y and
p, that s, as 6(y, p), then since f is known the optimization problem becomes an unconstrained
optimization problem, specifically maximization of

[[roilXi, B v (8,1X;. 0(r, B = B*))
i=1

with respect to y using the known value f* of B. We consider two variations of the CML
method: Approach 2.1 where only the coefficients f are known, and Approach 2.2 where both
B and o5 are known.

e Approach 3: Constrained semi-parametric ML method applied to a dataset of size n. For this
method, the estimates are obtained by maximizing the likelihood H?:] f(Y:, X, B;) over y and
the empirical distribution of (X, B), subject to a constraint. In this approach the distribution
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of (X, B) is treated non-parametrically, and the constraint is derived from the integrated score
equation of model (3). In this case the constraint is Eyp [EY|XB [% log{ f(Y|X, ﬁ)}” = 0. The

constrained optimization problem is implemented via Lagrange multipliers and gives both
an estimate of y and the non-parametric MLE of the distribution of (X, B). The asymptotic
variance of # for this approach is given by (I + CL™'C7)~!, where

2
I=Ey [EY|XB [ - 00_72 log{f(Y|X, B, J’)}”

C=Ey [EY.XB [% log{f(YX. B, y}% logf(YIX. ﬂ}”

L = Eyg[u,(X, B)uyT(X, B)|

with u, (X, B) = Eyyp [% loglf(YIX, B)}].

Intuitively, the asymptotic variance of this constrained ML estimator is the inverse of
information matrix I of f(Y|X, B, y) plus the additional information due to knowing g from the
external study CL™'CT.

52. Description of Two Special Cases

In the following two special cases, the goal is to derive the asymptotic efficiency of # = (7, 75)"
through a closed-form expression for Var(y), and then compare the efficiency gain among
all three approaches through the asymptotic relative efficiency (ARE) of Var(§)s, compared to
Var(y) from the standard MLE. This will show how much efficiency we can gain by incorporating
the external information from the Y|X model and what determines that gain. We provide all the
algebraic details of the derivations in the Appendix.

Special case 1: Y and B are Gaussian distributed

In this section, we assume that Y and B are continuous and have a Gaussian distribution, and
assume the identity link for g, and g, in models (3) and (4).

Without loss of generality, we consider a simplified situation where p = 1. We also assume
the marginal means of Y;, X; and B; are all equal to zero, thus we use a no-intercept model. Let
a;‘; denote the variance of X. Then

Y|X ~ N(X, aj), (%)
YIX, B ~ N(rxX + 7B, 0,), (6)
B|X ~ N(6X, o7). (7)

Depending on the information available from the external model Y|X, we consider two
possible situations which correspond to two different constraints. The first situation is when the

estimated coefficient f = f* is known from model (5). This gives the constraint § = 6* = P

B
The second situation is when both of the estimated coefficient g = f* and the variance

62 =062 =y2c"2 4 Uf are known.

Y50
i i B0
For the standard MLE of the complete dataset of size n, it is easy to show that the asymptotic

52 2 o2
variance of 7y and 75 is equal to — <62 + 6—2) and —%, respectively. The detailed algebraic
no'g O'X ’ZGB
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TaBLE 6: Summary of three approaches when Y and B are Gaussian.

. . . ARE(7)*
Method for including  Available form of the
Approach external information  external information 7x 75
Standard MLE (ref) None NA 1 1
1: Synthetic data method m additional synthetic Ability to draw Y values
0.2 #2
data observations from Y|X distribution, 1-A"— 20’51 ~D°1-D
O'X " 0'6,
regardless of the form
2: Constrained MLE Constraint 2.1: The estimated 1-A 1
(Cheng et al., 2018) coefficient f is known.
2.2: Both of the estimated
52 #2
coefficient  and the 1-A- %D 1-D
6&0* +o,
standard deviation o,
are known.
3: CSPML Constraint Known expectation of 1-A 1
(Chatterjee et al., 2016) Y|IX
@ ARE(7) = Vary(7)/Varyy g (), M € {Synthetic Data, CML, CSPML}.
2 2
bg=_"% % w = Pl
A= 0'5+6)2(9*2 u—f+;,23o'92 ’ where §" = B £.
R o
D= > where o,° = ———.
% 7p

derivation for each of the three approaches can be found in the Appendix A1—A3. The comparison
results for all three approaches are shown in Table 6.

Special case 2: Y, X and B are all binary

Assume we are interested in a saturated model:
logit{ Pr(Y = 1|1X, B)} = yy + rxX + rgB + rxsXB (3)

describing the joint effect of X, B on Y, when Y, X, B are all binary variables. The external
information from model (3) can be expressed as:

logit{ Pr(Y = 1|X)} = py + p1X. ©)
The association between B and X is defined through the model:
logit{Pr(B = 11X)} = 6, + 6,X.

We denote P(X = a, Y = b) as the probability of (X = a,Y = b) combination and P(B =0,X =
a,Y =Db) as the probability of (B=0,X=a,Y =b) combination, where a,b € {0,1}. The
detailed derivation for each of the three approaches can be found in the Appendix B1-B4. The
comparison results, showing the AREs, for all three approaches are given in Table 7.

5.3. Summary

Based on the detailed derivation in the Appendix, in Tables 6 and 7, we summarize the methods
and the assumed forms of the summary-level external information from the Y|X model for each
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approach. The result of ARE of variance # compared to the variance from the standard MLE is
also given for each of the special cases.
Let the asymptotic relative efficiency under approach M relative to the standard MLE (without

external information) be denoted by AREy(7) = \/Z:r—"”(?(;), where M € {Synthetic Data, CML(2.1),
MLE

CML(2.2), CSPML} for Gaussian Y, and M € {Synthetic Data, CML, CSPML} for binary Y.
Result 1. Special case 1: (Y, B) continuous and normally distributed

0')2(6'*2

2 nx2 *2
0'X6' +o,

hd ARESynthetic pata(Fx) = ARECML(z.z)(7X) =1-A- D

AREcgpy (7x) = ARECML(z.l)(f’x) =1-A
hd ARESynthetic Data(VB) = ARECML(z.z)(f’B) =1-D
AREcgpmi (78) = AREcyi 0.1y (7p) = 1

2 o2 *2_ 2

4 — 26}%71%60*2 w _ P-rx w2 _ 5 "% :
207 Fl D= —r 0* = - ando,” = o Table 6 summarizes the
results. In summary, the synthetic data method has the same asymptotic variance as the CML
(approach 2.2), and both are more efficient than the CSPML and the CML (approach 2.1). For
7x the CSPML and the CML (approach 2.1) are more efficient than the standard MLE. For 7,

the CSPML and the CML (approach 2.1) have the same efficiency as the standard MLE.

where A =

Result 2. Special case 2: (Y, X, B) are all binary

® AREg,hetic Data(Y0) = AREcmp (79) = AREcgpy (7)) = 1 = F
b ARESynthetic pata(x) = AREcy (7x) = AREcgpyy (7)) =1 -G
® AREgheiic Data(P8) = AREcy (78) = AREcgpy (75) = 1

® ARESynthetic pata(Pxs) = AREcyp (Pxp) = AREcgpyir (Fxp) = 1

2 (ab)el0.)00) 1/PX=a.Y=b) and G = Yarelo,1) |/PX=aY=b)
S iabet0.100)) 1/PB=0.X=a,Y=b) Yabeon) 1/P(B=0X=aY=b)
the results. In conclusion, the synthetic data method, CML and CSPML all converge to the same
asymptotic variance. For j, and 7y, they are more efficient than the standard MLE. For 75 and
7xp- they have the same efficiency as the standard MLE.

where F = Table 7 summarizes

54. Justification from Another Perspective

In the two special cases, we show that using the synthetic data approach with very large m
gives identical asymptotic variance for the parameters of model (1) as the constrained ML
approach. Below we provide a different intuitive justification for the synthetic data approach,
for a more general situation, if certain conditions apply. Assume that Y and B are scalar
random variables and that X is a vector of covariates. We will assume parametric models for
all the conditional distributions, and that these can be written as f(Y, B|X, ¢), f(Y|X,B,y),
fYX, B), f(B|X,0) and f(B|X,Y, k). Assume that f(Y|X, B, y) is the model of interest, and
that f(Y|X, B) is the form of the model that was fit to the external data, and that the estimate
of B from the external data approximates the true value of . We assume that all these
models represent the true distributions and are compatible with each other in the sense that
fY,BIX,¢) =fY|X,B,y) xf(B|X,0) =f(B|X,Y, k) X f(Y|X, B). We assume there is a 1-to-1
mapping between ¢ and (y, ) and between ¢ and (x, f8), and that ¥ and f are distinct and that y
and 0 are distinct. With these conditions, we can write (Y, B|X, ¢) as f(Y, B|X, k, ).
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TaBLE 7: Summary of three approaches when Y, X and B are binary.

Method for including  Available form of the ARE()Y
Approach external information external information 70 7x 75 Uxp)
Standard MLE (ref) None NA 1 1 1
1: Synthetic data method m additional Ability to draw Y
synthetic data values from Y|X 1-F 1-G° 1
observations distribution,
regardless of the form
2: Constrained MLE Constraint Known estimated 1-F 1-G 1
(Cheng et al., 2018) coefficient f
3: CSPML Constraint Known expectation
(Chatterjee et al., 2016) of Y|X 1-F 1-G 1

4 ARE = Vary,(7)/Varyy g(7), M € {Synthetic Data, CML, CSPML}.
bp = Zlab)ei0.)00)) |/PX=a,Y=b)
Zahel0.1)00) |/PB=0.X=a,Y=b).
Yape(o,1) 1/P(X=a,Y=b)
Sescion) |/P(B=0X=aY=b)"

CG=

With this set-up, the constrained ML estimate is obtained by maximizing the likelihood
" f(Y.,B:|X;, @) over ¢, subject to the known B. This can be rewritten as maximizing the
i=1 [ b |
likelihood H:.lzl S, B;|X;, k., B) over k, subject to the known . Then from the combination of
the estimate of x and the known f we can obtain the estimate of y.
The synthetic data method consists of maximizing the likelihood

n n+m
[Tr@.Bix. o) [] rixi p)
i=1 i=n+1
which is equivalent to maximizing
n n+m
Hf(Yi,BilXi, K, ) H FilX;, B)
i=1 i=n+1

over k and . When optimizing over f for fixed k, the second term Hgﬁl SYIX, p) will
dominate the optimization procedure when m is very large. Thus the estimate of  will essentially
reproduce the known value from the external data (since this was the value used to generate the
synthetic data). Thus the synthetic data method will reduce to the maximization of the remaining
part of the likelihood [, f(Y;, B;|X;, k, B) with B fixed, which is identical to the constrained
ML method.

The requirement that all the conditional distributions are compatible with each other will
not usually be true, but it may be a reasonable approximation if flexible enough models are
being used. The conditions do hold for the normal and the tri-binary examples in Section 52
and 52 respectively. Another case where they hold is when Y and B follow a bivariate normal

2
distribution given X, that is, Y,B|X ~ N pX s % paﬁ;@ . Then the constrained
0x poso, o,
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ML is to maximize the likelihood H?:l fY;, Bi|X;, B. 0, G4 Ops p) over O, o, and p subject to
known g and o .

6. DISCUSSION

In this article, we have introduced the synthetic data method for incorporating summary-level
information from well-established external models into the regression model estimation based on
internal data. We demonstrated that in some special cases that with a large number of synthetic
data observations, the synthetic data approach is asymptotically as efficient as the constrained
ML approach. This provides some justification for what at first sight might seem to be an ad-hoc
approach. In a simulation study, we demonstrated the ability of the method to improve the
predictive ability of the model

A key advantage of the synthetic data method is that it naturally incorporates the prior
knowledge into the internal data by creating a large amount of “fake” data that is compatible
with the Y|X established model. By creating pseudo-data from Y|X instead of using constrained
optimization, the synthetic data method not only simplified the task from solving complex
constrained optimization, but also provides a potentially more flexible and general framework
to handle this problem. The only requirement for the synthetic data approach is the ability to
generate Y values given X from the information of the external models, without the need to
know the exact form of model. It is broadly applicable for general data types for ¥, X and B, and
when B is more than one new biomarker. It can be extended to the situation where more than
one external model is available, that is, Y|X;, Y|X,, ..., Y|Xy. In this setting, a combination of
external studies that measured overlapping but necessarily identical covariates can provide joint
information to develop a model for Y'|X model, where X is the union of X;,X,, ..., X.

The CSPML approach is also broadly applicable, and can handle multiple Bs, and it has some
optimality properties. But it does require knowledge of the form of the ¥|X model and requires
that the distribution of the Xs are identical in the external and the internal populations, which
seems unlikely to be satisfied in practice.

When analyzing the synthetic dataset, the value of B can be considered to be missing, which
converts the problem of incorporating external information into a problem of analyzing data with
missing values. If multiple imputation procedures are to be used to impute the value of B, then
further research would be needed to suggest efficient and robust ways in which this should be
implemented. There is the potential to improve even further on the method by using different
ways of imputing B, beyond the approach we illustrated in the simulation study.

Another interesting issue that will need to be investigated is the size of m. The theoretical
result in this article suggests that m should be very large, but this is under the assumption that
the Y|X and Y|X, B models are compatible with each other. In practice, they are unlikely to be
exactly compatible, which would suggest limiting the size of m. A pragmatic suggestion is to
make m equal to the size of the external data, if that is known. By doing this the amount of
information in the synthetic data about the relationship between Y and X is similar to the amount
of information in the external data about the relationship between Y and X.

APPENDIX

Derivation of asymptotic variances for the special case 1

A.1. Approach 1: Synthetic Data Method

If the synthetic data approach is applied, and under the assumption that the true value of g
and o are used to generate the synthetic data, then the combined data will have the same
distribution as a dataset of size n + m in which m values of B have been removed. For this
particular data structure, it is possible to obtain formulas for the asymptotic variance of the
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maximum likelihood estimates of y. In particular, Gourieroux and Monfort (1981) give the
exact expression of the ML estimators and the corresponding asymptotic covariance. The
likelihood for the combined data is [T'_, £(Y;, B;|X)) X [T/=" , f(Y;1X,), which can be rewritten as
Hf:lm F;1X) x [T, f(B;|X;, Y;). Based on this they introduce a set of transformed parameters,
and re-parameterized the distributions (5)—(7). They then identify the 1-to-1 relationship among
the original parameters and the new set of parameters.

We obtain the estimators of the original parameters by the re-parameterization method, and
then apply the delta method to get the asymptotic variance of 5 and 7.

According to Gourieroux and Monfort (1981), we introduce a set of transformed parameters
a,b,c,d and e, and re-parameterized the distributions (5)—(7) as Y|X ~ N(bX, a®), and B|Y, X ~
N(dY + eX, c¢?). We then identify the 1-to-1 relationship among the original parameters and the
new set of parameters:

C2 : 0.2’12

T2 (A.1)
g e

=
e=0—db.

The ML estimators &, b and their asymptotic variances are easy to obtain from the linear model
Y; = bX; + u;, Var(u,) = a°,

where i = 1, ... ,n + m. Similarly, the ML estimators ¢, d and ¢ and their asymptotic variances
are easy to obtain from the linear model

B; =dY; + eX; + v;, Var(v;) = ?

wherei = 1, ..., n. The estimators of the original parameters are obtained through the relationship
derived from equations (A.1), where

0=>bd+e,

P = dd + 2,

i

B = 2’

rx =b—vg0,
a*c?

c —n—z,

and the asymptotic variance of y; and 7y can be derived using the delta method:

5 2 4
Var(fp) = % +2(4 - DEL]

N . _q AP +rEn?
Var(fy) = 0*Var(7p) + = (6?Q™! = ).
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From this we find the relative efficiency gain of Var(yy,yz)! by adding m synthetic data
observations compared to the original dataset of size n is

2
20'2y§ ; gg 63(20’3—%)
R a; o'g+o')2(<92 o';
ARE(Var(?)) = 1 — (I — 4) ,
2}’;0’30‘3
%
where 0 = yyx, and o; = £5L. When m gets very large such that A ~ 0, ARE(Var(yy)) =
B J/B

2 e 2027262 .

- 69 - Lt Lk % and ARE(Var(yp)) = 1 — —=£2_ This demonstrates some
oy +o’ 0% o +yB 9 o3 o‘ ,B

gain in efflclency for both yy and 75

A.2. Approach 2: Constrained MLE

Depending on the information available from the external model Y1X, there are two possible
situations which correspond to two different constraints:

e Approach 2.1: Only the estimated coefficient p is known from model (5)
For models (5)—(7), it is easy to see that the constraint describing the relationship between the

unknown variable 6, the known variable f and the target variable y is given by 6 = ﬂ;i The
B
log-likelihood is given by

— 2 2
I=1y,0, Gy,Ge)

| < | < h2 (A2
57 (Y, —rxX; — yBBi) log(ag) _3 (B; — 0Xi)
Y

—_n 2y _
= Zlog(ay) )2

i=1

The goal is to maximize the log-likelihood (A.2) over y, 6, and o, subject to the constraint 6 =

6", where 0* = . E7X Byreplacing  with 6*, taking the derivative over y, and taking the inverse
B
. . . . A [
of the matrix, we obtain the asymptotic variance of ¥ equals to %6—2(6*2 2fyf g 1)T. The
(4 %9¥p °X

corresponding AREs can be found in Table 6, where we notice that there is some gain in
efficiency for yy but no gain in efficiency for yz. We can see that the largest gain in efficiency
is when y, 6 and oy are small.

e Approach 2.2: Both of the estimated coefficient f and the standard deviation oz are known
from model (5)
In this situation, knowing the true o5 gives us more information which is incorporated through

an additional constraint. In addition to the constraint 6 = 60* = ﬂ;# used in approach 2.1,
B
2 _ 2 %
we add another constraint Var(Y|X) = a = yBa + a , that is, o, = Ga , Where a;‘ 5
]

Then the log-likelihood (A.2) is maximized with respect to (y, o-f at fixed ag = 6;2, 0 = 6%).
Note that unlike in approach 2.1, af and y are not independent anymore. Thus, we need to

consider a}% in the information matrix, and take the inverse of a 3 X 3 matrix to get the correct
asymptotic variance.
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1 | .
(02+7§’7*2>Q < + §n >§26' 0
9%l 1 1 1 1 ) 2, 1 1
I=— Eg, (24 )= Ly ae (L 24 02y 4+ L :
XB<a¢¢T> ! <62+»§ﬁ2 R

1 1 1
0 5+
,1*2}/133 2 ot }’g’l“‘

By taking the inverse of I, we can get the asymptotic variance of §:

Let ¢ = (y,0%)7,

-

N _ 162 © +V4’l*4 _ 1 712,;‘72 o +(w*2—c2)?
Var(yp) = -5 7 @ nor—o e
A 1 o2 * _
y Var(7y) ;%m [(71 207N+ 02 (o + yan*) — (6 — yan D)oty Q!
20-1 2 14 -1zt
= (1207 +07)Var(y) — Lot T

Thus, we find that the ARE of Var(y) from the constrained MLE compared to the standard
MLE is identical to the synthetic data method (approach 1). This demonstrates the asymptotic
equivalence of the synthetic data approach with large m, to the constrained ML approach that
uses knowledge of all the parameters in the Y|X distribution.

A.3. Appendix A3
Approach 3: Constrained Semi-parametric MLE

This approach assumes that § is known, but does not assume that o is known. For this method
calculation of the asymptotic variance of § requires calculation of the three matrices I, C and L.
After some algebra for the situation that Y|X, B and B|X are both normal it can be shown that

= 2(1 0T L = Thus

2 #2 '773 -1 _px
cOv<f>=a+CL—lcr>—l=1“—2 )
nn —0* 1

which is identical to the covariance matrix in approach 2.1.
Derivation of asymptotic variances for the special case 2, Y, X and B binary

B.1. Standard MLE
We will use the following notation: S =S,(X,B) =y, +rxX +vgB + rxpXB, M = My(X) =
ﬂo + ﬂ1X and K= KH(X) 00 + H X

The ML estimators are the solution of maximizing H 1 fY|X;, B;,y), that is, max,

{ ZLiyis; —tog(1 + exp(s .
In the tri-binary case, since X = X2, and B = Bz, the Fisher information is
1 X B XB
X X XB XB

B XB B XB
XB XB XB XB

I = Eyyl(X, B) = Eyy | expit(S)(1 — expit(S))
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TaBLE A.1: Formulas for y in terms of P(B|XY) and P(XY).

(X, B) combination Transformation of model (8)

_ P(B=0|XY=01)P(XY=01)
0,0 1o = log P(B=0|XY=00)P(XY=00)
P(B=0|XY=11)P(XY=11)
P(B=0|XY=10)P(XY=10)
P(B=1|XY=01)P(XY=01)
P(B=1|XY=00)P(XY=00)
P(B=1|XY=11)P(XY=11)
P(B=1|XY=10)P(XY=10)

(1,0 Yo +rx =log
©, 1 Yo +vg =log

(LD Yo+ rx+ vty =log

There are a total of four possible combinations of binary (X, B). Thus, the expectation terms of
the matrix /(X, B) can be obtained through % ¥ abel0,1} I(a,b)P(X = a,B = b). The asymptotic
variance of ¥ is given by:

NN 1 1
Var(jp) = n <P(BXY:O()]) + P(BXY=000) >

Ay 1 1
Var(yy) = n Za,be{ﬂ,l} P(BXY=0ab)’

1 1 1
Var(7g) = ; <P(B:1|XY=01)P(BXY=001) t PB=TXT=00P(BXT=000) >

N | 1
Var(7xp) = n Za,be{O,U P(B=1|XY=ab)P(BXY=0ab)’

L

where P(BXY = Oab) is the probability of the (B =0, X = a, Y = b) combination, and P(B =
1|XY = ab) is the probability of B=1givenX =aand Y = b, a,b € {0,1}.

B.2. Approach 1: Synthetic Data Method

Motivated by the ML estimation in the missing data problem (Little, 1992), we re-formulate our
target likelihood as follows:

n m+n n m+n
[Trv.x.8y T ax.vo = [T vorsixvy T 1. v,
i=1 i=n+1 i=1 i=n+1

(B.1)

m+n

= Hf(Bilxi’ Y) Hf(Xi’ Y,
i=1 i=1

where f(B;|X;,Y;) and f(X,,Y;) are independent from each other. The goal is to maximize
likelihood (B.1) over y.

Let PXY =ab)=Pr(X;=a,Y;=b), a,b € (0,1}, i=1,...,m+n. With the constraint
Y seion) PXY =ab) =1, there are a total of three unknown variables in []'\"f(X;, Y)),
that is, P(XY=ab), a,b € {0, 1}. Similarly, denote P(B=1|XY=ab) = Pr(B; = 1|X; = a,Y; = b),
i=1,...,n. Since there are four different combinations of a and b, there are four unknown
parameters (i.e., P(B = 1|XY = ab)) in []'_, fiB;|X;, ¥;), which are independent from each other.

By plugging the four possible combinations of X and B into model (8) in the main text, we

can easily derive the expressions for y as presented in Table A.1.
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Let mn(a, b) denote the number of observations with (X =a,Y = b) in the sample size
of m+n. Since mn(a,b) ~ Multinomial(m + n, P(XY = ab)), we can easily obtain the ML
estimation of P(XY), and corresponding estimated covariance as follows:

P(XY = ab) = muab)

m+n

Var(P(XY = ab)) = P(XY = ab)(1 — P(XY = ab))
Cov(P(XY = ab), P(XY = d'b)) = —P(XY = ab)P(XY = d'b’)

Denote n(a,b) as the number of observations with (X =a,Y = b) in the sample of size n,
and n(B = 1|XY = ab) as the count of B = 1 given (X = a, ¥ = b). Since n(B = 1|XY =
ab) ~ Binomial(n(a, b), P(B = 1|XY = ab)), the ML estimation of P(B|X,Y) and its estimated
covariance can be expressed as:

T _ _ n(B=1|XY=ab)
P(B = 11XY = ab) = "= ==

Var(P(B = 1|XY = ab)) = f’<B=1|XY=Z?§f=OIXY=ab)

Cov(P(B=1|XY =ab),PB=1|XY=d'b'))=0

Therefore, the ML estimation of y can be expressed as:

P(B=0|XY=01) P(XY=01) )

.
7o = log ( P(B=0|XY=00) P(XY=00)

o P(B=0|XY=11)P(B=0|XY=00) P(XY=11)P(XY=00)
7y = log(52=1 ' )

P(B=0|XY=10)P(B=0|XY=01) P(XY=10)P(XY=01)

P(B=1|XY=01) P(B=0|XY=00) )

7p = log ( P(B=0|XY=01 P(B=1|XY=00)

5o =1 P(B=1|XY=11)P(B=1|XY=00) P(B=0|XY=10)P(B=0|XY=01)
Pxp = log( P(B=1|XY=10)P(B=1|XY=01) P(B=0|XY=00)P(B=0|XY=11) )

“

By the delta method, and replacing estimated proportions by the corresponding probabilities we

obtain the asymptotic variances

( oy _ 1 P(B=1|XY=ab) | 1 _ 1

Var(7o) = - Xane(0..0.0) “paxrzoan T min D@HE(0.1.00) FRr=aD)
oy _ 1 P(B=1|XY=ab) | 1 _ 1

Var(yy) = n 2a,be{O,l} P(BXY=0ab) + m+n Za,bG{OJ} P(XY=ab)

N | 1 ’
Var(7g) = n z(a,b)e{(O,l),(O,O)} P(B=1|XY=ab)P(BXY=0ab)

Loy 1 1
Var(7xp) = n Easbe{O,l} P(B=1|XY=ab)P(BXY=0ab)

where P(BXY = Oab) = P(B = 0|XY = ab)P(XY = ab).
Therefore, we find that the ARE of Var(¥) by adding m synthetic data observations compared
to the original dataset of size n is

Zabel©,100) |/PXY=ab)
Y wsrel0.h00) |/PBXY=0ab)

Yabefo,) 1/PXY=ab)
Yabeo1) 1/P(BXY=0ab) . (B.2)

ARE(Var(?)=1-(1 - 4)

0
0
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B.3. Approach 2: Constrained MLE

The summary-level information from model (9) is available in the form of coefficient estimates f.

The constrained ML estimator is the solution of maximizing [T, f(Y;|X;, B;, y)f (B;|X;, 6) subject

to the constraint that Pr(Y = 1|X =x, ) = ¥, Pr(Y = 1|X = x,B = b, y)Pr(B = b|X = x,0).
The log-likelihood can be rewritten as

n

m;?x{ ;[Yisi “log{1 +exp(S)} + B.K, — log{1 + exp(K,)}] }

From the constraints we can write @ as a function of y in the following way

expit(yo+rp)—expit(yp)

0(y) = logit{

. expit(f-+6;)—expit(yg+7y) 3 '
Hv) _loglt{exvit(yo+7x+73+7x3)—e><pit(yo+rx)} O0(v)

Then K becomes K, (X) = 6y(y) + 6,(y)X. Denote

_ 0
O py; =a_yj90(7)

— 9 '
p,; =a_7j‘91()’)

where j =0, 1,2,3. The asymptotic variance of  can be derived through the 4 X 4 matrix
M ExplEyxp(utyue, )]} !, where

0, = %log{f(Y,BIX, 7,00}

(055 + 0, X)(B — expit(K)) + Y — expit($)

(04, + 05, X)(B — expit(K))) + (¥ — expit($)X
(64,, + 05, X)(B — expit(K))) + (Y — expit(S))B
(04, + 05, X)(B — expit(K))) + (Y — expit(5))XB

Since all Y, X, and B are binary variables, there are a total of eight possible combinations of
(Y, X, B). Thus, the expectation term in the matrix E(uyu;) can be obtained through

1 T _ _ _
- Z uyuyP(Y— a,X=b,B=c).
a,b,ce{0,1}

A variation on the above approach is when the external summary information comes
in the form of the predicted probability for any X, that is, we are simply provided with

I_J(Xi) = ﬁr(Yi = 1|X;). In these cases, it is easy to construct an estimation method that uses
this as a constraint. Also in the special case being considered here where Y and X are binary,

it is easy to see that knowing ﬁ(O) and ﬁ(l) is equivalent to knowing f, = logit(l_’(O)) and
p, = logit(P(1)) — logit(P(0)), so this also fits into the above framework to obtain the asymptotic
variance of §.
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B.4. Approach 3: Constrained Semi-parametric MLE

By implementing the specific distribution into the given formulas for I, C and L, we find that
I is the same as the information matrix in approach 1, that the 4 X 2 matrix C is the first two
columns of matrix I, and that

L = Eyp [ (1 — expit(M))expit(S) — expit(M)(1 — expit(S)) < )1( ;((2 ) ],
where S = S,(X,B) = vy + yxX + vpB + rxpXB and M = My(X) = B, + B, X. The calculation of
L is simple under the situation where X and B are both binary. Then I, C and L can be combined
to give the variance of 7.
Although we have not written out the formulas for the ARE of Var(§) for approaches 2 and
3, we find that their values are numerically identical to those in equation B.2 with 4 = 0.
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