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Introduction 
 

A researcher’s career is founded on their ability to contribute to their selected field of 

academia. The academic community including other scholars in the field, research institutes, and 

universities is the landscape where a researcher must build their career. Society, though not 

always conscious of the progress, seeks a more complete understanding of the universe. It is up 

to the academic community to provide this. When a scholar completes their academic training, 

they begin to work on advancing their own field by looking to answer novel questions. As they 

build a repertoire of skills and knowledge by conducting research, their academic reputation also 

grows. Scholars that are well-recognized are rewarded with larger incomes, notoriety, grants, and 

tenured positions at research institutions. The challenge is to quantify such a reputation into 

comparable metrics such that scholars may be compared. 

For the purpose of this study, I present here the concept of academic capital: the total 

measure of a researcher’s academic reputation and abilities. Research institutions, when trying to 

hire new faculty members, unknowingly consider the academic capital of a researcher. They 

consider their status and capabilities in terms of academic papers, citations, conference 

presentations and other contributions to the academic field.  Typically, these measurements of 

contribution are an attempt to measure academic capital. Citation analysis and counting have 

risen from the need to effectively measure researchers’ academic capital. The study of academic 

capital and the lifecycle of academic work also ties into understanding individual career choices 

and decision making.   

Throughout their careers, researchers make a series of choices about where and how to 

invest their time. Each decision influences their academic capital either immediately or by 

altering the path they must follow to reach “success.” As decisions are made and time passes, a 
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researcher’s once novel skills and techniques may become obsolete and inefficient. As a result, 

scholars interested in maximizing the return on their investments in knowledge and skills will be 

influenced by the rate at which that knowledge depreciates and the dependent variables. 

The rate at which academic capital depreciates is not uniform or static. Among other 

factors specific to academic fields, innovations in tangential fields, information flow, and the 

onset of new technology could all alter the depreciation of a specific skillset and knowledge 

base. Some of these factors have recently developed in the academic landscape. Factors, such as 

new technology, will change certain fields of study much greater than others. The differences 

between field depreciation rates and the individual’s focus on increased return on academic 

investment influences the direction of scientific progress. Natural incentives for academic 

investment, such as knowledge durability [McDowell 1982], are more apparent for certain fields 

of study. Researchers are rewarded for focusing academic efforts there.  

 This analysis seeks to understand the landscape of research that has been conducted on 

academic capital, depreciation, and productivity. First, I introduce a model which describes 

publication output and academic knowledge accumulation. I then describe two types of 

depreciation; publication depreciation and knowledge depreciation. Each depreciation type is 

characterized by specific variables. I review the concepts for these depreciation types and 

propose functions that describe their behavior. The models are used to further expand and 

differentiate research which has been conducted by other scientists.  

Furthermore, I explore research which has been conducted on the onset of the technology 

age. Information accessibility and other types of technological innovation have altered the way 

which scientists work. These innovations are included in the two models for depreciation rates. 
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Finally, I present some recommendations on how to conduct an analysis of the innovation 

depreciation diversity across fields. 

Model 
 
 Throughout the study, I will use the following terms frequently. Academic capital is 

defined as the stock of knowledge and skills used in the production of scholarship. Knowledge 

depreciation is the rate at which researchers’ knowledge loses value once the knowledge has 

been accumulated. Publication depreciation is the rate at which researchers’ publications lose 

value or relevance after publication has been accumulated. 

For purposes of this analysis, publications will be treated as the principal academic 

output. In the following, publication output at time, t, is dependent on the time a scholar invests 

in research and their instantaneous academic knowledge. This can be represented by: 

 

𝑃𝑃𝑡𝑡 = 𝑓𝑓( 𝑡𝑡𝑟𝑟 ,𝐾𝐾𝑡𝑡) 

where, 

𝑡𝑡𝑟𝑟 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 

𝐾𝐾𝑡𝑡 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑡𝑡 

 

Conceptually, publication output of a researcher increases as time and effort are invested 

in research activities: more academic knowledge and more effort spent on research activities 

yield a larger quantity of publications in the time period. Effort of the researcher is assumed to be 

optimized during each time period.1 

                                                 
1  The effort that a researcher chooses to exert on research activities is both difficult to measure and endogenous. 
Although both effort and time spent on research activities are endogenous, research time is more easily quantifiable 
than effort. Accordingly, and consistent with prior research examining the incentives of academic researchers (see 
below), I will focus on time allocated to research. 
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Academic knowledge consists of the methods, skills, and facts needed to conduct 

research in a scholar’s field of choice and itself requires effort to continue to create and maintain. 

As an example, an engineer must have a certain knowledge set containing math skills, 

application methods, and the ability to use current research technology to effectively study their 

field.  An individual’s current stock of knowledge consists of their prior accumulated knowledge, 

less any “depreciation,” plus any newly acquired knowledge. This can be portrayed as 

 

𝐾𝐾𝑡𝑡 = (1 − 𝛿𝛿𝑘𝑘)𝐾𝐾𝑡𝑡−1 +  𝑎𝑎𝑘𝑘 

 

where, 

𝐾𝐾𝑡𝑡 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡. 

𝑎𝑎𝑘𝑘 =  𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑒𝑒 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏. 

𝛿𝛿𝑘𝑘 =  𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏. 

 

From this model, there are two major observations to be made. The first is that the more 

effectively a researcher can acquire knowledge, the greater the total sum of academic knowledge. 

Similarly, the stock of academic knowledge will be greater the lower the rate of depreciation of 

academic knowledge. If a field of study has a greater depreciation rates, the resulting total stock 

of knowledge at time, t, will be diminished. Effective knowledge production counteracts or 

offsets the negative effect of depreciation. 

The accumulation of knowledge is the intentional work done by a scholar to increase the 

breadth or depth of the knowledge set. An engineer who does not know how to run a simulation 

on a supercomputing system but learns to do so is accumulating knowledge. The individual 
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ability of that engineer to acquire the necessary knowledge to run said simulation is a unique 

knowledge addition function, 𝑎𝑎𝑘𝑘.  

The knowledge addition function is dependent on two major variables, namely, time 

spent on research activities (or knowledge accumulation), 𝑡𝑡𝑟𝑟 , and the current knowledge, 𝐾𝐾𝑡𝑡.  

 

𝑎𝑎𝑘𝑘 =  𝑔𝑔(𝑡𝑡𝑟𝑟 ,𝐾𝐾𝑡𝑡) 

 

 The accumulation of new knowledge increases with the amount of time a researcher 

chooses to invest in research activity. The greater the investment, the greater the contribution to 

the stock of knowledge. An engineer that elects to take an additional course invests the time in 

class, studying, and completing coursework and in return gains knowledge in the course topic. 

The ability to contribute to academia also depends on their current knowledge:  the larger the 

current stock of knowledge a scholar has at their disposal, the greater quantity of academic 

contribution (or perhaps more efficient the contribution rate). 

Continuing with our engineer example, when gaps are present in an engineer’s 

knowledge, they will have to interrupt their academic work to fill these gaps before proceeding. 

An engineer who does not fully understand the fundamentals of fluid dynamics, while perhaps 

also not the best engineer, will be inefficient at contributing to academia due to continuous 

pauses. Meanwhile, an engineer with a robust understanding of fluid dynamic fundamentals and 

has invested time in expanding their knowledge base will more efficiently contribute.  

Knowledge also depreciates over time.  Depreciation of knowledge occurs due to factors 

like human nature, skill atrophy, new research, and method progress. As a researcher’s career 

advances, previous knowledge may be forgotten from lack of application. An engineer focusing 
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their time on fluid dynamics research may not be able to remember details about materials 

engineering. Similarly, application of skills will deteriorate. The ability to simulate a fluid 

dynamics problem, if left without practice, may be partially or completely forgotten. Other 

researchers will continue to conduct research to further their careers. This other novel research 

could make another scholar’s previous work obsolete. Finally, research methods and theoretical 

methods progress as scholars work to innovate. These new methods can make older methods 

obsolete. Fortran 70, as an example, was once a reputable programming language that is now 

obsolete.  

The rate of depreciation depends on two variables: time spent on research activities, 𝑡𝑡𝑟𝑟, 

and the rate of change of technology over the period, 𝑇̇𝑇.  𝑇̇𝑇 can be interpreted as the innovation 

over the time period. Research time investment negatively correlates with depreciation. Time 

invested in knowledge accumulation or by refreshing older material will reduce the depreciation 

rate. Another way to frame this concept is that time spent on activities that are not research (i.e. 

administrative duties) will increase depreciation rate of knowledge.  

 

𝛿𝛿𝑘𝑘 = ℎ(𝑡𝑡𝑟𝑟 , 𝑇̇𝑇) 

 

Finally, the value of a researcher’s past research output also declines over time. Research 

output, at time, t, is defined as the set of all contributions that a scholar makes to their chosen 

academic field. This includes, among other things, publications, conference presentations, and 

books. The production of publications is, as previously discussed, linked to a researcher’s stock 

of knowledge. The value of these publications is frequently measured by how often a publication 

is cited (citation counting) or other forms of citation metrics. The value of past research output 
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depreciates as well and at a different rate than academic knowledge. In isolation, a single 

publication has a lifecycle in which it increases in value, then decreases in value. The decrease 

can be caused by novel research, new methodologies, or new data. Novel research which results 

in publications will take the place of older and obsolete publications. Similarly, new information 

or new methods will also make older publications obsolete.  We can represent this value of 

cumulative publications as  

 

𝑉𝑉𝑡𝑡 = �1 − 𝛿𝛿𝑝𝑝�𝑉𝑉𝑡𝑡−1 + 𝑣𝑣(𝑃𝑃𝑡𝑡) 

where,  

𝑉𝑉𝑡𝑡 = 𝑡𝑡ℎ𝑒𝑒 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝑎𝑎 𝑠𝑠𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟′𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡. 

𝑣𝑣𝑡𝑡 = 𝑡𝑡ℎ𝑒𝑒 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑡𝑡. 

𝛿𝛿𝑝𝑝 = 𝑡𝑡ℎ𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎 𝑤𝑤ℎ𝑖𝑖𝑖𝑖ℎ 𝑡𝑡ℎ𝑒𝑒 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. 

 

Similar to the knowledge expression above, the value of a researcher’s current stock of 

publications increases when there is an increase in the production of new academic work and 

decreases the greater the rate of depreciation of previous work. This depreciation rate differs 

from than that the depreciation rate for knowledge:  𝛿𝛿𝑝𝑝  is the rate at which the value or 

relevance of research declines.  An engineer that produces only publications which alter the 

fundamentals of fluid dynamics will have a low depreciation of the value of their publications as 

much future research will be founded off of these new fundamentals. However, an engineer that 

produces only research in a trendier topic, say drones, could have a higher depreciation of the 

value of the publications. The knowledge that both engineers have accumulated to produce these 

publications will depreciate at different rates than the academic publications.  
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This rate depends on developments in the academic field, 𝑒𝑒, and the rate of change of 

technology, 𝑇̇𝑇, and is largely independent of an individual scholar’s actions.  

 

𝛿𝛿𝑝𝑝 =  𝑗𝑗(𝑒𝑒, 𝑇̇𝑇) 

 

The rate of publication depreciation will vary across fields, e, but will tend to be higher as 

the rate of change of technology increases.2 

In sum, the model above identifies two types of depreciation. In the following discussion 

of the literature, I investigate and summarize studies that have uncovered information about each 

type of depreciation. A few studies have bridged the gap between these depreciation rates, and 

some have only sought to understand one or the other.  

 
 
Literature Review 
 
 It is pertinent to understand the landscape of academic careers and publication behaviors. 

Above, I proposed a model that describes publication output and knowledge accumulation. 

Knowledge accumulation, while more difficult to quantify, has a longer research history. A 

majority of these studies seek to understand the reduction in potential during breaks in 

continuous research investment. It is thus natural to begin the literature review there.  

 

  

                                                 
2 A positive technology effect could result in a decrease in the depreciation function depending on the nature 
of the innovation. We assume here that an increased change of technology will increase the depreciation of 
the value of current publications. 
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Research Lifecycle and Knowledge Depreciation 

McDowell [1982] conducted a study analyzing the depreciation of knowledge and 

publication profiles over the course of an academic’s career. In fact, McDowell’s study touches 

both the academic depreciation and publication depreciation concepts discussed above. Much 

like the functions introduced in my model, McDowell’s study introduces two similar equations.3 

He defines these two functions as: 

𝐿𝐿𝑡𝑡 =  𝛽𝛽0(𝑠𝑠𝑡𝑡)𝛽𝛽 

where, 

𝐿𝐿𝑡𝑡 = 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡 ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

𝑠𝑠𝑡𝑡 = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

𝛽𝛽0 = 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙′𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

0 < 𝛽𝛽 < 1 

and 

𝐾𝐾𝑡̇𝑡 =  𝐿𝐿𝑡𝑡 −  𝛿𝛿𝐾𝐾𝑡𝑡 

where, 

 𝐾𝐾𝑡̇𝑡 = 𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 

𝐾𝐾𝑡𝑡 = ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 

𝛿𝛿 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎 𝑤𝑤ℎ𝑖𝑖𝑖𝑖ℎ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 

McDowell’s 𝛿𝛿 is the same as my 𝛿𝛿𝑘𝑘: the depreciation rate of knowledge. These definitions are 

very similar to those introduced in this study for total stock of knowledge and academic addition 

function.  

                                                 
3 McDowell introduces a series of additional equations which characterize investment and production 
optimization during the research life of an academic. The details of these equations are outside of the scope of 
this study, but are tangentially reference in the summary of McDowell’s work. 
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McDowell also introduces a concept called the durability of knowledge. McDowell 

defines this durability as the capacity for knowledge to continue to be relevant. The more durable 

knowledge is, the less quickly this knowledge will depreciate. The study connects the measure of 

knowledge a researcher has to their output (or, in this analysis’ terminology, publications). After 

accumulating knowledge in an academic’s early years, McDowell supposes, observed output will 

only continue to increase as accumulated knowledge is applied and used to produce academic 

pieces.  

First, McDowell investigates the durability of knowledge. By referencing Solla Price 

[1965]’s work on citation decay and correlating these studies to literature decay rate, he reports 

an average annual decay rate of knowledge across several fields of study. This literature decay 

rate is a similar measure to the publication depreciation rate, 𝛿𝛿𝑃𝑃, introduced in the model. He 

shows that physical and chemical sciences have the highest average annual decay rate. To 

combine these two depreciation rates, McDowell ties them to the discounted value of 

accumulated knowledge and subsequent cost of a year of interrupted service in an academic 

career. He concludes that researchers within fields with high literature decay rates (i.e. physical 

sciences) have larger reductions in returns by an interruption in career whereas those with low 

literature decay rates have a lower reduction in return. In the terminology of this study, fields 

with high levels of knowledge depreciation have the most to lose by a career interruption. 

Conceptually, the skillset of a researcher in a high depreciation rate field will have a faster lapse 

in relevance. 

Secondly, McDowell studies the career publication profiles of these fields. His study of 

career publication profiles investigates the relative academic contribution over a researcher’s 

lifetime. McDowell takes two samples of researchers and uses abstract publication to trace their 
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careers between the ages of 20 and 60. His three-year moving average annualizes the output by 

age and depicts a frequency of these outputs. This effort shows that academic researchers who 

are in fields with less durable knowledge, such as physics, show a cyclical publication profile 

which indicates that they are constantly investing in knowledge that is pertinent to current topics 

of research. Meanwhile, humanities fields of research spend more time building durable 

knowledge bases, which leads to a larger and later peak later in their career. More generally, 

McDowell sees that fields that have a higher durability of knowledge delay output of academic 

contributions to later in life while those who have less durable knowledge focus more greatly on 

immediate output. 

Finally, McDowell studies child-bearing and how it alters the academic careers of female 

scholars. Using the discounted value of knowledge and interruptions to academic careers, the 

study draws several conclusions regarding the ratio of women in academic pursuits and the 

opportunity costs of pursuing and developing a family. All of these conclusions tie to the 

depreciation of knowledge. McDowell was able to provide evidence that increased knowledge 

depreciation rates alter the career choices scientists make throughout their academic lifetime. 

 While McDowell sought to understand the opportunity cost of taking one year off from 

an academic career, there is also the question of academic motivation. McDowell’s study 

quantified the cost of choosing activities that are not strictly related to one’s career but did not 

seek to understand if all researchers are motivated strictly by income. Levin and Stephan[1991]’s 

study, discussed below, looks to test models of motivation for research career choices. 

Levin and Stephan study the research productivity over the life cycle of a researcher 

across several disciplines. They review two frameworks for academic engagement decision 

making. One is investment-based and the other is “consumption-based.” Investment-based 
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theories suggest that scientists engage in activities based on future realized returns whereas the 

consumption-based theory suggests the motivation is seeking to solve the puzzle itself. Levin and 

Stephan continue on to show via analysis that only investment motivation drives research 

engagements.  

As they explore the productivity of researchers as they age, Levin and Stephan note that a 

model of only investment-based motivation for research results in depreciating returns to 

investment as the time horizon decreases. Levin and Stephan use a regression model which 

accounts for several variables and corrects for a multitude of “individual fixed effects” such as 

the independent aptitude of a researcher.  

After studying several fields of study in both Physics and Earth Science, Levin and 

Stephan conclude that productivity of researchers does display depreciation as the researcher 

ages. While this is not directly tied to knowledge depreciation, this phenomenon is reflected in 

the knowledge addition function discussed in this analysis. As researchers age, their willingness 

to invest in academic production decreases in 5 of the 6 fields that Levin and Stephan studied. 

This productivity decrease, Levin and Stephan elaborate, supports the investment-based theory 

of research motivation.   

Their study also shows that education quality does not have a statistically significant 

reduction over time, that is, researchers that are educated more recently do not necessarily have 

an advantage over older researchers. Levin and Stephan elaborate on a few explanations of why 

this may be the case, including scientific revolution or an increase in total doctorate students. 

Additionally, the study hypothesizes that this productivity is decreased by the movement away 

from academic sectors seen in the 1980s. These factors relate to the model I presented above in 
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that each factor that Levin and Stephan discuss could be altering the outcome of the depreciation 

rate.  

 

Publication Production and Depreciation 

 The secondary type of depreciation introduced in the model is publication depreciation. 

Research which has been done to understand academic production and publication depreciation 

is founded heavily on citation metrics and seeks to better understand how academic institutions 

assess the merit of scholars. Citation counting was first conceptualized in 1965 by De Solla Price 

in his study “Networks of Scientific Papers.” In his study, he discusses the dynamic nature of 

citations and cited papers and the network that is built between all academic publications. 

Similarly, in 1965, Garfield et al. used citation index practices to study the publication output of 

Nobel Prize winners. The extensive early work done in the citation metrics field has allowed for 

more current studies to be conducted on the depreciation of citation rates and analyze the 

consistency of citation practices across academic disciplines. 

 Recent research analyzing the lifecycle of academic publication production 

acknowledges that understanding the differences in citation counting across disciplines is critical 

for successful evaluation of researchers. With the onset of technology and the increase of 

accessibility to understanding citation indices, several new patterns in citation practices have 

come to light. Much like Levin and Stephan’s education quality phenomenon, citation practice 

changes will alter the results of a study in publication depreciation rate. Aside from the 

differences between fields, citations are occurring more frequently and the number of cited 

authors is increasing (Bastian [2015]). Just like in education, the number of citations is simply 

increasing due to the natural increase in the number of scholars. Additionally, modern citation 
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practices in some disciplines include citing every contributor to an academic paper, regardless of 

their level of involvement. These differences in practices are pertinent for the present analysis. 

The ability to quantify publication depreciation is founded on homogeneous citation metrics if 

the intent is to make comparisons across sections of academic research. Several researchers have 

spent significant time seeking to understand publication depreciation and the differences between 

disciplines. 

Anauati, Galiani, and Galvez [2016] completed a study which developed a method for 

quantifying the life cycle of scholarly articles specifically in economics. In their studies, Anauati 

et al. critiques the practices of using citation counts and analysis as a means of quantifying 

contribution of scholarly research as these practices have not been standardized across all fields 

of research, even within the economic field. The study argues that it may be that each field of 

study should have separate methods of quantifying performance and perhaps even separation 

within a field of study. Anauati et al. dives into the heterogeneity of the many facets of economic 

research publications.   

By categorizing nearly 10,000 articles into one (and only one) of four fields, Anauati et 

al. applied natural language processing and web crawling to determine the citation distribution, 

on average, for each of the four fields of economic research. These are shown in Fig. 1. 
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Figure 1 shows the cumulative citations for the average article by 5-year groupings (of 

publication date).  According to Anauati et al., these figures reveal several phenomenona that 

alter our understanding of changing academic obsolescence. They note that, as time goes on, the 

volume of citations increases significantly. This is likely due to several factors: an increase of all 

peer-reviewed papers in the 20th century, an average increase of the number of citations in an 

academic piece, and the algorithms which power Google Scholar. Anauati et al. also notes that, 

as time has passed, differences in citation patterns have appeared across the various fields of 

economics. 

Finally, Anauati et al. dives into the lifecycle question of academic work which is most 

relevant for the present analysis. There are two difficulties that affect this analysis that Anauati et 

al. introduces. These are the skewness of citations and citation inflation, as summarized above. 

Figure 1: Cumulative Citations for Average Article [Anauati 2016] 
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By using an ordinary least squares analysis, they were able to control for the effects of these 

challenges and plotted the effective lifecycle for each field of economics. This method shows 

that academic publications do indeed have a lifecycle. Figure 2 displays the results of this 

regression analysis. 

 

Figure 2: Regression Analysis Results [Anauati 2016] 

 
Anauati et al.’s work shows that papers in economics typically reach their peak citations 

between 3 and 5 years after publication and after approximately 10 years receive negligible 

citations. These values can be used to approximate this analysis’ publication depreciation rate for 

economic fields. Anauati et al. finish their study by concluding that it is apparent through their 

work that there is significant difference between sub-fields of topics of study. This indicates that 

citation counts, due to a lack of standardization, may not be the best metric to indicate research 
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productivity. Overall, this study supports the idea that there are differences by field and within 

fields in research behaviors and citation practices. The study also gives an estimate for 

publication depreciation within economic fields of study. Finally, Anauati et al.’s work gives 

insight into how evidence can be collected to draw conclusions regarding how innovation and the 

information age alter publication depreciation across many academic disciplines. In fact, Galiani 

and Galvez [2017] does some of this analysis for us. 

Galiani and Galvez[2017] use the same approach to analyze citation behavior across 

many fields of study. The study seeks to better understand how to effectively compare 

researchers across disciplines. Galiani and Galvez’s study takes citations from 12 different fields 

and uses quantile regression to identify the lifecycle behavior. In their results, Galiani and 

Galveznote that citation inflation and skewness are present. This is shown by quantifying total 

number of citations by field, which vary widely, along with the percent share of total citations 

received at 2 and 5 years for each discipline. These two simple metrics begin to paint the picture 

for differences in citation behavior. This is especially relevant here as we dive into comparisons 

between industries over time.  

Finally, Galiani and Galvez show the results of a quantile regression model on the data 

set. This is seen in Figure 3.  
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Figure 3: Estimated life cycles of citations of research articles [Galiani 2017] 

 

Generally, they find evidence that all academic disciplines show evidence of a 

publication lifecycle. These lifecycles also vary by field, but generally display trends of 

increasing citations for a period after the publication is produced, a peak of citations, and then a 

diminishing citation count period. Social sciences exhibit longer cycle times while STEM 

subjects exhibit shorter cycle times.  
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 The results of these two studies, which seek to quantify or model the production 

depreciation of specific academic pieces, inherently plays into the decision-making of academic 

researchers as they choose whether or not to enter certain fields of research. An academic 

discipline which has a greater depreciation rate will deter scholars because this increases total 

investment required to achieve the same level of “success.”. Thus, the citation patterns and 

publication depreciation of each field are key criterion for the choices researchers make in 

academic investment and how they output academic work.   

 

The Information Age 

As the information age has progressed, it is natural to question whether the flow of data 

or other innovations has altered academic capital, research productivity, or the lifecycle of an 

academic publications. There are several different ways in which technological advances can 

alter academic contribution. Technology can progress by improving accessibility, increasing 

communication methods, development of new methods or tools, and the creation of new physical 

technology.  

Improved accessibility could increase publication depreciation rate. As data becomes 

more accessible, novel research will be easier to perform, thereby making previous research 

quickly obsolete. An engineer who can Google scholarly articles about fluid dynamics will be 

faster to produce novel research than the engineer who must manually scrub through the journals 

at the library.  

Easing the flow of communication will alter depreciation rate, but it’s unclear if this is 

negatively or positively correlated. Some studies have already sought to understand this. It could 

be that an increase in communication decreases the depreciation rate because scholars will hear 
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about novel research sooner and be able to begin conducting even more novel research faster. 

However, communication increases may also make researchers less efficient, thereby increasing 

the depreciation rate, due to an increase in distractions. Our hypothetical engineer who spends 

their entire day chatting friends or scholars on Facebook will likely not produce novel research 

anytime soon. They may, however, find out more quickly about novel research and come up with 

interesting proposals more quickly. 

New methods and tools are the most straightforward innovation that changes depreciation 

rates. As methodologies are improved and augment scholarly research, scholars become more 

efficient at making old research obsolete. These new methods and techniques allow researchers 

to accomplish tasks such as process large quantities of data and use natural language processing 

to count through thousands of publications. The fluid dynamics engineer who learns to use large 

data processing to handle his experimental values will produce research more efficiently than the 

engineer who must hand calculate each equation. 

Finally, physical innovation has enabled significant advances in research. The invention 

of the GPU, as an example, as allowed for geophysicists to better understand weather patterns 

and movements. Large-scale dynamic modeling and processing is finally available where this 

may not have been the case before. The advent of a large physical innovation, such as a 

computer, will increase depreciation rate as the research cycle will correspondingly increase. Our 

final engineering example: the engineer with the ability to accelerate their fluid dynamics 

simulation onto the GPU will be much faster at running simulations than the engineer who is still 

struggling through Fortran punch cards. 
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The following studies have all sought to better understand some aspect of these 

technological advances, but little has yet been done to correlate publication or academic 

depreciation rate with innovation. 

 Kaminer and Braunstein [1998] used bibliometric analysis to understand how the usage 

of various network applications have altered productivity of researchers. By evaluating process 

logs and conducting surveys, Kaminer and Braunstein were able to use principal component 

analysis and regression to estimate models for how much internet usage had altered productivity. 

Kaminer and Braunstein found that internet use, in general, positively correlates to productivity 

of a researcher, thereby increasing the rate at which a researcher can accumulate knowledge. The 

study notes that internet use can improve productivity by one half the amount of productivity 

gained by an increase in age from the time since PHD granting. Programs that are analyzed in the 

study are relatively limited and certainly the variety of innovations available has increased 

significantly since 1998. Additionally, Kaminer and Braunstein’s main focus is on increased 

communication where other factors may be greater drivers for present research productivity. 

 Heimrik and Vasileiadou [2008]’s study begins to differentiate between communication 

improvements and information accessibility in productivity. The study argues that there is much 

work to be done in understanding the internet as a research object and studying whether its use 

has altered career decisions or shifted research behavior. Heimeriks and Vasileiadou’s study is 

continued in a later study conducted by Vasileiadou and Vliegenthart[2009]. Vasileiadou and 

Vliegenthart’s work explores the actual productivity of researchers in the era of the Internet. 

Building on the work in Heimerik and Vasileiadou’s study and several others (Walsh et al. 

[2000] and David and Steinmueller [2003]), Vasileiadou and Vliegenthart use two case studies to 

investigate the link between internet usage, communication, and research productivity. Using 
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multi-variate analysis on the two case studies, the research was able to conclude which pieces of 

the information age more drastically changed productivity. Face-to-face communication showed 

an improvement in research productivity while online communication, such as emails, had an 

insignificant effect on productivity. While this topic is not directly relevant to the present 

discussion, it is important to note that improved online communication may not have significant 

effects on productivity thus our analysis can be limited in scope to information accessibility and 

the rate of innovations.  

 Waverly et al[2010] investigated how DNS (domain name system) and BitNet have 

changed research productivity. Using a Poisson quasi-maximum likelihood estimator, the study 

was able to conclude that, generally, internet usage increases both research productivity and 

communications. However, the most notable finding is that the data suggest that lower-tier 

research institutions realize a larger benefit from internet usage then higher-tier institutions. On 

average, research productivity improves ~8%  across all tiers, but the lowest-tier universities see 

an improvement of 18%. Additionally, this phenomenon also holds true for female scientists. 

Women researchers realize a larger benefit from internet usage than their male counterparts. The 

corollary is that elite-institutions see minimal (possibly negligible) benefits from information 

accessibility. 

 While these studies begin to address how internet usage alters research productivity, they 

typically focus on either a broad approach which could have difficulties due to the differences 

across fields for citation counting practices or they focus on a singular cross-section of industry 

to study. The question at hand is whether the information age has specifically altered the 

decision-making of academic researchers due to change in either the publication or the academic 

depreciation rates of different disciplines.  It is a necessary next step to study changes in 
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publication depreciation rates and the academic addition function for different fields and 

determine which, if any, have been significantly altered by technological innovation. 

 
 
 
 
Conclusions 
 
 From experimental research and the hypothesized model, we can draw three major 

conclusions. (1) Knowledge depreciation and research productivity are inherently difficult to 

quantify. The research which has been conducted focuses on the positive correlation between 

time investment in other activities and decreased productivity rates. Individual researcher effects 

are decision variables which are difficult to quantify. The absence of academic production can be 

calculated; however, the actual academic production function is hard to characterize empirically.  

 (2) Publication depreciation has been quantified by several researchers already. These 

decay rates are dependent on field-specific citation practices. Despite this, the methods by which 

Galiani and Galvez [2017] and Anauati et al. [2016] are able to calculate decay rates across 

several research fields would allow us to calculate a 𝛿𝛿𝑝𝑝 across diverse research fields. 

Comparable publication depreciation metrics would then be used to further explore how these 

rates have changed in time. The hypothesis is that some fields which have high rate of innovation 

would also have higher or increasing depreciation rates. 

 (3) Technology effects (information access, innovations, and communication flow) have 

been shown to  be positively correlated with research productivity. These studies are limited to 

understanding how technology makes researchers more able to produce academic research or 

increase stock of knowledge (i.e., how technology has changed the academic production 
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function). There are currently no studies which investigate the correlation between technology 

and depreciation of either publications or knowledge. 

 The combination of understanding the rate of innovation within a field of study and its 

publication depreciation rate would refine our current understanding of individual decision 

making and career choices. Conceptually, if technology significantly increases the depreciation 

rate for a specific field, then researchers may choose not to enter that field. The academic 

investment required to maintain a competitive skillset may become so great that scientific 

progress is directed towards research which has a less significant depreciation. As we seek to 

understand individual career choices — the further the foray into the technological age — the 

more important it will be to understand how technology changes academic capital. 

 

Proposal 

Throughout this analysis, I have presented the separation between knowledge 

depreciation and publication depreciation. These rates have been studied by several scholars 

previously, but the intersection of these rates and their dependency on innovation has yet to be 

fully understood. I propose a future study which investigates publication depreciation rates, in a 

similar method to Anauati et al’s study, across several academic disciplines in time periods of 

increased innovation. I would seek to understand how these innovations correlate with 

publication depreciation and which types of innovation more heavily alter the rate. The way in 

which technology changes depreciation rates will alter academic career choices and decision 

making. Understanding these changes will lead to a greater understanding of the future of 

scientific progress. 
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