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Figure 4.2. A sample of IF signal before and after correction. Setting reference point 𝐴 at the 
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Transmitting and receiving antennas configuration. (b) Wall and objects behind the 
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the targets’ locations). ................................................................................................ 82 
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range resolution versus distance of the point target from the transmitter. The operation 

bandwidth is 768 MHz. (b) Range and cross-range resolution with respect to the 

operation bandwidth for a point target at the distance of 2.3 m from the transmitter. 

The center frequency is at 1.584 GHz. ...................................................................... 84 

Figure 4.10. (a) Geometry of the fabricated room and objects. (b) Photo of the room and objects. 

Normalized image (in dB) using LP antennas (c) and CP antennas (d). Transmitter is 

at (𝑥, 𝑦) = (0, 0). Sampling points are on the white circle [14]. ................................ 86 

Figure 4.11. (a) Walls and target arrangement for the second measurement. (b) Photo of the walls 
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Figure 4.12. (a) Measurement setup in a real room. (b) Normalized image (in dB) using CP 
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Figure 5.1. Received time domain signal at the sampling point (𝑟, 𝜙) = (2.25 m, 90°) in Figure 

2.7(c) and detected centers and amplitudes of the copies of the transmitted signal by 

GPOF [13]. ................................................................................................................ 93 

Figure 5.2. Detection of reflecting points (square represents the transmitter, circles indicate 
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Possible loci of a reflecting point obtained by a detected delay from a sampling point 

(solid line is the actual possible loci of the reflecting point and the nearby pixels satisfy 
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m, 90°) and ((5 m + 0.65Δ𝑅), 90°), SNR = 10 dB [13]. ............................................ 97 

Figure 5.5. (a) Image (in dB) calculated using the sampling points located at 𝑥>0 in the 

measurement setup shown in Figure 4.10(a) using CP antennas. (b) Image calculated 

using the sampling points located at 𝑥<0. (c) Image formed using all the sampling 
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Figure 5.7. Specular reflections from a flat wall surface in (a) bi-static SAR and (b) monostatic 

SAR [17]. ................................................................................................................. 102 
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Figure 5.9. (a) Geometry of the simulated through-the-wall SAR imaging scenario. The wall 

located at the top is a cinder block wall. (b) Imaging using standard back-projection. 

(c) Result of applying the wall detection method (solid lines indicate actual walls and 
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Figure 5.10. Wall detection result for the measurement setup shown in Figure 4.10. Result of 

applying the wall detection method to the measured data with 18 dB polarization 

isolation between transmitter and receiver (CP antennas) (a) and no polarization 
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locations of walls and dashed lines show location of the detected walls [17]. ........ 107 

Figure 5.11. (a) Measurement setup for monostatic SAR imaging. (b) Image (in dB) obtained by 

applying back-projection (Sampling points are indicated by gray dots). (c) Result of 

applying the wall detection method to the measured data. Solid line shows real location 

of the wall and dashed line shows location of the detected wall [17]. .................... 107 
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Figure 6.4. Simulation results for two metallic spheres with centers at (0, 0.5 m, -0.9 m) and (0, -
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Abstract 

 

 

Imaging of visually obscured objects within buildings or buried under ground using low 

frequency EM waves have many military, security, civilian, and industrial applications. In imaging 

systems, range and cross-range resolution are important parameters that determine the ability of 

the system to resolve closely spaced objects. Range resolution generally depends on the signal 

bandwidth while the cross-range resolution depends on the antenna aperture size. In certain 

application such as through-the-wall imaging and detection of buried land mines and pipelines 

where the objects are closely spaced and/or located at far distance from the transmitter and 

receiver, the imaging system must have high cross-range resolution. Typically, this is achieved by 

using a large array of directive antennas with limited field of view and low mobility. 

In this research, new imaging methods based on synthetic aperture processing are presented 

to address low cross-range resolution, limited field of view, and low mobility of currently available 

imaging systems. For through-the-wall imaging applications, the large array of directive antennas 

used in current systems is replaced by a small number of omnidirectional transceivers mounted on 

moving robots. One or more receivers move and sample the scattered signal at different locations 

within the imaging area. By applying back-projection technique to the obtained samples, a large 

2-D array is synthesized for high resolution imaging. Using omnidirectional antennas, images with 

a 360° field of view are generated in a short period of time. 



 xix 

To suppress the effect of direct coupling between the transmitter and receiver and multiple 

reflections in the image, orthogonal circular polarizations are used for the transmitting and 

receiving antennas. In this research, a novel wideband circularly polarized omnidirectional antenna 

is presented for through-the-wall imaging applications. The antenna operates based on excitation 

of orthogonal field distributions similar to a circular waveguide TE21 mode. 

A bi-static FMCW radar system realizing the presented through-the-wall imaging method 

is designed and fabricated. The system is configured to account and completely compensate for 

the delays inherent to the circuits and errors in transmitter/receiver synchronization completely. 

Performance of the method is evaluated in different real-world scenarios using the fabricated radar 

system and the associated algorithms.  

Two new methods for image enhancement in through-the-wall imaging are developed. The 

first method enhances the range resolution and reduces the background noise in the image by 

detecting the locations of the reflections and forming the image only at those points. The second 

method discriminates wall surfaces from small size objects and detects the location and orientation 

of all wall surfaces within the imaging area. 

The second part of the dissertation describes a new method for subsurface imaging using 

the general idea developed for the through-the-wall imaging. The method utilizes bi-static ground 

looking transmitters and receivers mounted on moving robots to sample scattered fields at different 

locations. The samples are processed coherently to form a large 2-D synthetic array which provides 

high cross-range resolution 3-D images of the subsurface in a short period of time. This cannot be 

achieved using conventional ground penetrating radars. 

A new low profile wideband antenna is designed for the imaging of deeply buried targets 

or targets buried in soil with high losses. Performance of the designed antenna and the proposed 



 xx 

imaging method have been tested through field measurements. The imaging results show high 

resolution 3-D imaging capability of the method. 
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Chapter 1 Introduction 

 

 

1.1. Background 

Detection and localization of visually obscured targets either hidden behind walls or buried 

underground has many military, security, civilian, and industrial applications. The target may be 

an underground tunnel, a buried land mine or pipe, or human subjects inside a building. Most 

materials are a heterogenous mixture of particles densely packed and when the scale of the 

heterogeneity is comparable or larger than a wavelength, the constituent particles scatter the 

incident wave in different directions and absorb the wave. In this case, the material appears opaque 

to the incident wave. For example, the majority of manmade or natural materials are opaque in the 

visible part of the electromagnetic (EM) spectrum and as a result, the human eye, as a visible light 

sensor, cannot see through them. In contrast to visible light spectrum, EM waves with frequency 

up to 2 GHz can efficiently penetrate through construction materials and into the ground with 

different soil types since the wavelength is much larger than the scale of constituent particles of 

most materials. In this band of spectrum, the attenuation is mainly dominated by the imaginary 

part of the effective dielectric constant of the materials and not due to scattering loss. Hence, these 

waves can provide information about visually hidden objects, albeit different phenomena including 

propagation loss, reflection, and scattering from other large inhomogeneities can complicate 

detection and localization. 

Ground penetrating radar (GPR) is the current technology that employs EM waves for the 

detection of underground features (e.g. underground tunnels, archeological sites, and soil and ice 
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layers) and buried targets (e.g. land mines, cables, and pipelines). GPR has widespread use in 

infrastructure development, mining, town planning, archaeology, construction, industry, and 

ecology. Using EM waves to detect subsurface features dates back to the 1950s, when radio echo 

sounding systems were utilized to investigate ice sheets. Later, the application was extended to the 

investigation of soil and rock and coal mine exploration in the 1960s [1], [2]. In the early 1970s, 

NASA employed a pulsed radar in Apollo 17 to investigate the moon surface from orbit. Between 

1980 and 1985, GPR systems for applications other than geological survey such as road 

investigation and utility mapping were developed. In the late 1990s, the rapid development of 

computer systems enabled 3D EM numerical simulations for better understanding of wave 

propagation and interaction in ground media. In addition, digital data acquisition, higher 

processing power, and 3D visualization capability of new computer systems enabled the advent of 

3D GPR systems. Now, GPR is a well-developed technology and a powerful nondestructive 

investigation tool that is widely used by scientists and engineers [3]. Current research on GPR 

systems are focused on signal processing, target classification, and the application of GPR in 

various fields including sedimentology, hydrology, glaciology, and civil engineering [4]. 

Detection and localization of visually obscured targets hidden behind walls is a relatively 

new and challenging topic in remote sensing encompassing different research topics including 

forward and inverse problems, wave propagation in complex media, signal processing, and radar 

technology. Through-the-wall imaging and sensing is an extension of GPR applications to inspect 

buildings and targets (e.g. people and objects) inside [5]. However, there are major differences 

between GPR and through-the-wall imaging systems. In GPR systems, the volume under 

investigation is embedded in the ground (propagation medium) and the only significant 

discontinuity is the air-ground interface. In through-the-wall imaging and sensing, the propagation 
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medium is a combination of air, walls, and building interior that introduce multiple discontinuities 

(air-material interface) resulting in the appearance of spurious targets. In GPR, the sensors are 

placed very closed to the ground for efficient coupling of power to the ground. In through-the-wall 

imaging, it is not necessary to place sensors close to the wall providing great flexibility in the 

placing of sensors. Due to the large attenuation of EM waves in the ground, GPR systems usually 

operate at frequencies less than 1 GHz. In through-the-wall imaging and sensing, wave attenuation 

only happens in the construction materials and, as a result, the frequency of operation can be 

increased up to 2 GHz to increase the operational bandwidth and to enhance the imaging resolution. 

Systems realizing through-the-wall imaging and sensing were presented in the late 1990s 

[6]‒[8]. Application of through-the-wall imaging and sensing falls within two major categories: 

1. Through-the-wall imaging: In this application, the building interior and objects hidden 

inside the buildings are imaged. The radar systems are ultra-wideband (UWB) systems 

that resolve targets inside and utilize beam-forming techniques along with a large 1-D 

or 2-D real or synthetic aperture to provide 1-D or 2-D angular resolution resulting in 

2-D [9] or 3-D images [10], respectively. In these systems, the range and cross-range 

resolution are inversely proportional to the transmitted signal bandwidth and antenna 

aperture (real or synthetic) size, respectively; 

2. Through-the-wall motion detection and sensing: In this application, sensors are utilized 

to detect any motion inside the area under investigation (e.g. a room) from behind the 

walls. The motion detection includes breath detection that has many applications in 

surveillance and rescue operations [11]. The systems realizing this application are 

continuous wave (CW) Doppler radars or UWB radars with high range resolution [12]. 

The system may employ spatial beam-forming to resolve different sources of motion. 
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1.2. Motivation and Objectives 

Radars considered for through-the-wall imaging applications make use of UWB signal 

waveforms that typically fall in the frequency range 0.5‒2 GHz to provide the required range 

resolution. This frequency band is low enough to allow for signal penetration through typical walls 

and high enough to allow for physically small and efficient antennas for the system. To obtain high 

cross-range resolution, a large aperture must be formed. To achieve this, two different approaches 

may be pursued: 1) using a large array of transmitting and receiving antennas (real aperture) and 

2) using a moving transmitter and receiver pair to realize a large synthetic aperture. To achieve a 

fine spatial resolution, the use of large real aperture antennas is impractical, especially inside the 

buildings, due to low mobility. Also, performance of the standard drive by synthetic aperture 

systems are limited due to the limited field of view of such systems. Systems for mapping buildings 

from outside (Figure 1.1) can usually provide an image of the first floor of the building and their 

imaging capability decreases as the complexity of the buildings’ interiors increase. The directional 

antennas that are used in both approaches provide only an image of the area in front of the antennas 

and therefore current imaging systems require multiple scans from different directions, if possible, 

to provide a 360° view of the buildings’ interiors [13]. 

In this dissertation, a new approach for through-the-wall radar imaging from within 

buildings is proposed. The method provides high resolution images while maintaining high 

mobility for the system within confined space. In addition, the method provides a complete view 

of the building interior in a short period of time. In the new approach, an array of directive antennas 

is replaced by one transmitting and at least one receiving omnidirectional antenna mounted on 

robots, as shown in Figure 1.2. The transmitting robot sends signals in all directions and the 
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receiving robots move inside the room and sample the reflected signal from the building’s interiors 

and hidden objects at different positions. By applying an appropriate beam-forming technique to 

the received signals, a large and dense 2-D array with a full 360° field of view can be synthesized 

resulting in a very high cross-range resolution for the image and high processing gain. This new 

idea in through-the-wall imaging can be extended to the application of subsurface imaging to 

propose a high lateral (cross-range) resolution subsurface imaging method and system. 

 Current systems for subsurface imaging are based on GPR. GPR systems utilize a 

monostatic transceiver (Figure 1.3(a)), to acquire data in a uniform grid of sampling points within 

the imaging area [15], as shown in Figure 1.3(b). However, not all these points provide 

independent information about the subsurface environment and they are not processed coherently. 

As a result, imaging using GPR systems is slow and does not provide enough lateral resolution for 

many applications including detection of deeply buried targets such as pipelines. As a result of low 

lateral resolution of GPR systems, a buried object is imaged as a parabola larger than the object 

size as shown in Figure 1.3(a). Large antenna arrays with a narrow beam can be utilized to enhance 

lateral resolution. However, the low frequency of operation of GPR systems requires large size 

antenna arrays which in turn limit system mobility. 

www.eurekaaerospace.com
 

Figure 1.1. Large antenna array mounted on a vehicle for through-the-wall imaging from outside of the building 

(www.eurekaaerospace.com). 
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To address time-consuming data collection process, low lateral resolution, and low 

mobility in GPR systems, a new subsurface imaging technique based on synthetic aperture (SAR) 

processing is introduced in this dissertation. In the new method, SAR processing is applied to a 

limited number of scattered signal samples to form a large 2-D synthetic aperture that provides 

high resolution 3-D images of subsurface features and buried objects. The method requires at least 

a pair of a stationary transmitter and a moving receiver equipped with wide beamwidth antennas 

and arranged in a bi-static configuration to sample scattered fields near the ground as shown in 

Figure 1.4. Measurement and simulation results show that the obtained samples on a circle are 

enough for subsurface image formation within the entire circular area. This eliminates the need for 

sampling on a grid and makes the data collection and imaging formation fast. In addition, 

eliminating the need for employing large antennas enhances the system mobility, and as a result 

the transmitter and receivers can be mounted on ground robots or drones for autonomous data 

collection (specifically in hazardous areas such as mine fields). 

 

 
Figure 1.2. Through-the-wall imaging using robotic omnidirectional transmitters and receivers [14]. 
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1.3. Dissertation Overview 

Figure 1.5 shows an overview of the topics that are covered in this dissertation. This 

dissertation consists of 9 chapters.  In Chapter 2, all-directions through-the-wall imaging method 

in introduced. The new method employs small number of omnidirectional transmitters and 

receivers mounted on small robots to sample scattered fields within the imaging area. Based on 

SAR processing, it provides 360° view of the imaging area with a high resolution in a short period 

of time. The method utilizes orthogonal circular polarizations for wideband omnidirectional 

antennas in transmitter and receiver to reduce the effect of the direct signal from transmitter and 

the scattered signals experiencing double reflections. Performance of the imaging method is 

evaluated through simulations of different scenarios both simple and complex [13]. 

      
(a)                                                                 (b) 

Figure 1.3. (a) Monostatic transceiver in conventional GPR systems. Buried objects are imaged as parabola. (b) Collecting samples 

on a uniform grid within the imaging area. 

 

 
Figure 1.4. New subsurface imaging method based on SAR imaging using robotic bi-static transmitters and receivers. 
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Implementation of a radar system realizing all-directions through-the-wall imaging is 

discussed in Chapter 3 and 4. In Chapter 3, a novel wideband circularly polarized omnidirectional 

antenna is introduced to realize the antennas required for all-directions through-the-wall imaging 

[16]. In Chapter 4, a radar system is developed to realize all-directions through-the-wall imaging. 

Although the imaging method introduced in Chapter 2 is based on the stepped frequency 

continuous wave (SFCW) radar architecture, in Chapter 4, a radar system is designed based on a 

frequency modulated continuous wave (FMCW) radar architecture which makes the 

synchronization process of bi-static transmitter and receivers simpler. In this chapter, the image 

formation technique is modified based on the new radar architecture. The new technique takes into 

account and compensates for synchronization errors and deterministic and random delays in the 

 

 

 
Figure 1.5. Overview of the topics that are covered in this dissertation. 
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circuits. Performance of the imaging method and system is evaluated through different laboratory 

and field measurements [14]. 

In Chapter 5, two methods for imaging enhancement in through-the-wall SAR imaging are 

introduced. The first method is based on spectral analyses and enhances the range resolution in 

through-the-wall SAR imaging. The method is applicable to the data obtained by a stepped 

frequency radar. Performance of the method is evaluated through simulations [13]. 

Unlike point targets, walls and large flat surfaces that are extended along a plane do not 

present single phase center. As a result, in high cross-range resolution SAR systems where a large 

aperture is used for image formation, walls are imaged as a few discrete points instead of a solid 

line. In this case, without prior knowledge about the presence of the walls, they may be interpreted 

as discrete closely separated objects. In Chapter 5, a simple and effective method is proposed to 

discriminate walls and large flat surfaces from small size objects. The method detects the location 

and orientation of the walls and is applicable to both monostatic and bi-static scenarios [17]. 

In Chapter 6, a new subsurface imaging technique based on SAR processing is introduced 

to address the time-consuming data collection process, low lateral resolution, and low mobility of 

conventional GPR systems. The method utilizes distributed bi-static transmitters and receivers 

mounted on high-mobility robots or drones to sample the scattered fields from the subsurface 

features and buried targets and form a large 2-D synthetic aperture for high resolution 3-D imaging. 

Performance of the proposed imaging technique is evaluated through numerical simulations and a 

field measurement. According to numerical simulations, using multiple transmitters or one 

transmitter at different locations reduces the spurious images and improves the subsurface image 

contrast. 
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In subsurface imaging systems, obtaining high range resolution images requires a wide 

operation bandwidth for the system and the antennas. The center frequency of operation can be 

increased to simplify the design of wideband systems and reduce physical size of the antennas. 

However, for deeply buried targets, increasing the frequency of operation will adversely affect 

detection because of high signal attenuation of high frequency signals in soil. In subsurface 

imaging systems, wideband operation at low frequencies and constraints on the size and weight of 

the antennas for mobility, make the antenna design a challenge specifically for subsurface imaging 

systems intended for imaging of deeply buried targets. In Chapter 7, a low profile UWB antenna 

operating at frequencies below 500 MHz is introduced that can be utilized for high resolution 

subsurface imaging systems for detection of deeply buried targets or target buried in soil with high 

losses. The antenna performance is evaluated through a field measurement on wet and dense soil 

with high losses [18]. 

In Chapter 8, a bi-static imaging system employing multiple transmitters is introduced. To 

reduce the time required for data collection, the idea of orthogonal frequency division multiplexing 

(OFDM) is used in the system to separate signals received from different transmitters while all the 

transmitters are operating simultaneously. Performance of the system including its noise 

performance is evaluated through numerical simulations. A method for correction of errors in 

synchronization of bi-static transceivers is also introduced. 

Chapter 9 provides conclusion and recommendations for future work. 
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Chapter 2 All-Directions Through-the-Wall Imaging Using a Small 

Number of Moving Transceivers 

 

 

2.1. Introduction 

Trough-the-wall radar imaging using EM waves are intended for mapping buildings’ 

interiors and detecting static and moving objects hidden behind walls and other optically opaque 

obstacles [19]‒[24]. This capability has found many applications in rescue, military, and law 

enforcement operations. Several techniques have been devised for through-the-wall imaging 

including synthetic aperture radar (SAR) imaging [25]–[29], linear inversion [30]–[32], high 

resolution imaging using spectral methods [33], and compressed sensing [34], [35]. To enhance 

the image quality of such mapping systems, techniques for enhancing cross-range resolution, 

methods for compensating the effect of walls, and several techniques for beam-forming and 

synthetic aperture formation have been proposed [29], [36]‒[38]. However, the quality and 

applicability of the proposed methods have not yet met the desired specifications. Also the 

localization and classification of hidden objects still require further research [39]. 

As illustrated in Figure 2.1, current high resolution imaging systems utilize large arrays of 

directive antennas to form a large real aperture, thereby providing images with high cross-range 

resolution [40]. However, the requirements for the cost and mobility of the array impose 

limitations on the size of the array and achievable resolution. In current imaging systems, 

directional antennas limit the field of view, and as a result, multiple scans from different directions 

are required to form a complete image of building’s interiors. In practical systems, the large 
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antenna array is mounted on a vehicle and as a result the imaging is performed from outside of the 

building and is limited to the first floor as shown in Figure 1.1. The imaging capability of such 

systems decreases as the complexity of the buildings’ interiors increases.  

In this chapter, a new approach for through-the-wall radar imaging from within buildings 

is proposed. The proposed method allows for improved mobility within confined space without 

increasing complexity and provides a complete view of the building interiors in a short period of 

time. The main idea is to replace the array of directive antennas moved on a linear path with a 

limited number of small moving robotic transceivers with omnidirectional antennas as illustrated 

in Figure 2.1. In this method, one robot acts as transmitter and the rest act as receivers. Receiving 

robots move inside the room and sample the reflected signal from the building’s interiors and 

hidden objects at different positions (sampling points). Utilizing multiple receiving robots enables 

obtaining a large number of samples in a short time. Using omnidirectional transmitting and 

receiving antennas and applying an appropriate beam-forming technique to the received signals, a 

large and dense 2-D array can be synthesized to form a 360° view of the imaging area with a very 

high cross-range resolution and high processing gain. 

 

 
Figure 2.1. Transmitter (Tx) and receiver (Rx) arrangement in the proposed method and conventional methods for through-the-

wall radar imaging. Dashed lines and x’s indicate movement path of receiving robots and sampling points, respectively [13]. 
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Table 2.1 presents a comparison of the proposed method and conventional methods for 

through-the-wall radar imaging. 

With omnidirectional antennas, receivers are exposed to direct transmitter illumination that 

is relatively high compared to the reflected and scattered signals from the surrounding 

environment. This relatively high-power direct signal can reduce the receiver sensitivity and mask 

low power received signals from weak scatterers. In addition, with omnidirectional antennas, 

receivers will collect multiple interactions of the transmitted signal with building’s interiors 

(specifically double reflections from the corners and multiple reflections from parallel walls) from 

all directions. This results in appearance of spurious images and substantial increase in the 

background noise in the final image. To reduce the adverse effects of employing omnidirectional 

antennas, two orthogonal polarizations for transmitting (Tx) and receiving (Rx) antennas are 

proposed. With this technique, the level of the direct signal from transmitter and signals that 

experience even number of reflections are reduced by a factor equal to the polarization isolation 

between the transmitting and receiving antennas. 

 

Table 2.1. Comparison of the proposed method and conventional methods for through-the-wall radar imaging 
 

Proposed Method Conventional Methods 

Utilizes a limited number of moving transceivers to 

create a 2-D large synthetic aperture 
Utilizing a large array of directional antennas 

High mobility Low mobility 

Provides a 360° view of the imaging area using 

omnidirectional antennas 

Directional antennas only provide an image of the area 

in front of the array 

Performs imaging from the inside of the buildings 
Imaging is performed from the outside of the buildings 

and limited to the first floor 

Imaging is fast. 
Require multiple number of scans in different directions 

to provide a complete image of the building 

The imaging capability is not significantly affected by 

the complexity of the buildings’ interiors 

Complexity of the buildings’ interiors adversely affects 

the imaging capability of the system 

Bi-static transmitter and receiver must be synchronized. No synchronization is required. 

The effect of multiple reflections is higher in the image. 
Directive antennas reduce the effect of multiple 

reflections on the final image. 
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2.2. Description of the Proposed Imaging Method 

Figure 2.2 shows the geometry of a simple through-the-wall radar imaging problem and 

configuration of transmitter and receivers according to the proposed method. According to Figure 

2.2, one stationary transmitter and one or more moving receivers are placed within a room with 

dielectric walls. Utilizing omnidirectional antennas, the transmitter sends a signal in all directions. 

Receivers move inside the room and sample the reflected signal from the building’s walls and 

hidden objects as well as the direct signal from the transmitter at different positions. Sampling the 

signal at a rate proportional to the maximum speed of the rovers, a large number of samples with 

a prespecified spatial intervals are collected. Each sampling spot corresponds to an antenna 

element of a large synthetic array. To determine the relative locations of the transmitter and moving 

receivers, a LIDAR mounted on the transmitting robot or a flying robot equipped with a high 

resolution camera and perched at a location that can view the scene is used. Applying an 

appropriate beam-forming technique to the samples of the received signal, a 360° view of the 

imaging area can be obtained with a high cross-range resolution. 

To form the image, the standard back-projection (back-propagation) technique is applied 

to the samples of the received signal. Considering 𝑁𝑓 frequency samples and 𝑁𝑠 sampling points, 

the image at position 𝑟̅ (denoted by 𝑆(𝑟̅)) is calculated by 

𝑆(𝑟̅) =
1

𝑁𝑓𝑁𝑠
∑∑𝑎𝑛𝑆𝑚𝑛

𝑟 𝑅𝑡𝑝𝑅𝑝𝑛𝑒
𝑗𝑘𝑚(𝑅𝑡𝑝+𝑅𝑝𝑛)

𝑁𝑠

𝑛=1

𝑁𝑓

𝑚=1

                                  (2.1) 

where, 𝑆𝑚𝑛
𝑟  is the received signal at 𝑚th frequency sample and 𝑛th sampling point, 𝑅𝑡𝑝 is the 

distance between the transmitter and the imaging point at position 𝑟̅, 𝑅𝑝𝑛 is the distance between 

the imaging point at position 𝑟̅ and 𝑛th sampling point (Figure 2.2), and 𝑘𝑚 is the free space 
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propagation constant at 𝑚th frequency. 𝑎𝑛 is the array weight factor for beam-forming. It is noted 

that in (2-1), a time dependence of 𝑒𝑗𝜔𝑡 is assumed. 

In the proposed method, the sampling points locations must be carefully chosen to avoid 

ambiguity in the detection of objects’ positions and to maintain a uniform cross-range resolution 

in all directions. Figure 2.3(a) shows an arrangement of sampling points on a line and the resulting 

point spread function (PSF) calculated by (2.1) with 𝑎𝑛 = 1 for two point targets located at (𝑟, 𝜙) 

= (5 m, 90°) and (5 m, 45°) in free space. It is noted that the direct signal from the transmitter to 

receivers is not included in the simulation results presented in this section. Transmitter is located 

at the center of the room (the center of the coordinate system). The frequency samples are over the 

band 1.2‒2 GHz with 10 MHz steps. Number of samples is chosen to be 65 with the spacing of 

𝜆𝑚𝑖𝑛/2 (𝜆𝑚𝑖𝑛 is the minimum wavelength). It can be observed that this configuration for sampling 

points results different cross-range resolutions for different observation directions since the 

effective length of the array along the direction perpendicular to the observation direction varies 

for different observation directions. As shown in Figure 2.4(a), the effective length of the array for 

each observation direction is defined as the length of the array formed by projection of the 

sampling points to a line perpendicular to the observation direction. In Figure 2.3(a), the effective 

 
 

Figure 2.2. Geometry of a simple through-the-wall radar imaging problem [13]. 
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length of the array for the observation direction along 𝜙 = 90° is equal to the length of the array 

but for the observation direction along 𝜙 = 45°, the effective length is 1/√2 of the actual length 

of the array and therefore, the image has worse cross-range resolution for the object located at (5 

m, 45°). The cross-range resolution for each observation direction is measured along 𝜙̂ direction 

which is equal to 𝑟𝜆𝑐/(2𝐿) where 𝑟 is the range, 𝜆𝑐 is the wavelength at the center frequency and 

𝐿 is the effective length of the array for each observation direction. 

It can be also observed in Figure 2.3(a) that the images of objects are mirrored with respect 

to the array. This is due to the omnidirectional radiation pattern of the transmitting and receiving 

antennas which cannot discriminate between the signals received from the top or bottom. These 

mirrored images result in serious ambiguity in detection of the real locations of the objects. 

Simulation of multiple sampling geometries indicate that sampling configurations close to 

concentric circles (receivers are moving on concentric circular paths) and the transmitter is located 

at the center provides the best results. This configuration can provide uniform cross-range 

resolution in all directions since the effective length of the array is the same for all observation 

 
(a)                                                                                    (b) 

Figure 2.3. Normalized PSF calculated using uniform array coefficients for two point targets located at (𝑟, 𝜙) = (5 m, 90°) and (5 

m, 45°) [13]. (a) Sampling points on a line. (b) Sampling points on a circle. (square is the Tx position, circles represent point targets 

positions, dots are sampling points positions) 
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directions. In practice, due to presence of possible obstacles on the movement path of the receivers, 

the sampling points may be located on deformed circular curves as shown in Figure 2.1. This 

results in small variations in the cross-range resolution in different directions. With the selected 

sampling configuration, also the ambiguity issue related to the detection of the objects positions is 

removed since each array element mirrors the image of each object at different position and 

therefore the final mirrored image points are not coherently added. Figure 2.3(b) shows the PSF 

for the two point objects mentioned before calculated by 202 sampling points located on a circle 

 
(a) 

 
(b) 

Figure 2.4. (a) Projection of sampling points on the line perpendicular to the observation direction to find 𝑎𝑛’s. O denotes the center 

of the coordinate system [13]. (b) A sample of assigning cosine-squared coefficients to the receivers according to the observation 

direction. Color of each receiver indicates the value of 𝑎𝑛 (in the range 0‒1). 
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with radius of 2.4 m. This configuration produces the same length for the array as the previous 

configuration. The spacing for sampling points is 𝜆𝑚𝑖𝑛/2. It is observed that both objects have been 

imaged with the same cross-range resolution and no ambiguity is observed. 

Uniform array coefficients, i.e. 𝑎𝑛s = 1 in (2.1), are used to form the images in Figure 2.3. 

Among all conventional arrays, uniform array distribution yields the narrowest PSF [41]. Another 

important characteristic of the array’s PSF is sidelobe level which produces background noise and 

unwanted traces around the imaged objects as shown in Figure 2.3(b). To reduce the sidelobe level, 

non-uniform array coefficients can be used at the expense of wider beamwidth and lower cross-

range resolution. To eliminate the sidelobes, cosine-squared array coefficients are used. To 

determine what coefficient should be applied to each array element in (2.1), first, the sampling 

points are projected to a line passing from the origin and perpendicular to the observation direction 

as follows 

𝑠̂ = 𝑐𝑜𝑠(𝜙)𝑥̂ + 𝑠𝑖𝑛(𝜙)𝑦̂,                                                            (2.2a) 

𝑑̂ = −𝑠𝑖𝑛(𝜙)𝑥̂ + 𝑐𝑜𝑠(𝜙)𝑦̂,                                                          (2.2b) 

𝑑𝑛 = 𝑟̅𝑛 ∙ 𝑑̂ = −𝑥𝑛𝑠𝑖𝑛(𝜙) + 𝑦𝑛𝑐𝑜𝑠(𝜙),                                             (2.2c) 

where, according to Figure 2.4(a), 𝑠̂ is the unit vector along the line passing the origin and image 

point, indicating the observation direction. 𝑑̂ is the unit vector perpendicular to the observation 

direction and along the line which the sampling points are projected, 𝑟̅𝑛 is the position of the  𝑛th 

smapliung point, and 𝑑𝑛 is the position of the projected 𝑛th sampling point on the line 

perpendicular to the observation direction. 𝜙 is the angle between the observation direction and 

the 𝑥 axis according to Figure 2.3(a). The cosine-squared coefficients are assigned according to 

the location of the projected points as illustrated in Figure 2.4(a). The cosine-squared coefficients 

are assigned according to the formula 
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𝑎𝑛(𝑑𝑛) = cos2 (𝜋 (
𝑑𝑛 − 𝑑𝑚𝑖𝑛
𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛

) −
𝜋

2
) ,                                           (2.3) 

 

where 𝑑𝑚𝑖𝑛 and 𝑑𝑚𝑎𝑥 are minimum and maximum of 𝑑𝑛s, respectively. Figure 2.4(b) shows a 

sample of assigning cosine-squared coefficient to receivers for a specific observation direction. In 

this figure, color of each receiver indicates the value of assigned 𝑎𝑛 in the range 0‒1. 

To obtain a 360° view of the imaging area, the observation direction (angle) is changed 

from 0° to 360° and for each observation direction different coefficients are assigned to sampling 

points according to the procedure mentioned above. Figure 2.5(a) shows the PSF for the same 

scene as in Figure 2.3(b) but using cosine-squared weighting factor. In this case, the unwanted 

traces around the imaged objects have been removed while the cross-range resolution has been 

decreased in all directions. To maintain the fine cross-range resolution of the uniform array and 

the low sidelobe level of the cosine-squared array in the final image, the two images in Figure 

2.3(b) and Figure 2.5(a) can be multiplied. The result is shown in Figure 2.5(b) where it is shown 

that the background noise and unwanted traces are reduced while the cross-range resolution is 

approximately the same as the Figure 2.3(b). 

 

 
(a)                                                                                    (b) 

Figure 2.5. Normalized PSF calculated for the same configuration as Figure 2.3(b) [13]. (a) Image calculated using cosine-squared 

coefficients. (b) Multiplication of Figure 2.3(b) and Figure 2.5(a). (square shows the Tx position, circles represent point target 

positions, dots are sampling points positions) 
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2.3. Improving the Image Quality Using Orthogonal Circular Polarizations 

With omnidirectional transmitting and receiving antennas utilized in the proposed method, 

the receivers are exposed to the direct signal from the transmitter. The direct signal with higher 

power than the signals received from wall reflections or point scatterers can adversely affect the 

system performance in two ways: 1) it can saturate the sensitive receivers and reduce receiver 

dynamic range necessary for detecting small objects, and 2) it produces strong response at the 

transmitter location with large sidelobes in the final image. As mentioned before, due to the finite 

length for the array, sidelobes generate unwanted traces around the imaged objects. For high power 

direct signal from the transmitter, these sidelobes have a large magnitude that can mask the image 

of the weak scatterers close to the transmitter in the final image. 

Another drawback of utilizing omnidirectional antennas is reception of direct signal from 

transmitter to receiver as well as multiple reflections of the transmitted signal from building’s 

interiors at sampling points (illustrated in Figure 2.6), which produces spurious images and 

increases the background noise in the final image. The spurious images are mainly produced by 

double reflection from the corners and other multiple reflections from the parallel walls. The 

background noise is mainly generated by sidelobes of these spurious images. 

To show the effect of direct signal from the transmitter to receivers and also multiple 

reflections on the final image, the configuration shown in Figure 2.7(a) is considered. According 

to Figure 2.7(a), the imaging area is a room with interior dimensions of 5 m × 5 m. The thickness, 

relative permittivity, and conductivity of the walls are 0.2 m, 3, and zero, respectively. There exists 

a PEC cylinder behind the walls at (𝑟, 𝜙) = (5 m, 90°) with the radius of 0.2 m. Number of sampling 

points (location of receivers) is chosen to be 441 which are located on three concentric circles with 

the radii of 1.25, 1.75, and 2.25 m. The transmitter is located at the center of the circles and also 
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the origin of the coordinate system. As before, the sampling points spacing is 𝜆𝑚𝑖𝑛/2. To obtain 

the frequency response at the sampling points, 2-D COMSOL simulations for vertical and 

horizontal polarizations have been performed separately over the band 1.2‒2 GHz with 10 MHz 

steps. Vertical polarization and horizontal polarization have been generated using line current and 

magnetic current sources, respectively. All the images in this section are obtained using (2.1) with 

uniform coefficients. Figure 2.7(a) and Figure 2.7(b) show the simulated radar image for Tx and 

Rx antennas vertical polarization and Tx and Rx antennas horizontal polarization, respectively. In 

both images, the peak at the center is due to the direct signal from the transmitter to receivers. The 

four spurious peaks at the corners of the walls in Figure 2.7(a) are due to the double reflections 

from the corners. These peaks are not observed in Figure 2.7(b) since the reflection coefficient of 

the horizontal polarization is smaller than vertical polarization at oblique angles close to 45°. As a 

case in point, the horizontally polarized wave experiences far less reflection than vertically 

polarized wave at angles near the Brewster angle (i.e. the Brewster angle only happens for 

Wall

Tx

Rx

Direct signal from 

transmitter to 

receiver

Double reflection 

from a corner

Double reflection 

from parallel walls

Rx

Rx

 
Figure 2.6. Unwanted signals received by omnidirectional antennas in all-directions through-the-wall imaging. 
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horizontal polarization with respect to the ground). In both figures, the four spurious images of the 

walls are due to the double reflections from the parallel walls. 

To mitigate the adverse effects of utilizing omnidirectional antennas, orthogonal 

polarizations are used for transmitting and receiving antennas. In the proposed imaging method, 

left-handed circular polarization (LHCP) and right-handed circular polarization (RHCP) are used 

for transmitter and receivers, respectively. With orthogonal circular polarizations, the polarization 

isolation between the antennas attenuates the direct signal from transmitter to receiver as well as 

the received signals that experienced even number of reflections (including double reflections) in 

       
(a)                                                                                    (b) 

       
(c)                                                                                    (d) 

Figure 2.7. (a) Geometry of the problem where the wall boundary is shown by solid square, Tx position is shown by a small square, 

target position is shown by a small circle, and sampling points are shown by dots. Also shown is the normalized image (dB) for Tx 

and Rx antennas with vertical polarization. (b) Normalized image (dB) for Tx and Rx antennas with horizontal polarization. (c) 

Normalized image (dB) for orthogonal circular polarizations (LHCP for transmitter and RHCP for receiver). (d) Normalized image 

(dB) for the co-polarized LHCP for transmitter and receiver [13]. 
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their path from transmitter to receivers. At each reflection, the handedness of the reflected signal 

flips and as a result signals arriving at receivers with even number of reflections will have 

polarization mismatch with the receiver antenna [42].  Figure 2.7(c) shows the capability of the 

imaging system with orthogonal circular polarizations in reducing of the direct signal and 

contribution from scattering points produced by even number of reflections. In this figure, the 

polarization of the transmitted signal and received signal is LHCP and RHCP respectively. It is 

shown that the effect of direct signal at the center is completely removed and also the wall 

boundaries and the object are imaged with a higher intensity. In addition, the spurious images at 

the corners due to double reflections are significantly reduced but not completely removed. The 

reason is due to the fact that the responses of the wall boundaries to vertical and horizontal 

polarizations (two components of circular polarization) are not the same at oblique angles which 

can also be discerned from Figure 2.7(a) and Figure 2.7(b). In Figure 2.7(c) the spurious images 

of the walls (due to double reflections) are also significantly reduced. This is important since one 

of these spurious images is located at the object position according to Figure 2.7(a). It is noted that 

for all imaging results reported in this section, the location of the image of target is the location of 

the point on the boundary of target which is closest to sampling points. For the cylindrical target 

mentioned above (with radius of 0.2 m), this point is located at (4.8 m, 90°). In Figure 2.7(c) the 

location of this point is detected at (4.92 m, 90°). The 0.12 m error in the detected range is due to 

the fact that the excess delay through the wall is not compensated in this imaging method. For the 

wall with thickness and relative permittivity of 𝑡𝑊 and 𝜀𝑟,𝑊, the range error due to the wall excess 

delay is 𝑡𝑊(√𝜀𝑟,𝑊 − 1) for normal incidence with respect to the wall boundary. For the wall in 

Figure 2.7(c) with 𝑡𝑊 = 0.2 m and 𝜀𝑟,𝑊 = 3, this error is calculated 0.146 m which is close to the 

detected error. 
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Figure 2.7(d) shows the imaging results when the transmitter and receiver have the same 

circularly polarized (LHCP) antennas. In this case, image points with dominant single-bounce 

scattering mechanisms are reduced or completely eliminated. This image enhances the response 

of imaging points with even-bounce scattering mechanism. It is noted here that the thin cylindrical 

object is still imaged since the responses to vertical and horizontal polarizations are different. The 

LHCP and RHCP responses are obtained by combining COMSOL simulations of vertical and 

horizontal polarizations and applying the required ±90° phase difference between the two linear 

polarizations. 

Figure 2.8 shows the imaging result for the same configuration as Figure 2.7 except that 

the wall relative permittivity has been increased to 6.  Figure 2.8(a) shows the simulated radar 

image for Tx and Rx antennas vertical polarization. In this figure, due to high reflectivity of the 

walls, the magnitude and number of spurious images due to the multiple reflections are increased 

compared to Figure 2.7(a). Figure 2.8(b) shows the imaging result for LHCP transmitted signal 

and RHCP received signal. In this figure, although utilizing orthogonal circular polarizations 

reduces spurious images due to even number of reflections and also the effect of the direct signal 

from transmitter but there still exist images due to multiple reflections that must be removed. In 

Chapter 5, a method for improving the image quality is presented and applied to Figure 2.8(b) to 

reduce the spurious images. In Figure 2.8(b), the target is detected at 5.045 m which is equal to 

0.245 m error in detection of the object position. The calculated error for the wall with 𝑡𝑊 = 0.2 m 

and 𝜀𝑟,𝑊 = 6 is 0.29 m which is close to the detected error. 

To investigate the performance of the proposed method in imaging of the objects close to 

the wall, the same configuration as Figure 2.7 expect that the target is located at (3.0875 m, 90°) 

is simulated in COMSOL. With this configuration, the minimum distance between the outer 



 25 

boundary of the wall and the target boundary is 0.1875 m which is equal to the range resolution 

obtained by 800 MHz bandwidth. Figure 2.9(a) shows the imaging result for vertical polarization 

transmission and reception and Figure 2.9(b) shows the result for LHCP transmission and RHCP 

reception. In both figures, the target is clearly imaged. Similar to previous cases, using orthogonal 

circular polarization reduces the spurious images. In Figure 2.9(b), the target is detected at 3 m 

which is equal to 0.1125 m error in detection of the object position. 

     
(a)                                                                                    (b) 

Figure 2.8. The same configuration as Figure 2.7 except that the wall permittivity is increased to 6. (a) Normalized image (dB) for 

Tx and Rx antennas with vertical polarization. (b) Normalized image (dB) for orthogonal circular polarizations (LHCP for 

transmitter and RHCP for receiver) [13]. 

 

       
(a)                                                                                    (b) 

 

Figure 2.9. The same configuration as Figure 2.7 except that the target is located at (3.0875 m, 90°). (a) Normalized image (dB) 

for Tx and Rx antennas with vertical polarization. (b) Normalized image (dB) for orthogonal circular polarizations (LHCP for 

transmitter and RHCP for receiver) [13]. 
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To evaluate the performance of the imaging method in the presence of walls with periodic 

structure such as cinder block, the same configuration as Figure 2.7 is considered while the 

homogenous wall is replaced by a wall with periodic structure representing cinder block as shown 

in Figure 2.10(a).  The thickness and relative permittivity of the wall are 0.2 m and 3 respectively. 

Figure 2.10(a) and Figure 2.10(b) show the imaging result for vertical and horizontal polarization 

transmission and reception respectively and Figure 2.10(c) shows the result for LHCP transmission 

and RHCP reception. Comparing Figure 2.10(a) and Figure 2.10(b), it is shown that the response 

of the wall with periodic structure to horizontal polarization is significantly different from its 

 
(a)                                                                                    (b) 

 
(c) 

Figure 2.10. The same configuration as Figure 2.7 except that the homogeneous wall is replaced by a wall with a periodic structure. 

Relative permittivity of wall is 3. (a) Periodic structure of the wall and normalized image (dB) for Tx and Rx antennas with vertical 

polarization. (b) Normalized image (dB) for Tx and Rx antennas with horizontal polarization. (c) Normalized image (dB) for 

orthogonal circular polarizations (LHCP for transmitter and RHCP for receiver) [13]. 
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response to vertical polarization. As a result, using circular polarization does not significantly 

improve the image quality. In Chapter 5, the proposed method for improving image quality is 

applied to Figure 2.10(c) to eliminate the spurious images. In Figure 2.10(c), the target is detected 

at 4.91 m which is equal to 0.11 m error in detection of the object position. 

 

2.4. Performance Evaluation of the Proposed Imaging Method in Complex Scenarios 

To evaluate the performance of the proposed imaging method in complex environments, a 

large three-dimensional structure with detailed interior is considered. The building model is shown 

in Figure 2.11. The overall dimensions of this model is 23.93 m × 24.10 m × 2.97 m. In addition 

to interior walls, the model also contains a flat floor and ceiling which are not shown in Figure 

2.11. The wall and ceiling thickness, relative permittivity, and conductivity are 20 cm, 3, and 0.001 

S/m respectively. The floor’s dielectric and conductivity values are chosen the same as the walls. 

In Figure 2.11, the location of the transmitter is indicated by a red dot at the center and locations 

of receivers (sampling points) are indicated by blue circles. The origin of the coordinate system is 

at the location of the transmitter. In this case, the upper right corner of the model is located at (𝑥, 

𝑦) = (11.58 m, 13.56 m). The transmitter and receiver’s height measured from the floor surface is 

0.5 m. The transmitting source is a vertically oriented short dipole with total length of 15 mm and 

excitation current amplitude of 1 A. The receivers are all isotropic receivers. The number of 

receivers are chosen to be 1269 which are located on three concentric circles with the centers 

located at the transmitter position and radii of 3 m, 5 m, and 7 m. The spacing between the receivers 

are 75 mm which is equal to half wavelength at 2 GHz. To calculate the received signal at receivers, 

the wave propagation and scattering in the building of Figure 2.11 is simulated in the EM.Terrano 

module of EM.CUBE software [43] which is a high fidelity ray tracing solver based on the 
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shooting-and-bouncing-rays (SBR) method. In this simulation, the maximum number of ray 

interactions is set to 11 and minimum power for tracing the rays is set to -80 dBm. The model is 

simulated over the frequency band 1.2‒2 GHz with frequency step (Δ𝑓) of 5 MHz (161 steps). 

This results in an alias-free (unambiguous) range of 30 m (= 𝑐0/(2Δ𝑓)). In this simulation the 

received signal used to form the image is the 𝑧-component (vertical component) of the electric 

field. Here, received signal at each receiver includes the direct signal from the transmitter to the 

receiver (polarization matched condition). 

Figure 2.12(a) shows the image calculated by (2.1) with uniform array coefficients. In this 

image, dashed lines indicate one of the two boundaries of each wall in the model which is closer 

to the transmitter. It can be observed that the parts of the walls that are reflecting the transmitted 

signal to receivers (specular points) are imaged. The imaged walls include the curved wall at the 

bottom of the building model and three walls at the center top which indicate the capability of the 

imaging method in detecting complex features of the buildings’ interiors. In this image, some walls 

which do not contain specular points are missed in the radar image (e.g. the wall along 𝑦-direction 

 
Figure 2.11. A large and complex three-dimensional building model for evaluation of the proposed imaging method (the ceiling 

and the floor are not shown). The dot at the center indicates the location of the transmitter and the three concentric circles indicate 

the location of receivers (sampling points) [13]. 
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at the center top of the building). This limitation is not specific to the proposed imaging method 

since in conventional imaging methods, a linear array of antennas along 𝑥-direction cannot detect 

walls along 𝑦-direction either.  In the proposed method, adding extra sampling points at different 

locations and/or changing the position of transmitter can solve this problem in some cases. As an 

example, moving the transmitter slightly to an upper location in Figure 2.12 can result better 

imaging of the walls along 𝑦-direction at upper left and upper right of the building. Since this 

simulation, considers co-polarized transmitter and receivers, the double bounce reflections from 

 
(a)                                                                                    (b) 

 

 
(c) 

Figure 2.12. Imaging results for the model shown in Figure 2.11 [13]. (a) Image formed by (2.1) with uniform coefficients (only 

the pixels with image values greater than -20 dB are shown). (b) The image same as (a) except that the image with pixel values 

greater than -30 dB is shown. (c) The image formed by multiplication of two images calculated separately by applying uniform 

and cosine-squared array coefficients (only the pixels with the values greater than -30 dB are shown). 
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the corners and multiple reflections (even) from the parallel walls appear in the image. These 

spurious images are indicated in Figure 2.12(a). 

Figure 2.12(a) shows only the image with the value greater than -20 dB. To image the weak 

scatterers in the imaging area, this threshold must be decreased. Figure 2.12(b) shows the same 

image while the threshold is set to -30 dB in which higher background noise is observed. To reduce 

the background noise, the same method as described in Section 2.2 is applied to Figure 2.12(b). 

Figure 2.12(c) shows the image formed by multiplying two images calculated separately by 

applying uniform and cosine-squared array coefficients. In this figure, the background noise is 

significantly reduced while the majority of the imaged boundaries remained in the new image. 

 

2.5. Conclusion 

A new method for through-the-wall radar imaging is proposed. Unlike conventional 

methods that work in backscatter direction, the proposed approach is based on multi-static radar 

configuration. In image formation, a 2-D synthetic dense array is used within the imaging area 

instead of a real or synthetic large linear array. Instead of directive antennas with limited field of 

view, transmitting and receiving antennas are omnidirectional that allow for all-directions (360° 

view) imaging of building’s interior. Using few robotic rovers, one stationary robot transmitting 

an ultra-wideband signal and the rest moving and receiving the scattered signals, the required data 

is collected quickly. A high resolution camera that views the scene of the rovers determines the 

relative locations of the transmitter and receivers. 

Direct signal from transmitter to receivers and multiple interaction of the transmitted signal 

with walls and buildings’ interiors are received by omnidirectional antenna and degrade the final 

image. To mitigate the effect of these unwanted signals, antennas with orthogonal circular 
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polarizations are used for transmitter and receivers. It is shown that using a beam-forming 

technique, the image quality can be further improved. 

Using FEM for simple scenarios and a high-fidelity ray tracing wave propagation model 

for a complex indoor environment, it is shown that accurate radar images with 360° field of view 

and high resolution can be generated using the proposed through-the-wall imaging method. 
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Chapter 3 Wideband Circularly Polarized Omnidirectional Antenna for All-Directions 

Through-the-Wall Imaging 

 

 

3.1. Introduction 

Circularly polarized (CP) antennas used for radar applications are capable of reducing 

multipath fading due to multiple reflections from building walls and other scatterers. Also in 

wireless communications, CP antennas can eliminate the need for precise alignment of the 

transmitting and receiving antennas. The latter is important in satellite communication systems 

where precise alignment of the transmitting and receiving antennas is difficult. To provide a large 

signal coverage and support different wireless standards, CP antennas with omnidirectional 

radiation pattern and wide bandwidth are more desirable. 

Several designs have been proposed for CP omnidirectional antennas with conical-beam 

radiation pattern [44]−[59]. In general, two different approaches are pursued to generate circular 

polarization. The first approach is using two different structures to simultaneously excite vertically 

and horizontally polarized waves with 90° phase difference. The designs based  

on this approach are typically low-profile and utilize circular patch for vertical polarization and 

curved stubs connected to the patch to form a loop for horizontal polarization. To increase the 

bandwidth of vertical polarization radiation, shorting vias are added to the circular patch. With this 

technique, the TM01 mode of the circular patch is excited in addition to the basic TM02 mode and 

thus the bandwidth is improved [44], [47], [50]. In [47], this structure is modeled and analyzed by 

epsilon negative transmission lines. To improve the bandwidth for horizontal polarization, the 
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curved stubs can be coupled to the patch instead of direct connection [50]. The variant of the 

mentioned structure is also used. In [52], the horizontal polarization is obtained by slits 

asymmetrically placed on top and bottom planes. Including PIN diodes in the structure to switch 

the direction of rotation of the formed loop for horizontal polarization, enables polarization 

reconfigurability [51], [53]. Although the designs utilizing circular patch and curved stubs are low-

profile and can be easily fabricated using PCB technology, their axial-ratio (AR) bandwidth is 

typically less than 20%. To improve the bandwidth, in [55], vortex slots and shorting vias are used 

to include one more mode of operation to the structure for vertical polarization (in addition to 

conventional circular patch TM01 and TM02 modes). This design achieves 57.9% of 3-dB AR 

bandwidth. Another structure based on the mentioned approach is proposed in [48]. In this 

structure, a dielectric resonator excited by an axial probe generates vertical polarization and an 

Alford loop coupled to the dielectric resonator generates horizontal polarization. In [56], a 

broadband omnidirectional circularly polarized antenna is proposed using a combination of 

broadband omnidirectional vertically and horizontally polarized antennas. The design has 49.7% 

of 3-dB AR bandwidth. 

The second approach for obtaining circular polarization is using a linearly polarized 

radiator surrounded by wave polarizers to excite orthogonal quadrature waves. In [46], dielectric 

polarizers are placed around a simple monopole antenna in a bird nest like structure to convert 

linear vertical polarization to circular polarization. This design has 54.9% of 3-dB AR bandwidth. 

A rectangular dielectric resonator with inclined slots and metallic cylinders is proposed in [45] for 

CP operation. In the proposed structure, rectangular dielectric resonator generates linear vertical 

polarization and slots and metallic cylinders act as polarizers. This design achieves 25.4% of AR 

bandwidth. 
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There are few designs for wideband CP omnidirectional antennas with more than 40% 3-

dB AR and 10-dB impedance bandwidth [46], [55]−[57]. In this chapter, a novel wideband CP 

omnidirectional antenna is introduced. The antenna utilizes an approach for obtaining circular 

polarization different from the two approaches mentioned above. The antenna operates based on 

excitation of a field distribution similar to circular waveguide TE21 mode in free space and in the 

near-field region of the antenna. It is shown that this field distribution generates a far-field linearly 

polarized electric field whose polarization tilt angle varies in azimuthal directions. Due to the 

symmetry in the field distribution of the mode, the direction of the linearly polarized electric field 

varies by 90° if azimuth angle increases by 45°, i.e. if in the azimuth angle 𝜙 the electric field is 

horizontally polarized, at 𝜙 ± 45°, it is vertically polarized. This suggests that if two field 

distributions similar to circular TE21 mode are excited in free space simultaneously such that one 

mode is spatially rotated by 45° with respect to the other mode, then in the far-field region, two 

orthogonal linearly polarized electric fields are generated. In this case, omnidirectional circularly 

polarized radiation can be obtained by exciting the two modes by 90° phase difference. 

To excite each circular TE21 like field distributions in free space over a wide bandwidth, 

an array of four monopole sectorial loop antennas (SLA) [60], [61] radially placed over a circular 

ground plane is used. The CP antenna is formed by eight monopole SLAs (for excitation of two 

TE21 modes) mounted on a circular ground plane. It is shown that increasing the number of 

elements to 16, increases the 3-dB AR bandwidth. The final antenna with 16 monopole SLA 

elements is fabricated and measured. To excite each element with the required excitation amplitude 

and phase, a feed network including Wilkinson power dividers and low-pass/high-pass (LP/HP) 

phase shifters is designed and fabricated. The measurement results show 63% of 3-dB AR 

bandwidth and 58% of operation bandwidth (3-dB AR and 10-dB impedance bandwidth) with the 
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center frequency at 1.565 GHz. Comparing to the previous works, the proposed antenna has the 

highest 3-dB AR and operation bandwidth. The maximum height of the antenna (excluding the 

connector) is 47 mm. 

The antenna is designed for the proposed all-directions through-the-wall imaging method 

to reduce the direct line-of-sight transmitter to receiver signal and alleviate the negative effects of 

double reflections in the final image. For this application, the performance of the antenna in 

horizontal plane is important and thus all measurements are performed in the horizontal plane. 

In Section 3.2, the far-field radiation characteristics of circular TE21 mode are investigated. 

In Section 3.3, using an array of four monopole SLAs mounted on a ground plane, a field 

distribution similar to circular TE21 mode is excited in free space. In Section 3.4, a CP antenna 

structure with eight monopole SLAs is presented. In section 3.5, to increase the 3-dB AR 

bandwidth of the antenna, the number of elements is increased to 16 elements. Measurement and 

simulation results for the antenna with 16 monopole SLAs and the feed network structure are given 

in Section 3.6. 

 

3.2. Far-Field Electric Field Generated by Excitation of Circular TE21 Mode 

In the proposed method, the circular polarization is obtained by exciting the field 

distribution similar to circular TE21 mode in free space. To study the characteristics of the electric 

field radiated by circular TE21 mode, a circular aperture with radius of 𝑎 located at 𝑧 = 0 is 

considered according to Figure 3.1(a). It is assumed that circular TE21 field distribution is excited 

over the fictitious aperture. In this case, the field distribution at the aperture 𝑆 (𝐸𝑎) is 

𝐸𝑎(𝜌, 𝜙) =
2

𝜌
𝐽2 (

𝜒21
′ 𝜌

𝑎
) sin(2𝜙) 𝜌̂ +

𝜒21
′

𝑎
𝐽2
′ (
𝜒21
′ 𝜌

𝑎
) cos(2𝜙) 𝜙̂                          (3.1) 



 36 

where, 𝐽𝜈 is the Bessel function of the first kind of order 𝜈 and 𝜒21
′  is the first zero of 𝐽2

′ (𝑥) and 

equals 3.054. The electric field distribution of circular TE21 mode is shown in Figure 3.1(b). To 

calculate the radiated fields at 𝑧 > 0, equivalence principle is used to calculate the tangential 

magnetic and electric current sources on the aperture. Since the aperture is surrounded by infinite 

PEC plane at 𝑧 = 0, the only current that is required for calculation of fields is the magnetic current 

(𝑗
𝑚

) given by 

𝑗
𝑚
(𝜌, 𝜙) = −𝑛̂ × 𝐸̅𝑎 = −

2

𝜌
𝐽2 (

𝜒21
′ 𝜌

𝑎
) sin(2𝜙) 𝜙̂ +

𝜒21
′

𝑎
𝐽2
′ (
𝜒21
′ 𝜌

𝑎
) cos(2𝜙) 𝜌̂     (3.2) 

where, 𝑛̂ is a unit vector normal to the aperture and is equal to 𝑧̂ according to Figure 3.1. Using 

the image theory, the far-field electric field (𝐸𝑓𝑓) due to the magnetic current distribution 𝑗
𝑚

 given 

by (3.2) is obtained from 

𝐸𝑓𝑓 = −
𝑗𝑘𝑒−𝑗𝑘𝑟

4𝜋𝑟
∫(2𝑗

𝑚
(𝜌′, 𝜙′) × 𝑟̂)𝑒𝑗𝑘𝑟

′.𝑟̂𝑑𝑠′

𝑆

                               (3.3) 

where, the coefficient 2 in the integrand is for the image theory and 𝑆 is the aperture surface in 

Figure 3.1(a). After some manipulations, the 𝜃 and 𝜙̂ components of 𝐸𝑓𝑓 are obtained by 

𝐸𝑓𝑓,𝜃 = −
𝑗𝑘𝑒−𝑗𝑘𝑟

2𝜋𝑟
(𝐴 cos(𝜙) + 𝐵 sin(𝜙))                                     (3.4a) 

 
(a)                                                                                    (b) 

Figure 3.1. (a) Geometry of the aperture. (b) Electric field distribution of circular TE21 mode [16]. 
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𝐸𝑓𝑓,𝜙 = −
𝑗𝑘𝑒−𝑗𝑘𝑟

2𝜋𝑟
cos(𝜃) (−𝐴 sin(𝜙) + 𝐵 cos(𝜙)).                          (3.4b) 

In (3.4), 𝐴 and 𝐵 are defined as 

𝐴(𝜃, 𝜙) = ∫∫(−
2

𝜌′
𝐽2 (

𝜒21
′ 𝜌′

𝑎
) sin(2𝜙′) cos(𝜙′) +

𝜒21
′

𝑎
𝐽2
′ (
𝜒21
′ 𝜌′

𝑎
) cos(2𝜙′) sin(𝜙′))

𝑎

0

𝜋

−𝜋

 

× 𝑒𝑖𝑘𝜌
′ cos(𝜙′−𝜙)sin𝜃𝜌′𝑑𝜌′𝑑𝜙′  (3.5a) 

𝐵(𝜃, 𝜙) = ∫∫(−
2

𝜌′
𝐽2 (

𝜒21
′ 𝜌′

𝑎
) sin(2𝜙′) sin(𝜙′) −

𝜒21
′

𝑎
𝐽2
′ (
𝜒21
′ 𝜌′

𝑎
) cos(2𝜙′) cos(𝜙′))

𝑎

0

𝜋

−𝜋

 

× 𝑒𝑖𝑘𝜌
′ cos(𝜙′−𝜙)sin𝜃𝜌′𝑑𝜌′𝑑𝜙′.  (3.5b) 

Using the trigonometric identities and identities for derivative of Bessel functions, 𝐴 and 𝐵 can be 

simplified to 

𝐴(𝜃, 𝜙) = −(
𝜒21
′

2𝑎
) ∫∫(𝐽3 (

𝜒21
′ 𝜌′

𝑎
) sin(3𝜙′) + 𝐽1 (

𝜒21
′ 𝜌′

𝑎
) sin(𝜙′))

𝑎

0

𝜋

−𝜋

 

× 𝑒𝑖𝑘𝜌
′ cos(𝜙′−𝜙)sin𝜃𝜌′𝑑𝜌′𝑑𝜙′.         (3.6a) 

𝐵(𝜃, 𝜙) = −(
𝜒21
′

2𝑎
) ∫∫(−𝐽3 (

𝜒21
′ 𝜌′

𝑎
) cos(3𝜙′) + 𝐽1 (

𝜒21
′ 𝜌′

𝑎
) cos(𝜙′))

𝑎

0

𝜋

−𝜋

 

× 𝑒𝑖𝑘𝜌
′ cos(𝜙′−𝜙)sin𝜃𝜌′𝑑𝜌′𝑑𝜙′.         (3.6b) 

Using the identity 

𝐽𝑛(𝑥) =
1

2π
∫ 𝑒𝑗(𝑛𝜏−𝑥 sin(𝜏))𝑑𝜏

𝜋

−𝜋

,                                                    (3.7) 

in (3.6), the integrals with respect to 𝜙′ can be calculated and the result is 

𝐴(𝜃, 𝜙) = (
𝑗𝜋𝜒21

′

𝑎
)∫(𝐽3 (

𝜒21
′ 𝜌′

𝑎
) 𝐽3(𝑘𝜌

′ sin(𝜃)) sin(3𝜙)

𝑎

0
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−𝐽1 (
𝜒21
′ 𝜌′

𝑎
) 𝐽1(𝑘𝜌

′ sin(𝜃)) sin(𝜙))𝜌′𝑑𝜌′                      (3.8a) 

𝐵(𝜃, 𝜙) = (
𝑗𝜋𝜒21

′

𝑎
)∫(−𝐽3 (

𝜒21
′ 𝜌′

𝑎
) 𝐽3(𝑘𝜌

′ sin(𝜃)) cos(3𝜙)

𝑎

0

 

+𝐽1 (
𝜒21
′ 𝜌′

𝑎
) 𝐽1(𝑘𝜌

′ sin(𝜃)) cos(𝜙))𝜌′𝑑𝜌′.                      (3.8b) 

Substituting (3.8) in (3.4) results 

𝐸𝑓𝑓,𝜃 = −
𝑗𝑘𝑒−𝑗𝑘𝑟

2𝜋𝑟
sin(2𝜙) (−𝐼1 + 𝐼3)                                        (3.9a) 

𝐸𝑓𝑓,𝜙 =
𝑗𝑘𝑒−𝑗𝑘𝑟

2𝜋𝑟
cos(𝜃) cos(2𝜙) (𝐼1 + 𝐼3).                                    (3.9b) 

 

where, 𝐼𝑛 is: 

𝐼𝑛 = (
𝑗𝜋𝜒21

′

𝑎
)∫ 𝐽𝑛 (

𝜒21
′ 𝜌′

𝑎
) 𝐽𝑛(𝑘𝜌

′ sin(𝜃))𝜌′𝑑𝜌′
𝑎

0

                                 (3.10) 

Far-field electric field expressions given by (3.9), for 𝜃 and 𝜙̂ components of far-field 

electric field, indicate that: 

1. The components are periodic with period 180°. 

2. If one component is zero at 𝜙 = 𝜙0, the derivative of the other component with respect 

to 𝜙 is zero at 𝜙 = 𝜙0, i.e., the other components has its maximum absolute value at 𝜙 

= 𝜙0. 

3. If one component has its maximum absolute value at 𝜙 = 𝜙0, the other component has 

its maximum absolute value at 𝜙 = 𝜙0 + 45°. 

4. According to (3.9b), 𝐸𝑓𝑓,𝜙 is zero at 𝜃 = 90°. This is due to the infinite ground plane 

around the aperture. 
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These characteristics show that at each angle 𝜙 the far-field electric field is linearly polarized but 

its direction (polarization tilt angle) rotates as 𝜙 varies. As a case in point, if at 𝜙 = 𝜙0 the electric 

field is vertically polarized, at 𝜙 = 𝜙0 + 45° it is horizontally polarized. To illustrate the 

characteristics of the radiated fields, an aperture with radius of 125 mm and excited by circular 

waveguide TE21 mode at 1.6 GHz is simulated in HFSS. Figure 3.2 shows the model and the 

electric field at the far-field of the aperture. It can be observed that at 𝜙 = 0°, 90°, 180°, and 270°, 

the field is vertically polarized and at 𝜙 = 45°, 135°, 225°, and 315°, it is horizontally polarized. It 

can be also observed that the horizontal component of the electric field (𝜙-component) is zero at 

𝜃 = 90° as predicted by (3.9b). 

 

3.3. Excitation of Circular TE21 Modes in Free Space for Circular Polarization Operation 

A few waveguide structures have been proposed for excitation of circular TE21 mode [62], 

[63]. However, these structures are narrow band and design of a wideband antenna with these 

structures is not feasible. Here, instead of a waveguide structure, an array of monopole SLAs is 

utilized to excite a field distribution similar to circular TE21 mode in free space. SLA has been 

 
Figure 3.2. HFSS simulation result for far-field electric field of an aperture excited by circular TE21 mode [16]. 

 

 



 40 

previously used for design of wideband linearly polarized antennas [60], [61]. As shown in Figure 

3.3(a), SLA is composed of two sectors connected by an arc. In the antenna, monopole SLA is 

used as a single element. Monopole SLA is composed of a sector and an arc which connects the 

end of the sector to the ground plane as shown in Figure 3.3(b). In Figure 3.3(b), top of the sector 

is cut to reduce the overall height of the element. The ground plane is circular with the radius of 

𝑟𝑔. 

To excite a circular TE21 mode, an array of four monopole SLAs radially placed over a 

circular ground plane is utilized as shown in Figure 3.4(a). The angle between each two adjacent 

elements is 90°. Excitation of each element produces a current distribution on the element’s 

surface, which its horizontal component produces a horizontally polarized electric field along the 

excited element and on the top of the array according to Figure 3.4(a). It suggests that by exciting 

the elements with the same magnitude and phase difference of 180° between each two adjacent 

elements, a field distribution similar to circular TE21 mode can be obtained in free space. Figure 

3.4(b) shows the near-field electric field on the top of the array for the mentioned excitation which 

is similar to circular TE21 mode. Figure 3.4(c) shows the far-field electric field resulted from the 

near-field field distribution in Figure 3.4(b) which is similar to Figure 3.2. Since SLA is inherently 

          
 

(a)                                                                                    (b) 

Figure 3.3. (a) Topology of SLA. (b) Topology of a monopole SLA element over a circular ground plane [16]. 
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a wideband structure, the resulting TE21 mode can be excited over a wide bandwidth. It is noted 

that in contrast to Figure 3.2, in Figure 3.4(c), the horizontal component of the electric field is not 

zero in horizontal plane and the structure shows significant horizontally polarized radiation at 𝜃 = 

90°. This is due to the fact that the ground plane is finite in Figure 3.4. 

To excite the second TE21 mode for circular polarization, another set of four monopole 

SLAs, which is spatially rotated by 45° with respect to the first set of monopole SLAs, is placed 

over the ground plane as shown in Figure 3.4(d). With this configuration, the final array is formed 

by eight monopole SLAs and the angle between each two adjacent element is 45°. The second 

array is excited with absolute phase difference of 90° with respect to the first array. In this case, 

 
(a)                                                                                    (b) 

 
(c)                                                                                    (d) 

Figure 3.4. Structures for excitation of circular TE21 modes and circular polarization and the required excitation amplitudes and 

phases of the elements [16]. (a) Near-field electric field due to excitation of one element in an array of four monopole SLAs. (b) 

Excitation of elements to obtain circular TE21 in the near-field of the array. (c) Far-field electric field of the excitation in (b). (d) 

Structure of the CP antenna formed by eight monopole SLAs and excitation phases and amplitudes for RHCP operation. 

 

 

 



 42 

according to Figure 3.4(d), the phase difference between each two adjacent elements is 90°. 

Looking from the top, if the excitation phase decreases/increases in clockwise direction, the 

resulting circular polarization is left handed/right handed CP (LHCP/RHCP). The excitation 

phases of elements for RHCP operation are shown in Figure 3.4(d). 

In the following section, the antenna formed by eight monopole SLAs is optimized for 

maximum AR bandwidth while maintaining a low height for monopole SLAs. 

 

3.4. Circularly Polarized Omnidirectional Antenna Using an Array of Eight Monopole SLAs 

The antenna structure with eight monopole SLAs is optimized for maximum AR bandwidth 

in the range 1.2−2 GHz. The optimized values for geometrical parameters in Figure 3.3(b) are: 𝑟𝑔 

= 100 mm, 𝑟1 = 100 mm, 𝑟2 = 60 mm, 𝑟3 = 25 mm, 𝐻 = 46 mm, 𝜃1 = 80°, and 𝜃2 = 3°. Figure 

3.4(d) shows the structure of the optimized antenna. In all simulations reported here, the thickness 

for the monopole SLA elements and the ground plane is chosen to be 18 um which is a typical 

value for copper thickness of PCB substrates. 

Figure 3.5 shows the maximum of AR in horizontal plane versus frequency. It can be 

observed that the AR in horizontal plane is less than 3 dB over the band 1.28−1.55 GHz. 

Figure 3.6 shows the RHCP gain in horizontal plane at different frequencies over the band 

1.28−1.55 GHz which indicates omnidirectional radiation. In the range 1.28−1.55 GHz, the 

minimum RHCP gain in horizontal plane is 0.76 dBi. 

In this antenna structure, due to the mutual coupling among monopole SLAs, all the 

accepted power at each port is not entirely radiated and a part of it is coupled to the other ports. 

Hence, the coupling can increase the total reflected power from each port. For the antenna structure 

shown in Figure 3.4(d), the strongest coupling is between the adjacent ports with the maximum 
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level of -7.4 dB over the band 1.28−1.55 GHz. If the total reflected power at each port is low, then 

most of the accepted power at all the ports is radiated and thus the antenna is a good radiator with 

a high total radiation efficiency.  In this chapter, the total radiation efficiency is defined as the ratio 

of the realized CP gain to CP directivity. The reflection coefficient seen from the 𝑗th port is defined 

as 

Reflection Coefficient (dB) = 20 log10 (|∑𝑆𝑗𝑛𝑒
𝑗(𝜙𝑒𝑥,𝑗−𝜙𝑒𝑥,𝑛)

𝑁

𝑛=1

|) ,                      (3.11) 

 
 

Figure 3.5. Simulation result for the maximum of AR at 𝜃 = 90° versus frequency for the antenna with eight monopole SLAs [16]. 

 

 
 

Figure 3.6. Simulation results for RHCP gain at 𝜃 = 90° and at 1.28 GHz (solid line), 1.42 GHz (dotted line), and 1.55 GHz (dashed 

line) [16]. 
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where, 𝑆𝑗𝑛 is the 𝑗th row and 𝑛th column of the scattering matrix modeling the antenna with 𝑁 

monopole SLAs as an 𝑁-port network and (𝜙𝑒𝑥,𝑗 − 𝜙𝑒𝑥,𝑛) is the excitation phase difference 

between the 𝑗th and 𝑛th ports. Due to the symmetry in the antenna structure, reflection coefficient 

(3.11) is the same for all the ports. Figure 3.7 shows the reflection coefficient for the antenna with 

eight elements which is shown to be less than -7 dB over 1.28−1.55 GHz band.  Figure 3.7 also 

shows the total efficiency for the antenna with eight elements. It can be observed that over 

the1.28−1.55 GHz band, the total efficiency is more than 83%. 

For good AR performance, the antenna with eight SLAs requires the phase difference of 

90° between excitation signals of adjacent ports. 𝑆𝑖𝑗 shows the part of excitation signal that is not 

radiated and is coupled from port j to port 𝑖. It does not contribute to the radiated fields and AR. 

The coupled power (from one port to the other port) is dissipated in the feed network and degrades 

the total efficiency of the antenna. Thus, in the design of the antenna, the geometrical parameters 

are optimized to reduce the summation of all the couplings at each port to increase the realized 

gain and efficiency of the antenna. 

 
Figure 3.7. Reflection coefficient and total efficiency for the antenna in Figure 3.4(d) [16]. 
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Due to the symmetry in the antenna structure and constant excitation phase difference of 

90° between adjacent ports, sum of all couplings at each port has a constant phase difference of 

90° between adjacent ports. The total coupling at port i (𝐶𝑖) is defined as 

𝐶𝑖 = ∑𝑆𝑖𝑛𝑒
𝑗𝜙𝑒𝑥,𝑛

𝑁

𝑛=1
𝑛≠𝑖

                                                       (3.12) 

where 𝜙𝑒𝑥,𝑛 is the excitation phase of nth SLA. Figure 3.8 shows the amplitude and phase of 𝐶𝑖 (𝑖 

= 1, 2, …, 8). It can be observed that all 𝐶𝑖s have the same magnitude and the phase difference 

between adjacent ports is 90°. 

Th effect of couplings between SLAs on the radiated field of the antenna are illustrated in 

Figure 3.9. The radiated fields can be divided to the zeroth order fields and higher order fields. A 

part of the incident signal to each port is reflected (described by 𝑆𝑛𝑛) and the rest forms zeroth 

order current on each SLA.  The zeroth order current forms zeroth order radiated fields (indicated 

by black vectors in Figure 3.9 and also contributes to the first order currents on other SLAs through 

coupling. The zeroth order fields are circularly polarized since they are originated from the 

excitation signals with the phase difference of 90° between adjacent ports. 

 
(a)                                                                                        (b) 

Figure 3.8. Magnitude (a) and phase (b) of the total coupled signal at different ports of the antenna with eight SLAs. 

 



 46 

The phase and amplitude of the coupled signals between each two SLAs vary by distance 

but due to the symmetry and phases and amplitudes of the excitation signals, the summation of all 

first order couplings on each SLA which forms the first order currents, has the same amplitude and 

phase difference of 90° between adjacent SLAs. However, the phase of the first order currents may 

not necessarily be the same as the phase of zeroth order currents (Figure 3.9). Considering 𝑗th 

SLA, a part of first order current is coupled to the other ports and contributes to 𝑆𝑖𝑗𝑠. A part of it 

is radiated and forms first order radiated fields and a part of it is coupled to other SLAs and forms 

second order currents. Since the first order currents on SLAs have the same amplitude and phase 

difference of 90° between adjacent SLAs, the first order radiated fields (indicated by red vectors 

in Figure 3.9) is circularly polarized with a phase difference with respect to the zeroth order fields. 

In this case, the summation of the zeroth and first order fields is also circularly polarized but its 

magnitude is less or more than zeroth order fields, depending of the phase difference between 

zeroth and first order fields. The same process is repeated for higher order fields. Finally, the total 

circularly polarized radiated fields (which are obtained from simulation or measurement) are 

 
Figure 3.9. Coupling between SLAs. 
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formed by the zeroth order circularly polarized field and infinite number of higher order circularly 

polarized fields (which are due to multiple couplings between SLAs). 

For port 𝑖, each 𝑆𝑖𝑗 is formed by infinite number of couplings between 𝑖th and 𝑗th SLA. 

Since the coupling depends on distance between SLAs, 𝑆𝑖𝑗 is different for different pairs of SLAs. 

However, summation of all couplings at ports must have the same amplitude and phase difference 

of 90° between adjacent ports (as shown in Figure 3.8) since they are all originated from the 

currents with the same magnitude and phase difference of 90° as described above. 

The same process holds for the antenna with 16 SLAs that is described in the next section, 

but the phase difference between excitation signals, coupled signals, and currents on SLAs is 45° 

for adjacent SLAs. 

To investigate the effect of the geometrical parameters on the performance of the antenna, 

the parameters are varied around the chosen values and the resulting 3-dB AR bandwidth is 

studied. The results show that varying 𝐻, 𝜃1, and 𝜃2 around the chosen values in the range 42−50 

mm for 𝐻, 75° −85° for 𝜃1, and 2°−5° for 𝜃2 has negligible effect on the performance of the 

antenna. Figure 3.10(a) shows the maximum of AR in horizontal plane versus frequency for the 

parameter 𝑋 = 𝑟𝑔 = 𝑟1 = 𝑟2 + 40 mm. In this case, the radius of the ground plane and the length of 

the monopole SLAs are changed simultaneously. It can be observed that increasing/decreasing 

both the radius of the ground plane and the length of the monopole SLAs, shifts the band of CP 

operation to lower/higher frequencies. Figure 3.10(b) shows that reducing 𝑟1 (while the other 

parameters are kept constant) improves the AR bandwidth. However, reducing 𝑟1 reduces the CP 

gain at low frequencies. Figure 3.10(c) shows that decreasing 𝑟3 (i.e. moving the monopole SLAs 

to the center of the ground plane) increases the AR bandwidth while the lowest frequency in the 

AR bandwidth does not change. However, reducing 𝑟3 makes it difficult to fabricate the antenna 
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and the feed network. For a fixed value for 𝑟3, increasing the frequency increases the electrical 

length between the adjacent monopole SLAs. In this case, study of the near-field electric field 

distribution shows that the excited field distribution deviates from the field distribution of the 

circular TE21 mode and thus degrades the AR at high frequencies. To excite circular TE21 mode in 

a wider bandwidth while keeping 𝑟3 constant, in the next section, an additional monopole SLA is 

placed in between of each two adjacent SLAs in the original antenna with eight elements resulting 

a new structure with 16 monopole SLAs. With this structure, the distance between SLAs decreases 

and thus it can excite circular TE21 mode in a wider bandwidth. 

 

 
(a)                                                                                    (b) 

 

 
(c) 

Figure 3.10. Maximum of AR in horizontal plane for different (a) 𝑋 = 𝑟𝑔 = 𝑟1 = 𝑟2 + 40 mm, (b) 𝑟1, and (c) 𝑟3 [16]. 
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3.5. Wideband Circularly Polarized Omnidirectional Antenna Using an Array of 16 

Monopole SLAs 

To increase the operation bandwidth of the proposed structure, another set of eight 

monopole SLAs is added to the antenna structure which is rotated by rotation angle of 22.5° with 

respect to the first eight monopole SLAs. As a result, the final structure is formed by 16 monopole 

SLAs. The angle between each two adjacent elements is 22.5°. All elements are coaxially fed by 

the same magnitude and the excitation phase increment of 45°. In this arrangement, the electrical 

length between elements decreases and the circular TE21 mode can be excited over a wider 

bandwidth. Figure 3.11 shows the structure of the antenna with 16 monopole SLAs. The geometry 

and dimensions of the ground plane and SLAs are the same as the previous section except that it 

is assumed that the ground plane and SLAs are realized by RO4003 substrate with the dielectric 

and copper thickness of 32 mil and 18 um, respectively. The copper on one side of the substrate 

forming monopole SLAs and the ground plane is completely removed. The excitation phases and 

amplitudes for RHCP operation are given in Figure 3.11. 

 
 

Figure 3.11. Structure of the CP antenna with 16 monopole SLAs. Excitation phases and amplitudes are for RHCP operation. 

RO4003 dielectric material is indicated by gray color [16]. 
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Figure 3.12(a) shows the maximum value of AR and minimum of RHCP gain in the 

horizontal plane for the antenna in Figure 3.11. It is shown that the AR in less than 3 dB in the 

frequency range 1.2−2 GHz. Over the specified frequency range, the minimum RHCP gain in 

horizontal plane varies in the range -0.75−0.9 dBi. Figure 3.12(b) shows the reflection coefficient 

calculated by (3.11) and the total efficiency of the antenna. It can be observed that the reflection 

coefficient is less than -5 dB at frequencies larger than 1.7 GHz. This results in poor efficiency of 

the antenna at high frequencies. Simulation results show that variation of geometrical parameters 

does not have any significant effect on improvement of the reflection coefficient level at high 

frequencies and therefore, the monopole SLA structure must be modified. It is observed that 

reducing the height of the monopole SLA at the locations close to the feed can improve the 

reflection coefficient at high frequencies. Furthermore, introducing a gap to the monopole SLA 

structure, similar to the structure proposed in [61], can significantly improve the reflection 

coefficient. The modified structure for the monopole SLA is shown in Figure 3.13(a). In this figure, 

the location where SLA height is reduced is defined by 𝑟4 and 𝑟5 (measured from the center of the 

ground plane). The parameter ℎ defines the amount that the height is reduced. The width and the 

 
(a)                                                                                    (b) 

Figure 3.12. Simulation results for the antenna with 16 monopole SLAs shown in Figure 3.11 (solid lines) and Figure 3.13(b) 

(dashed lines) [16]. (a) Maximum of AR (dB) and minimum of RHCP gain (dBi) in horizontal plane. (b) Reflection coefficient 

(dB) and total efficiency. 
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location of the gap are indicated by 𝑡 and 𝑟6, respectively. The chosen values for the parameters 

are: 𝑟4 = 27 mm, 𝑟5 = 60 mm, ℎ = 6 mm, 𝑟6 = 35 mm, and 𝑡 = 0.5 mm. Other dimensions are the 

same as Figure 3.11. Figure 3.13(b) shows the final structure for the antenna. It is noted that in this 

structure, RO4003 dielectric has the same profile as Figure 3.11. 

Simulation results for the new structure is presented in Figure 3.12 (indicated by dashed 

lines). It can be observed that the AR bandwidth and efficiency of the antenna are improved. 

According to Figure 3.12(a), in the range 1.15−2.24 GHz, AR is less than 3 dB and the minimum 

CP gain over horizontal plane varies in the range -1.16−0.9 dBi. Figure 3.12(b) shows 

improvement in reflection coefficient over the specified AR bandwidth. The minimum total 

efficiency over the AR bandwidth is 78%. 

 
(a) 

 

 
 

(b) 

Figure 3.13. (a) Topology of modified monopole SLA. (b) Final structure of wideband CP omnidirectional antenna [16]. 
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For the antenna structure shown in Figure 3.13(b), the strongest coupling is between the 

adjacent ports with the maximum level of -7.1 dB over the band 1.11−2.17 GHz. 

Parametric analyses show that the performance of the antenna is not sensitive to 𝑟4, 𝑟5, and 

𝑡 if they are varied in the range 24−30 mm, 50−70 mm, and 0.25−0.75 mm, respectively. Figure 

3.14 shows that increasing ℎ and 𝑟6 improves the reflection coefficient at high frequencies. 

However, it degrades the reflection coefficient at the middle of the band. 

 

3.6. Fabrication and Measurement Results for the 16-Element CP Antenna 

An RHCP antenna with 16 modified monopole SLAs is fabricated and shown in Figure 

3.15. The ground plane and monopole SLAs are fabricated using RO4003 substrate with dielectric 

and copper thickness of 32 mil and 18 um, respectively. To feed the monopole SLAs with the 

required amplitudes and phases, a feed network is designed and fabricated on the backside of the 

ground plane of SLAs as shown in Figure 3.16. Figure 3.16(b) shows the block diagram of the 

feed network which includes four stages of power dividers and 45° low-pass/high-pass (LP/HP) 

phase shifters. At the first stage, input power is divided by two using a Wilkinson power divider 

to feed the two identical sections on the right and left of the feed network in Figure 3.16(a). At the 

next stage, using a divider and four cascaded 45° phase shifters, the power is divided by two with 

 
(a)                                                                                    (b) 

Figure 3.14. Reflection coefficient for the antenna in Figure 3.13(b) for different, (a) ℎ and (b) 𝑟6 [16]. 
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180° phase difference between output signals. At the third stage, using a divider and two cascaded 

45° phase shifters the power is divided by two with 90° phase difference between output signals. 

At this stage, the required signals for excitation of the antenna with eight monopole SLAs are 

obtained. At the final stage, the power is divided by two and then the output signals are applied to 

a 45° phase shifter. The output of the final stage is 16 signals that can be fed to the antenna with 

16 monopole SLAs. The numbers at the output ports show the phases of the output signals 

assuming the phase of the first port from the bottom is 0°. 

Each LP/HP phase shifter consists of two pi networks: 1) an LP network formed by one 

inductor (𝐿𝐿𝑃) and two identical capacitors (𝐶𝐿𝑃) and 2) an HP network formed by one capacitor 

(𝐶𝐻𝑃) and two identical inductors (𝐿𝐻𝑃). To design a 2𝜙 (𝜙 is a positive number) phase shifter 

matched to 𝑍0, the ABCD matrix of LP network is set equal to the ABCD matrix of a transmission 

line with characteristic impedance of 𝑍0 and phase of −𝜙 at the center frequency of operation 

bandwidth (𝑓𝑐) and the ABCD matrix of HP network is set equal to the ABCD matrix of a 

transmission line with characteristic impedance of 𝑍0 and phase of 𝜙 at 𝑓𝑐, resulting 

 
 

Figure 3.15. Fabricated CP antenna, the ground plane includes red solder mask [16]. 
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𝐿𝐿𝑃 =
𝑍0 sin𝜙

2𝜋𝑓𝑐
                                                                     (3.13a) 

𝐶𝐿𝑃 =
1 − cos𝜙

2𝜋𝑓𝑐𝑍0 sin𝜙
                                                                (3.13b) 

𝐿𝐻𝑃 =
𝑍0 sin𝜙

2𝜋𝑓𝑐(1 − cos𝜙)
                                                            (3.13c) 

𝐶𝐻𝑃 =
1

2𝜋𝑓𝑐𝑍0 sin𝜙
                                                                (3.13d) 

With values obtained by (3.13), the phase of the transmission coefficient at 𝑓𝑐 for LP and 

HP networks is −𝜙 and 𝜙, respectively, resulting phase different of 2𝜙 between the outputs of the 

two networks. Although the phase shifter is designed at 𝑓𝑐, the phase responses of LP and HP 

networks are linear and parallel around 𝑓𝑐, resulting approximately constant phase shift over a wide 

bandwidth. 

For a 45° phase shifter matched to 50 Ω, setting 𝜙 = 22.5° in (3.13) at 1.6 GHz results 𝐿𝐿𝑃 

= 1.9 nH, 𝐶𝐿𝑃 = 0.4 pF, 𝐿𝐻𝑃 = 25 nH, and 𝐶𝐻𝑃 = 5.2 pF. The phase shifter is fabricated using high 

self-resonant frequency inductors. With non-ideal inductors and capacitors, the obtained values 

for components must be tuned for best phase and insertion loss response within the operation 

bandwidth. In the fabricated feed network, 𝐿𝐿𝑃 = 1.8 nH (Coilcraft 0402CS-1N8XGLU), 𝐶𝐿𝑃 = 0.4 

pF, 𝐿𝐻𝑃 = 24 nH (Coilcraft 0402HP-23NXGLU), and 𝐶𝐻𝑃 = 5.6 pF. Figure 3.16(c) shows the 

measured response of the 45° phase shifter. According to the results, maximum deviation of the 

phase shift (phase difference between the outputs of LP and HP networks) from 45° is 1.1° in the 

range 1.2−2 GHz. The insertion loss for both networks is less than 0.08 dB with the maximum 

difference of 0.02 dB over the band 1.2−2 GHz. 
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(c)                                                                                    (d) 

Figure 3.16. (a) Fabricated feed network (with red solder mask). (b) Block diagram of the feed network. (c) Measurement results 

for the 45° phase shifter. (d) Measurement results for the fabricated feed network [16]. 
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The transmission coefficient between the input port and each of 16 output ports of the 

fabricated feed network is measured using a vector network analyzer while the other ports are 

terminated with 50 Ω load. Figure 3.16(d) shows the measured response of the feed network. 

According to the results, in the range 1.2−2 GHz, the variation range for the amplitude of the 

transmission coefficient is -14−-12.7 dB and the variation range for the absolute phase difference 

between adjacent ports is 38°−52°. 

To show the effect of feed network phase and amplitude error on the AR performance of 

the antenna Monte Carlo simulations have be done at 1.7 GHz (where the antenna shown in Figure 

3.13(b) has the highest AR according to the simulation results in Figure 3.12) and at 1.3 GHz and 

2 GHz (where the antenna has low AR values). The results are shown in Figure 3.17. For each pair 

of maximum phase difference and maximum amplitude error, the ideal excitation signal for port 𝑛 

(𝑛 = 1, 2, …, 16) which is 𝑃𝑛 = 1∠(𝑛 −1)45° is replaced by 𝑃𝑛 = 𝛼𝑛∠[(𝑛 −1)45°+𝛽𝑛], where, 𝛼𝑛 

is a random value uniformly distributed in the range [0  maximum amplitude error] and 𝛽𝑛 is a 

random value uniformly distributed in the range [-maximum phase difference/2  +maximum phase 

difference/2] resulting the maximum possible phase difference error of “maximum phase 

difference” between adjacent ports. At each point in Figure 3.17, AR is calculated over horizontal 

plane for 1000 set of randomly generated values for 𝛼𝑛 and 𝛽𝑛 and the maximum AR value is 

shown Figure 3.17. According to Figure 3.17(a) and Figure 3.17(c), the maximum of AR is less 

than 3 dB at 1.3 GHz and 2 GHz for maximum phase difference error in the range 0−10° and 

maximum amplitude error in the range 0−1 dB. According to Figure 3.17(b), for the maximum 

phase difference error = 6° and maximum amplitude error = 0.4 dB (the errors that the feed network 

shows at 1.7 GHz), the maximum AR is 3.1 dB. However, in the histogram plot of maximum 

values of AR over horizontal plane shown in Figure 3.17(d), it can be observed that in majority of 
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cases the AR is less than 3 dB. The results confirm that with the designed feed network, obtaining 

a wide AR bandwidth is possible. 

The numbers at the output ports in Figure 3.16(b) also shows the relative phases of the 

reflected signals from the ports. It can be shown that the phase difference between reflected signals 

at the output ports of the divider at the third stage is 180° and thus the reflected signals are 

dissipated at the power divider’s resistor and are not transferred to the input port or output ports. 

In this case, the reflection coefficient seen from the antenna ports is not translated to the reflection 

 
(a)                                                                                  (b) 

 
(c)                                                                                  (d) 

Figure 3.17. Maximum of AR over horizontal plane among 1000 different runs at (a) 1.3 GHz, (b) 1.7 GHz, and (c) 2 GHz. (d) 

Histogram plot of maximum of AR over horizontal plane for 1000 runs at 1.7 GHz and for maximum phase difference error of 6° 
and maximum amplitude error of 0.4 dB. 
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coefficient seen from the input port of the feed network but it reduces the total efficiency of the 

antenna to the values shown in Figure 3.12(b) (considering no loss for the feed network). 

The antenna is measured inside the anechoic chamber of the University of Michigan. 

Response of the antenna (phase and amplitude) to vertical and horizontal polarizations are 

measured separately in horizontal plane using a linearly polarized horn antenna and the results are 

combined to calculate AR and CP gains. The coordinate system used in measurements is shown 

in Figure 3.15.  

Figure 3.18 shows the reflection coefficient of the fabricated antenna (measured from the 

input port of the feed network). It can be observed that the reflection coefficient is less than 10 dB 

over the band 1−2.02 GHz. The measured total efficiency of the antenna is also shown in Figure 

3.18. The total efficiency is calculated by dividing average of the measured realized RHCP gain 

by average of the simulated RHCP directivity over the horizontal plane. The minimum total 

efficiency is 63% over the band 1.1‒2.2 GHz. The reduction in measured total efficiency 

comparing to the simulated total efficiency in Figure 3.12(b) is due to the feed network loss. 

According to Figure 3.16(d), the loss for the feed network (deviation from the ideal value -12 dB) 

varies in the range 0.7−2 dB over the band 1.2−2 GHz. Using a substrate with a lower loss can 

improve the total efficiency of the antenna. 

Figure 3.19(a) shows the average and maximum of the measured and simulated AR over 

horizontal plane versus frequency. Figure 3.19(b) shows the measured AR over horizontal plane 

and frequency. In measurement results, the average of AR is less than 3 dB over the band 

1.11−2.17 GHz (64% bandwidth). Due to the feed network amplitude and phase errors, at a few 

points within the range 1.2‒2 GHz, the measured AR is more than 3 dB according to Figure 3.19(b) 

but over the band 1.11−2.06, its maximum value is less than 3.3 dB (Figure 3.19(a)). Considering 
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both 3-dB AR and 10-dB impedance bandwidth, the operation bandwidth of the antenna is in the 

range 1.11−2.02 GHz (58%).  

 
Figure 3.18. Measured reflection coefficient and total efficiency [16]. 

 

 
(a) 

 
(b) 

Figure 3.19. (a) Average and maximum of the measured and simulated AR over horizontal plane versus frequency [16]. (b) 

Measured AR in horizontal plane (𝜃 = 90°) (white color indicates AR > 3 dB). 
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Figure 3.20(b) shows the average of the measured and simulated realized RHCP and LHCP 

gains over horizontal plane versus frequency. Over the band 1.11−2.17 GHz (3-dB AR bandwidth), 

the measured and simulated RHCP realized gain varies within the range -2.9−0.52 dBi and 

-1.55−0.57 dBi, respectively. The difference between the measured and simulated gains is due to 

the fact that in simulations, loss of the feed network is not accounted for. Over the band 1.11−2.17 

GHz, the measured averaged polarization isolation over the horizontal plane is greater than 18 dB. 

The measured and simulated AR over horizontal plane are plotted in Figure 3.21 at 1.2, 

1.6, and 2 GHz. The results show that the measured AR is less 3 dB over the horizontal plane. 

Figure 3.21(d) shows the simulated AR in elevation (𝜙 = 0°) at 1.2, 1.6, and 2 GHz. According to 

the simulation results, AR is less than 3 dB for |𝜃| < 95°. 

The measured and simulated realized RHCP and LHCP gain patterns over horizontal plane 

are plotted in Figure 3.22 at 1.2, 1.6, and 2 GHz. The results show omnidirectional gain pattern for 

the antenna. The maximum measured and simulated gain variation in horizontal plane are 2 dB 

and 0.15 dB respectively. The difference in the measurement and simulation results is due to the 

measurement errors and also the errors in excitation phases and amplitudes of the elements. Figure 

3.22(d) shows the simulated realized RHCP and LHCP gains in elevation (𝜙 = 0°) at 1.2, 1.6, and 

 
Figure 3.20. Measured and simulated average of realized RHCP and LHCP gains over horizontal plane [16]. 
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2 GHz. According to the simulation results, the maximum realized gain (excluding feed network 

loss) is 2 dBi at 𝜃 = 50°. 

Table 3.1 compares the performance of different wideband circularly polarized 

omnidirectional antennas. The proposed antenna has the highest 3-dB AR and operation 

bandwidth. Diameter and total height of the antenna (excluding the connector) are 250 mm and 47 

mm, respectively. 

  

  
(a)                                                                          (b) 

 

  
(c)                                                                          (d) 

Figure 3.21. Axial ratio: measured (solid line) and simulated (dashed line without feed network) at 𝜃 = 90° and at 1.2 GHz (a), 1.6 

GHz (b), and 2 GHz  (c). Note that the AR is consistently below 3 dB and dissimilarity between the measured and simulated results 

are due to the feed network which is not included in the simulations. Also shown at (d) simulated AR at 𝜙 = 0° and at 1.2 GHz 

(solid line), 1.6 GHz (dotted line), and 2 GHz (dashed line) [16]. 
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(a)                                                                          (b) 

 

 
(c)                                                                          (d) 

Figure 3.22. Gain pattern: Measured (solid line) and simulated (dashed line without feed network) realized CP gains at 𝜃 = 90° and 

at 1.2 GHz (a), 1.6 GHz (b), and at 2 GHz (c). Also shown are the simulated realized CP gains at 𝜙 = 0° and at 1.2 GHz (solid 

line), 1.6 GHz (dotted line), and 2 GHz (dashed line) [16]. 
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3.7. Conclusion 

A wideband circularly polarized omnidirectional antenna has been proposed for all-

directions through-the-wall imaging radar application. The antenna operates based on excitation 

of a field distribution similar to circular TE21 mode over a wide bandwidth. It is shown that 

excitation of circular TE21 mode in the near-field of the antenna, produces a linearly polarized far-

field electric field in horizontal plane whose polarization tilt angle varies as a function of azimuthal 

direction. Circular polarization is obtained by exciting two circular TE21 modes with excitation 

phase difference of 90° and spatial rotation angle difference of 45°. To excite the modes over a 

Table 3.1. Performance comparison of wideband CP omnidirectional antennas. 

 

Type of CP 

antenna 

Center 

frequency 

(GHz) 

3-dB AR 

bandwidth 

(%) 

Operation 

bandwidth* 

(%) 

Dimension 𝑤×𝑙×ℎ 

(𝜆0 is the wavelength at 

the center frequency) 

Max realized 

gain (dBi) at 

specified 

elevation 

angle 𝜃 

Min 

efficiency 

(%) 

This work 1.565 

64 (Measured, 

Averaged at 𝜃 

= 90°, Max 3.3 

dB 

within 

operation 

bandwidth) 

58 1.3𝜆0×1.3𝜆0×0.25𝜆0 

0.52 at 𝜃 = 

90° 
2** at 𝜃 = 

50° 

63 (78**) 

Patch antenna 

with vortex slots 

and shorting vias 

[12] 

2.845 

57.9 

(Measured, At 

𝜃 = 125° 
and 𝜙 = 0°) 

51.7 0.85𝜆0×0.85𝜆0×0.14𝜆0 1 at 𝜃 = 125° 
Not 

specified 

Wideband 

vertically and 

horizontally 

polarized 

elements [13] 

1.61 
49.7 

(Simulated) 
49.7 Not specified 0 at 𝜃 = 90° 80 

Monopole 

antenna and 

polarizer [3] 

5.295 

54.9 

(Measured, At 

𝜃 = 30° and 𝜙 

= 0°) 

41 1.04𝜆0×1.04𝜆0×0.54𝜆0 6.3 at 𝜃 = 30° 
Not 

specified 

Array of 

rectangular loop 

elements [14] 

2.075 41 (Measured) 41 0.39𝜆0×0.39𝜆0×1.07𝜆0 
~ 4.8 at 𝜃 = 

90° 
Not 

specified 

Circular patch 

with slots 

operating at 

TM21 mode [15] 

2.531 
28.3 

(Measured) 
25.4 2.63𝜆0×2.7𝜆0×0.084𝜆0 5.5 at 𝜃 = 33° 

Not 

specified 

Dielectric 

resonator with 

parasitic strips 

[2] 

3.55 

25.4 

(Measured, At 

𝜃 = 90° 
and 𝜙 = 0°) 

22 0.35𝜆0×0.35𝜆0×0.29𝜆0 
1.48 at 𝜃 = 

90° 
84 

* Measured 3-dB AR and 10-dB impedance bandwidth   ** Excluding the feed network loss 
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wide bandwidth, an array of eight monopole SLAs was initially utilized. To improve the AR 

bandwidth of the antenna, the number of elements is increased to 16 elements. The final structure 

with 16 elements is fabricated and measured. In addition, a feed network for excitation of elements 

with the same amplitude and the required phases for RHCP operation is fabricated on the backside 

of the ground plane of the antenna. The diameter and total height of the antenna are 250 mm and 

47 mm respectively. 

The measured 3-dB AR and operation bandwidth (3-dB AR and 10-dB impedance 

bandwidth) are 64% (1.11−2.17 GHz) and 58% (1.11−2.02 GHz), respectively. The achieved AR 

and operation bandwidth are the highest among the proposed structures for omnidirectional 

circularly polarized antennas. The measured realized RHCP gain over horizontal plane is 0.52 dBi. 

Over the operation bandwidth, the minimum simulated total efficiency of the antenna excluding 

the feed network loss is 78%. The minimum measured total efficiency of the antenna including the 

feed network loss is 63%. 
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Chapter 4 All-Directions Through-the-Wall Imaging Using a Small Number of Moving 

Omnidirectional Bi-static FMCW Transceivers 

 

 

4.1. Introduction 

In Chapter 2, the idea of all-directions through-the-wall imaging has been presented. The 

focus of this chapter is on implementation of all-directions through-the-wall imaging and 

evaluation of its performance in real scenarios through laboratory and field measurements using a 

fabricated imaging system. 

Bi-static configuration of transmitter and receivers in all-directions through-the-wall 

imaging requires synchronization between transmitter and receivers. It is shown that using 

frequency modulated continuous wave (FMCW) radar architecture, the synchronization can be 

performed with a simple method. To use the bi-static FMCW radar architecture, the imaging 

method presented in Chapter 2 is modified to be compatible with the new radar architecture. 

In a bi-static imaging system, errors in synchronization and random and deterministic 

delays in transmitter and receiver circuits result in a distorted image. The presented imaging 

method can correct for these errors. 

A complete bi-static FMCW radar system with wireless synchronization is designed and 

fabricated to demonstrate the performance of the all-directions through-the-wall imaging in real 

scenarios. A measurement is performed using the fabricated radar system and wideband linearly 

polarized (LP) omnidirectional blade antennas and wideband circularly polarized (CP) 

omnidirectional antennas presented in Chapter 3. It is shown that the circularly polarized antennas 
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enhance the imaging performance by reducing the direct signal from transmitter to receivers and 

better imaging of objects with large aspect ratio and arbitrary orientation. 

 

4.2. Image Formation Technique Compatible with Bi-Static FMCW Radar Architecture 

In this section, an image formation technique compatible with the bi-static FMCW radar 

architecture is introduced. Image formation is performed in two steps. The first step is aligning 

FMCW IF signals with respect to a reference point in the imaging area to correct for the errors in 

synchronization and random and deterministic delays in transmitter and receiver circuits. The 

second step is calculation of the image at each point in the imaging area. 

 

4.2.1. Bi-static FMCW Signal Model and Correction for Errors in Synchronization and 

Delays in Circuits 

In this section, an FMCW signal model and an error correction method for the signal 

received at 𝑛th sampling point are presented. The transmitter and 𝑛th sampling point are shown in 

Figure 4.1. For an FMCW transmitter, the transmitted signal (𝑠𝑥(𝑡)) is modeled by [64] 

𝑠𝑥(𝑡) = 𝑒𝑗2𝜋𝑓0𝑡𝑒𝑗𝜋𝛾𝑡
2
         0 < 𝑡 < 𝑇,                                                (4.1) 

where, 𝑓0 is the start frequency, 𝛾 is the chirp rate, and 𝑇 is the chirp duration. It is assumed that 

the amplitude of the chirp signal is equal to one. The frequency spectrum of the chirp signal 

described by (4.1) spans from 𝑓0 to 𝑓0 + 𝛾𝑇. The received signal from the point scatterer 𝑃 (Figure 

4.1) at the 𝑛th sampling point is modeled by 

𝑠𝑟(𝑡) = 𝛼𝑒𝑗2𝜋𝑓0(𝑡−𝑡𝑑)𝑒𝑗𝜋𝛾(𝑡−𝑡𝑑)
2
,                                                    (4.2) 

where 𝛼 is the amplitude of the received signal which is, in general, a function of the range, 

scatterer radar cross section (RCS), and frequency. Here, it is assumed that 𝛼 is independent of the 
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frequency. In (4.2), 𝑡𝑑 is the total delay in the received signal at the 𝑛th sampling point and has 

two components: 

1. The delay that the signal experiences in its path from transmitter to 𝑃 and from 𝑃 to the 

receiver which is equal to 2𝑅𝑡/𝑐0 where 𝑐0 is the speed of light in free space and 𝑅𝑡 is 

the equivalent free space range which is equal to (𝑟𝑡𝑝+𝑟𝑝𝑛)/2 (according to Figure 4.1, 

𝑟𝑡𝑝 is the distance between the transmitter and the point scatterer 𝑃 and 𝑟𝑝𝑛 is the 

distance between 𝑃 and 𝑛th sampling point). Assuming transmitter located at the origin 

and the receiver at the 𝑛th sampling point, the slant range (𝑟𝑡𝑝 + 𝑟𝑝𝑛) to a point target 

is given by 

𝑟𝑡𝑝 + 𝑟𝑝𝑛 = 𝑟𝑡𝑝 +√𝑑𝑛2 + 𝑟𝑡𝑝
2 − 2𝑑𝑛𝑟𝑡𝑝 cos(𝜙𝑛)                                  (4.3) 

where, 𝑑𝑛 is the distance between the transmitter and 𝑛th sampling point and 𝜙𝑛 is the 

angle between the line passing through the transmitter and the scatterer 𝑃 and the line 

passing through the transmitter and the 𝑛th sampling point. 

2. The delay inside the transmitter and receiver RF circuits, interconnecting cables, and 

antennas. This delay is modeled by free space equivalent range of 𝑅𝑐 and is equal to 

2𝑅𝑐/𝑐0. 

 
Figure 4.1. Transmitter and 𝑛th sampling point for image formation at point 𝑅 [14]. 
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Considering the two components for 𝑡𝑑, (4.2) can be rewritten as 

𝑠𝑟(𝑡) = 𝛼𝑒
𝑗2𝜋𝑓0(𝑡−

2(𝑅𝑡+𝑅𝑐)
𝑐0

)
𝑒
𝑗𝜋𝛾(𝑡−

2(𝑅𝑡+𝑅𝑐)
𝑐0

)
2

.                                (4.4) 

At the receiver, the reference chirp signal (𝑆𝑟𝑒𝑓(𝑡)) is modeled by: 

𝑠𝑟𝑒𝑓(𝑡) = 𝑒
𝑗2𝜋𝑓0(𝑡−

2𝑅𝑜
𝑐0

)
𝑒
𝑗𝜋𝛾(𝑡−

2𝑅𝑜
𝑐0

)
2

                                           (4.5) 

where, 𝑅𝑜 is the equivalent free space range that models the delay (= 2𝑅𝑜/𝑐0) between the start of 

the chirp signals at the receiver and the transmitter. This delay is due to the synchronization error. 

Filtered IF signal at the output of the receiver is 

𝑠𝐼𝐹(𝑡) = 𝑠𝑟
∗(𝑡)𝑠𝑟𝑒𝑓(𝑡) = 𝛼𝑒

𝑗
4𝜋𝑓0
𝑐0

(𝑅𝑡+𝑅𝑐−𝑅𝑜)𝑒
𝑗
4𝜋𝛾
𝑐0

(𝑡−
2𝑅𝑜
𝑐0

)(𝑅𝑡+𝑅𝑐−𝑅𝑜)𝑒
−𝑗
4𝜋𝛾

𝑐0
2 (𝑅𝑡+𝑅𝑐−𝑅𝑜)

2

.   (4.6) 

In (4.6), the first exponential is Doppler-frequency, the second exponential is range-frequency, and 

the third exponential is residual video phase (RVP). The received signal from the point 𝑃 generates 

a peak in the frequency spectrum of the IF signal with the frequency at 

𝑓𝑃 =
2𝛾

𝑐0
(𝑅𝑡 + 𝑅𝑐 − 𝑅𝑜).                                                      (4.7) 

By calculating 𝑓𝑃 for a known point 𝑃 in the imaging area, the unknown 𝑅𝑐 − 𝑅𝑜 can be 

determined. In a bi-static radar system with omnidirectional antennas, direct signal from 

transmitter to receiver produces a peak with the lowest frequency in the spectrum of the IF signal. 

The frequency of this peak (𝑓𝑑𝑖𝑟𝑒𝑐𝑡) is obtained from (4.7) while the point 𝑃 is placed at the location 

of the transmitter (in this case 𝑟𝑡𝑝 = 0 and 𝑟𝑝𝑛 = 𝑑𝑛 reuslitng 𝑅𝑡 = 𝑑𝑛/2). Knowing 𝑑𝑛 and 𝑓𝑑𝑖𝑟𝑒𝑐𝑡, 

𝑅𝑐 − 𝑅𝑜 is 

𝑅𝑐 − 𝑅𝑜 =
𝑐0𝑓𝑑𝑖𝑟𝑒𝑐𝑡
2𝛾

−
𝑑𝑛
2
.                                                      (4.8) 

In the following, the obtained 𝑅𝑐 − 𝑅𝑜 is used to correct the synchronization errors and delays in 

RF circuits and antennas. 
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The IF signal at the output of the receiver is sampled using a high speed A/D. Assuming 

that A/D is set such that the sampling is started by the start of the chirp at the receiver, the time for 

the 𝑘th sample in A/D is 

𝑡𝑘 =
𝑘

𝐹𝑠
+ 𝑡𝑠 +

2𝑅𝑜
𝑐0

.                                                               (4.9) 

In (4.9), 𝐹𝑠 is the sampling frequency and 𝑡𝑠 models the difference between the start time for A/D 

sampling and start time for the chirp signal at the receiver. The sampled IF signal is represented 

by 

𝑠𝐼𝐹(𝑘) = 𝛼𝑒
𝑗
4𝜋𝑓0
𝑐0

(𝑅𝑡+𝑅𝑐−𝑅𝑜)𝑒
𝑗
4𝜋𝛾
𝑐0

(
𝑘
𝐹𝑠
+𝑡𝑠)(𝑅𝑡+𝑅𝑐−𝑅𝑜)𝑒

−𝑗
4𝜋𝛾

𝑐0
2 (𝑅𝑡+𝑅𝑐−𝑅𝑜)

2

.         (4.10) 

To compensate for the synchronization error, delays in RF circuits and antennas, and 𝑡𝑠, a 

reference point 𝐴 in the imaging area is defined. The received signal from point 𝐴 (𝑠𝑎) is modeled 

by 

𝑠𝑎(𝑘) = 𝑠𝐼𝐹(𝑘)|𝑅𝑡=𝑅𝑎,   𝛼=1 = 𝑒
𝑗
4𝜋𝑓0
𝑐0

(𝑅𝑎+𝑅𝑐−𝑅𝑜)𝑒
𝑗
4𝜋𝛾
𝑐0

(
𝑘
𝐹𝑠
+𝑡𝑠)(𝑅𝑎+𝑅𝑐−𝑅𝑜)𝑒

−𝑗
4𝜋𝛾

𝑐0
2 (𝑅𝑎+𝑅𝑐−𝑅𝑜)

2

    (4.11) 

where, 𝑅𝑎 = (𝑟𝑡𝑎 + 𝑟𝑎𝑝)/2 (𝑟𝑡𝑎 and 𝑟𝑎𝑝 are shown in Figure 4.1). In (4.11), 𝑡𝑠 is unknown and must 

be determined before compensation. To determine 𝑡𝑠, 𝑠𝐼𝐹(𝑘) is multiplied by 𝑠𝑎,0
∗ (𝑘) = 𝑠𝑎

∗(𝑘)|𝑡𝑠=0 

𝑠𝐼𝐹(𝑘)𝑠𝑎,0
∗ (𝑘) 

= 𝛼𝑒
𝑗
4𝜋𝑓0
𝑐0

(𝑅𝑡−𝑅𝑎)𝑒
𝑗
4𝜋𝛾
𝑐0

(
𝑘
𝐹𝑠
−
2(𝑅𝑎+𝑅𝑐−𝑅𝑜)

𝑐0
)(𝑅𝑡−𝑅𝑎)𝑒

𝑗
4𝜋𝛾
𝑐0

𝑡𝑠(𝑅𝑡+𝑅𝑐−𝑅𝑜)𝑒
−𝑗
4𝜋𝛾

𝑐0
2 (𝑅𝑡−𝑅𝑎)

2

      (4.12) 

According to the second exponential term in (4.12), a reflected signal from point 𝐴 (𝑅𝑡 = 𝑅𝑎) 

produces a peak at zero frequency in the frequency spectrum of 𝑠𝐼𝐹𝑠𝑎,0
∗ . Transmitter location is a 

known point in the imaging area. Here, the transmitter location is selected as point 𝐴 resulting 𝑅𝑎 

= 𝑑𝑛/2. In this case, the effect of the direct signal from transmitter to receiver is a peak at the zero 
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frequency in the frequency spectrum of 𝑠𝐼𝐹𝑠𝑎,0
∗ . In (4.12), the phase of 𝑠𝐼𝐹𝑠𝑎,0

∗  at 𝑅𝑡 = 𝑅𝑎 (= the 

phase of FFT for 𝑠𝐼𝐹𝑠𝑎,0
∗  at zero frequency) is 

𝜙0 =
4𝜋𝛾

𝑐0
𝑡𝑠(𝑅𝑎 + 𝑅𝑐 − 𝑅𝑜).                                              (4.13) 

and consequently, 𝑡𝑠 can be obtained from 

𝑡𝑠 =
𝜙0𝑐0
4𝜋𝛾

1

(𝑅𝑎 + 𝑅𝑐 − 𝑅𝑜)
 .                                                (4.14) 

After calculating 𝑡𝑠, the compensated 𝑠𝐼𝐹 (denoted by 𝑠𝐼𝐹,𝑐) is obtained by multiplying 𝑠𝐼𝐹 by 𝑠𝑎
∗ 

𝑠𝐼𝐹,𝑐(𝑘) = 𝑠𝐼𝐹(𝑘)𝑠𝑎
∗(𝑘) 

= 𝛼𝑒
𝑗
4𝜋𝑓0
𝑐0

(𝑅𝑡−𝑅𝑎)𝑒
𝑗
4𝜋𝛾
𝑐0

(
𝑘
𝐹𝑠
−
2(𝑅𝑎+𝑅𝑐−𝑅𝑜)

𝑐0
)(𝑅𝑡−𝑅𝑎)𝑒

𝑗
4𝜋𝛾
𝑐0

𝑡𝑠(𝑅𝑡−𝑅𝑎)𝑒
−𝑗
4𝜋𝛾

𝑐0
2 (𝑅𝑡−𝑅𝑎)

2

    (4.15) 

According to (4.15), for a signal received from the reference point 𝐴 (𝑅𝑡 = 𝑅𝑎), the phase and 

frequency of the peak are zero. 

The error correction process at each sampling point can be summarized as 

1. Calculating FFT of the samples of IF signal (𝑠𝐼𝐹) at positive frequencies; 

2. Determining the frequency of the first peak (𝑓𝑑𝑖𝑟𝑒𝑐𝑡) and using (4.8) to calculate 𝑅𝑐 −

𝑅𝑜; 

3. Setting 𝑅𝑎 = 𝑑𝑛/2 and using 𝑅𝑐 − 𝑅𝑜 from step 2 to calculate 𝑠𝐼𝐹𝑠𝑎,0
∗ ; 

4. Calculating phase of the FFT for the samples of 𝑠𝐼𝐹𝑠𝑎,0
∗  at zero frequency (𝜙0) and then 

using (4.14) to find 𝑡𝑠; 

5. Calculating corrected IF signal (𝑠𝐼𝐹,𝑐) using (4.15); 

6. Using the obtained 𝑅𝑐 − 𝑅𝑜, 𝑡𝑠, and 𝑠𝐼𝐹,𝑐 at each sampling point for image formation. 
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It should be noted that in reality, IF signal is real and equal to the real part of (4.6). 

However, since in error correction and image formation, the FFT of the IF signal at positive 

frequencies is used, both the real and complex IF signals produce the same results. 

The RVP term in 𝑠𝐼𝐹,𝑐 (last exponential term in (4.15)) produces an unwanted range 

dependent phase shift. It can be removed by the simple filtering method presented in [64]. 

However, RVP is not removed here, since with 𝛾 = 1.5×1013 Hz/s in the fabricated radar system, 

phase of RVP is less than 5° for ranges up to 6 m. 

A sample of the IF signal before and after correction is shown in Figure 4.2. For correction, 

the reference point (𝐴) is set at the transmitter location. It can be observed that the first peak which 

is due to the signal received from point 𝐴 (the direct signal from the transmitter to receiver), is 

shifted to zero frequency in the corrected signal. 

 

4.2.2. Image Formation 

In image formation, it is assumed that the transmitter and receiver remain stationary during 

signal transmission and reception. 𝑅𝑐 − 𝑅𝑜, 𝑠𝐼𝐹,𝑐, and 𝑡𝑠 that are calculated at the 𝑛th sampling 

point are denoted by 𝑅𝑐,𝑛 − 𝑅𝑜,𝑛, 𝑠𝐼𝐹,𝑐,𝑛, and 𝑡𝑠,𝑛, respectively. The image at point 𝑅, 𝐼(𝑅), is 

calculated by time domain correlation method described in [65] 

𝐼(𝑅) = ∑∫𝑠𝐼𝐹.𝑐,𝑛(𝑡)𝑠𝑐,𝑛
∗ (𝑡)𝑑𝑡

𝑇

0

𝑁

𝑛=1

                                             (4.16) 

where 𝑁 is the number of sampling points and 𝑠𝑐,𝑛(𝑡) is 

𝑠𝑐,𝑛(𝑡) = 𝑒
𝑗
4𝜋𝑓0
𝑐0

(𝑅𝑡,𝑛−𝑅𝑎,𝑛)𝑒
𝑗
4𝜋𝛾
𝑐0

(𝑡−
2(𝑅𝑎,𝑛+𝑅𝑐,𝑛−𝑅𝑜,𝑛)

𝑐0
)(𝑅𝑡,𝑛−𝑅𝑎,𝑛)

𝑒
𝑗
4𝜋𝛾
𝑐0

𝑡𝑠,𝑛(𝑅𝑡,𝑛−𝑅𝑎,𝑛).  (4.17) 
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In (4.17), 𝑅𝑎,𝑛 = 𝑑𝑛/2 (𝑑𝑛 is the distance between the transmitter and the 𝑛th receiving point) and 

𝑅𝑡,𝑛 = (𝑟𝑡𝑟 + 𝑟𝑟𝑛)/2, where 𝑟𝑡𝑟 is the distance between transmitter and point 𝑅 and 𝑟𝑟𝑛 is the distance 

between point 𝑅 and 𝑛th sampling point, as shown in Figure 4.1. 

If the transmitter and receivers are stationary during each measurement, the integral in 

(4.16) can be represented by FFT of 𝑠𝐼𝐹,𝑐,𝑛 (𝑆𝐼𝐹,𝑐,𝑛) at the frequency of 2𝛾(𝑅𝑡,𝑛 − 𝑅𝑎,𝑛)/𝑐0, which 

results in a more computationally efficient back-projection algorithm [65] 

𝐼(𝑅) = ∑(𝑒
−𝑗
4𝜋
𝑐0
(𝑓0−

2𝛾(𝑅𝑎,𝑛+𝑅𝑐,𝑛−𝑅𝑜,𝑛)
𝑐0

)(𝑅𝑡,𝑛−𝑅𝑎,𝑛)
𝑁

𝑛=1

 

× 𝑒
−𝑗
4𝜋𝛾
𝑐0

𝑡𝑠,𝑛(𝑅𝑡,𝑛−𝑅𝑎,𝑛)𝑆𝐼𝐹,𝑐,𝑛 (
2𝛾(𝑅𝑡,𝑛 − 𝑅𝑎,𝑛)

𝑐0
)) .       (4.18) 

Equation (4.18) is used to calculate the image in all the points 𝑅 within the imaging area. 

A MATLAB code for all-directions through-the-wall imaging using bi-static FMCW 

transceivers is provided in Appendix A. 

 

 
 

Figure 4.2. A sample of IF signal before and after correction. Setting reference point 𝐴 at the transmitter location, the first peak 

which is due to the signal received from point 𝐴 (direct signal from the transmitter to the receiver), is shifted to zero frequency in 

the corrected signal [14]. 
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4.3. Bi-static FMCW Radar System Realizing All-Directions Through-the-Wall Imaging 

To test the performance of the proposed all-directions through-the-wall imaging method in 

real scenarios, a bi-static FMCW radar system has been designed, fabricated, and tested. The block 

diagram of the transmitter and receiver is shown in Figure 4.3. In transmitter and receiver, the 

constituent parts of the chirp generator are a direct digital synthesizer (DDS), a PLL, and a 

wideband RF VCO. According to Figure 4.3(a), DDS generates a low frequency chirp signal in 

the range 50−82 MHz. This chirp signal is fed to the reference input of a wideband phase/frequency 

detector (PFD). The output of PFD is connected to a wideband loop filter whose output controls 

the VCO frequency. The frequency of the signal at the VCO output is divided by 24 and is fed to 

the RF input of PFD. In this case, the frequency of the chirp signal generated by DDS is multiplied 

by 24, resulting in a chirp signal with the frequency spectrum spans from 1.2 GHz to 1.968 GHz. 

The total sweep time for the chirp signal (𝑇) is 51.2 𝜇s resulting in a chirp rate (𝛾) of 1.5×1013 

Hz/s. The operation bandwidth of the system (768 MHz) results in a theoretical range resolution 

of 19.5 cm. With the specified chirp rate, each 1 cm increase in the range of the target, increases 

frequency of the resulting peak in spectrum of the IF signal by 1 kHz. For two objects with 

separation of one range resolution, the frequency difference in the IF signal is 19.5 kHz. To resolve 

the images of two targets with a separation of the range resolution in the range direction, the chirp 

generator must have a low phase noise at 19.5 kHz offset. The measurement results show that at 

all frequencies within the operation band, the phase noise is less than -100 dBc/Hz at 19.5 kHz 

offset. Measured phase noise values at 1.2 and 2 GHz are shown in Table 4.1. 

As shown in Figure 4.3(b), IF signal at the output of the receiver is connected to a high-

speed A/D (100 MSamples/s). The samples of the IF signal are stored in a high-speed FIFO and 
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are subsequently read by a Raspberry Pi board and transferred wirelessly to a PC (for image 

formation) via an ad-hoc Wi-Fi network. 

The selected A/D oversamples the IF signal. Assuming a maximum target range of 10 m 

and the maximum synchronization error which is mentioned later in this section, the IF signal 

bandwidth is less than 10 MHz and therefore A/D sampling rate can be decreased. 

Start time for the chirp signal at the transmitter and receiver(s) and start of the sampling in 

A/D are controlled by a wireless synchronization circuit. A simple solution for synchronization is 

using a digital transceiver for sending and receiving the start of chirp command. However due to 

the random delays in the digital transceiver circuits, the synchronization error largely varies in 

time. For a 300 kb/s transceiver, the maximum measured synchronization error is 400 ns. In the 
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Figure 4.3. Block diagram of the fabricated radar [14]. (a) Chirp generator and transmitter. (b) Receiver. 

 

Table 4.1. Phase noise of the fabricated radar 

 

𝑓𝑐 (GHz) Phase noise at 19.5 kHz offset (dBc/Hz) Phase noise at 100 kHz offset (dBc/Hz) 

1.2 GHz -101 -112 

2 GHz -100 -106 
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fabricated radar system, for a fixed transmitter, receiver, and target, this error shifts the spectrum 

of IF signal randomly by up to 6 MHz in successive chirp sweeps. This large variation in the 

spectrum of IF signal reduces the coherency and image quality even if all the synchronization 

errors are corrected since the response of the mixer and IF filter is not completely the same over 

the operation band. For the best results, this error must be kept constant for successive chirp 

sweeps. 

Figure 4.4 shows the block diagram of the proposed synchronization circuit in transmitter 

and receiver. The digital transmitter (FSK modulator) transmits a CW signal with the frequency 

of 𝑓1 (915.370 MHz) for bit 0 or 𝑓2 (915.425 MHz) for bit 1. This signal is received at the receiver. 

The frequency of the signal is reduced by cascaded frequency dividers and counters at both the 

transmitter and receiver. The resulting low frequency signal is used as a command for start of chirp 

signal. In this configuration, any change in the frequency of the transmitted signal due to the 

instability of the oscillator in the digital transmitter and change of the input data has the same effect 
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Figure 4.4. Block diagram of the synchronization circuit at (a) transmitter and (b) receiver [14]. 
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on the generated low frequency signals at both transmitter and receiver. After power up, a large 

delay exists between the start of the chirp commands at the output of the counters. The reason is 

that the counters at the receiver, receive the CW signal with a delay equal to the free space path 

delay between the transmitter and the receiver.  To correct this error, a microcontroller is used at 

transmitter to directly reset the counters at the transmitter and also reset the counters at the receiver 

via a wireless channel provided by the digital transmitter and receiver. After the reset command, 

the delay between the start of the chirp signal at transmitter and receiver decreases and remains 

constant in successive chirp sweeps. This constant delay is due to the delays in the digital 

transceiver circuits and as mentioned previously, it is less than 400 ns. 

It should be noted that the synchronization circuit must be adjusted such that the chirp 

signal at the receiver starts before receiving the first signal from the transmitter. Otherwise both 

the near-range and far-range targets will be imaged as near-range targets. The proper timing can 

be achieved by imposing a time difference in sending the reset commands to the counters in the 

transmitter and receiver. 

Figure 4.5 shows different parts of the fabricated radar which is used for the measurements 

presented in the next section. The antennas used in measurements are wideband LP 

omnidirectional blade antennas and wideband CP omnidirectional antennas presented in Chapter 

3. The antennas are shown in Figure 4.5(d). The maximum gains for LP and CP antennas over the 

horizontal plane and the band 1.2−1.968 GHz are 2.1 and 0.52 dBi, respectively. 

To evaluate performance of each fabricated radar board, a monostatic measurement has 

been performed inside the anechoic chamber and the results have been compared to the results 

obtained by a vector network analyzer (VNA). For monostatic measurements, the RF output of the 

radar board is divided by a two-way power divider. One output is directly connected to the LO 



 77 

input of the mixer and the second output is connected to a high gain horn antenna. The RF input 

of the radar board is connected to an L-band waveguide transition which acts as a low gain 

receiving antenna. The target is a metallic sphere with the diameter of 35 cm. The distance between 

the target and antenna apertures is approximately 14.5 m. The RCS of the target is -9.5 dBsm at 

the center frequency (1.6 GHz). The target is shown in Figure 4.6(a). 

Figure 4.6(b) shows the FFT of the IF signal for three cases: 1) object is not present 

(Background), 2) object is present (Sphere), and 3) background signal is subtracted from the signal 

measured in the second case (Sphere - Background). In these results, the IF frequency is converted 

        
(a)                                                                          (b) 

 

        
(c)                                                                          (d) 

Figure 4.5. Fabricated radar system [14]. (a) Chirp generator/FMCW transmitter. (b)  Frequency mixer and synchronization board 

in receiver. (c) A/D module. (d) Wideband CP and LP antennas. 
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to the range knowing that each 1 cm increase in range in equivalent to 1 kHz increase in the IF 

frequency. The first peak in background and sphere signals are due to the direct coupling from the 

transmitter to receiver and its location indicates the antenna apertures. This peak is located at the 

range 3.487 m. The peak located at the range 17.68 m (in sphere signal) is due to the metallic 

sphere. It can be observed that this peak is not present in Background signal. With these two 

measurements, the range of the sphere is calculated as 17.68 – 3.487 = 14.193 m. The third peak 

(at the range of 20 m) in both Background and Sphere signals is due to the reflection from the end 

of the chamber. The first and third peaks in the background subtraction result are attenuated since 

they are present in both sphere and background signals. In background subtraction result, the peak 

with the highest amplitude indicates the location of the target. Figure 4.6(b) is the measurement 

 
(a) 

 
(b)                                                                                        (c)  

Figure 4.6. Monostatic measurement results inside the anechoic chamber. (a) Metallic sphere (target) inside the chamber. (b) 

Fabricated radar (FFT of the IF signal). (b) VNA (IFFT of 801 frequency samples over the band 1.2‒2 GHz). 
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result for one radar board. For the second fabricated radar board, the monostatic measurement 

results are similar to Figure 4.6(b). Figure 4.6(c) shows the image of target obtained by applying 

inverse Fourier transform to 801 frequency samples over the band 1.2‒2 GHz measured by a VNA. 

In Figure 4.6(c), the antennas apertures are located at 3.65 m and the target is located at 17.91 m 

and therefore the range of the target is 17.91 – 3.65 = 14.26 m which is very close to the result 

obtained by the fabricated radar. Comparing the background subtraction results in Figure 4.6(a) 

and Figure 4.6(b) shows that the results obtained by the fabricated radar is very similar to the 

results obtained by VNA. 

To evaluate performance of fabricated radar in through-the-wall imaging, a laboratory test 

has been performed using the fabricated radar. Figure 4.7(a) shows the configuration of the 

antennas. Transmitting and receiving antennas are two double ridged horn antennas. The position 

of the transmitting antenna is fixed whereas the receiving antenna is moved on concentric circles 

using an X-Y table as shown in Figure 4.7(a). With this configuration for antennas, the 

measurement is bi-static. In this measurement, both chirp signals at the transmitter and FMCW 

receiver are generated by a single board. 

Figure 4.7(b) shows the measurement setup. The wall is formed by a layer of drywall and 

a layer of wood with separation of 20 cm. A metallic sphere with diameter of 35 cm is located 

behind the wall. The image is obtained by 51 samples of the scattered field. The sampling points 

are located on two concentric circles with the center of the origin of the coordinate system and 

radii of 0.2 m and 0.4 m. The spacing between each two adjacent sampling points on a curve is 

𝜆𝑚𝑖𝑛/2. The measurement is performed over the frequency band 1.2‒1.968 GHz. Figure 4.7(c) 

shows the imaging result. It can be observed that the sphere and also the wall boundaries are clearly 
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imaged. Figure 4.7(d) shows the imaging result while the sphere is removed. Comparing Figure 

4.7(c) and Figure 4.7(d) indicates that the image of the sphere is removed in Figure 4.7(d). 

 

4.4. Measurement Results 

In this section, first, the range and cross-range resolution performance of the imaging 

method and the fabricated system are evaluated through simulations and measurements and then, 

all-directions imaging method is tested in three different scenarios using the fabricated radar 

system. In all measurements in this section, the transmitter is at the origin of the coordinate system. 

A computer-controlled turntable is used for moving the receiver on a circular path centered at the 

    
(a)                                                                                   (b) 

 
(a)                                                                                   (b) 

Figure 4.7. Through-the-wall imaging using the fabricated radar and horn antennas. (a) Transmitting and receiving antennas 

configuration. (b) Wall and objects behind the wall (metallic sphere and cabinet). (c) Imaging result in presence of sphere. (d) 

Imaging result while the sphere is removed. 
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transmitter location. Transmitting and receiving antennas are placed at a height of 92.5 cm 

measured from the ground to reduce unwanted reflections form the ground. 

The transmitter and receiver distance is fixed for all sampling points and is equal to 80 cm 

for measurements using CP antennas and 121 cm for measurements using LP antennas. Due to the 

high isolation between the transmitting and receiving CP antennas, the received direct signal is 

weak in measurements with CP antennas. Since the direct signal is required for error correction, 

to reliably detect the direct signal from transmitter to receiver, distance between the antennas is 

reduced in measurements using CP antennas. 

In all measurements, the angle between each two adjacent sampling points is 2° resulting 

in distance of 2.79 cm and 4.22 cm between the sampling points in measurements using CP and 

LP antennas, respectively. In both cases, the distance between the adjacent sampling points is less 

than half of the minimum wavelength over the band 1.2–1.968 GHz. For better view of walls and 

objects, image is not calculated within the distance of 50 cm from the transmitter. 

To evaluate the performance of the imaging method and the fabricated radar, the range and 

cross-range resolution are calculated from measured data obtained using the fabricated radar and 

metallic pipe (cylinder) and trihedral reflector as targets. The measured results are compared to the 

simulation results modeling point targets and an ideal bi-static FMCW system with the same 

frequency sweep parameters as the fabricated system. 

Figure 4.8(a) and Figure 4.8(b) show the measurement setup including the fabricated 

system, CP antennas, and a metallic pipe and a metallic trihedral reflector as the targets. The 

metallic pipe with the diameter of 7.5 cm and the trihedral reflector with sides of 42.5 cm are 

located at the distance of 2.1 m and 2.3 m from the transmitter, respectively. Figure 4.8(c) and 

Figure 4.8(d) show the obtained images for the pipe and the trihedral reflector, respectively, using 
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180 equally spaced sampling points on a circle with the radius of 0.8 m. It can be observed that 

both objects are clearly imaged. To evaluate the range and cross-range resolution of the fabricated 

system and imaging method, the image is calculated along the range and cross-range directions 

shown in Figure 4.8(c) and Figure 4.8(d) using measured data and compared to the simulation 

results (modeling point targets located at the same position as the targets in the measurements).  

The results for range and cross-range resolution are plotted in Figure 4.8(e) and Figure 4.8(f), 

respectively. 

   
(a)                                                                                      (b) 

 

 
(c)                                                                                      (d) 

 

 
(e)                                                                                      (f)  

Figure 4.8. Range and cross-range resolution performance evaluation of the fabricated system and imaging method [14]. 

Transmitter is at (𝑥, 𝑦) = (0, 0). 180 sampling points are on the white circles. (a) Measurement setup and a metallic pipe as the 

target. (b) Measurement setup and a trihedral reflector as the target. (c) Image formed for (a). (d) Image formed for (b). Dashed 

lines show the range and cross-range directions. Measured image for the pipe and trihedral reflector and simulated image 

(considering ideal system and point targets at the location of the pipe and trihedral reflector) along the range direction (e) and along 

the cross-range direction (f) (images are centered at the targets’ locations). 
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For a pair of transmitter and receiver in a bi-static imaging system, the range resolution is 

a function of directions to the transmitter and receiver [66]. However, considering all the receivers 

located on a circle with the center at the transmitter location, the range resolution is uniform in all 

directions. According to Figure 4.8(e), the range resolution for point targets is 0.18 m and is 

independent of the distance from the transmitter. Considering the -3-dB points, the obtained range 

resolution for pipe and trihedral reflector is 0.26 m and 0.22 m, respectively. The increase in the 

value of the range resolution is due to the fact that the bi-static RCS of the pipe and trihedral 

reflector varies over the frequency. 

According to the results for point target in Figure 4.8(f), the cross-range resolution depends 

on the range and is equal to 0.178 m and 0.194 m at the distance of 2.1 m and 2.3 m from the 

transmitter, respectively. It can be observed in Figure 4.8(f) that the image of pipe has the same 

cross-range resolution as the point target. This is due to the fact that at a given frequency within 

the operation band, the pipe exhibits approximately the same bi-static RCS for different sampling 

points. For the trihedral reflector, the bi-static RCS is reduced significantly at the sampling points 

located at the top and bottom of Figure 4.8(d). This results in a reduced synthetic aperture size and 

cross-range resolution (0.22 m). 

Figure 4.9 shows the simulated range and cross-range resolution for a point target at 

different distances from the transmitter and for different operation bandwidths. The transmitter 

and sampling points configuration is the same as Figure 4.8. In Figure 4.9, the -3-dB points are 

considered for the calculation of the range and cross-range resolution. According to Figure 4.9(a), 

the range resolution is independent of the distance from the transmitter while the cross-range 

resolution is proportional to the distance from the transmitter. 
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 In Figure 4.9(b), the bandwidth of the system is varied while the center frequency is kept 

constant. With a fixed center frequency, the cross-range resolution is approximately independent 

of the bandwidth while the range resolution improves as the system bandwidth increases. 

According to the results, the range resolution follows its theoretical formula. 

To test the performance of the all-directions through-the-wall imaging method, three 

different scenarios are considered. 

For the first measurement, a simple 3.6 m × 3.6 m × 1.2 m room was fabricated using two 

layers of drywalls and wooden posts. Thickness of each drywall is 1 cm and the walls are separated 

by 9 cm. Figure 4.10(a) shows the configuration and dimensions of the walls and the objects placed 

behind the walls. The objects are one trihedral reflector (with sides of 42.5 cm), two vertical 

metallic pipes (with diameters of 5 and 7.5 cm) connected from the sides, and one metallic 

cylindrical object placed horizontally. Figure 4.10(b) shows the photograph of the imaging area. 

Transmitter is placed at the center of the room. 

Figure 4.10(c) shows the imaging result using LP antennas. According to Figure 4.10(c), 

parts of the walls with specular reflections, trihedral reflector, and pipes are imaged while the 

 
(a)                                                                                      (b) 

Figure 4.9. Range and cross-range resolution simulation results considering ideal imaging system and point targets and utilizing 

180 sampling points distributed uniformly on a circle with radius of 0.8 m centered at the transmitter location [14]. (a) Range and 

cross-range resolution versus distance of the point target from the transmitter. The operation bandwidth is 768 MHz. (b) Range and 

cross-range resolution with respect to the operation bandwidth for a point target at the distance of 2.3 m from the transmitter. The 

center frequency is at 1.584 GHz. 
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horizontally oriented object is not clearly imaged due to its low RCS for vertically polarized waves. 

The peaks close to sampling points are due to the direct signal from the transmitter to receiver. 

CP antennas transmit and receive both vertically and horizontally polarized waves and as 

a result, they can be employed for imaging of the objects with large aspect ratio independent of 

their orientation. Figure 4.10(d) shows the imaging result while a left-handed CP (LHCP) antenna 

is used for the transmitter and a right-handed CP antenna (RHCP) is used for the receiver. It can 

be observed that walls and all objects including the launcher are clearly imaged and there is no 

peak close to the sampling points. The latter indicates that the direct signal from the transmitter to 

the receiver is reduced using orthogonal CP antennas. 

In Figure 4.10(c) and Figure 4.10(d), the walls are imaged as discrete points instead of 

solid lines. This is due to the fact that the points on the walls’ surface provide specular reflections 

for only a limited number of sampling points in contrast to the objects with limited size (e.g. pipe) 

which provide specular reflections for majority of the sampling points. In this case, image 

formation using the sampling points that do not receive specular reflections from a specific point 

on the wall, may have destructive impact on the final image at that point. This generates nulls in 

the image of walls. In the next chapter, a method is presented to discriminate walls and large flat 

surfaces from limited size objects. 

For the imaging system, the required time for performing 180 measurements is about 9.22 

ms (= 180 × 51.2 𝜇s). However, in measurements, collecting 180 samples at different positions 

takes about 15 minutes, which is due to the low rotation speed of the turntable. 

In Figure 4.10(d), the range and cross-range resolution for trihedral reflector is 0.2 m and 

0.25 m, respectively. 
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It should be noted that the small shift in the position of the objects’ images is due to the 

effects of walls that are not compensated here. 

Using a MATLAB code running on a Core i5 CPU, the computation time for the image in 

Fig. 9(d) is about one minute.  
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(a)                                                                                      (b) 

 

 
(c)                                                                                      (d) 

Figure 4.10. (a) Geometry of the fabricated room and objects. (b) Photo of the room and objects. Normalized image (in dB) using 

LP antennas (c) and CP antennas (d). Transmitter is at (𝑥, 𝑦) = (0, 0). Sampling points are on the white circle [14]. 
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Figure 4.11(a) and Figure 4.11(b) show the measurement setup for the second scenario. In 

this measurement, a metallic pipe with the diameter of 7.5 cm is placed in between two parallel 

walls. The structure of the walls and arrangement of the transmitter and sampling points are the 

same as the previous measurement. Figure 4.11(c) shows the image formed using CP antennas. It 

can be observed that both walls and the pipe are clearly imaged. In Figure 4.11(c), the range and 

cross-range resolution for the pipe is 0.19 m and 0.23 m, respectively. 

Figure 4.12(a) shows the measurement setup in a real room. For this measurement, an 

LHCP antenna is used for the transmitter and an RHCP antenna is used for the receiver.  Because 

of the limitation in space, instead of a full circle, the receiver is moved in the range 𝜙 = -30°–210° 

(𝜙 is an angle defined by a line passing through the transmitter and receiver location and 𝑥-axis). 

Figure 4.12(b) shows the image formed by 121 sampling points. It can be observed that, parts of 
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(a)                                                                                      (b) 

 
(c) 

Figure 4.11. (a) Walls and target arrangement for the second measurement. (b) Photo of the walls and metallic pipe (target). (c) 

Normalized image (in dB) using CP antennas. Transmitter is at (𝑥, 𝑦) = (0, 0). Sampling points are on the white circle [14]. 

 



 88 

the walls with specular reflections and the objects behind the walls (two metallic pipes) are imaged. 

In addition, a wall behind the door on the left (Figure 4.12(a)) is also imaged. The wooden doors 

are not imaged because of their low reflection coefficient. 

The measurement results in this section show that all-directions through-the-wall imaging 

provides high resolution 360° images using only sampling points on a circle. In all images, parts 

of the surrounding walls and hidden objects that provide specular reflections are imaged. 

 

4.5. Conclusion 

 An imaging system realizing the concept of all-directions through-the-wall imaging and 

an image formation technique compatible with the proposed system have been introduced. The 

imaging system is a bi-static FMCW radar utilizing wideband omnidirectional CP antennas. Image 

 
(a) 

 
(b) 

Figure 4.12. (a) Measurement setup in a real room. (b) Normalized image (in dB) using CP antennas. Solid lines show the position 

of sides of walls which are closer to the transmitter. Transmitter is at (𝑥, 𝑦) = (0, 0). Sampling points are on the white curve around 

the transmitter [14]. 

 



 89 

formation technique corrects for deterministic and random delays in the system and 

synchronization errors. The performance of the system and imaging method have been tested 

through laboratory and field measurements. Imaging results show that all-directions through-the-

wall imaging can provide high resolution 360° images of the walls, objects, and hidden features of 

the imaging area with specular reflections using only one transmitter and one moving receiver with 

high mobility. 
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Chapter 5 Methods for Imaging Enhancement in Through-the-Wall SAR Imaging 

 

 

5.1. Introduction 

In this chapter, two methods are introduced for enhancing the imaging in through-the-wall 

SAR imaging. 

The first method is an imaging algorithm employing Generalized Pencil of Function 

(GPOF) to reduce the background noise resulted from unresolved multi-path and unsuppressed 

sidelobes of point spread function of the imaging algorithm. The method also improves the range 

resolution by accurately detecting the location of reflections in the imaging area and forming the 

image at the detected point. The method detects the delays between the transmitter to scattering 

points and from there to the receiver and utilizes multi-static back-projection focusing to create 

high fidelity and high resolution radar images. The method introduced in this chapter in applicable 

to the stepped frequency radar data. However, its applicability can be extended to FMCW radar 

data. Performance of the new imaging enhancement method is evaluated by applying it to the 

simulation data presented in Chapter 2. 

As shown in Chapter 4, in the standard high resolution SAR processing, walls and objects 

with large surface are imaged as discrete points instead of solid lines and as a result, without prior 

knowledge about the imaging area, walls may be interpreted as few discrete closely spaced targets. 

In this chapter, a method is presented to discriminate walls and objects with large flat surfaces 

from other objects. Considering specular reflections from a wall surface, it is shown that the 
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transmitter in conjunction with a wall surface acts as an object with limited size whose location is 

approximately equivalent to the location of the transmitter mirrored with respect to the wall 

surface. In the wall detection approach, instead of focusing the synthetic radar beam on a point on 

the wall surface, the beam is focused at the location of the image of transmitter with respect to the 

wall surface considering only specular reflections. This is done by assuming there exists a wall at 

a distance from the transmitter with a known orientation. Output of the method is an image in polar 

format in which locations of peaks determine the distance and orientation of the actual wall 

surfaces inside the imaging area. The method is applied to the measured bi-static and monostatic 

SAR data and the results exhibit the capability of the method in detection of walls in real scenarios 

even in presence of strong scatterers and large coupling between transmitter and receiver. 

 

5.2. Background Noise Reduction and Range Resolution Enhancement in Through-the-Wall 

SAR Imaging 

In through-the-wall imaging scenario shown in Figure 2.2, assuming that the transmitter 

sends a narrow pulse in time domain, the transmitted pulse is then reflected from different 

boundaries and thus the received signal is a sum of the shifted copies of the transmitted pulse with 

different amplitudes and delays. Therefore, the signal received at 𝑛th sampling point (𝑠𝑛
𝑟) can be 

represented as 

𝑠𝑛
𝑟(𝑡) = ∑𝑎𝑘𝑝(𝑡 − 𝑡𝑘)

𝐾

𝑘=1

                                                             (5.1) 

where, 𝑝(𝑡) is the transmitted pulse and 𝑎𝑘 and 𝑡𝑘 (real numbers) are the amplitude and delay of 

the 𝑘th copy of the transmitted pulse. The Fourier transform of the received signal is 
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𝑆𝑛
𝑟(𝑓) = (∑𝑎𝑘𝑒

−𝑗2𝜋𝑓𝑡𝑘

𝐾

𝑘=1

)𝑃(𝑓) = 𝐻(𝑓)𝑃(𝑓),                                    (5.2) 

where 𝑃(𝑓) is the Fourier transform of the transmitted pulse and 𝐻(𝑓) is the frequency response 

of the imaging area. Using a stepped frequency radar system, 𝐻(𝑓) can be directly measured at 

discrete frequency samples. According to (5.2), 𝐻(𝑓) is the sum of exponential terms. In general, 

the received copies of the transmitted pulse may be distorted in time due to dispersion and thus 

𝐻(𝑓) is approximately equal to sum of exponentials 

𝐻(𝑓) ≅ ∑𝑎𝑘𝑒
−𝑗2𝜋𝑓𝑡𝑘

𝐾

𝑘=1

.                                                           (5.3) 

Equation (5.3) suggests that by representing 𝐻(𝑓) by a finite number of exponentials, 𝑡𝑛’s can be 

determined. Multiplying 𝑡𝑛 by free space velocity of EM waves, the total travel distance is 

determined. Knowing the positions of the transmitter and receiving points, the location of the 

reflecting points which are the wall boundaries and objects can be determined. By calculating the 

image only around these points, the side lobes in the range direction (due to the limited bandwidth) 

are eliminated and thus the range resolution in the final image is improved. 

To apply the mentioned method for improving the range resolution, first, 𝐻(𝑓) should be 

approximated by the sum of exponential terms. There are different methods for representing 

signals by sum of exponentials such as Prony method [67], Generalized Pencil of Function (GPOF) 

[68], and matrix pencil method (MPM) [69]. In the proposed method, GPOF is selected to represent 

𝐻(𝑓) by sum of exponentials due to its good performance in the presence of noise. By applying 

GPOF to the samples of 𝐻(𝑓), 𝐻(𝑓) is presented as 

𝐻(𝑓) = ∑ 𝐴𝑚𝑒
𝐵𝑚𝑓

𝑀

𝑚=1

                                                                  (5.4) 
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where, 𝐴𝑚 and 𝐵𝑚 are generally complex numbers and 𝑀 is the number of exponential terms that 

should be set in GPOF. Each exponential term represents a copy of the transmitted signal received 

at the sampling point. In order to accurately represent 𝐻(𝑓) by sum of exponential, 𝑀 in (5.4) must 

be equal to 𝐾 in (5.3) which is unknown for a received signal.  Increasing 𝑀 beyond 𝐾 produces 

the terms with 𝐴𝑚’s close to zero or invalid terms with negative delays. By equating the 𝑚th terms 

in (5.4) and (5.3), 𝑡𝑚 is obtained by 

𝑡𝑚 = 𝑅𝑒(𝐵𝑚/(−𝑗2𝜋) ).                                                            (5.5) 

To show the performance of the proposed method, GPOF is applied to the signal received 

at the sampling point located at (𝑟, 𝜙) = (2.25 m, 90°) in Figure 2.7(c). Figure 5.1 shows the inverse 

Fourier transform of the received signal. Transmitted signal has uniform magnitude over the 

frequency range 1.2‒2 GHz and thus the time domain transmitted signal is a modulated sinc 

function. Received signal is sum of shifted copies of the transmitted signal with different 

amplitudes. The center of each copy in time shows the delay of that copy. The delays detected by 

applying GPOF to the received signal are indicated by asterisks in Figure 5.1 where 𝑀 = 16 is 

used. The vertical positions of the asterisks is equal to the detected amplitude for the copies (|𝐴𝑚|). 

It is shown that the detected delays are in accordance with the center of the copies. The inverse 

 
Figure 5.1. Received time domain signal at the sampling point (𝑟, 𝜙) = (2.25 m, 90°) in Figure 2.7(c) and detected centers and 

amplitudes of the copies of the transmitted signal by GPOF [13]. 
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Fourier transform of the ninth exponential term is also plotted in Figure 5.1. The number of the 

copies that have significant amplitudes are 13 according to Figure 5.1. The extra three terms have 

the amplitudes close to zero (one is shown in Figure 5.1 and the remaining two terms with small 

amplitudes were discarded since they predicted negative delays). 

In the proposed imaging method, the detected delays for the copies at all sampling points 

can be used for removing the sidelobes around the imaged objects to improve the range resolution 

and also reduce the background noise. To achieve this, first, the location of the reflecting points is 

determined using the extracted delays and then the imaging is performed only at the determined 

reflecting points instead of the entire imaging area.  The imaging procedure is as follows 

1. The imaging area is discretized with a very fine mesh and value of one is assigned to 

all pixels in the imaging area as shown in Figure 5.2(a). 

2. For each sampling point, the delays (𝑡𝑚s) are calculated and the valid values (positive 

delays) are saved. Each saved delay corresponds to a reflecting point. 

3. For each sampling point and for each extracted delay value, the delay is multiplied by 

the speed of EM waves in free space (𝑐0) to calculate the total distance from transmitter 

to the reflecting point and from the reflecting point to the sampling point (𝑑𝑚). The 

calculated distance is used to determine the locus of the reflecting point which is an 

ellipse with the focal points located at the transmitter and the sampling point positions. 

This is illustrated in Figure 5.2(b). 

4. For each pixel in the imaging area, the total distance from the transmitter to the center 

of the pixel and from the center of the pixel to the sampling point is calculated (𝑑𝑝). If 

|𝑑𝑚 − 𝑑𝑝| < 𝛿 (for some small quantity 𝛿), then the pixel is considered as a reflecting 
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point and its current value is multiplied by one. If a pixel is not a reflecting point, its 

current value is multiplied by a factor 𝛼 < 1. This is shown in Figure 5.2(b). 

5. Following the same procedure for all sampling points, all extracted delays, and all 

pixels, the pixels that have the value close to one are locations of the reflecting points 

that are detected at most of the sampling points. This is illustrated in Figure 5.2(c) for 

three sampling points and one delay for each sampling point. 

6. Back-projection imaging is performed only at the pixels with values greater than 𝑃 (𝑃 

is a positive number less than one that is set by the user). 

 
(a)                                                                                      (b) 

 

 
(c) 

Figure 5.2. Detection of reflecting points (square represents the transmitter, circles indicate sampling point) [13]. (a) Meshing and 

initialization of pixels in the imaging area. (b) Possible loci of a reflecting point obtained by a detected delay from a sampling point 

(solid line is the actual possible loci of the reflecting point and the nearby pixels satisfy the criteria |𝑑𝑚 − 𝑑𝑝| < 𝛿). (c) The 

reflecting point detected by three sampling points. 
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Figure 5.3(a) shows the final value of pixels obtained by applying the above procedure 

with 𝛿 = 0.5𝜆𝑚𝑖𝑛 and 𝛼 = 0.99 to the same configuration as Figure 2.7(c). It can be observed that 

the pixels at the target position and wall boundaries have values close to 0 dB since they are 

detected as reflecting points by most of the receivers at different points. Figure 5.3(b) shows the 

same image as Figure 2.7(c) except that it is calculated only at the pixels obtained in Figure 5.3(a) 

with the values greater than -8 dB (𝑃 = 0.4). It can be observed that the background noise is 

significantly reduced. Figure 5.3(c) and Figure 5.3(d) show the imaging result when applying the 

above procedure with 𝛿 = 0.5𝜆𝑚𝑖𝑛, 𝛼 = 0.99, and 𝑃 = 0.4 to the same configuration as Figure 2.8(b) 

and Figure 2.10(c) respectively. In both figures, it can be observed that the background noise and 

effect of multiple reflections are significantly reduced. 

In addition to reducing the background noise, the proposed method can also improve the 

range resolution even in presence of noise. Considering the same configuration for the transmitter 

and sampling points as Figure 2.3(b), for two point targets located at (𝑟, 𝜙) = (5 m, 90°) and (5 m 

+ 0.6Δ𝑅, 90°) (Δ𝑅 is the theoretical range resolution which is equal to 0.1875 m considering 800 

MHz bandwidth used in all simulations), the PSF is calculated by (2.1) with uniform array 

coefficients and shown in Figure 5.4(a). In this figure, SNR is 15 dB (in all simulations, the noise 

model is white Gaussian noise). It can be observed that images of two objects cannot be resolved. 

Figure 5.4(b) shows the image after applying the proposed method (the values for different 

parameters of the method is the same as the values used to obtain Figure 5.3). The result shows 

that the images of two objects are completely resolved and thus the range resolution of the image 

with SNR of 15 dB is improved from the theoretical value of Δ𝑅 to 0.6Δ𝑅. Different runs of the 

same simulation (with SNR = 15 dB) provides the same result for the range resolution. Simulation 

results show that with SNR of less than 15 dB, the method is not able to achieve the range 
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resolution of 0.6Δ𝑅.  Figure 5.4(c) shows the imaging result with SNR of 10 dB for the same 

configuration as Figure 5.4(a) except that the distance between two points objects is increased to 

 
(a)                                                                                      (b) 

 
(c)                                                                                      (d) 

Figure 5.3. (a) The value of pixels (in dB) after applying the imaging method based on GPOF to the same configuration as Figure 

2.7(c). (b) The same image as Figure 2.7(c) except that it is calculated only at the pixels in (a) with the values greater than -8 dB. 

(c) The image after applying the imaging method based on GPOF to the same configuration as Figure 2.8(b). (d) The image after 

applying the imaging method based on GPOF to the same configuration as Figure 2.10(c) [13]. 

 

 
(a)                                                                  (b)                                                                  (c) 

Figure 5.4. PSF calculated by uniform array coefficients for the same configuration for transmitter and sampling points as Figure 

2.3(b), circles indicate the location of point targets. (a) Imaging results for two point targets located at (𝑟, 𝜙) = (5 m, 90°) and ((5 

m + 0.6Δ𝑅), 90°), SNR = 15 dB. (b) Applying the imaging method based on GPOF for improving the range resolution to the image 

in (a), SNR = 15 dB. (c) Applying the method for improving the range resolution to the image of two point targets located at (𝑟, 

𝜙) = (5 m, 90°) and ((5 m + 0.65Δ𝑅), 90°), SNR = 10 dB [13]. 
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0.65Δ𝑅. It can be observed that the images of two objects are completely resolved and therefore 

the range resolution of the image is 0.65Δ𝑅 considering SNR = 10 dB. 

 

5.3. A Method for Detection of Flat Walls in Through-the-Wall SAR Imaging 

For many applications such as mapping building interiors for security and rescue missions 

using robotic platforms, identification of walls, corridors, and hidden pathways are also of great 

interest. In monostatic SAR, if the linear path of the synthetic aperture is not parallel to the wall, 

the receiver may not receive reflected signals from the wall and hence the wall may not be imaged. 

On the other hand, all-directions through-the-wall imaging using a bi-static SAR system 

employing omnidirectional antennas (introduced in Chapter 2) is capable of receiving reflected 

signals from walls without the need for the transceiver movement path to be parallel to the walls. 

Unlike point targets, walls that are extended along a plane do not present single phase 

center, hence SAR techniques such as back-projection cannot easily identify walls from point 

targets. 

In high resolution SAR, at least a pair of a transmitter and a receiver measure the scattered 

fields at different locations (sampling points) within the synthetic aperture. Point targets or targets 

with limited surface size exhibit significant scattering in different directions that include the 

receiver aperture. On the other hand, each point on a flat wall and objects with large flat surfaces 

exhibits reflections at certain directions (specular reflections) which depending on the relative 

position of the transmitter and receiver and the surface orientation may or may not fall within the 

synthetic aperture. In this case, forming the image using the entire aperture including the sampling 

points that do not receive reflection from a point on the wall surface, may have a destructive effect 

on the image of that point. Measurement and simulation results show that in SAR systems with 
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high cross-range resolution where a large aperture is entirely used for image formation, walls are 

imaged as few discrete points instead of a solid line. It can be seen in the imaging results presented 

in Figure 4.10. As a result, without prior knowledge about the imaged area the walls may be 

interpreted as discrete closely separated objects. 

Methods for detection of building features including walls and corners have been 

developed. These methods are generally based on smashed filter processing [70] or use of over-

complete dictionary [71], [72] and require training data or prior knowledge about the phase and 

amplitude response of the buildings’ features. In this section, a simple and fast method is presented 

to discriminate walls and objects with large flat surfaces from point targets and detect the position 

and orientation of walls surfaces in multi-static SAR through-the-wall imaging. The method can 

be used in monostatic SAR imaging if specular reflections from the wall surface are within the 

aperture. The method is applicable even in presence of strong scatterers and large coupling 

between transmitter and receiver. In contrast to conventional methods for detection of walls and 

building features, the presented method does not require training data or knowledge about the 

phase and amplitude response of the walls. However, its application is limited to detection of walls 

surfaces. 

 

5.3.1. Image of Walls in Through-the-Wall SAR Imaging 

Figure 5.5(a) shows the image of pipe and the wall that is close to the pipe in the 

measurement setup shown in Figure 4.10(a) formed by 90 samples located at 𝑥>0 half space and 

Figure 5.5(b) shows the image formed by 90 samples located at 𝑥<0. It can be observed that the 

object behind the wall with limited surface area (pipe) is imaged at the same location in both 

figures. This is due to the fact that the object with limited surface size exhibits significant scattering 
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in different directions including the entire formed aperture as illustrated in Figure 5.6. In contrast, 

each point on the wall surface exhibits specular reflection at a certain direction depending on the 

location of the transmitter as shown in Figure 5.6. As a result, only part of the wall surface that 

exhibits specular reflections within the aperture is imaged instead of the entire wall surface as 

shown in Figure 5.5(a) and Figure 5.5(b). In this case, trying to form the image of the entire wall 

using all sampling points including the sampling points that do not receive scattering from a 

specific point on the wall surface, may have destructive effect on the image of that point. This is 

shown in Figure 5.5(c), where the image is formed using all the sampling points. In this figure, the 

wall is imaged as few discrete points instead of a solid line, indicating the destructive effect of 

imaging using the entire aperture (in this case part of the wall located at 𝑥<0 (𝑥>0) does not provide 

specular reflections for sampling points located at 𝑥>0 (𝑥<0)). It can be observed in Figure 5.5(c) 

that the metallic object behind the wall is imaged without any distortion, since the scattered signals 

from the object is received at majority of sampling points. 

 
(a)                                                                                      (b) 

 
(c) 

Figure 5.5. (a) Image (in dB) calculated using the sampling points located at 𝑥>0 in the measurement setup shown in Figure 4.10(a) 

using CP antennas. (b) Image calculated using the sampling points located at 𝑥<0. (c) Image formed using all the sampling points. 

Sampling points are indicated by white dots [17]. 
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In monostatic SAR imaging, at a given location for the transceiver, only a part wall in front 

of the transceiver provides a specular reflection. In this case, similar to bi-static case, forming the 

image of wall using all the sampling points including the sampling points that do not receive 

scattering from a specific point on the wall surface, may produce nulls in the image of that point. 

This could be observed in the monostatic SAR imaging results presented in Figure 7(c) of [73], 

and measurement results in Figure 11(a) of [74]. 

 

5.3.2. Method for Detection of Walls and Large Flat Surfaces 

In through-the-wall imaging, signals received from a flat wall surface experienced specular 

reflection. Figure 5.7 illustrates the rays experienced specular reflection from a wall surface in 

both bi-static and monostatic SAR imaging scenarios. According to Figure 5.7, the reflected rays 

from a wall surface are equivalent to the rays that emanated from a fictitious object located behind 

the wall. Neglecting the additional delay that signals experience in propagation inside the wall, 

location of these fictitious objects is the same as the location of the transmitter mirrored with 

respect to the wall surface. For a specific wall surface, this location may be either fixed (Figure 

5.7(a)) or variable (Figure 5.7(b)). This suggests that if a wall surface is assumed to be present in 
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Figure 5.6. Reflection and scattering from a wall surface and a small size object [17]. 
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the imaging area and for all pairs of transmitter and sampling point, the image is calculated at the 

location of the transmitter mirrored with respect to the assumed wall surface, the image will have 

high intensity if the assumed wall surface is real. This technique can be used to detect walls and 

large flat surfaces in the imaging area. 

Knowing the locations of the transmitter and sampling points and locations and orientations 

of walls surfaces, the signal path for specular reflections can be simply determined. However, in 

reality, the location and orientation of walls surfaces are unknown and must be determined.  

To determine the location and orientation of walls surfaces in the imaging area, a wall 

surface with the length of infinity is considered at the distance of 𝑅 from the origin as shown in 

Figure 5.8. The orientation of the wall is defined by the angle between the line perpendicular to 

the wall surface and 𝑥-axis which is denoted by 𝜃 in Figure 5.8. Assuming that the aperture is 

formed by 𝑁 pairs of the transmitter and sampling point, the steps for detection of a wall surface 

are as follows 

1. choose a value for 𝑅 and 𝜃 such that all transmitter and sampling point pairs are located 

in one side of the wall (otherwise 𝑅 and 𝜃 do not define a real wall); 

2. define a unit vector normal to the wall surface pointing to side of the wall where all 

pairs of transmitter and sampling points are located. This vector is denoted by 𝑛̂ in 

Figure 5.8 and is equal to −cos(𝜃) 𝑥̂ − sin(𝜃) 𝑦̂; 
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(a)                                                                            (b) 

Figure 5.7. Specular reflections from a flat wall surface in (a) bi-static SAR and (b) monostatic SAR [17]. 
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3. define the point 𝐴 where the wall and the line perpendicular to the wall and passing 

through the origin intersect (Figure 5.8). 𝐴 is at (𝑥, 𝑦) = (𝑅 cos(𝜃), 𝑅 sin(𝜃)); 

4. for 𝑛th pair of transmitter and sampling point, define the vectors 𝑡𝑛̅ and 𝑟̅𝑛 that define 

locations of the transmitter and sampling point, respectively, with respect to the point 

𝐴 a shown in Figure 5.8; 

5. using the vectors 𝑛̂ and 𝑡𝑛̅, mirror the location of the transmitter with respect to the 

wall. The vector 𝑡𝑛̅
′ , defining the location of the mirrored transmitter, is obtained by 

𝑡𝑛̅
′ = 𝑡𝑛̅ − 2(𝑛̂ ⋅ 𝑡𝑛̅)𝑛̂; 

6. free space path length from the mirrored transmitter location to 𝑛th sampling point 

location, 𝑑𝑛, for a ray experiencing specular reflection from the wall is calculated by 

𝑑𝑛 = |𝑡𝑛̅
′ − 𝑟̅𝑛|; 

7. considering a stepped frequency continuous wave radar with 𝑀 frequency steps, the 

image at location of the transmitter mirrored with respect to the assumed wall is 

calculated for each pair of transmitter and sampling point using back-projection and 
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Figure 5.8. Defining a wall surface and mirroring transmitter with respect to the wall surface for wall detection using specular 

reflections and back-projection [17]. 
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then the resulting images are coherently added and assigned to the selected 𝑅 and 𝜃 as 

follows 

𝐼(𝑅, 𝜃) = ∑∑ 𝑆𝑚𝑛𝑒
𝑗𝑘𝑚𝑑𝑛

𝑀

𝑚=1

𝑁

𝑛=1

                                         (5.6) 

where 𝑆𝑚𝑛 is the frequency response at 𝑚th frequency step and for 𝑛th pair of 

transmitter and sampling point. 𝐼(𝑅, 𝜃) will have large intensity if 𝑅 and 𝜃 define a real 

wall surface. It is noted that in this step, images that are calculated for different pairs 

of transmitter and sampling points are always added together constructively, although 

they are calculated at different locations for the transmitter mirrored with respect to the 

wall (e.g. in monostatic SAR as illustrated in Figure 5.7(b)); 

8. repeat steps 4)−7) for all 𝑁 pairs of transmitter and sampling point; 

9. repeat steps 2)−8) for all valid pairs of 𝑅 and 𝜃 within field of view of the synthetic 

aperture. 

After calculation of 𝐼(𝑅, 𝜃) for all possible values of 𝑅 and 𝜃, plotting 𝐼(𝑅, 𝜃) in a polar 

format results in an image in which the location of peaks determine points 𝐴 (the distance from 

the origin and orientation) for the walls and large flat surfaces that exist in the imaging area and 

provide specular reflections within a large area in the synthetic aperture. 

A MATLAB code for detection of walls and large flat surfaces in through-the-wall imaging 

using bi-static FMCW transceivers is provided in Appendix B. 

To evaluate performance of the method in detection of walls, the method is applied to a 2D 

(no variation along z) simulated bi-static through-the-wall imaging data. Figure 5.9(a) shows the 

geometry of the imaged area which is a room with four walls. The walls thickness and permittivity 

are 20 cm and 4, respectively. The wall located at the top is a cinder block wall. Transmitter is an 
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electric line source and located at the origin. The object behind the wall is an infinite PEC cylinder 

with the radius of 15 cm. Using isotropic receivers, the scattered fields are sampled at 91 equally 

spaced points distributed on a circle with radius of 1.25 m centered at the transmitter location. The 

scattered fields are obtained by COMSOL 2-D simulations at 81 frequency steps within the range 

1.2−2 GHz. Applying the back-projection to the simulated data results Figure 5.9(b) in which walls 

and the object are imaged. However, the walls are imaged as discrete points. Figure 5.9(c) shows 

the image (in polar format) obtained by applying the wall detection method to the simulated data. 

It can be observed that all walls (including cinder block wall) surfaces are detected and in contrast, 

the small object which does not provide large specular reflections for majority of sampling points 

is not imaged.  In Fig. 5(c), the detected wall boundaries are indicated by dashed lines. The shift 

x
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points

 (1.8 m, 1.8 m) (-1.5 m, 1.8 m)

 (-2 m, -1.5 m)

 (2.1 m, -1.8 m)

Center at 

(-2.2 m, 0.8 m)

Cinder block wall

 
(a) 

 

 
(b)                                                                            (c) 

Figure 5.9. (a) Geometry of the simulated through-the-wall SAR imaging scenario. The wall located at the top is a cinder block 

wall. (b) Imaging using standard back-projection. (c) Result of applying the wall detection method (solid lines indicate actual walls 

and dashed lines indicate detected walls) [17]. 
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observed in position of outer wall boundaries is due to the propagation of waves inside the walls 

which is not compensated for. 

 

5.3.3. Applying the Proposed Wall Detection Method to the Measured Data 

To evaluate performance of the introduced wall detection method in real scenarios, the 

method is applied to two measured through-the-wall imaging datasets obtained using the fabricated 

FMCW transmitter and receiver operating in the range 1.2‒1.964 GHz (introduced in Chapter 4). 

Since the measurements are done using an FMCW radar system, the back-projection method 

presented in Chapter 4 is used instead of the standard back-projection method. For wall detection, 

instead of (2.1), calculated 𝑑𝑛s are used in (4.18) (𝑅𝑡 is set equal to 𝑑𝑛/2). In the imaging results 

presented in this section, since the wall thickness is less than the range resolution, the two 

boundaries of walls are not resolved. 

Figure 4.10 shows the first measurement setup (described in chapter 4) in which a 

transmitter and a receiver form a bi-static imaging radar. Figure 5.10(a) shows the result of 

applying the wall detection method to the measured data. According to the obtained image, the 

walls are accurately detected at their real positions. In the image, a peak is detected at the location 

of the trihedral reflector (a point target). This is due to the fact that the specular reflections from 

the trihedral reflector with large RCS received at small number of sampling points is comparable 

with the specular reflections from the walls with low reflection coefficient received at most of the 

sampling points. However, the peak at the trihedral reflector location is well below the peaks 

detected at walls locations. In the measurement setup for Figure 5.10(a), using orthogonal circular 

polarizations, the polarization isolation between transmitter and receiver is 18 dB. To evaluate 

performance of the method in presence of strong coupling between transmitter and receiver, the 



 107 

same measurement is repeated using vertically polarized antennas with no polarization isolation 

and the result of applying the wall detection method is shown in Figure 5.10(b). It can be observed 

that all walls are detected even in the presence of strong coupling between transmitter and receiver. 

Figure 5.11(a) shows a measurement setup for monostatic SAR imaging. In the 

measurement setup, an I-shaped metallic object is placed behind a wall formed by two layers of 

             
(a)                                                                            (b) 

Figure 5.10. Wall detection result for the measurement setup shown in Figure 4.10. Result of applying the wall detection method 

to the measured data with 18 dB polarization isolation between transmitter and receiver (CP antennas) (a) and no polarization 

isolation between transmitter and receiver (LP antennas) (b). Solid lines show real locations of walls and dashed lines show location 

of the detected walls [17]. 

 

 
(a) 

                            
(b)                                                                            (c) 

Figure 5.11. (a) Measurement setup for monostatic SAR imaging. (b) Image (in dB) obtained by applying back-projection 

(Sampling points are indicated by gray dots). (c) Result of applying the wall detection method to the measured data. Solid line 

shows real location of the wall and dashed line shows location of the detected wall [17]. 
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drywall with thickness of 1 cm and separation of 9 cm. Total of 26 samples with separation of 2.5 

cm are collected along a line parallel to the wall using a precision linear actuator. The distance 

between the wall and the sampling points is 55 cm. Figure 5.11(b) shows the imaging result 

obtained by back-projection. It can be observed that both the wall and the metallic object behind 

the wall are imaged. However, the wall is imaged as discrete points. Figure 5.11(c) shows the 

result of applying the wall detection method to the measured data. According to the obtained 

image, the wall is accurately detected. In Figure 5.11(c), the object behind the wall (with limited 

size) is not detected since it does not provide specular reflection for a large number of sampling 

points within the formed aperture. 

 

5.4. Conclusion 

In this chapter, two methods for imaging enhancement in through-the-wall SAR imaging 

have been introduced.  

The first method improves the range resolution of the SAR image and reduces the 

background noise and spurious images resulted from unresolved multi-path and unsuppressed 

sidelobes. Based on generalized pencil of function (GPOF) algorithm, the method detects the 

location of reflections which are objects and walls boundaries. Forming the SAR image at the 

detected reflecting points results in images with improved range resolution and reduced noise and 

spurious images. The methods presented in this chapter is applicable to stepped frequency radar 

data. However, its application can be extended to FMCW radar data. 

In high resolution through-the-wall SAR imaging, flat walls are imaged as closely spaced 

discrete objects. A method for detection of walls and large flat surfaces has been presented for 

both multi-static and monostatic through-the-wall SAR imaging. Specular reflections from a wall 
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surface are equivalent to the signals received from a small fictitious object located at location of 

the transmitter mirrored with respect to the wall surface. Assuming that a wall surface is present 

in the imaging area, the image can be calculated at the location of these fictitious objects. A large 

intensity for the obtained image indicates that the assumed wall surface is real. Performance of the 

method has been evaluated through simulations and measurements in both multi-static and 

monostatic imaging scenarios where all walls surfaces have been detected and discriminated from 

objects with small size. It is shown that the method can detect walls even in presence of strong 

scatterers and large coupling between transmitter and receiver 
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Chapter 6 High Resolution Imaging of Buried Targets Using Distributed Robotic Sensors 

 

 

6.1. Introduction 

Inspection of the ground for detection and localization of buried objects (e.g. mines, 

pipelines, and cables) and subsurface features (e.g. tunnels and pipeline leaks) are sought for 

various military, security, civilian, and industrial applications. Current technology for detection of 

buried targets and subsurface features is ground penetrating radar (GPR) [75]‒[77]. GPR suffers 

from many limitations including 

1. Applicability of GPR and its penetration depth are site specific and highly depends on 

soil composition and moisture. According to GPR suitability map by USDA [78], soil 

in large areas in north, east, and west of US is not suitable for inspection using GPR. 

2. GPR systems essentially utilize a monostatic transceiver with limited field of view to 

acquire data in a uniform grid of sampling points within the imaging area [15] (Figure 

1.3). Limited field of view of GPR systems requires scanning all the points within the 

area under inspection in order to provide a complete image of the subsurface. 

Consequently, GPR inspection within large areas or long distances is a time-consuming 

process. 

3. In conventional GPR, the data points are not processed coherently and as a result these 

systems suffer from low lateral resolution meaning that they are not able to resolve 
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closely spaced targets. To enhance subsurface imaging resolution, large antenna arrays 

must be used that limits mobility and increases cost of the system. 

4. GPR systems must comply with the power regulations mandated by authorities. This 

further limits the penetration depth of the GPR system. 

5. The low resolution of the images and appearance of spurious images require trained 

individuals to interpret radar data. 

These limitations reduce the applicability and reliability of GPR in various applications and 

detection scenarios including 

1. transportation of oil, gas, and hazardous material using pipelines: localization of old 

pipelines and pipeline leaks over large areas and deeply buried pipelines is of great 

interest for many industries including construction and oil and gas industries; 

2. detection of mines and unexploded ordnance (UXO) that requires high lateral 

resolution imaging and operation in wide range of soil moisture and composition and 

depth; 

3. detection of deeply submerged features such as perimeter breaches tunnels that is 

required in security operations. 

Despite the aforementioned limitations, GPR is the only technology that is widely used for 

underground inspection and imaging in infrastructure development, mining, archaeology, 

construction, and industry. 

To enhance cross-range resolution, GPR systems utilizing SAR technique have been 

introduced. These systems are either forward looking or downward looking and are mounted on 

vehicles or drones [79]‒[81]. In these systems, the data collection is still a time-consuming process 

(data are collected on grids within the imaging area). To reduce data collection time, compressive 
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sensing method have been developed for SAR and GPR imaging to reduce the number of samples 

that are required to be collected [82], [83]. However, these methods mainly detect the presence of 

targets and cannot provide accurate shape of the targets [84]. 

In this chapter, a new subsurface imaging technique based on SAR imaging utilizing bi-

static transmitters and receivers is proposed to provide images of buried targets with a high lateral 

resolution in a short period of time. Transmitter is located at the center of the imaging area and 

one or more receivers move around the transmitter and sample the reflected signals at different 

locations (sampling points). By combining the sampled signals using a beam-forming technique, 

a large 2-D synthetic aperture is formed to obtain images with a high lateral resolution. Eliminating 

the need for employing large antenna arrays for achieving high lateral resolution enhances the 

system mobility and as a result the transmitter and receivers can be mounted on ground robots or 

drones for autonomous data collection specifically in hazardous areas such as mine-fields. The 

proposed method, in contrast to GPR, does not require sampling of the reflected signals on a grid 

and only samples on a circle centered at transmitter location are sufficient to form the image within 

the circle. This makes the data collection and imaging formation fast. 

 

6.2. Image Formation Technique 

According to Figure 6.1, in the new subsurface imaging method, a stationary transmitter 

equipped with a wide beamwidth antenna illuminates a wide subsurface area and at least one 

moving receiver samples the scattered signals on a circle with center at the transmitter location. 

Assuming that a stepped frequency continuous wave (SFCW) radar is utilized for acquiring the 

samples at 𝑁 frequency steps and 𝑀 locations, the image at different subsurface points is obtained 

by applying back-projection as follows 
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𝐼(𝑟) = ∑ ∑𝑆𝑚𝑛∏𝑒𝑗𝐼𝑚(𝛾𝑛𝑙)(𝑟𝑙
𝑡+𝑟𝑙

𝑠)

𝐿

𝑙=0

𝑁

𝑛=1

𝑀

𝑚=1

.                                         (6.1) 

In (6.1), 𝐿 indicates the number of soil layers and layer 0 indicates air. 𝛾𝑛𝑙 is the complex 

propagation constant for the 𝑙th layer at 𝑛th frequency step. 𝑆𝑚𝑛 is the frequency response obtained 

at 𝑛th frequency step and 𝑚th sampling point. As illustrated in Figure 6.1, 𝑟𝑙
𝑡 and 𝑟𝑙

𝑠 are the 

distances that constant phase planes travel inside the 𝑙th layer from the transmitter to the image 

point and from the image point to 𝑚th sampling point, respectively. Knowing the relative position 

of transmitter and receiver for each sampling point and complex permittivity of soil layers, 𝑟𝑙
𝑡,𝑠

s 

can be calculated using a ray-tracing method. In the proposed method, a flying robot taking photos 

of transmitter and receiver or a LIDAR mounted on the transmitter can be used to detect relative 

location of the transmitter and receiver. 

Assuming the air-ground interface is illuminated by a plane wave with angle of incidence 

of 𝜃𝑝,0 as shown in Figure 6.2, the direction of propagation for the constant phase planes in the 

lower medium (one-layer lossy soil), 𝜃𝑝,1, is calculated by 

𝜃𝑝,1 = tan−1 (
𝑘0 sin 𝜃𝑝,0

𝐼𝑚(𝛾1 cos 𝜃1)
) ,                                                        (6.2) 

 
 

Figure 6.1. Arrangement of transmitter and receiver in the proposed subsurface imaging method. 
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where 𝑘0 is the phase propagation constant in air and 𝛾1 is the complex propagation constant of 

the lower medium. 𝑘0 and 𝛾1 are defined by 

𝑘0 =
2𝜋

𝜆0
                                                                           (6.3a) 

𝜆1 = 𝑗
2𝜋

𝜆0
√𝜀𝑟,1 .                                                                  (6.3b) 

In (6.3), 𝜆0 is the free-space wavelength and 𝜀1 is the complex relative permittivity of the lower 

medium. In (6.2), cos 𝜃1 is a complex value and is calculated by 

cos 𝜃1 = √1 −
1

𝜀𝑟,1
sin2 𝜃0,𝑝                                                          (6.4) 

In practice, the permittivity profile of soil is unknown and must be estimated. This can be done by 

assuming a permittivity profile for the soil and then applying an optimization algorithm modifying 

the permittivity profile to sharpen the image. 

 

6.3. Frequency of Operation 

To achieve high range resolution, frequency bandwidth of the transmitted signal must be 

large. However, due to the large attenuation in soil at high frequencies, operation at high 
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Figure 6.2. Transmission at air-lossy ground interface. 
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frequencies to increase the bandwidth is not feasible. In subsurface imaging, the maximum 

frequency of operation must be determined according to the maximum buried depth of targets. To 

investigate the effect of soil complex permittivity on the amplitude of signals traveling to the 

maximum depth, a one-layer soil model (half-space) and a horizontal infinitesimal dipole 

(transmitter) is considered. Figure 6.3 shows the one-way attenuation at depth of 1 m (a typical 

buried depth for pipelines) at 100 MHz and 500 MHz for different values of the real and imaginary 

parts of soil permittivity. The attenuation is defined as the ratio of the amplitude of the signal at 

depth of 1 m (normal incidence) to the amplitude of the signal at air-ground interface while the 

soil layer is replaced by air. With this definition and the selected source, calculated attenuation 

includes loss in the soil as well as transmission coefficient at air-ground interface and path loss 

due to the spread of power.  It can be observed that increasing the operation frequency increases 

the attenuation in soil. However, for a wide range of soil types and soil moisture content, the 

attention at 1 m is less than 35 dB for frequencies up to 500 MHz (resulting maximum two-way 

path loss of 70 dB). For the application of pipeline localization and leak detection, the frequency 

range 150–450 MHz is selected for image formation. It is noted that reducing the minimum 

 
(a)                                                                            (b) 

Figure 6.3. Attenuation in one-layer soil at depth of 1 m for different values of real and imaginary parts of soil permittivity. (a) At 

100 MHz. (b) At 500 MHz. 
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frequency to increase the bandwidth is not possible since it requires utilizing large antennas which 

is not practical. 

 

6.4. Applying the Imaging Method to the Simulated Data 

To evaluate performance of the proposed subsurface imaging technique, two metallic 

spheres with radius of 10 cm are assumed to be buried in half space z<0 with complex permittivity 

of 3−𝑗0.06 (dry soil). Assuming a Hertzian dipole transmitter and isotropic receivers at the height 

of 10 cm from the ground surface, the resulting scattered fields are calculated using FEKO full 

wave simulations at 90 sampling points equally distributed on a circle with radius of 2 m and center 

at the transmitter location. The image obtained by applying (6.1) to the simulated data over the 

band 150‒450 MHz is shown in Figure 6.4(a). It can be observed that both spheres are clearly 

imaged at the depth of 0.8 m which is the location of the most top part of the spheres. Figure 6.4(b) 

shows the image formed by scattered fields that are obtained using 4 different locations for the 

transmitter. It can be observed that illuminating the subsurface from different locations improves 

the image contrast (spheres are imaged with a higher intensity). Consequently, in the imaging 

system realizing the proposed imaging method multiple transmitter are used. Using multiple 

 
(a)                                                                            (b) 

Figure 6.4. Simulation results for two metallic spheres with centers at (0, 0.5 m, -0.9 m) and (0, -0.75 m, -0.9 m). (a) Imaging result 

(in dB) using one transmitter. (b) Imaging result using four different locations for the transmitter. 
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transmitters requires separate measurement of scattered fields due to each transmitter which 

significantly increases the data collection time. To measure the scattered fields due to each 

transmitter while all transmitters are operating simultaneously and reduce the data collection time, 

a technique similar to orthogonal frequency division multiplexing (OFDM) is introduced in 

Chapter 8. 

 

6.5. Evaluation of the Imaging Method in a Real Scenario 

To evaluate performance of the proposed imaging technique in a real scenario, a field 

measurement is performed in which a metallic sphere with diameter of 36 cm is buried at depth of 

0.9 m in Michigan’s dense soil as shown in Figure 6.5(a). Using the antenna designed for imaging 

system (introduced in Chapter 7) for both transmitter and receiver and a portable vector network 

analyzer (VNA), the scattered fields are measured over the band 150‒450 MHz at 24 sampling 

points uniformly distributed on a square with sides of 4 m (the circular profile for sampling points 

locations is replaced by a rectangular profile to simplify the positioning of the antennas). Figure 

6.5(b) shows the result of applying (6.1) to the measured data assuming constant complex 

permittivity of 4−𝑗0.5 for the soil. It can be observed that the sphere is clearly imaged at the depth 

of -0.7 m which is the location of the most top part of the sphere. Unlike GPR systems with low 

lateral resolution, image of the sphere is not a parabola in Figure 6.5(c). This indicates the high 

lateral resolution of the imaging method. 

Figure 6.5(c) shows the peak to average value of the image in the range -0.5 m < 𝑥 < 0.5 

m and -1 m < 𝑧 < -0.3 m at 𝑦 = 0 plane versus real and imaginary part of the soil permittivity 

assuming one-layer soil model. According to the results, the complex permittivity of 4−𝑗0.5 

provides the highest peak to average value (highest contrast) in the image. Considering the 
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obtained value as the real soil permittivity, the formed image in Figure 6.5(b) provides the exact 

location of the object. 

 

6.6. Conclusion 

A new high resolution subsurface imaging method has been introduced to address low 

lateral resolution, limited field of view, and low mobility of currently available GPR systems. The 

method employs at least one robotic transmitter and one or more robotic receivers in a bi-static 

configuration to acquire scattered field from buried targets and subsurface features at limited 

     
 

(a)                                                                            (b) 

 
(c) 

Figure 6.5. Field measurement. (a) Metallic sphere with diameter of 36 cm buried at the depth of 0.9 m. (b) Imaging result (in dB). 

(c) Peak to average value of the image in the range -0.5 m < 𝑥 < 0.5 m and -1 m < 𝑧 < -0.3 m at 𝑦 = 0 plane versus real and 

imaginary part of the soil permittivity. 
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number of points around the transmitter. Using back-projection and a ray-tracing method, the 

acquired samples are coherently processed to create a large 2-D synthetic array that provides high 

resolution 3-D images of the subsurface. Performance of the method has been investigated through 

numerical simulations and a field measurement is presence of dense soil. 
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Chapter 7 Low Profile, Low Frequency, UWB Antenna for 

Imaging of Deeply Buried Targets 

 

 

7.1. Introduction 

In GPR systems, obtaining high range (depth) and cross range-resolution images requires 

a wide operation bandwidth for the system and a wide aperture for the antennas, respectively. For 

shallowly buried targets, the center frequency of operation can be increased to simplify the design 

of wideband GPR systems and obtain large aperture electrically while keeping the physical size of 

antennas small. However, for deeply buried targets, increasing the frequency of operation will 

adversely affect detection because of high signal attenuation at high frequencies in soil. Figure 7.1 

shows the penetration depth, defined as one-way attenuation of 35 dB, versus frequency inside a 

wet soil with a fixed complex permittivity of 16.4−𝑗2.4 (this is a measured value for complex 

permittivity of a sample of Michigan’s dense and wet soil as discussed in Section 7.4). It can be 

observed that increasing frequency of the transmitted signal reduces the penetration depth and 

consequently the maximum depth a given target can be detected. 

Antennas are critical components of GPR systems. In addition to typical antenna 

parameters such as gain and radiation pattern, dispersion, direct coupling between transmitting and 

receiving antennas, and radiation characteristics in proximity of the ground are other important 

parameters for antennas in GPR systems. Horn, Vivaldi, spiral, bow-tie, and TEM horn are 

common types of UWB antennas employed in GPR systems [1]. Among all, bow-tie [85]‒[88] 

and TEM horn antennas [89], [90] are suitable for impulse GPR systems where the low-dispersion 
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(linear phase) response is required for the antennas. However, they require resistive end-loading 

to reduce time-domain ringing effect and achieve wideband operation [1], [85], [90], which 

reduces the antenna gain. Bow-tie is a low-profile antenna structure that is widely used in GPR 

systems. The significant backside radiation of bow-tie antennas is reduced by using cavity or 

reflector structures on the backside of the antenna [86]‒[88]. These structures can be designed to 

achieve a better front-to-back ratio for the bow-tie antenna at the cost of increase in total height 

and reduction in the bandwidth of the antenna. 

Wideband operation at low frequencies and constraints on the size and weight of the 

antennas for mobility, make the antenna design a challenging task for achieving high range-

resolution for GPR systems intended for imaging of deeply buried targets. In this chapter, a low-

profile UWB antenna operating at frequencies below 500 MHz for GPR applications is introduced. 

 

7.2. Antenna Structure 

Geometry of the proposed antenna element is shown in Figure 7.2. It resembles a bisected 

TEM horn antenna whose lower part is replaced by a ground plane. A shorting plate connects the 

end of the TEM horn to the ground plane. According to Figure 7.2, instead of a linear profile 

originally used in [91], exponential tapering is used here for the TEM horn section in both 𝑥 and 

 
 

Figure 7.1. Signal penetration depth versus frequency for signal attenuation of 35 dB in wet soil with constant complex permittivity 

of 16.4−𝑗2.4. Source is a Hertzian dipole located at the height of 0.2 m above the air-ground interface [18]. 
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𝑧 directions to increase the impedance bandwidth. Assuming the origin is located at the feed point 

on the ground plane, the tapering functions is parameterized as 

𝑥 = ±(
𝑊

2
)(
𝑒𝐵𝑥𝑡 − 1

𝑒𝐵𝑥 − 1
)                                                               (7.1a) 

𝑦 = (𝐿 − 𝑠)𝑡                                                                          (7.1b) 

𝑧 = (𝐻 − 𝑔)(
𝑒𝐵𝑧𝑡 − 1

𝑒𝐵𝑧 − 1
) + 𝑔,                                                        (7.1c) 

where 𝑡 is varied from 0 to 1 and 𝐵𝑥 and 𝐵𝑧 define the taper profile in 𝑥 and 𝑧 direction, 

respectively. With the defined profile in (7.1), varying 𝐵𝑥 and 𝐵𝑧 does not change the tapered 

section and shorting plate total height (𝐻) and width (𝑊). According to Figure 7.2, 𝐿 is the total 

length of the shorting plate along 𝑦, 𝑔 is the gap between the tapered section and ground plane at 

the feed point, and 𝑠 is the distance between the feed point and the shorting plate. To simplify 

fabrication of the antenna, a piecewise linear approximation with 10 sections is used for the tapered 
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Figure 7.2. Modified ENVELOP antenna structure (optimized for maximum -10 dB impedance bandwidth) [18]. The exponential 

tapered section is approximated by 10 linear sections with equal lengths along 𝑦. 
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section as shown in Figure 7.2. In this figure, the 𝑛th section’s vertices (𝑛 = 1, 2, 3 …, 10) are 

defined by (7.1) while 𝑡 is equal to (𝑛 −1)/10 and 𝑛/10. 

Figure 7.2 shows the geometry of the antenna structure that provides the highest -10 dB 

impedance bandwidth for a specified dimension for the ground plane. The ground plane size is 

limited to be 600 mm × 600 mm for accommodating a pair of coupled antennas. The values for 

geometrical parameters are 𝐿 = 325 mm, 𝑊 = 200 mm, 𝐻 = 150 mm, 𝐵𝑥 = 2, 𝐵𝑧 = 4, 𝑔 = 0.81 mm 

(= 32 mil), and 𝑠 = 8 mm. The antenna and the ground plane are formed by copper sheets with the 

thickness of 70 µm. The antenna is simulated in ANSYS HFSS full-wave 3D EM simulator. For 

all simulations in this chapter, the antenna is placed at the distance of 10 cm from the ground (dry 

soil) with the complex permittivity of 3.5−𝑗0.0374 (according to [92], the complex permittivity of 

dry soil is approximately independent of temperature and frequency; its real part varies in the range 

2‒4; and its imaginary part is less than 0.05). 

Figure 7.3(a) shows the simulated reflection coefficient for the antenna in Figure 7.2 in 

presence of the ground. The -10 dB impedance bandwidth of antenna covers the range 180‒500 

MHz. Figure 7.3(b) shows the simulated realized gain pattern at 300 MHz in which the main lobe 

is skewed from the boresight direction and therefore the antenna is not perfect for GPR 

applications. In Section 7.3, a structure composed of two coupled modified ENVELOP antennas 

is utilized to correct for the radiation pattern and also improve the impedance bandwidth. 

 

7.3. Coupled Modified ENVELOP Antennas 

To improve the bandwidth and correct for the radiation pattern of the single antenna shown 

in Figure 7.2 an array of two modified ENVELOP antennas is utilized. Geometry of the proposed 

antenna structure is shown in Figure 7.4 in which the second antenna is a rotated copy (around 𝑧-
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axis) of the first antenna. Separation between two antennas is denoted by 𝐶𝑥. The antenna elements 

are excited with the same amplitude and 180° phase difference to allow for the flow of current in 

the same direction on both modified ENVELOP antenna elements. Depending on the separation, 

different levels of magnetic coupling between the two elements occurs that can be used to 

compensate for capacitive reactance of the input impedance and obtain better impedance match 

and wider impedance bandwidth. In this configuration, it is expected that the combined pattern be 

symmetric in 𝑦𝑧-plane and the direction of maximum radiation be normal to the ground plane. 

Modeling the antenna as a two-port network, the reflection coefficient seen from each port for out-

of-phase excitation is defined by 20log10(|𝑆11 − 𝑆12|). Figure 7.3(a) shows the simulation result 

           
 

(a)                                                                            (b) 

Figure 7.3. Simulation results for the antenna in Figure 7.2 (solid line) and Figure 7.4 (dotted line) [18]. (a) Reflection coefficient 

(dB). (b) Realized gain (dBi) in 𝑦𝑧-plane at 300 MHz. 
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Figure 7.4. Coupled modified ENVELOP antennas [18]. 
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for reflection coefficient of the antenna shown in Figure 7.4 when placed near a half-space dry soil 

medium. Comparison between the results shown in Figure 7.3(a) shows that the -10 dB impedance 

bandwidth of the new antenna is increased. According to Figure 7.3(b) (realized gain pattern in 

𝑦𝑧-plane at 300 MHz), the antenna in Figure 7.4 exhibits a larger gain (comparing to the antenna 

in Figure 7.2) with the main lobe in the direction normal to the ground plane. As a result, the 

antenna in Figure 7.4, can provide a wide impedance bandwidth and the required directive pattern 

by GPR applications. 

 

7.4. Antenna Fabrication and Measurement Results 

The antenna structure shown in Figure 7.4 with the optimum parameters 𝐿 = 325 mm, 𝑊 

= 200 mm, 𝐻 = 150 mm, 𝐵𝑥 = 2, 𝐵𝑧 = 4, 𝑔 = 0.81 mm (= 32 mil), 𝑠 = 8 mm, and 𝐶𝑥 = 150 mm 

and ground plane size of 600 mm × 600 mm is fabricated. The antenna is optimized for widest -

10 dB impedance bandwidth in the presence of dry soil at the distance of 10 cm from the shorting 

plate surface. FR-4 substrate with dielectric thickness of 60 mil, relative permittivity of 4.3, and 

copper thickness of 70 µm is used for the ground plane and RO4003 substrate with dielectric 

thickness of 32 mil, relative permittivity of 3.55, and copper thickness of 70 µm is used for the 

tapered section and shorting plate. 

The parametric analyses for the reflection coefficient and realized gain are shown in Figure 

7.5 for the antenna in Figure 7.4. According to Figure 7.5(a) and Figure 7.5(b), increasing 𝐵𝑥 or 

decreasing 𝐵𝑧 increases the impedance bandwidth. However, large values for 𝐵𝑥 or small values 

for 𝐵𝑧, increases the reflection coefficient at mid-band frequencies. According to Figure 7.5(c), 

increasing 𝐿 shifts the impedance bandwidth to lower frequencies. Parametric analyses for 𝐻 in 

Figure 7.5(d) show that increasing 𝐻 widens the impedance bandwidth. However, in a low-profile 
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antenna, 𝐻 cannot be a large value. As shown in Figure 7.5(e), increasing 𝑊 improves matching 

and gain over the impedance bandwidth.  According to Figure 7.5(f), increasing 𝐶𝑥 improves gain 

and matching over the impedance bandwidth. However, for a fixed size for the ground plane, 𝐶𝑥 

 
(a)                                                                                       (b) 

 
 

(c)                                                                                       (d) 

 
(e)                                                                                       (f) 

 
(g)                                                                                       (h) 

Figure 7.5. Reflection coefficient and realized gain (at 𝜃 = 0°) for the antenna in Figure 7.4 for different values of (a) 𝐵𝑥, (b) 𝐵𝑧, 

(c) 𝐿, (d) 𝐻, (e) 𝑊, (f) 𝐶𝑥, (g) 𝑠, and (h) 𝑔 [18]. 
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is limited. Increasing 𝑠 widens the impedance bandwidth and slightly shifts that to the higher 

frequencies (Figure 7.5(g)). Large 𝑔 shifts impedance bandwidth to lower frequencies while 

increases the reflection coefficient at mid-band frequencies (Figure 7.5(h)). 

For the final antenna structure, size of the ground plane and 𝐻 are determined by the 

limitations on the size of the antenna. The parameter 𝑔 is selected to be equal to the thickness of 

tapered section substrate to make adjusting the gap at feed location simple and more accurate (the 

required gap is obtained if bottom of the dielectric of the tapered section substrate touches the 

ground plane). 𝑠 in the range 4‒16 mm results in approximately the same performance for the 

antenna (Figure 7.5(g)) but larger values for 𝑠 makes mounting the connector easier in antenna 

fabrication. 

Figure 7.6 shows the antenna CAD model and the fabricated antenna. Two vertical support 

structures (fabricated using RO4003 substrates with the same piecewise linear profile as the 

tapered section) are placed at the bottom of the tapered section for mechanical stability.  These 

supporting structures are glued on the backside of the tapered section and soldered to the ground 

plane to make the antenna structure rigid. The antenna feed structure is shown in Figure 7.6(a). An 

SMA coaxial feed is connected to the tip of the tapered section at a height equal to the thickness 

of the substrate (𝑔) above the ground plane. A 3-dB power divider with out-of-phase outputs 

(Mini-Circuits ZAPDJ2-5W-521S+) is utilized to feed the two ports of the antenna. Measurement 

results for the divider and the associate coaxial cables show maximum amplitude difference and 

maximum output phase difference deviation from 180° equal to 0.1 dB and 3°, respectively, in the 

range 140‒510 MHz. Total height of the antenna excluding the connectors is 153 mm. 

The simulated and measured reflection coefficient of the antenna in free space is shown in 

Figure 7.7(a). According to the simulation results for the antenna without divider (a two-port 
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network), the reflection coefficient (20log10(|𝑆11 − 𝑆12|)) is less than -10 dB in the range 175‒450 

MHz. Since for the antenna with divider, the reflection coefficient includes the reflection from the 

divider as well as the antenna ports, according to Figure 7.7(a), the measurement result for the 

antenna including the divider (one port network) does not follow the simulation result.  To remove 

the effect of reflection from the power divider and extract the reflection from the antenna ports, 

time domain gating is applied to the measurement results and the resulting reflection coefficient is 

shown in Figure 7.7(a) (dashed line) which is close to the simulation result. To evaluate 

performance of the antenna in proximity of a soil medium, the antenna (including the divider) is 

placed at the distance of 10 cm above concrete, wet soil covered by grass, and wet soil covered by 

sand as shown in Figure 7.7(b). Measurement results in Figure 7.7(c) show that the antenna 

exhibits wider impedance bandwidth in proximity of the ground. In all cases, the reflection 

coefficient is less than -9.5 dB over the band 140‒510 MHz. 

The antenna is measured in anechoic chamber of the University of Michigan at frequencies 

above 200 MHz. Figure 7.8 shows the measured and simulated realized gain of the antenna in free 

space and simulated realized gain in the presence of dry soil. Simulation results show that the 

antenna provides larger realized gain in presence of dry soil at frequencies less than 400 MHz and 

its simulated realized gain is more than 4.9 dBi within the range 140‒510 MHz. The maximum 
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(a)                                                                                       (b) 

Figure 7.6. (a) CAD model of the final antenna and the feed, RO4003 dielectric materials is indicated by gray color. (b) Fabricated 

antenna [18]. 
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difference between the simulation and measurement results in free space in Figure 7.8 is 1.6 dB 

which is mainly due to the errors in gain values of the reference antenna used in measurements. 

Figure 7.9 shows the measured realized gain patterns in free space and simulated realized 

gain patterns in the presence of dry soil in 𝑥𝑧 and 𝑦𝑧-planes at 200, 300, and 400 MHz. According 

to the results, the antenna provides higher gain in presence of dry soil per design. The higher soil 

dielectric provides a better match for power transfer to the lower medium and as a result higher 

bandwidth and gain can be achieved. 

 
(a) 

Power

Divider

10 cm

Cardboard

Holder

 
(b) 

 
(c) 

Figure 7.7. (a) Simulation and measurement results for the antenna in free space. (b) Antenna placed on wet soil covered by sand 

for reflection coefficient measurements. (c) Measurement results for the antenna placed on the ground [18]. 
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The low frequency of operation for the antenna enables more penetration depth for the 

signals in lossy soils and as a result the antenna can be used for imaging of deeply buried targets 

or targets buried in soil with high losses. To evaluate performance of the antenna in GPR 

applications, a metallic plate is buried in wet lossy soil, with measured gravimetric moisture 

 
 

Figure 7.8. Simulated and measured realized gain of the fabricated antenna [18]. 

 

   
(a)                                                                                       (b) 

 

 
(c) 

Figure 7.9. Measured and simulated realized gain pattern (dBi) in 𝑥𝑧 and 𝑦𝑧-planes at (a) 200 MHz, (b) 300 MHz, and (b) 400 

MHz (solid line: measured in free space, dotted line: simulated for the antenna placed at the height of 10 cm from dry soil) [18]. 
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content of 18.92% and estimated dielectric constant of 16.4−𝑗2.4 at 300 MHz [93], [94]. Figure 

7.10(a) shows the configuration of the antennas for measurement as well as the metallic plate (0.61 

m × 0.762 m) buried at the depth of 0.6 m. The antennas are separated by 0.2 m (center to center 

distance of 0.8 m) to reduce the direct coupling. The reflected signal is measured within the range 

150‒450 MHz and utilized for image formation. In this measurement, the theoretical range-

resolution (considering 3-dB points) in free space and in the soil medium with relative dielectric 

constant of 16.4−𝑗2.4 is 0.435 m and 0.107 m, respectively. The imaging result is shown in Figure 

7.10(b). It can be observed that the plate is imaged at the depth of 0.57 m. The imaging result at 

the location of the center of the plate shown in Figure 7.10(c) indicates that the obtained range-

resolution is 0.101 m which is close to the theoretical value. By applying a ray-tracing method, the 

path for the signal reflected from the plate can be determined. According to the ray-tracing 

(described in Chapter 6) result shown in Figure 7.10(d), time delay for the direct signal from 

transmitter to receiver, the signal reflected from air-ground interface, and the signal reflected from 

the plate is 2.67, 2.75, and 18.53 ns, respectively. According to the obtained time delay values, the 

direct signal and the signal reflected from the air-ground interface cannot be resolved since their 

free space path length difference is below the range-resolution. The calculated time delay 

difference between the direct signal and the signal reflected from the plate is 15.86 ns which is in 

accordance with the image presented in Figure 7.10(b) (the measured time delay difference 

between the direct signal and the signal received from the plate is 15.2 ns).  

Assuming that the transmitted power and target size remain constant, the depth at which 

the target provides the same scattered field amplitude as the one obtained in the measurement (at 

450 MHz at which the attenuation is maximum) is calculated using HFSS simulations. According 
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to simulation results the detection depth is increased to 0.8 m and 2.8 m for soil complex 

permittivity of 5−𝑗1 and 3.5−𝑗0.0374, respectively. 
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(d) 

Figure 7.10. Evaluation of performance of the antenna in a GPR application [18]. (a) Configuration of the antennas and buried 

metallic plate in wet soil. (b) Imaging result (time delay is shifted such that the delay for the direct signal is zero) for all positions 

along the scan direction. (c) Image at the location of the plate along the dashed line shown in (b). (d) Ray-tracing result for different 

signals received at the receiver. 
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7.5. Conclusion 

A new low profile, low frequency, UWB antenna for GPR applications has been 

introduced. The antenna is formed by an array of two modified ENVELOP antennas to provide 

directive radiation pattern normal to the antenna ground over a wide bandwidth. When placed 

above the ground, the reflection coefficient of the antenna in less than -9.5 dB and its realized gain 

is more than 4.9 dBi over the frequency range 140‒510 MHz. Total height of the fabricated antenna 

excluding the connectors is 153 mm. The low frequency of operation of the antenna enables 

imaging of deeply buried targets or imaging in soil with high losses. The performance of the 

proposed antenna has been evaluated through a field measurement on wet soil with high losses. 
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Chapter 8 Radar System Realizing High Resolution Subsurface Imaging 

Using Distributed Robotic Sensors 

 

 

8.1. Introduction 

In this chapter, a radar system realizing the method introduced in Chapter 6 for subsurface 

imaging is presented and its performance is shown through simulations. 

The first step in design of imaging system is selection of operation bandwidth and the 

center frequency of operation. Operation bandwidth is determined by the required range resolution. 

Center frequency of operation is mainly determined by maximum buried depth for the targets. In 

general, lower frequency of operation increases the maximum detection depth but it requires larger 

physical size for the antennas that limits mobility. In the system design, assuming buried depth of 

1 m for the targets, the frequency of operation has been selected to be in the range 150‒450 MHz 

(according to the Section 6.3). 

Configuration of transmitters and receivers in the imaging method requires a bi-static radar 

system. According to the imaging results in Chapter 6, illuminating the imaging area from different 

locations using multiple transmitters enhances the image contrast and reduces the background 

noise. However, the method requires separate measurements for each transmitter (at each time, 

only one transmitter should be active). Separate measurement of scattered fields for each 

transmitter location increases the required time for data collection. To measure the scattered fields 

due to each transmitter location while all transmitters are operating simultaneously, a technique 

similar to OFDM can be utilized assuming stepped frequency continuous wave (SFCW) 
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architecture for the radar system and by employing multiple transmitters with small constant 

frequency difference at each frequency step. 

 

8.2. Imaging System Employing Multiple Transmitters 

Figure 8.1 shows the block diagram of the imaging radar with 𝑁 transmitters. In each 

transmitter, a DDS generates a stepped frequency signal in the range 150‒450 MHz with 5 MHz 

steps resulting in aliasing-free range of 30 m in free space. At each frequency step, the frequencies 

of transmitters output signal are separated by Δ𝑓. At 𝑚th frequency step, the output frequency of 

the 𝑛th transmitter is 𝑓𝑚 + (𝑛 − 1)Δ𝑓 (𝑛 = 1, 2, 3, …, 𝑁). At receiver, signals from the transmitters 

are down-converted by an LO signal with frequency of 𝑓𝑚 − Δ𝑓 at 𝑚th frequency step, resulting 

IF signals with frequency of Δ𝑓, 2Δ𝑓, 3Δ𝑓, …, and 𝑁Δ𝑓. These signals are sampled by an analog 

to digital converter (A/D) with sampling rate of 2(2𝑁Δ𝑓). Applying fast Fourier transform (FFT) 

with 2(2𝑁) points to 2(2𝑁) samples results in extraction of the phase and amplitude of the receive 

signal due to each transmitter as illustrated in Figure 8.1. The resulting (𝑛 +1)th FFT sample 

provides the phase and amplitude of the received signal due to 𝑛th transmitter. 

According to Figure 8.1 down-conversion is performed in two steps in analog domain 

(down-conversion of the received signal by 𝑓𝑚 − 1 MHz) and digital domain (down-conversion 

by 1 MHz −Δ𝑓 = 0.99 MHz) to avoid degradation of signals due to flicker noise in analog domain. 

To synchronize the bi-static transmitters and receiver, reference clock signal for DDS and 

command for start of frequency sweep are transmitted to transmitters and receivers. Delay between 

start of frequency sweep at transmitters and receiver and delay in start of A/D sampling are two 

sources of error in phase measurements. The former introduces a shift in range of detected targets 

and the latter introduces a constant phase shift in the measured phase of the scattered signals at 
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different frequencies. Using the direct signal from transmitter to receiver and knowing the distance 

between the transmitter and receiver, the shift in the range of targets can be detected and removed 

as discussed in the next section. 

 

8.3. Received Signal Model 

For system realization, the stepped frequency signal is generated by a DDS that generates 

a chirp signal with large time steps (i.e. at each frequency step, frequency of the generated chirp 

signal remains constant for a large period of time). In this case, the phase shift due to A/D start 

time error remains constant for all frequency samples. This makes the error correction possible. 

At a receiver, the received signal at 𝑚th frequency sample in a system employing 𝑁 

transmitters is modeled by 

 
Figure 8.1. Block diagram of the imaging system with 𝑁 transmitters. 
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𝑆𝑟,𝑚 = ∑𝐴𝑚
𝑛 𝑒𝑗𝜙𝑚

𝑛
𝑒𝑗2𝜋(𝑓𝑚+(𝑛−1)Δ𝑓)(𝑡−𝑡𝑑,𝑛)

𝑁

𝑛=1

                                      (8.1) 

where 𝐴𝑚
𝑛  and 𝜙𝑚

𝑛  are the amplitude and phase of the received scattered signal due to the 𝑛th 

transmitter and 𝑡𝑑,𝑛 is the time delay in start of the chirp signal at the 𝑛th transmitter. After two 

steps of down-conversion (equivalent to down-conversion by 𝑓𝑚 − Δ𝑓) and low pass filtering, the 

IF signal is 

𝑆𝐼𝐹 = ∑𝐴𝑚
𝑛 𝑒𝑗𝜙𝑚

𝑛
𝑒𝑗2𝜋𝑛Δ𝑓𝑡 × 𝑒−𝑗2𝜋(𝑓𝑚+(𝑛−1)Δ𝑓)𝑡𝑑,𝑛 × 𝑒𝑗2𝜋(𝑓𝑚−Δ𝑓)𝑡𝑑,𝐿𝑂

𝑁

𝑛=1

.        (8.2) 

In (8.2), 𝑡𝑑,𝐿𝑂 is the delay in start of the frequency sweep at the receiver. Assuming an A/D with 

sampling rate of 𝐹𝑠 (samples/s) starts sampling of the IF signal 𝑡𝐴𝐷 seconds after start of frequency 

sweep at the receiver, samples of the IF signal is 

𝑆𝐼𝐹(𝑘) = 𝑆𝐼𝐹(𝑡)|𝑡=𝑘
𝐹𝑠
+𝑡𝑑,𝐿𝑂+𝑡𝐴𝐷

 

= ∑𝐴𝑚
𝑛 𝑒𝑗𝜙𝑚

𝑛
𝑒
𝑗2𝜋𝑛Δ𝑓(

𝑘
𝐹𝑠
+𝑡𝑑,𝐿𝑂+𝑡𝐴𝐷) × 𝑒−𝑗2𝜋(𝑓𝑚+(𝑛−1)Δ𝑓)𝑡𝑑,𝑛 × 𝑒𝑗2𝜋(𝑓𝑚−Δ𝑓)𝑡𝑑,𝐿𝑂

𝑁

𝑛=1

.   (8.3) 

The extracted signal at 𝑛th OFDM channel (= 𝑆𝑚
𝑛  = signal due to 𝑛th transmitter at 𝑚th 

frequency sample) is 

𝑆𝑚
𝑛 = (𝐴𝑚

𝑛 𝑒𝑗𝜙𝑚
𝑛
)(𝑒−𝑗2𝜋Δ𝑓((𝑛−1)𝑡𝑑,𝑛−(𝑛−1)𝑡𝑑,𝐿𝑂−𝑛𝑡𝐴𝐷))(𝑒−𝑗2𝜋𝑓𝑚(𝑡𝑑,𝑛−𝑡𝑑,𝐿𝑂))               (8.4) 

The first term is actual response. The second term is a constant phase shift that does not affect the 

image due to each pair of transmitter and receiver but prevents coherent addition of images for all 

pairs of transmitter and receiver in SAR imaging. The phase shift in the third term is linearly 

increased with frequency and is equivalent to a shift in the range of target (𝑟𝑠ℎ𝑖𝑓𝑡) 

𝑒−𝑗2𝜋𝑓𝑚(𝑡𝑑,𝑛−𝑡𝑑,𝐿𝑂) = 𝑒−𝑗2𝜋𝑓𝑚(2𝑟𝑠ℎ𝑖𝑓𝑡 )/𝑐0                                       (8.5a) 
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𝑟𝑠ℎ𝑖𝑓𝑡 =
(𝑡𝑑,𝑛 − 𝑡𝑑,𝐿𝑂)𝑐0

2
.                                                    (8.5b) 

For correction of the shift in the range in the image formed for 𝑛th pair of transmitter and sampling 

point, first, the image is calculated using back-projection and 𝑆𝑚𝑛s (𝑚 = 1, 2, …, 𝑀, where 𝑀 is 

the number of frequency steps). In the image, the first peak is the signal received from the 

transmitter. The difference between the actual range to the transmitter and the detected one in the 

image is 𝑟𝑠ℎ𝑖𝑓𝑡. After determining 𝑟𝑠ℎ𝑖𝑓𝑡, to remove the shift in the signal received from the 𝑛th 

transmitter, 

𝑆𝑚
𝑛,𝑠ℎ𝑖𝑓𝑡𝑒𝑑

= 𝑆𝑚
𝑛 . 𝑒

𝑗2𝜋(𝑓𝑚)
2𝑟𝑠ℎ𝑖𝑓𝑡 
𝑐0 = (𝐴𝑚

𝑛 𝑒𝑗𝜙𝑚
𝑛
)(𝑒−𝑗2𝜋Δ𝑓((𝑛−1)𝑡𝑑,𝑛−(𝑛−1)𝑡𝑑,𝐿𝑂−𝑛𝑡𝐴𝐷))     (8.6) 

must be calculated for 𝑚 = 1, 2, …, 𝑀. 

To determine and remove the second term in (8.6), the image is formed at the location of 

transmitter using back-projection and 𝑆𝑚
𝑛,𝑠ℎ𝑖𝑓𝑡𝑒𝑑

s. The remaining phase in the image of the 

transmitter is an estimation of the second term in (8.6). Denoting the remaining phase by 𝜑𝑛, the 

corrected 𝑆𝑚
𝑛  is calculated by 

𝑆𝑚
𝑛,𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝑆𝑚

𝑛,𝑠ℎ𝑖𝑓𝑡𝑒𝑑
𝑒−𝑗𝜑𝑛                                                  (8.7) 

𝑆𝑚
𝑛,𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑

s are used for image formation. 

For SAR image formation, 𝑆𝑚
𝑛,𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑

 is calculated for all the receivers (sampling points) 

and using back-projection method described in Chapter 6 the final SAR image is calculated (it is 

noted that in this Chapter, 𝑛 indicates the transmitter while in Chapter 6, 𝑛 indicates receiver 

location or sampling point). 

The flow chart for error correction and image formation is shown in Figure 8.2. 
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Figure 8.2. Flow chart of the error correction and image formation using an imaging system with 𝑁 transmitters and 𝑀 frequency 

steps. 
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8.4. Evaluation of the System Performance 

To evaluate the performance of signal phase and amplitude detection while all transmitters 

are operating simultaneously, four transmitters operating at the first frequency step (𝑓𝑚 = 150 

MHz) are considered. Figure 8.3(a) and Figure 8.3(b) show a sample of received signal at the 

receiver input in time domain and frequency domain, respectively, while the transmitters’ 

frequencies are separated by 10 kHz (= Δ𝑓) and actual phases and amplitudes of the signals due to 

each transmitter are the values shown in Fig. 8.3(c) (indicated by circles). The detected phases and 

amplitudes are also shown in Fig. 8.3(c). The results show accurate detection of amplitudes and 

phases of the signals when noise is not present. 

To evaluate the performance of the system in presence of noise. The same signal as Figure 

8.3 but with SNR of 3 dB is assumed to be present at the input of the receiver (noise power is 

 
(a)                                                                                            (b) 

 
(c) 

Figure 8.3. A sample of signal at the receiver input (no noise) in a system with 4 transmitters. (a) Signal in time domain. (b) Signal 

in frequency domain. (c) Actual and retrieved phases and amplitudes of signals due to each transmitter. 
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measured in the range 149‒154 MHz). The signal in time domain and frequency domain is shown 

in Figure 8.4(a) and Figure 8.4(b), respectively. Detected phase and amplitude for signals from 

different transmitters are shown in Figure 8.4(c). The results show maximum error of 1 dB in the 

detected amplitude and maximum error of 5° in the detected phase. 

 

8.5. Conclusion 

A radar system has been introduced in this chapter that realizes high resolution subsurface 

imaging using distributed robotic sensors. As required by the imaging method, the system is able 

to accommodate multiple transmitters while the data collection time is not affected. Using a 

technique similar to OFDM and SFCW architecture for the radar system, the signal due to each 

transmitter is separated while all transmitters are operating simultaneously. Random delay in start 

 
(a)                                                                                            (b)

 
(c) 

Figure 8.4. A sample of signal at the receiver input (SNR = 3 dB, noise power is measured in the range 149‒154 MHz) in a system 

with 4 transmitters. (a) Signal in time domain. (b) Signal in frequency domain. (c) Actual and retrieved phases and amplitudes of 

signals due to each transmitter. 
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of signal generation at transmitters and receiver and start of sampling in A/D are two sources of 

error in phase measurements. It has been shown that by forming the image at location of the 

transmitter using direct coupling between transmitter and receiver, the errors can be corrected for 

coherent processing of all data. Numerical simulations of the designed system show that the system 

can accurately separate response of different transmitters even in presence of noise.  
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Chapter 9 Conclusion and Recommendations for Future Work 

 

 

9.1. Research Summary 

The main objective of this research is devising new techniques to address low mobility, 

low cross-range resolution, limited field of view, and time-consuming data collection process in 

currently available through-the wall and subsurface imaging systems that utilize EM waves to 

detect visually obscured objects and map buildings’ interiors and subsurface features. 

In conventional through-the-wall imaging systems, high cross-range resolution is achieved 

by utilizing large antenna arrays or large 1-D synthetic arrays formed by directive antennas. Large 

antenna arrays limit the mobility and directive antennas limit the field of view of the system. In 

the proposed new imaging technique for through-the-wall imaging, directive antennas are replaced 

by omnidirectional antennas and a large 2-D synthetic array is formed by limited number of 

moving bi-static transmitters and receivers that provides high cross-range resolution images with 

360° field of view. In the presented technique increasing the cross-range resolution does not affect 

the system mobility. 

Currently available GPR systems for subsurface imaging are usually low cross-range 

resolution imaging systems that employ monostatic transceivers with small aperture size antennas. 

To achieve high cross-range resolution, large antenna arrays with narrow beam are utilized. The 

low frequency of operation for efficient penetration of EM waves into the ground requires large 

physical size for the antenna arrays and as a result, high resolution systems are usually mounted 
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on vehicles and have limited mobility. In the new subsurface imaging technique presented in this 

research, a large 2-D array is synthesized by coherent processing of scattered fields sampled at 

different locations using small number of moving bi-static transmitters and receivers. The formed 

synthesized array provides 3-D images of subsurface. In the new technique, the large antenna 

arrays for obtaining high cross-range resolution are eliminated and enhancing the cross-range 

resolution does not affect mobility of the system. The large field of view enabled by the new 

technique significantly reduces the time required for data collection. 

 

9.2. Contributions 

In the following subsections, the contributions made in this research are detailed. 

 

9.2.1. Development of All-Directions Through-the-Wall Imaging Method 

All-directions through-the-wall imaging is a new through-the-wall imaging technique that 

utilizes small number of bi-static omnidirectional transmitters and receivers with high mobility to 

collect scattered fields at different locations within the imaging area. The acquired samples are 

coherently processed using back-projection and a beam-forming technique to form a large 2-D 

synthetic aperture and create high cross-range resolution images with 360° field of view. 

Using omnidirectional antennas, the scattered fields are sampled on circles with the center 

at the transmitter location to eliminate the ambiguity in detection of objects locations. 

Direct coupling from transmitter and multiple interactions of transmitted waves with walls 

are received at the receiver resulting saturation of the receiver and appearance of spurious images. 

To reduces the effect of these undesired signals at the receiver, omnidirectional antennas with 

orthogonal circular polarizations are used for transmitter and receiver. In this case, direct coupling 



 145 

from transmitter to receiver and signals experiencing double reflections are further attenuated by 

polarization isolation of the antennas. 

Proper synchronization between bi-static transmitter and receivers is another challenge that 

has been addressed by using FMCW architecture for the imaging system. 

 

9.2.2. Design of a New Wideband Omnidirectional Circularly Polarized Antenna for All-

Directions Through-the-Wall Imaging 

A novel wideband omnidirectional circularly polarized antenna has been designed, 

fabricated, and tested for all-directions through-the-wall imaging application. In the proposed 

antenna structure, for the first time, field distribution similar to circular waveguide TE21 mode is 

excited using wideband SLA elements to generate a linearly polarized wave at the far-field of the 

antenna whose polarization tilt angle rotates in azimuth direction. It is shown that excitation of the 

second circular TE21 mode with the same amplitude and 90° phase difference and spatial rotation 

of 45° results in circular polarization radiation. 

The two circular TE21 modes are generated using 16 monopole SLA elements. The required 

excitation phases and amplitudes are generated by a feed network on the backside of the antenna 

ground plane including wideband low-pass/high-pass phase shifters and Wilkinson power 

dividers. 

Measurement results of the antenna show 64% (1.11−2.17 GHz) of 3-dB AR bandwidth 

and 58% (1.11−2.02 GHz) of operation bandwidth (3-dB AR and 10-dB impedance bandwidth). 

The achieved AR and operation bandwidth are the highest among the proposed structures for 

wideband omnidirectional circularly polarized antennas. 
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Besides eliminating the undesired signals at the receiver, the circularly polarized 

omnidirectional antennas enable imaging of objects with large aspect ratio and arbitrary 

orientation. 

 

9.2.3. Development of an Image Formation Technique for All-Directions Through-the-Wall 

Imaging Using Bi-Static FMCW Transceivers 

To simplify synchronization of bi-static transmitters and receivers, FMCW architecture is 

used for the imaging system. In this case, start of chirp signals at transmitter and receivers must be 

synchronized. The synchronization error and random and deterministic delays in circuits prevent 

coherent processing of all sampling points which is required by all-directions through-the-wall 

imaging method. In this research, the system has been accurately modeled considering 

synchronization errors and delays in circuits and a method utilizing direct coupling from 

transmitter to receiver has been proposed to compensate the errors and delays. In addition, an 

image formation technique compatible with FMCW signals has been developed. 

A bi-static FMCW transmitter and receiver have been designed and fabricated. Using the 

fabricated radar system and circularly polarized omnidirectional antennas, all-directions through-

the-wall imaging has been tested in real scenarios. The results indicate the capability of the method 

in providing high resolution images with 360° field of view using small number of collected 

samples. 

 

9.2.4. Development of a Method for Background Noise Reduction and Range-Resolution 

Enhancement in Through-the-Wall Imaging 

In through-the-wall imaging, multipath and unsuppressed sidelobes of the point spread 
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function of the imaging algorithm produce background noise is the image. A novel method has 

been proposed to reduce the background noise. The method utilizes GPOF method to detect 

locations of reflections. Forming the image (using back-projection) at only the detected points 

results images with significantly reduced backgrounds noise.  

It is shown that the method also improves the range resolution even in presence of noise. 

 

9.2.5. Development of a Method for Detection of Walls in High-Resolution Through-the-Wall 

SAR Imaging 

It has been shown that the walls and large flat surfaces that do not exhibit single phase 

center are imaged as discrete points when a large aperture is entirely used for image formation. A 

simple method applicable to both monostatic and multi-static SAR imaging has been developed to 

discriminate walls and large flat surfaces from limited size objects. The method also detects the 

location and orientation of walls surfaces in the imaging area. It has been shown that the signals 

reflected from a wall boundary are approximately equivalent to the signals that are received from 

a limited size fictitious object located behind the wall and at the location of the transmitter mirrored 

with respect to the wall. Assuming that a wall surface is present in the imaging area, the image can 

be calculated at the location of these fictitious objects. A large intensity for the obtained image 

indicates that the assumed wall surface is real. 

The performance of the method has been evaluated through applying it to the measured 

data. 
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9.2.6. Development of a New High Resolution Subsurface Imaging Method Using Small 

Number of Robotic Transmitters and Receivers 

Based on the presented method for through-the-all imaging, a new method for high-

resolution subsurface imaging has been proposed. The method enables 3-D imaging of subsurface 

with high cross-range resolution in a short period of time while maintains high mobility for the 

imaging system. It utilizes bi-static transmitters and receivers to sample the scattered and reflected 

signals from buried targets and subsurface discontinuities at different location. By coherent 

processing of the sampled signals, it creates a large 2-D synthetic array that provides high 

resolution 3-D images. High resolution 3-D images make it simple to interpret the image and detect 

and classify buried targets and underground features. Performance of the imaging method has been 

evaluated through a field measurement. 

To reduce spurious images and enhance image contrast, the method utilizes multiple 

transmitters to illuminate the subsurface from different locations. A technique similar to OFDM is 

utilized to separate signal due to each transmitter while all transmitters are operating 

simultaneously. A system realizing the imaging method has been designed and its performance 

has been evaluated through simulations in presence of noise. 

 

9.2.7. Design of a Low Frequency, Low Profile, Wideband Antenna for High Resolution 

Imaging of Deeply Buried Targets or Targets Buried in Soil with High Losses 

A wideband antenna operating in the range 140‒510 MHz has been designed, fabricated 

and tested. The low frequency of operation of the antenna enables imaging of deeply buried targets 

or targets buried in dense and wet soil with high losses. The antenna is low profile with total height 
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(excluding connectors) of 153 mm (= 0.072𝜆0 where 𝜆0 is the free space wavelength at 140 MHz). 

Low profile antennas enable higher mobility for GPR systems. 

The antenna structure is based on the low profile wideband ENVELOP antenna. However, 

in this work, to improve the operation bandwidth of the antenna for a given constant height, an 

exponential profile is used instead of a linear profile for the ENVELOP element. To obtain a main 

beam normal to the ground surface as required by subsurface imaging applications, an array of two 

ENVELOP antennas with differential feeding is used. The magnetic coupling between the 

antennas reduces the lower frequency of the operation and improves the operation bandwidth.   

Applicability of the antenna in GPR imaging has been tested through a field measurement 

on wet and dense soil with high losses. 

  

9.3. Future Work 

The future work based on the research presented in this dissertation is outlined in the 

following subsections. 

 

9.3.1. Applying the Method Presented for Detection of Reflecting Points in Through-the-Wall 

Imaging to Subsurface Imaging 

In Chapter 5, a method based on GPOF method has been introduced for detection of 

reflecting points in through-the-wall imaging scenarios. It has been shown that forming the image 

at the detected points enhances range resolution (even in the case of low SNRs) and reduces the 

background noise. In subsurface imaging application where signal bandwidth is narrower 

(comparing to through-the wall imaging), a range resolution enhancement method can 

significantly improve detection of closely spaced buried targets and subsurface features without 
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adding to the system complexity. A specific application of the method is in detection of shallowly 

buried land mines where resolving the image due to the air-ground interface and the land mines is 

challenging due to limited range resolution. 

 

9.3.2. Design of a Wideband Circularly Polarized Antenna for Subsurface Imaging 

Applications 

As shown in Chapter 4, using circular polarization in through-the-wall imaging enables 

imaging of objects with large aspect ratio and arbitrary orientation. In conventional GPR imaging, 

using circularly polarized antennas enables reliable detection and imaging of buried targets with 

large aspect ratio such as low diameter pipelines and cables. 

One possible design is using 4 monopole SLA elements (with structure similar to the one 

presented in Chapter 3) mounted on a circular ground plane as shown in Figure 9.1. For obtaining 

circular polarization, all SLAs are coaxially fed by the same amplitude and absolute phase 

progression of 90° between each two adjacent elements as shown in Figure 9.1(a). This creates 

two orthogonal linearly polarized electric fields on the top of SLAs with 90° phase difference 

(indicated by green arrows in Figure 9.1(a)) resulting circularly polarized radiation. The 

handedness of the circular polarization is determined by the sign of the phase progression. In 

addition, the excitations shown in Figure 9.1(b) provide linear polarizations. It suggests that by 

utilizing RF switches and phase shifters in the feed network of the antenna, the polarization can be 

switched between linear and left-handed and right-handed circular. 

As an example, an antenna with ground plane diameter of 200 mm and SLA element height 

of 40 mm has been simulated. The antenna is shown in Figure 9.1. The resulting Reflection 

coefficient (defined by (3.11)) is shown in Figure 9.2, which indicates 10-dB impedance band in 
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the range 1.05‒2.2 GHz. The obtained LP and CP gain and orthogonal polarization (cross 

polarization) gain are shown in Figure 9.3. 

Figure 9.4 shows the gain radiation pattern at 1.6 GHz for LP and CP excitation. The results 

show directive radiation pattern with high polarization isolation.  

 

 
(a) 

 
(b) 

Figure 9.1. Wideband polarization-reconfigurable antenna with directive radiation pattern. (a) Excitation for CP operation. (b) 

Excitation for LP operation (green arrows show the generated linear polarized electric fields and blue arrows show the excited 

currents). 
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9.3.3. Fabrication of the Radar System with Multiple Transmitters and Evaluation of 

Performance of the Proposed Subsurface Imaging Method in Presence of Different 

Objects with Different Shapes and Orientations 

 
 

Figure 9.2. Reflection coefficient of the antenna in Figure 9.1 for CP and LP operation. 

  
(a)                                                                                        (b) 

Figure 9.3. Simulated gain for LP operation (a) and CP operation (b) (black line is the gain for the excited polarization and the red 

line is the gain for cross-polarization) 

 

 
(a)                                                                                        (b) 

Figure 9.4. Co- (red line) and cross-polarization (black line) gain radiation pattern (in dBi) at 1.6 GHz for the antenna in Figure 9.1 

for CP operation (a) and LP operation (b). 
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As a future work, the radar system with the block diagram shown in Figure 8.1 can be 

fabricated. With the fabricated radar, performance of the proposed subsurface imaging method can 

be evaluated in presence of targets with different shapes buried at different depth in different soil 

types. 
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Appendices 
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Appendix A: MATLAB Code for All-Directions Through-the-Wall Imaging 

Using Bi-Static FMCW Transceivers 

 

 

In this appendix, MATLAB codes implementing the error correction and imaging method 

introduced in Chapter 4 are presented. 

The following code gets the measurement data as an input and calculates the parameters 𝑡𝑠 

(ts), 𝑅𝑐 − 𝑅𝑜 (Ro_Rc), 𝑑 (d), and 𝑅𝑎 (Ra) for all transmitter and receiver pairs and saves them 

in ts_d_Ro_Rc_Ra.mat. 

The measurement data (measurement_data.mat) includes the following 

vectors/matrices 

1. xs: an 𝑁 × 1 vector defining the x position of 𝑁 sampling points; 

2. ys: an 𝑁 × 1 vector defining the y position of 𝑁 sampling points; 

3. Tx: a 1 × 2 vector defining the x position (first element) and y position (second 

element) of the transmitter; 

4. Fs: A/D sampling rate in Samples/s; 

5. data: Assuming 𝑁 sampling points are used for image formation and 𝑀 samples of 

IF signal are collected for each sampling point, data is an 𝑀 ×𝑁 matrix in which 𝑛th 

column contains 𝑀 samples of IF signal for 𝑛th pair of sampling point and transmitter.  

The parameters f0 and gamma define start frequency and chirp rate of the system, 

respectively. 
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clc 

clear all 

close all 

  

f0=1.2e9; %start frequency 

c=3e8; 

gamma=120e3/8e-9; %chirp rate Hz/s 

  

load('measurement_data.mat') 

  

ts=zeros(size(xs)); 

d=zeros(size(xs)); 

Rc_Ro=zeros(size(xs)); 

Ra=zeros(size(xs)); 

  

for n=1:1:length(xs) 

     

    s=data(:,n); 

             

    NFFT=2*2^nextpow2(length(s)); 

    fs=Fs/2*linspace(0,1,NFFT/2+1); %frequency samples 

    df=fs(2)-fs(1); 

    temp=fft(s,NFFT)/length(s); 

    S=2*temp(1:NFFT/2+1); 

     

    [~,index]=max(20*log10(abs(S))); 

    f_direct=fs(index); 

    d(n)=sqrt((xs(n)-Tx(1))^2+(ys(n)-Tx(2))^2); 

         

    Rc_Ro(n)=f_direct*c/(2*gamma)-(d(n)/2); %Rc-Ro 

    Ra(n)=d(n)/2; 

     

    t=((1/Fs)*(0:1:(length(s)-1))).'; 

    phase_Sa0=(4*pi*f0/c)*(Ra(n)+Rc_Ro(n)) + (4*pi*gamma/c)*t*(Ra(n)+... 

        Rc_Ro(n)) - (4*pi*gamma/(c^2))*((Ra(n)+Rc_Ro(n))^2); 

     

    sc=s.*exp(-j*phase_Sa0); 

    temp=fft(sc,NFFT)/length(s); 

    Sc=2*temp(1:NFFT/2+1); 

     

    phi0=angle(Sc(1)); 

    ts(n)=phi0*c/(4*pi*gamma*(Ra(n)+Rc_Ro(n))); 

     

end 

  

save('ts_d_Ro_Rc_Ra.mat','ts','d','Rc_Ro','Ra') 

 

The following code gets measurement_data.mat and ts_d_Ro_Rc_Ra.mat as 

inputs and calculates the corrected IF signals sc using (4.15) and image Simage using (4.18) at 

points defined by X and Y. 
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clc 

clear all 

close all 

  

f0=1.2e9; 

c=3e8; 

gamma=120e3/8e-9; 

  

load('measurement_data.mat') 

load('ts_d_Ro_Rc_Ra.mat') 

  

[X,Y]=meshgrid(-3.6:0.05:3.6,-3.6:0.05:3.6); 

Simage=ones(size(X))*0.00001; 

  

for n=1:1:length(xs) 

     

    s=data(:,n); 

     

    t=((1/Fs)*(0:1:(length(s)-1))).'; 

    phase_Sa=(4*pi*f0/c)*(Ra(n)+Rc_Ro(n)) +... 

        (4*pi*gamma/c)*(t+ts(n))*(Ra(n)+Rc_Ro(n)) -... 

        (4*pi*gamma/(c^2))*((Ra(n)+Rc_Ro(n))^2); 

     

    sc=s.*exp(-j*phase_Sa); %corrected IF signals 

     

    NFFT=2*2^nextpow2(length(s)); 

    fs=Fs/2*linspace(0,1,NFFT/2+1); %frequency samples 

    temp=fft(sc,NFFT)/length(s); 

    Sc=2*temp(1:NFFT/2+1); 

         

    Rt=(sqrt((X-Tx(1)).^2+(Y-Tx(2)).^2) +... 

        sqrt((X-xs(n)).^2+(Y-ys(n)).^2))/2; 

    phasecoeff=exp(-j*4*pi*((Rt-Ra(n))/c)*... 

        (f0 - (2*gamma*(Ra(n)+Rc_Ro(n))/c) + gamma*ts(n))); 

    for nn=1:1:numel(X) 

        if(sqrt((X(nn))^2+(Y(nn)^2))>0.5) 

            [~,index0]=min(abs(fs-2*(Rt(nn)-Ra(n))*gamma/c)); 

            Simage(nn)=Simage(nn)+phasecoeff(nn)*Sc(index0); 

        end 

    end 

 

end 

  

%normalizing the image and converting to dB 

temp=20*log10(abs(Simage)/max(max(abs(Simage)))); 

  

%displaying the values larger than -10 dB. 

temp=temp.*(temp>=-10)+(-10)*(temp<-10);  

  

figure(5) 

surf(X,Y,temp) 

shading interp 

axis equal 

view(0,90) 
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xlabel('x (m)') 

ylabel('y (m)') 

colormap(jet(1024)) 

colorbar('Location','EastOutside') 

xlim([-3.6 3.6]) 

ylim([-3.6 3.6]) 

set(gca,'XTick', -3.6:1.8:3.6) 

set(gca,'YTick', -3.6:1.8:3.6) 

hold on 

plot(xs, ys, '.w') 

 

It is noted that in both codes the number of FFT points (NFFT) must be the same. 
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Appendix B: MATLAB Code for Detection of Walls and Large Flat Surfaces 

in Through-the-Wall Imaging Using Bi-Static FMCW Transceivers 

 

 

The code presented in this appendix implements the wall detection method described in 

Chapter 5 for through-the-wall imaging using bi-static FMCW transceivers. The code gets 

measurement_data.mat and ts_d_Ro_Rc_Ra.mat (described in Appendix A) as inputs. 

The polar coordinate for detection of points 𝐴 on the walls are defined by R and theta. For each 

point in the defined polar coordinate, the code first calculates the vectors 𝑛̂ (nhat), 𝑡𝑛̅ (tn), 𝑟̅𝑛 

(rn), and 𝑡𝑛̅
′  (tpn) and the parameter 𝑑𝑛 (dn) (all are defined in Figure 5.8) and then it calculates 

𝐼(𝑅, 𝜃) (Simage) as described in Section 5.3.2. 

 

clc 

clear all 

close all 

  

f0=1.2e9; 

c=3e8; 

gamma=120e3/8e-9; 

  

load('measurement_data.mat') 

load('ts_d_Ro_Rc_Ra.mat') 

  

[R, theta]=meshgrid(1.6:0.05:3.6, (0:1:360)*pi/180); 

X=R.*cos(theta); 

Y=R.*sin(theta); 

Simage=zeros(size(R)); 

  

for nn=1:1:numel(R) 

     

    %A=[R(nn)*cos(phi(nn)), R(nn)*sin(phi(nn))]; %A points 

    nhat=[-cos(theta(nn)), -sin(theta(nn))]; 

     

    for n=1:1:length(xs) 

        tn=[Tx(1)-R(nn)*cos(theta(nn)), Tx(2)-R(nn)*sin(theta(nn))]; 
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        rn=[xs(n)-R(nn)*cos(theta(nn)), ys(n)-R(nn)*sin(theta(nn))]; 

        tpn=tn-2*sum(nhat.*tn)*nhat; 

        dn=sqrt((rn(1)-tpn(1))^2+(rn(2)-tpn(2))^2); 

         

        s=data(:,n); 

         

        t=((1/Fs)*(0:1:(length(s)-1))).'; 

        phase_Sa=(4*pi*f0/c)*(Ra(n)+Rc_Ro(n)) +... 

            (4*pi*gamma/c)*(t+ts(n))*(Ra(n)+Rc_Ro(n)) -... 

            (4*pi*gamma/(c^2))*((Ra(n)+Rc_Ro(n))^2); 

         

        sc=s.*exp(-j*phase_Sa); %corrected s 

         

        NFFT=2*2^nextpow2(length(s)); 

        fs=Fs/2*linspace(0,1,NFFT/2+1); %frequency samples 

        temp=fft(sc,NFFT)/length(s); 

        Sc=2*temp(1:NFFT/2+1); 

         

        Rt=dn/2; 

        phasecoeff=exp(-j*4*pi*((Rt-Ra(n))/c)*... 

        (f0 - (2*gamma*(Ra(n)+Rc_Ro(n))/c) + gamma*ts(n))); 

        [~,index0]=min(abs(fs-2*(Rt-Ra(n))*gamma/c)); 

        Simage(nn)=Simage(nn)+phasecoeff*Sc(index0); 

    end 

end 

  

%normalizing the image and converting to dB 

temp=20*log10(abs(Simage)/max(max(abs(Simage)))); 

  

%displaying the values larger than -10 dB. 

temp=temp.*(temp>=-10)+(-10)*(temp<-10);  

  

figure(5) 

surf(X,Y,temp) 

shading interp 

axis equal 

view(0,90) 

xlabel('x (m)') 

ylabel('y (m)') 

colormap(gray(1024)) 

colorbar('Location','EastOutside') 

xlim([-3.6 3.6]) 

ylim([-3.6 3.6]) 

set(gca,'XTick', -3.6:1.8:3.6) 

set(gca,'YTick', -3.6:1.8:3.6) 

grid off 

box on 

 

It is noted that in the code presented in this appendix, the number of FFT points (NFFT) 

must be the same as the number of FFT points in the first code presented in Appendix A. 
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