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ABSTRACT

This thesis includes (1) the distorted Born approximation (DBA) and an improved coherent model for vegetation-covered surfaces at L-band for data-cube based soil moisture retrieval; (2) a unified approach for combined active and passive remote sensing of vegetation-covered surfaces with the same input physical parameters; (3) Numerical Maxwell Model in 3D (NMM3D) simulations of a vegetation canopy comprising randomly distributed dielectric cylinders; and (4) a hybrid method based on the generalized T matrix of single objects and Foldy-Lax equations for NMM3D full-wave simulations of the realistic vegetation/forest with vector spherical, spheroidal and cylindrical wave expansions.

The main contributions and novelty of this thesis are NMM3D full-wave simulations of vegetation/forest canopy using the generalized T matrix of the single object and Foldy-Lax equations of multiple scattering among many objects. Before this work, the large-scale full-wave simulations of vegetation/forest such as many tree trunks were deemed very difficult. The NMM3D full-wave simulation results showed that the results of past models significantly overestimate attenuation in a vegetation/forest canopy. The NMM3D full-wave models predict transmissions that are several times greater than that of past models. A much greater microwave transmission means the microwave can better penetrate a vegetation/forest canopy and thus it can be used to retrieve soil moisture.
The thesis starts with the DBA to compute the backscattering coefficients for various kinds of vegetation-covered surfaces such as pasture, wheat and canola fields. For the soybean fields, an improved coherent branching model is used by taking into account the correlated scattering among scatterers. The novel feature of the analytic coherent model consists of conditional probability functions to eliminate the overlapping effects of branches in the former branching models. In order to make use of complex physical models for real time retrieval for satellite missions, the outputs of the physical model are provided as lookup-tables (with three axes; therefore, called data cube). The three axes are: vegetation water content (VWC), root mean square (RMS) height of the rough soil surface and soil permittivity which is directly related to the soil moisture, each of which covering the full range of natural conditions. By inverting the data cubes, time-series retrieval of soil moisture is performed. Next, the DBA is extended to calculate the bistatic scattering coefficients. Emissivities are calculated by integrating the bistatic scattering coefficients over the hemispherical solid angle. The backscattering coefficients and emissivities calculated using this approach form a consistent model for combined active and passive microwave remote sensing. This has the advantage that the active and passive models are founded on the same theoretical basis and hence allow the use of the same physical parameters. In comparison, current approaches generally use different models and different parameters for active and passive with the tau-omega model most frequently used as the passive model with empirical input parameters. The modeled backscattering coefficients, brightness temperatures and soil moisture retrieval results are validated with the measurements from the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12).

In the analytical physical models mentioned above, as well as in another commonly used approach of the radiative transfer equation (RTE), the attenuation of the wave is accounted for by
the attenuation rate per unit distance $\kappa_e$, which originates from the concept of an “effective medium”. Such a model is unsuitable for a vegetation canopy. $\kappa_e$ is calculated using $\kappa_e = n_0(\sigma_a + \sigma_s)$, where $n_0$ is the number density of scatterers, and $\sigma_a$ and $\sigma_s$ are the scattering cross section and the absorption cross section of a single scatterer, respectively. In calculating the scattering cross section, the scatterers are assumed to be illuminated uniformly which is not valid due to the influence of other scatterers. Moreover, RTE/DBA does not account for gaps and gives the same results independent of the existence of gaps. Because of these issues, NMM3D full-wave simulations of vegetation are pursued. At first, the scattering of a vegetation canopy consisting of cylindrical scatterers is calculated. The approach for solving Maxwell’s equations is based on the Foldy-Lax multiple scattering equations (FL) combined with the body of revolution (BOR). For a layer of extended-cylinders distributed in clusters, the NMM3D simulations at C-band show very different results from DBA/RTE, with NMM3D giving a much larger transmission coefficient (i.e. much smaller optical thickness $\tau$). The quantity $\tau$ has been used in active and passive microwave remote sensing. For example, the radar sensitivity to soil moisture of vegetation-covered surfaces depends strongly on the value of $\tau$ of the vegetation canopy. The method FL-BOR is limited for rotationally symmetric objects such as cylinders and circular disks. Realistic vegetation/forests, that are what we see with our eyes (unlike the models generated using Lindenmayer Systems), consist of arbitrarily-shaped scatterers. To perform NMM3D full-wave simulations for realistic vegetation/forests, a hybrid method is used, which is a hybrid of the off-the-shelf techniques (e.g. HFSS) and newly developed techniques. The newly developed techniques are the three key steps of the hybrid method: (1) extracting the generalized T matrix of each single object using vector spheroidal/cylindrical waves, (2) vector spheroidal/cylindrical wave transformations, and (3) solving FL for all the objects. The hybrid method is much more efficient than the HFSS brute force
(FEM) and MoM methods for vegetation scattering and applicable to a wide range of conditions including full-wave simulations of trees.
CHAPTER I

Introduction

The focus of my research is physical modelling of microwave interactions with vegetation and forest cover for applications in microwave remote sensing of soil moisture. The research is aimed at the use of satellite remote sensing of Earth for the monitoring of soil moisture, which is important for the global climate change, the water cycle and the carbon cycle [1]. In recent years, many satellites have been launched by NASA, the European Space Agency, China, as well as other countries in North America, Europe, Asia and South America. There have been major advancements in instruments such as radiometers, radars, SAR (Synthetic Aperture Radar), InSAR (Interferometric SAR) and the recent usage of signals of opportunity such as GNSS-R (Global Navigation Satellite System Reflectometry) [2]. The mapping of soil moisture is important for hydrologic modelling, climate prediction, and flood and drought monitoring [3]. Soil moisture acts as a storage of water between rainfall and evaporation and influences the infiltration and runoff prediction in hydrologic processes [3]. Much of the soil is covered by vegetation/forest, and it is in these arable regions and croplands where measuring soil moisture is particularly useful for agriculture and environmental monitoring. Thus, understanding the effects of vegetation/forests on microwave transmission/emission is important for remote sensing of soil moisture. Vegetation/forest is characterized as random media [4]. The electromagnetic modelling of microwave interaction with random media is important to these satellite missions in the following three aspects. Firstly, in the mission design stage, the modelling provides the theoretical basis to
predict the microwave signals and builds foundations for mission design such as the choice of microwave frequencies, incident angles and polarizations to be used for maximal sensitivity. Secondly, in the mission calibration/validation stage, airborne and ground measurements are performed, and the modelling interprets the microwave measurements and provides calibration and validation for the data. Finally, after the satellite is launched, electromagnetic modelling provides the basis for the application of physically based retrieval algorithms of parameters such as soil moisture, snow water equivalent, biomass, forests height etc.

In the first two years of my PhD research, I used a method that combines DBA for a vegetation canopy with NMM3D full-wave simulations for soil surfaces to compute the backscattering coefficient for various kinds of vegetation-covered surfaces such as pasture, wheat and canola fields. For the soybean fields, an improved coherent branching model is developed by taking into account the correlated scattering among scatterers [5]. This provides the physical model for the Soil Moisture Active Passive (SMAP) baseline radar algorithm [3]. In order to make use of the complex physical models for real-time retrieval for satellite missions, the outputs of the physical models are provided as lookup-tables (with three axes; therefore, called data cube) [6]. By inverting the data cubes, time-series retrievals of soil moisture, vegetation biomass and RMS soil roughness are performed. The data cubes, together with the retrieval algorithm, have been validated with extensive field campaigns. SMAP was launched in Jan 2015 [3]. The baseline algorithm has been applied to provide global soil moisture maps using the SMAP radar data over the entire observation period [7].

Combined active and passive microwave remote sensing of soil moisture is of great interest and importance, given the increasing number of active and passive satellite microwave missions and datasets available for studies in land hydrology and ecology [1]. Complementary information
contained in active and passive multi-frequency and multi-polarization measurements can be used to retrieve detailed soil and vegetation characteristics. However, the commonly used passive and active models are quite different, requiring different sets of parameters for the same vegetation-covered surface scenes. Passive microwave models used in satellite retrieval algorithms (including the SMAP mission) are mostly based on the omega-tau model [8], which is a zeroth-order radiative transfer solution. Roughness effects in the omega-tau model are based on the h-Q formulation. For active remote sensing, such as for the SMAP “data-cube” retrieval [6], a first-order radiative transfer model is used, which is inconsistent with the passive model. Empirical parameters are used for the passive model while physical parameters are used for the active model. Because of these issues, consistent active and passive microwave remote sensing models were used to enable a truly synergistic retrieval approach that makes full use of information in the passive and active signatures [9]. The active model (DBA for a vegetation canopy and the NMM3D full-wave simulations for soil surfaces designed to compute the backscattering coefficients) was extended to calculate the bistatic scattering coefficients. Emissivities are calculated by integrating the bistatic scattering coefficients over the hemispherical solid angle. The backscattering coefficients and emissivities calculated using this approach form a consistent pair for combined active and passive microwave remote sensing. This has the advantage that the active and passive models are founded on the same theoretical basis and hence allow the use of the same physical parameters. The modeled backscattering coefficients (active measurements), brightness temperatures (passive measurements) and soil moisture retrieval results are validated using the measurements from the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12) [10].

Understanding how vegetation/forests interact with microwaves is important for remote sensing of soil moisture. Of particular importance is the attenuation properties of the vegetation
canopy. For three decades, the two most commonly used models have been the radiative transfer equation (RTE) [4] and DBA [11]. There are two key assumptions associated with the past RTE/DBA models: (1) the positions of the scatterers are assumed to be statistically homogeneous in 3D and (2) each scatterer is uniformly illuminated. However, these two assumptions are invalid for most types of vegetation/forests. For example, trees have trunks, branches and leaves in a correlated structure and there are gaps among branches and different trees. In my most recent research, innovative methods were developed for Numerical Maxwell Model in 3D (NMM3D) simulations of vegetation/forest. At first, the Foldy-Lax equations were combined with the Z matrix from the Body of Revolution (BOR) [12] (FL-BOR) for NMM3D full-wave simulations of grass canopy modeled by dielectric cylinders [13]. The NMM3D results show much greater transmission and smaller optical thickenss $\tau$ than the values predicted by RTE/DBA at C-band. However, this method of FL-BOR is limited to multiple scattering of objects with rotational symmetry such as cylinders. Moreover, this method is difficult to extend to cylinders with large radii compared with the wavelength, such as the case for trees at L-band. Because of these limits, an innovative hybrid method is developed for calculating the scattering from areas of vegetation/forests. With the use of the hybrid method, NMM3D simulations can be performed for realistic plants such as stalks with complicated branches, in addition to cylinders and disks. To perform NMM3D full-wave simulations efficiently for vegetation/forests, the hybrid method combines:

(i) Off-the-shelf technique for single objects. Off-the-shelf technique such as HFSS, BOR[12], ICA [4], and FEKO can solve Maxwell’s equations for a complicated single object such as long cylinders, branches with leaves.
(ii) Extract T matrices for single objects for vector spheroidal and cylindrical waves, apply vector wave transformations and use the Foldy-Lax multiple scattering equations to compute multiple scattering among the single objects.

In (ii), three innovative steps were implemented: (1) extracting the T matrix for each single object using vector spheroidal waves, (2) vector spheroidal wave transformations, and (3) solving Foldy-Lax multiple scattering equations (FL) for all the objects. The T matrix relates the incident fields to the scattered fields for an arbitrarily-shaped scatterer. Previously, vector spherical wave expansions were used for the T matrix, where a circumscribing sphere is defined. However, when the objects are closely packed, it is impractical to enclose each object within a spherical surface without overlap. In general, spheroidal/cylindrical surfaces are more compact to enclose closely packed objects. Thus, vector spheroidal/cylindrical wave expansions are used, which are more complicated than the spherical waves. In the hybrid method, Maxwell’s equations are solved using the Foldy-Lax multiple scattering equations (FL) with generalized T matrix. The Foldy-Lax equations were derived rigorously from Maxwell’s equations. The wave interactions among scatterers are taken into account in the Foldy-Lax equations. Thus, the effects of complex vegetation structure, including canopy clustering and gaps, are accounted for. Using the hybrid method, forests environment with 196 tree trunks at height of 20m and diameter of 20cm was simulated at L-band frequency. Before this work, the large-scale full-wave simulations of many tree trunks were deemed very difficult. The NMM3D full-wave simulation results showed that the results of past models significantly overestimate attenuation in a vegetation/forest canopy. The NMM3D full-wave models predict transmissions that are several times greater than that of past models. A much greater microwave transmission means the microwave can better penetrate a vegetation/forest canopy and thus it can be used to retrieve soil moisture.
This thesis is organized as follows. In chapter II, DBA is derived from the Foldy-Lax equation with first-order iteration. DBA for vegetation is combined with NMM3D for rough surfaces. For soybean fields, an improved coherent model is developed, consisting of conditional probability functions to eliminate the overlapping effects of branches in the former branching models. DBA and the improved coherent model are used to generate data-cubes at L-band for the data-cube based soil moisture retrieval for SMAP. In chapter III, a unified combined active and passive model is constructed, with the active and passive microwave remote sensing models founded on the same theoretical basis and hence allow the use of the same physical parameters. DBA combined with NMM3D for rough surfaces is extended to calculate the bistatic scattering coefficients and then integrating the bistatic scattering coefficients over the hemispherical solid angle to compute the emissivity. The vegetation models in chapter II and III are single scattering models where multiple scattering among scatterers is not considered. In chapter IV, Foldy-Lax multiple scattering equations are combined with BOR for NMM3D full-wave simulations of vegetation with scatterers of rotational symmetry. This full-wave method accounts for all the interactions and multiple scattering among vegetation scatterers. Grass canopy of different vegetation water content (VWC) modeled by a layer of dielectric cylinders at C-band is simulated. In chapter V, an innovative hybrid method is developed for NMM3D full-wave simulations of vegetation/forest. The hybrid method combines off-the-shelf techniques for single scatterer and developed techniques of Foldy-Lax techniques. The fields are expanded in terms of vector spherical/spheroidal/cylindrical waves. The off-the-shelf techniques such as the commercial software HFSS is suitable for complicated single object with moderate size such as branches with realistic leaves and a single soybean plant. The developed techniques account for the multiple scattering among single objects and solve the Maxwell’s equations for the vegetation/forest.
canopy, including extracting the T matrix, vector wave translation addition and solving the Foldy-Lax equations.
CHAPTER II

DBA and an Improved Coherent Model for Vegetation-covered Surfaces at L-Band for Data-Cube Based Soil Moisture Retrieval

In this Chapter, two models are used to calculate the backscattering coefficient for the vegetation-covered surfaces: the distorted Born approximation (DBA) (section 2.2) and an improved coherent model (section 2.3). The two models are used for the data-cube based soil moisture retrieval at L-band (section 2.4).

For wheat and canola fields, DBA is used. DBA is derived from the Foldy-Lax equation with first-order iteration. DBA has three scattering terms: volume scattering, double-bounce scattering and surface scattering. The coherent reflectivity in the double-bounce scattering and the surface scattering are determined by the numerical solutions of Maxwell’s equations (NMM3D). Using DBA, forward lookup-tables (data-cubes) for VV and HH backscattering coefficients at L-band are developed for wheat and canola fields. The data-cubes have three axes: vegetation water content (VWC), root mean square (RMS) height of rough soil surface and soil permittivity. The results of the data-cubes are compared with airborne radar measurements collected during the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12) for ten wheat fields and five canola fields. The results show good agreement between the data-cube simulation and the airborne data: the root mean squared error (RMSE) of 0.82 dB and 0.78 dB for HH backscattering coefficients, and 0.97 dB and 1.30 dB for VV backscattering coefficients for wheat and canola fields, respectively. The data-cubes are next used to perform the time-series retrieval of the soil
moisture, which was the baseline active retrieval algorithm for the NASA’s Soil Moisture Active Passive (SMAP) mission. The RMSE of the soil moisture retrieval is $0.043 \text{cm}^3/\text{cm}^3$ for wheat fields and $0.082 \text{cm}^3/\text{cm}^3$ for canola fields. The larger RMSE for canola fields is attributed to the dominance of volume scattering which does not depend on soil moisture.

For soybean fields, an improved coherent branching model is developed by taking into account the correlated scattering among scatterers. The novel feature of the analytical coherent model consists of conditional probability functions to eliminate the overlapping effects of branches in the former branching models. Backscattering coefficients are considered for a variety of scenarios over the full growth cycle for VWC and the complete dry-down conditions for soil moisture. The results of the coherent model show that HH scattering has a significant difference up to $3 \text{dB}$, from that computed on the basis of the independent scattering when VWC is low; for example, $0.2 \text{kg/m}^2$. Forward model calculations are performed for the scattering from the soybean field for the full range of the three axes of the data-cubes using the coherent model. The soybean volume scattering including the double-bounce term is combined with the forward scattering model of bare soil from the numerical Maxwell solutions that incorporates RMS height, soil permittivity and correlation length, to form the forward model lookup-table for the vegetation-covered soil. The results are compared with data from 13 soybean fields collected as part of the SMAPVEX12. Time-series retrieval of soil moisture is also applied to the soybean fields by inverting the forward model lookup-table. During the retrieval, the VWC is optimized with physical constraints obtained from ground measurements. The retrieval performances are significantly improved by using the proposed coherent model: the root mean squared error (RMSE) of the soil moisture retrieval is decreased from $0.09$ to $0.05 \text{cm}^3/\text{cm}^3$ and the correlation coefficient is increased from $0.66$ to $0.92$. 
2.1 Introduction

The mapping of soil moisture on a global scale has many potential benefits including flood assessment, drought monitoring, global carbon balance quantification, and more. Providing this information is one of the important goals of NASA’s Soil Moisture Active Passive (SMAP) mission [1, 3]. SMAP, which was launched in January 2015, utilized a L-band radar and radiometer to provide global maps of soil moisture at 3-, 9-, and 36-km resolutions [1, 14]. Empirical and semi-empirical models have been developed to retrieve the soil moisture information for vegetation-covered surfaces [15-17] using backscattering coefficients, but they have limited capability on a global scale because the empirical equations were derived using a small set of measurements. Complex physical scattering models have also been used to calculate the backscattering [18-21]. In order to make use of the complex physical models for real time-retrieval during the SMAP mission, lookup-tables of backscattering are constructed. Using the measured data and the lookup-tables, time-series retrieval of soil moisture can be carried out in real time [6, 10]. In the SMAP baseline active radar retrieval algorithm, the data-cubes are inverted. The soil permittivity directly related to the soil moisture [22, 23]. The SMAP baseline algorithm for radar-based retrieval inverts the data-cubes. The data-cubes were validated against airborne and field measurements and were also used for retrieval of soil moisture from the airborne radar measurements. Previously, the validation and soil moisture retrieval for soybean and corn covered surfaces were published [5]. In this chapter, we report on the validation and soil moisture retrieval of wheat and canola vegetation-covered surfaces using airborne and field measurements of SMAPVEX12 [10]. Wheat is the most abundant crop in terms of the acreage in the world [24]. Canola is a major crop in North America. Accurate retrieval of soil moisture for these crops is a critical step towards soil moisture retrieval at SMAP’s 3-km resolution for croplands.
In vegetation-covered surfaces, the commonly used physical models of radar backscattering at L-band are based on the incoherent addition of three contributions: volume scattering, double-bounce and surface scattering. There are also models accounting for the interactions between different vegetation scatterers [25], and the vegetation and slightly rough surface [26]. These models are more complicated than the incoherent model. In previous studies [27], physical models for wheat and canola fields were derived using MIMICS (Michigan Microwave Canopy Scattering) model [28] where the first-order radiative transfer equation is used to calculate volume and double-bounce scattering while the surface-scattering component is computed using the physical optics model [4, 28]. However, in the backscattering direction, the forward and reverse going ground-vegetation interaction scattering fields are exactly in phase according to reciprocity, and thus their coherent interaction cannot be neglected. This backscattering enhancement effect in double-bounce scattering is accounted for by the field-based distorted Born approximation [11, 29] which gives a factor of 2 difference for the double-bounce term. In this chapter, the distorted Born approximation [11] is used to compute scattering from a vegetation medium. The distorted Born approximation is derived from the Foldy-Lax equation with the use of the T matrix [30, 31] and half-space Green’s function with the effective propagation constant. For surface scattering, we use the numerical solutions of Maxwell’s equations in 3-dimensional simulations (NMM3D) for backscattering. We also use the rough surface coherent reflectivity derived from NMM3D for the specular reflection in the double-bounce term. In the previous soybean model [5], we used the coherent addition of scattered fields which gives significant improvement when compared with backscattering data. For wheat and canola, we found that the incoherent addition model suffices.

The wheat canopy is modeled as a layer of uniformly distributed finite cylinders, while two kinds of cylinders with different sizes and circular disks are used for canola to model its main stem,
branches and leaves, respectively. The scatterers are treated as embedded in the equivalent media [11] whose dielectric constant is computed from the Foldy’s approximation [4]. The imaginary part of the equivalent dielectric constant accounts for the attenuation through the vegetation layer.

The surface-scattering component is determined by NMM3D for a random rough surface [32]. NMM3D results are based on the Method of Moments (MoM) with Rao-Wilton-Glisson (RWG) basis function using Gaussian random rough surfaces with exponential correlation functions. The NMM3D simulation results have been shown to be in good agreement with experimental data for surfaces with RMS height varying from 0.55cm to 3.47cm at L-band [32]. The agreement has been shown to be superior to the predictions of the small perturbation method (SPM), physical optics (PO), small slope approximation (SSA) and advanced integral equation model (AIEM).

The soil medium is considered to be homogeneous in this section. There are models to calculate scattering from rough surface with inhomogeneous dielectric profiles [33]. According to the ground data from the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12) [34], the RMS height for more than half of the wheat and canola fields is within the range of 0.55cm to 1cm. The data-cubes computed from the forward model are validated with the VV and HH backscattering coefficient measurements from SMAPVEX12 [34], taking into account the growth of the crops as determined from ground measurements during the summer season.

SMAPVEX12 started at the period of early crop development and finished at the point where crops had reached maximum biomass during which soil moisture also significantly varied [34]. The long-duration measurements over a wide range of soil moisture and vegetation conditions are a unique and valuable attribute of this field campaign when compared with previous airborne experiment and provide an extensive data set critical to test the vegetation scattering models and radar-based soil moisture retrieval algorithm for SMAP [34]. The retrieved soil moisture derived
by inverting the data-cubes is also compared with the ground truth data from the SMAPVEX12 field campaign [10].

In the models of the distorted Born approximation and first-order radiative transfer equation, the results are in terms of the absolute square of the scattering amplitude of a single scatterer. The incoherent addition of the scattering from a single scatter can be referred to as the “incoherent scattering model” since the collective scattering effects of the scatterers are not accounted for [2, 28]. For example, when two scatterers are close to each other within a \( \lambda/4 \) scale, there is a relatively small phase difference (less than \( \pi/2 \)) and the individual scattering superimposes on each other collectively, producing significant constructive interference. Models taking into account these relative phase shifts are known as “coherent scattering models”. Generalized coherent models for dissimilar plant elements, crops in a growing cycle and multilayer vegetation have been proposed. It was suggested that an agricultural crop could be considered a statistically uniform random medium and represented with a \( n \)-th-scale branching model. Different parameters were used for different stages of the crops in a growing cycle obtained from ground measurements [35]. Yueh et al. [36] proposed an analytical branching model for soybean and showed that the geometry and internal structure of vegetation affect the coherent scattering. Monte Carlo simulations of soybean field were also carried out to simulate the statistical properties of the backscatter at different incidence angles, by averaging over many realizations until convergence is realized. For each realization, a group of soybean plants was generated using random number generators with a pre-described probability distribution function, and then the scattered fields were computed. It was shown that the contributions from the second-order near field and the double ground-bounce mechanism are negligible at L band [37]. The coherent model was also applied to other canopies such as alfalfa. Each alfalfa plant was represented by a clump defined as a collection
of stems in a conical shape with leaflets clustered on each stem. The scattering from the alfalfa was substantially increased by including the coherent wave interactions. It was shown that the proximity of the scatterers in relation to wavelength is important and should be included in the calculation of the backscattering from the canopy. [38] In the previous coherent model for soybean [36], different branches overlap physically, which is unrealistic. In this chapter, we use an improved branching model that introduces conditional probabilities of non-overlap of branches both in locations and in orientations for the soybean, which has a typical main stem attached with branches. The analytical simulation results are significantly different from those by the prior branching models in that they either allow the physical overlap or are based on the incoherent model. We initially constructed the data-cube based on the incoherent scattering models. But they are not in good agreement with the magnitudes of backscattering nor the polarization ratios observed during the SMAPVEX12 campaign. The new data-cube based on the improved coherent model enhances the forward matching with experimental data of the 13 soybean fields from SMAPVEX12, as well as the soil moisture retrieval accuracy.

2.2 The Distorted Born Approximation (DBA) for Wheat and Canola Fields

Wheat and canola are two of the major crops studied during the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12) conducted to support NASA’s Soil Moisture Active Passive (SMAP) mission. The models are used in the baseline active retrieval algorithm for the SMAP mission. Forward lookup-tables (data-cubes) for VV and HH backscattering coefficients at L-band are developed for wheat and canola fields. The volume scattering and double-bounce scattering of the fields are calculated using the distorted Born approximation derived from the Foldy-Lax equation with first-order iteration. The coherent reflectivity in the
double-bounce scattering and the surface scattering are determined by the numerical solutions of Maxwell’s equations (NMM3D). The results of the data-cubes are compared with airborne radar measurements collected during SMAPVEX12 for ten wheat fields and five canola fields. The results show good agreement between the data-cube simulation and the airborne data: the root mean squared error (RMSE) is 0.82 dB and 0.78 dB for HH backscattering coefficients, and 0.97 dB and 1.30 dB for VV backscattering coefficients for wheat and canola fields, respectively. In this section, the distorted Born approximation (DBA) is derived based on the Foldy-Lax equation with first-order iteration. The results are compared the first-order radiative transfer equation. After that, the DBA is applied to generate the data-cubes for wheat and canola fields and the modeled data-cubes are compared with SMAPVEX12 airborne UAVSAR data.

2.2.1 Derivation of DBA

We consider a vegetation field as shown in Figure II.1. There are three regions: air, vegetation and soil. The reflection at the artificial boundary between the air and vegetation is ignored. The distorted Born approximation (DBA) calculates the final backscattering in terms of volume scattering, double-bounce scattering and surface scattering. The derivations for the three terms are given below based on the Foldy-Lax equation with first-order iteration. The derivations are different from the traditional method as in [11].

The effective propagation constant in the vegetation layer is [39],

\[ k_v = k + \frac{2\pi n_0}{k} < f_{vv} (\theta, \phi; \theta_i, \phi_i) > \]  \hspace{1cm} (2.2.1)

\[ k_h = k + \frac{2\pi n_0}{k} < f_{hh} (\theta, \phi; \theta_i, \phi_i) > \]  \hspace{1cm} (2.2.2)
where $k$ is the propagation constant in free space and $n_0$ is the number density of the vegetation scatterers with unit m$^{-3}$. $(\theta_i, \phi_i)$ defines the incident angle. $f_{\text{vv}}(\theta_i, \phi_i; \theta_i, \phi_i)$ and $f_{\text{hh}}(\theta_i, \phi_i; \theta_i, \phi_i)$ are the scattering amplitudes of single scatterers in the forward direction for the polarizations VV and HH, respectively. The angle bracket means average over orientations of scatterers.

Because of the phase matching condition [39], the $z$ component of the effective propagation constant in the vegetation layer is

$$k_{pc} = \sqrt{k_p^2 - (k \sin \theta_0)^2}$$

$$= k \cos \theta_0 \left[ 1 + \frac{4\pi n_0 < f_{pp}(\theta_i, \phi_i; \theta_i, \phi_i) > + \frac{2\pi n_0}{k} < f_{pp}(\theta_i, \phi_i; \theta_i, \phi_i) >^2}{k^2 \cos^2 \theta_0} \right]$$

$$\approx k \cos \theta_0 \left[ 1 + \frac{4\pi n_0 < f_{pp}(\theta_i, \phi_i; \theta_i, \phi_i) >}{2k^2 \cos^2 \theta_0} \right]$$

(2.2.3)
where the subscript ‘p’ is either ‘v’ or ‘h’ polarization. $\theta_0$ is the incident angle.

The $k_{pc}$ can be written using the real part and imaginary part as $k_{pc} = k_{pc}' + ik_{pc}''$, with

$$k_{pc}' = k \cos \theta_0 + \text{Re}\left(\frac{4\pi n_0 < f_{pp}(\theta, \phi, \theta_i, \phi_i)}{2k \cos \theta_0}\right)$$  \hspace{1cm} (2.2.4)$$

$$k_{pc}'' = \text{Im}\left(\frac{4\pi n_0 < f_{pp}(\theta, \phi, \theta_i, \phi_i)}{2k \cos \theta_0}\right)$$  \hspace{1cm} (2.2.5)

Next, the dyadic Green’s function for free space is used to calculate volume scattering. The dyadic Green’s function for free space is [39]

$$G_F(\mathbf{r}) = \frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \left[ \hat{\mathbf{e}}(k_z) \hat{\mathbf{e}}(k_z) + \hat{\mathbf{h}}(k_z) \hat{\mathbf{h}}(k_z) \right] \frac{\exp(ik_x x + ik_y y + ik_z z)}{k_z}$$

for $z > 0$  \hspace{1cm} (2.2.6)

$$= \frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \left[ \hat{\mathbf{e}}(-k_z) \hat{\mathbf{e}}(-k_z) + \hat{\mathbf{h}}(-k_z) \hat{\mathbf{h}}(-k_z) \right] \frac{\exp(ik_x x + ik_y y - ik_z z)}{k_z}$$

for $z < 0$

where for TE polarization (h-pol) : $\hat{\mathbf{e}}(k_z) = \frac{\hat{k} \times \hat{z}}{|k \times \hat{z}|} = \frac{1}{k} (\hat{x} k_y - \hat{y} k_x)$ and for TM polarization (v-pol) : $\hat{\mathbf{h}}(k_z) = \hat{\mathbf{e}} \times \hat{\mathbf{k}} = -\frac{k_z}{kk_\rho} (\hat{x} k_x + \hat{y} k_y) + \frac{k_\rho}{k} \hat{z}$.

In the vegetation layer, the dyadic Green’s function of free space is modified using the effective propagation constant

$$G_F(\mathbf{r}) =$$

$$= \frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \left[ \hat{\mathbf{e}}(k_z) \hat{\mathbf{e}}(k_z) \exp(ik_{hz} z) + \hat{\mathbf{h}}(k_z) \hat{\mathbf{h}}(k_z) \exp(ik_{hz} z) \right] \frac{\exp(ik_x x + ik_y y)}{k_z}$$

for $z > 0$

$$= \frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \left[ \hat{\mathbf{e}}(-k_z) \hat{\mathbf{e}}(-k_z) \exp(-ik_{hz} z) + \hat{\mathbf{h}}(-k_z) \hat{\mathbf{h}}(-k_z) \exp(-ik_{hz} z) \right] \frac{\exp(ik_x x + ik_y y)}{k_z}$$

for $z < 0$  \hspace{1cm} (2.2.7)
It is noted that only the phase-dependent terms are changed to the effective propagation constant while the amplitude-dependent terms are not changed. It is because the effects are small for amplitude. Generally, for the vegetation canopy, more than 99% is empty air and less than 1% contains vegetation scatterers. Thus, the effective propagation constant of the vegetation layer is close to that in free space. The change in the amplitude can be ignored. However, the change in the phase terms cannot be ignored.

The Green’s function of the reflective wave from the soil surface in the vegetation layer is

\[
\begin{align*}
G_k(\vec{r},\vec{r}') = \\
\frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_z \int_{-\infty}^{\infty} dk_y \left( R^{TE} \exp(ik_{zc}z + 2ik_{zc}d) \hat{e}(k_z) \hat{e}(-k_z) \exp(ik_{zc}'z') \right) \exp\left(ik_x(x-x') + ik_y(y-y')\right) \\
+ R^{TM} \exp(ik_{vc}z + 2ik_{vc}d) \hat{h}(k_z) \hat{h}(-k_z) \exp(ik_{vc}'z') \right) \right)
\end{align*}
\]

(2.2.8)

where \(d\) is the height of the vegetation canopy.

Thus, at the observation point of \(z = 0\) in Figure II.1, Green’s function for the total wave, which is the sum of that of the free space and the reflective wave, is

\[
\begin{align*}
\bar{G}_{11}(\vec{r},\vec{r}') = G_P(\vec{r},\vec{r}') + G_k(\vec{r},\vec{r}') = \\
\frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_z \int_{-\infty}^{\infty} dk_y \left\{ \hat{e}(k_z) \left[ \hat{e}(k_z) \exp(-ik_{zc}z') + R^{TE} \exp(2ik_{zc}d) \hat{e}(-k_z) \exp(ik_{zc}'z') \right] \right. \\
+ \hat{h}(k_z) \left[ \hat{h}(k_z) \exp(-ik_{vc}z') + R^{TM} \exp(2ik_{vc}d) \hat{h}(-k_z) \exp(ik_{vc}'z') \right] \left. \right\}
\end{align*}
\]

(2.2.9)

where the subscript ‘11’ means that both the source point and the observation point are in region 1 (i.e., the vegetation region).

For \(z>0\), the phase continues as \(\exp(ik_zz)\) because there is no physical reflection at \(z=0\) which is the artificial boundary between the air and the vegetation layer. Hence,
\[
\overline{G}_{01}(\mathbf{r}, \mathbf{r}') = \frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_z \int_{-\infty}^{\infty} dk_z \left\{ \hat{e}(k_z) \left[ \hat{e}(k_z) \exp(-ik_z z') + R^{TE} \exp(2ik_z d) \hat{e}(-k_z) \exp(ik_z z') \right] \right\} \\
+ \hat{h}(k_z) \left[ \hat{h}(k_z) \exp(-ik_z z') + R^{TM} \exp(2ik_z d) \hat{h}(-k_z) \exp(ik_z z') \right] \\
\times \exp\left( ik_z (x-x') + ik_z (y-y') + ik_z z \right) \frac{k_z}{k_z}
\]

(2.2.10)

where the subscript ‘01’ means that both the source point is in region 1 (i.e., vegetation region) while the observation point is in region 0 (i.e., air region).

After some mathematical manipulations, the expressions becomes

\[
\overline{G}_{01}(\mathbf{r}, \mathbf{r}') = \frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_z \int_{-\infty}^{\infty} dk_z \left\{ \hat{e}(k_z) \left[ \hat{e}(k_z) \exp(-ik_z z') + R^{TE} \exp(2ik_z d) \hat{e}(-k_z) \exp(ik_z z') \right] \right\} \\
+ \hat{h}(k_z) \left[ \hat{h}(k_z) \exp(-ik_z z') + R^{TM} \exp(2ik_z d) \hat{h}(-k_z) \exp(ik_z z') \right] \\
\times \frac{\exp(i\mathbf{k} \cdot \mathbf{r})}{k_z} \exp\left( -ik_z x' - ik_z y' \right)
\]

(2.2.11)

In the far field, using the stationary-phase method, \( k_x = k \sin \theta \cos \phi \), \( k_y = k \sin \theta \sin \phi \),

\[
k_z = k \cos \theta \text{ and } \frac{i}{8\pi^2} \int_{-\infty}^{\infty} dk_z \int_{-\infty}^{\infty} dk_z \exp\left( \frac{i\mathbf{k} \cdot \mathbf{r}}{k_z} \right) \rightarrow \frac{\exp(ikr)}{4\pi r} . \text{ Thus,}
\]

\[
\overline{G}_{01}(\mathbf{r}, \mathbf{r}') = \frac{\exp(ikr)}{4\pi r} \left\{ \hat{e}(k_z) \left[ \hat{e}(k_z) \exp(-ik_z z') + R^{TE} \exp(2ik_z d) \hat{e}(-k_z) \exp(ik_z z') \right] \right\} \\
+ \hat{h}(k_z) \left[ \hat{h}(k_z) \exp(-ik_z z') + R^{TM} \exp(2ik_z d) \hat{h}(-k_z) \exp(ik_z z') \right] \\
\exp\left( -ik_z x' - ik_z y' \right)
\]

(2.2.12)

where

\[
\hat{e}(k_z) = (\hat{x} \sin \phi - \hat{y} \cos \phi) = -\hat{h}_y (\theta_s, \phi_s) = -\hat{h}_y (\pi - \theta_s, \phi_s)
\]

(2.2.13)

\[
\hat{e}(-k_z) = (\hat{x} \sin \phi - \hat{y} \cos \phi) = -\hat{h}_y (\theta_s, \phi_s) = -\hat{h}_y (\pi - \theta_s, \phi_s)
\]

(2.2.14)
\[
\hat{h}(k_z) = -\cos \theta_s (\hat{x} \cos \phi + \hat{y} \sin \phi) + \sin \theta_s \hat{z} = -\hat{v}_s (\theta_s, \phi) \quad (2.2.15)
\]
\[
\hat{h}(-k_z) = \cos \theta_s (\hat{x} \cos \phi + \hat{y} \sin \phi) + \sin \theta_s \hat{z} = -\hat{v}_s (\pi - \theta_s, \phi) \quad (2.2.16)
\]

Next, the Green’s function \( \overline{G}_{01}(\vec{r}, \vec{r}') \) can be written into two parts as
\[
\overline{G}_{01}(\vec{r}, \vec{r}') = \overline{G}_{01}^{(0)}(\vec{r}, \vec{r}') + \overline{G}_{01}^{(R)}(\vec{r}, \vec{r}') \quad (2.2.17)
\]

where
\[
\overline{G}_{01}^{(0)}(\vec{r}, \vec{r}') = \frac{\exp(ikr)}{4\pi r} \left[ \hat{e}(k_z) \hat{e}(k_z) \exp\left(-ik_{hc} z'\right) + \exp\left(-ik_z x' - ik_z y'\right) \right] \exp\left(-ik_{hc} z'\right) \quad (2.2.18)
\]
\[
\overline{G}_{01}^{(R)}(\vec{r}, \vec{r}') = \frac{\exp(ikr)}{4\pi r} \left[ \hat{h}(k_z) R^{TE} \exp\left(2ik_{hc} d\right) \hat{e}(-k_z) \exp\left(ik_{hc} z'\right) + \exp\left(-ik_z x' - ik_z y'\right) \right] \quad (2.2.19)
\]

Let the incident wave be
\[
\vec{E}_{inc} = E_{iv} \hat{v}(\pi - \theta_i, \phi) \exp\left(i\vec{K}_{iv} \cdot \vec{r}\right) + E_{ih} \hat{h}(\pi - \theta_i, \phi) \exp\left(i\vec{K}_{ih} \cdot \vec{r}\right) \quad (2.2.20)
\]

where \( \vec{K}_{iv} = k_{iv} \hat{x} + k_{iv} \hat{y} - k_{ivp} \hat{z} \), indicating that the wave is travelling downward.

The reflected wave is
\[
\vec{E}_{ref} = E_{iv} R_v \exp\left(2ik_{vc} d\right) \hat{v}(\theta_i, \phi) \exp\left(i\vec{K}_{iv} \cdot \vec{r}\right) + E_{ih} R_h \exp\left(2ik_{vc} d\right) \hat{h}(\theta_i, \phi) \exp\left(i\vec{K}_{ih} \cdot \vec{r}\right) \quad (2.2.21)
\]

where \( R_v = R^{TM}, R_h = R^{TE} \) and the phase shift caused by the vegetation canopy is included.

According to [30], the Foldy-Lax equation is
\[
\overline{E} = \overline{E}_{inc} + \overline{E}_{ref} + \sum_{j=1}^{N} \overline{G}_{01} \tau_j \overline{E}_{j} \quad (2.2.22)
\]

where \( N \) is the total number of vegetation scatterers.

For first-order iteration,
\[ \bar{E} = \bar{E}_{\text{inc}} + \bar{E}_{\text{ref}} + \sum_{j=1}^{N} G_{01} T_j \left( \bar{E}_{\text{inc}} + \bar{E}_{\text{ref}} \right) \]  

(2.2.23)

Thus, the scattered fields from the vegetation canopy is

\[ \bar{E}_s = \sum_{j=1}^{N} G_{01} T_j \left( \bar{E}_{\text{inc}} + \bar{E}_{\text{ref}} \right) \]  

(2.2.24)

Let \( \bar{E}_s = \sum_{j=1}^{N} \bar{E}_{sj} \), the summation of the scattered fields from each vegetation scatterer, and substituting \( \bar{G}_{01}(\bar{r},\bar{r}') = \bar{G}^{(0)}_{01}(\bar{r},\bar{r}') + \bar{G}^{(R)}_{01}(\bar{r},\bar{r}') \) leads to

\[ \bar{E}_{sj} = G_{01} T_j \bar{E}_{\text{inc}} + G_{01} T_j \bar{E}_{\text{inc}} + G_{01} T_j \bar{E}_{\text{ref}} + G_{01} T_j \bar{E}_{\text{ref}} \]  

(2.2.25)

The first term represents the volume scattering, the second and third terms are the double-bounce scattering and the last term is the triple bounce scattering. The last term is ignored in the distorted Born approximation. Hence,

\[ \bar{E}_{sj} = G_{01} T_j \bar{E}_{\text{inc}} + G_{01} T_j \bar{E}_{\text{inc}} + G_{01} T_j \bar{E}_{\text{ref}} \]  

(2.2.26)

(a) Volume Scattering

In this subsection, the expressions for volume scattering \( \bar{E}^{(1)}_{sj} = G_{01} T_j \bar{E}_{\text{inc}} \) is calculated as below.

\[ \bar{E}^{(1)}_{sj}(\bar{r}) = \int d\bar{r}' G_{01} \int d\bar{r}'' <\bar{r}'|T_j|\bar{r}''> <\bar{r}''|\bar{E}_{\text{inc}}> \]  

(2.2.27)

Substituting the expressions for the Green’s function and the incident field leads to

\[ \bar{E}^{(1)}_{sj}(\bar{r}) = \frac{\exp(ikr)}{4\pi r} \int d\bar{r}' \left[ \hat{e}(k_z) \hat{e}(k_z') \exp(-i\vec{k}_h \cdot \bar{r}') + \hat{h}(k_z) \hat{h}(k_z') \exp(-i\vec{k}_v \cdot \bar{r}') \right] \times \int d\bar{r}'' <\bar{r}'|T_j|\bar{r}''> \left[ E_{v'} \hat{v}(\pi - \theta_v, \phi_v) \exp(i\vec{k}_{iv} \cdot \bar{r}'') + E_{h'} \hat{h}(\pi - \theta_h, \phi_h) \exp(i\vec{k}_{ih} \cdot \bar{r}'') \right] \]  

(2.2.28)

According to [30],
\[
< \vec{r} | \vec{T} | \vec{r'} > = \int \frac{dp}{(2\pi)^3} \int \frac{dp'}{(2\pi)^3} < \vec{r} | \vec{p} > < \vec{p} | \vec{T} | \vec{p'} > < \vec{p'} | \vec{r'} > \\
= \int \frac{dp}{(2\pi)^3} \int \frac{dp'}{(2\pi)^3} \exp(\vec{p} \cdot \vec{r} - \vec{p'} \cdot \vec{r'}) < \vec{p} | \vec{T} | \vec{p'} > \\
< \vec{p} | \vec{T} | \vec{p'} > = \exp( -i(\vec{p} - \vec{p'}) \cdot \vec{r}_j ) \vec{T}_p(\vec{p}, \vec{p'}) 
\] (2.2.29)

Substituting these into \( \overline{E}^{(1)}_{sj}(\vec{r}) \) leads to

\[
\overline{E}^{(1)}_{sj}(\vec{r}) = \frac{\exp(ikr)}{4\pi r} \int d\vec{r} \left[ \hat{e}(k_z) \hat{e}(k_z) \exp(-i\vec{k}_h \cdot \vec{r}) + \hat{h}(k_z) \hat{h}(k_z) \exp(-i\vec{k}_v \cdot \vec{r}) \right] \\
\times \int d\vec{r}'' \frac{dp}{(2\pi)^3} \frac{dp'}{(2\pi)^3} \exp(\vec{p} \cdot \vec{r} - \vec{p'} \cdot \vec{r''}) \exp( -i(\vec{p} - \vec{p'}) \cdot \vec{r}_j ) \vec{T}_p(\vec{k}_h, \vec{p}) \\
\times \left[ E_v \hat{\nu}(\pi - \theta, \phi) \exp( i\vec{K}_v \cdot \vec{r''}) + E_h \hat{h}(\pi - \theta, \phi) \exp( i\vec{K}_h \cdot \vec{r''}) \right]
\] (2.2.31)

Because \( \int d\vec{r} \exp(-i\vec{k}_h \cdot \vec{r}')\exp(\vec{p} \cdot \vec{r}') = (2\pi)^3 \delta(\vec{p} - \vec{k}_h) \), then

\[
\overline{E}^{(1)}_{sj}(\vec{r}) = \frac{\exp(ikr)}{4\pi r} \int d\vec{r}'' \frac{dp}{(2\pi)^3} \frac{dp'}{(2\pi)^3} \left[ \hat{e}(k_z) \hat{e}(k_z) \exp(-i(\vec{k}_h - \vec{p}) \cdot \vec{r}_j ) \vec{T}_p(\vec{k}_h, \vec{p}) \right] \\
\times \exp( -i\vec{p'} \cdot \vec{r''} ) \left[ E_v \hat{\nu}(\pi - \theta, \phi) \exp( i\vec{K}_v \cdot \vec{r''}) + E_h \hat{h}(\pi - \theta, \phi) \exp( i\vec{K}_h \cdot \vec{r''}) \right]
\] (2.2.32)

Because \( \int d\vec{r}'' \exp(-i\vec{p} \cdot \vec{r}'')\exp( i\vec{K}_v \cdot \vec{r''}) = (2\pi)^3 \delta(\vec{p} - \vec{K}_v) \) and use of (2.2.13) – (2.2.16), then

\[
\overline{E}^{(1)}_{sj}(\vec{r}) = \frac{\exp(ikr)}{4\pi r} \left[ \hat{h}(\theta, \phi) \hat{h}(\theta, \phi) \exp( -i(\vec{k}_h - \vec{K}_v) \cdot \vec{r}_j ) \vec{T}_p(\vec{k}_h, \vec{K}_v) \cdot E_v \hat{\nu}(\pi - \theta, \phi) \right] \\
\times \left[ + \hat{h}(\theta, \phi) \hat{h}(\theta, \phi) \exp( -i(\vec{k}_h - \vec{K}_i) \cdot \vec{r}_j ) \vec{T}_p(\vec{k}_h, \vec{K}_i) \cdot E_h \hat{h}(\pi - \theta, \phi) \right] \\
\times \left[ + \hat{\nu}(\theta, \phi) \hat{\nu}(\theta, \phi) \exp( -i(\vec{k}_v - \vec{K}_i) \cdot \vec{r}_j ) \vec{T}_p(\vec{k}_v, \vec{K}_i) \cdot E_h \hat{h}(\pi - \theta, \phi) \right] \\
\times \left[ + \hat{\nu}(\theta, \phi) \hat{\nu}(\theta, \phi) \exp( -i(\vec{k}_v - \vec{K}_i) \cdot \vec{r}_j ) \vec{T}_p(\vec{k}_v, \vec{K}_i) \cdot E_h \hat{h}(\pi - \theta, \phi) \right]
\] (2.2.33)

The relationship between the scattering amplitude and the T matrix is
This means that

\[ f_{vv} (\theta_s, \phi_s; \theta_i, \phi_i) = \frac{1}{4\pi} \hat{v}(\theta_s, \phi_s) \cdot \overline{T}_p \left( k\hat{k}(\theta_s, \phi_s), k\hat{k}(\theta_i, \phi_i) \right) \cdot \hat{v}(\theta_i, \phi_i) \]

\[ f_{vh} (\theta_s, \phi_s; \theta_i, \phi_i) = \frac{1}{4\pi} \hat{v}(\theta_s, \phi_s) \cdot \overline{T}_p \left( k\hat{k}(\theta_s, \phi_s), k\hat{k}(\theta_i, \phi_i) \right) \cdot \hat{h}(\theta_i, \phi_i) \]

\[ f_{hv} (\theta_s, \phi_s; \theta_i, \phi_i) = \frac{1}{4\pi} \hat{h}(\theta_s, \phi_s) \cdot \overline{T}_p \left( k\hat{k}(\theta_s, \phi_s), k\hat{k}(\theta_i, \phi_i) \right) \cdot \hat{v}(\theta_i, \phi_i) \]

\[ f_{hh} (\theta_s, \phi_s; \theta_i, \phi_i) = \frac{1}{4\pi} \hat{h}(\theta_s, \phi_s) \cdot \overline{T}_p \left( k\hat{k}(\theta_s, \phi_s), k\hat{k}(\theta_i, \phi_i) \right) \cdot \hat{h}(\theta_i, \phi_i) \] (2.2.35)

For vegetation scatterers, the main stems, stalks and branches are usually modeled as dielectric cylinders and in this case, the Infinite Cylinder Approximation (ICA) [39, 40] can be used to calculate the scattering amplitude \( f \) for a single vegetation scatterer in the above equation. The leaves are usually modeled as dielectric disks, and in this case, the Generalized Rayleigh-Gans Approximation [4, 41] can be used to calculate the scattering amplitude. There are also other methods [42] to calculate the scattering from dielectric disks.

From equations (2.2.33) – (2.2.35),

\[
\overline{E}^{(1)}_{ij} (\mathbf{r}) = \frac{\exp(ikr)}{r} \left\{ \begin{array}{l}
\hat{h}(\theta_s, \phi_s) \exp\left(-i\left(\mathbf{k}_h - \mathbf{K}_n\right) \cdot \mathbf{r}_j \right) f_{hv} (\theta_s, \phi_s; \pi - \theta_i, \phi_i) E_{vi} \\
+ \hat{h}(\theta_s, \phi_s) \exp\left(-i\left(\mathbf{k}_h - \mathbf{K}_{nh}\right) \cdot \mathbf{r}_j \right) f_{hh} (\theta_s, \phi_s; \pi - \theta_i, \phi_i) E_{vi} \\
+ \hat{v}(\theta_s, \phi_s) \exp\left(-i\left(\mathbf{k}_v - \mathbf{K}_{hv}\right) \cdot \mathbf{r}_j \right) f_{vv} (\theta_s, \phi_s; \pi - \theta_i, \phi_i) E_{vl} \\
+ \hat{v}(\theta_s, \phi_s) \exp\left(-i\left(\mathbf{k}_v - \mathbf{K}_{hv}\right) \cdot \mathbf{r}_j \right) f_{vh} (\theta_s, \phi_s; \pi - \theta_i, \phi_i) E_{vl}
\end{array} \right\} (2.2.36)
\]

Substituting into \( \overline{E}_s = \sum_{j=1}^N \overline{E}_{sj} \) leads to

\[
\overline{E}^{(1)}_s (\mathbf{r}) = \frac{\exp(ikr)}{r} \left[ \hat{h}(\theta_s, \phi_s) \left( S^{(1)}_{hv} E_{vi} + S^{(1)}_{hh} E_{vi} \right) + \hat{v}(\theta_s, \phi_s) \left( S^{(1)}_{vv} E_{vl} + S^{(1)}_{vh} E_{vl} \right) \right] \] (2.2.37)
where

\[
S_{hh}^{(1)} = \sum_{j=1}^{N} \exp\left(-i\left(\vec{k}_h - \vec{K}_{iv}\right) \cdot \vec{r}_j\right) f_{hh}(\theta_s, \phi_s; \pi - \theta_i, \phi_i)
\]  
(2.2.38)

\[
S_{vh}^{(1)} = \sum_{j=1}^{N} \exp\left(-i\left(\vec{k}_v - \vec{K}_{iv}\right) \cdot \vec{r}_j\right) f_{vh}(\theta_s, \phi_s; \pi - \theta_i, \phi_i)
\]  
(2.2.39)

\[
S_{ss}^{(1)} = \sum_{j=1}^{N} \exp\left(-i\left(\vec{k}_s - \vec{K}_{iv}\right) \cdot \vec{r}_j\right) f_{ss}(\theta_s, \phi_s; \pi - \theta_i, \phi_i)
\]  
(2.2.40)

\[
S_{vh}^{(1)} = \sum_{j=1}^{N} \exp\left(-i\left(\vec{k}_v - \vec{K}_{iv}\right) \cdot \vec{r}_j\right) f_{vh}(\theta_s, \phi_s; \pi - \theta_i, \phi_i)
\]  
(2.2.41)

Assuming that (1) there is no correlation between vegetation scatterers and the scattering from the vegetation scatterers are independent of each other, and (2) the vegetation scatterers are statistically identical and uniformly distributed in the vegetation layer, then

\[
\langle S_{pp}^{(1)}S_{pp}^{(1)*} \rangle
\]

\[
= \sum_{j=1}^{N} \frac{1}{V} \int d\vec{r}_j \exp\left(-i\left[\left(\vec{k}_p - \vec{K}_{ip}\right) - \left(\vec{k}_p^* - \vec{K}_{ip}^*\right)\right] \cdot \vec{r}_j\right) \left| f_{ppj}(\theta_s, \phi_s; \pi - \theta_i, \phi_i) f_{ppj}^*(\theta_s, \phi_s; \pi - \theta_i, \phi_i) \right|
\]

\[
= n_0 \int d\vec{r}_j \exp\left(-i\left[\left(\vec{k}_p - \vec{K}_{ip}\right) - \left(\vec{k}_p^* - \vec{K}_{ip}^*\right)\right] \cdot \vec{r}_j\right) \left| f_{ppj}(\theta_s, \phi_s; \pi - \theta_i, \phi_i) f_{ppj}^*(\theta_s, \phi_s; \pi - \theta_i, \phi_i) \right|
\]

(2.2.42)

In the backscattering direction,

\[
\theta_s = \theta_i, \phi_s = \pi + \phi_i
\]  
(2.2.43)

After integration, the following results are obtained

\[
\langle S_{pp}^{(1)}S_{pp}^{(1)*} \rangle = n_0 A \frac{1 - \exp\left(-4k_{ipc}d\right)}{4k_{ipc}} \left| f_{pp}(\theta_i, \pi + \phi_i; \pi - \theta_i, \phi_i) \right|^2
\]  
(2.2.44)

Hence, the backscattering coefficient for volume scattering is given by
\[ \sigma_{pp}^{vol} = 4\pi n_0 \frac{1 - \exp\left(-4k_{ipc}^2 d\right)}{4k_{ipc}} \left\{ f_{pp}(\theta_i, \pi + \phi_i; \pi - \theta_i, \phi_i) \right\}^2 \]  

(2.245)

In this chapter, only the backscattering coefficient for co-pol is calculated, because only co-pol is used for the data-cube based soil moisture retrieval as will be explained later. The backscattering coefficient for cross-pol can be calculated using a similar method by computing \( S_{pq}^{(1)\ast} S_{pq}^{(1)} \).

(b) Double-bounce Scattering

In this subsection, the expressions for double-bounce scattering are derived as below. The double-bounce scattering has two terms: (1) \( \overline{E}_{sj}^{(2)}(\mathbf{r}) = \overline{G}_{01} \overline{T}_j \overline{E}_{inc} \), scattered by the vegetation scatterer and then reflected by the rough surface, and (2) \( \overline{E}_{sj}^{(3)}(\mathbf{r}) = \overline{G}_{01} \overline{T}_j \overline{E}_{ref} \), reflected by the rough surface and then scattered by the vegetation scatterer:

\[ \overline{E}_{sj}^{(2)}(\mathbf{r}) = \int d\mathbf{r} \overline{G}_{01} \int d\mathbf{r}'' <\overline{T}_j\overline{E}''_{\mathbf{r}''} > <\overline{T}_j\overline{E}''_{\mathbf{r}''} > \overline{E}_{inc} > \]  

(2.246)

Substituting the expressions for \( \overline{G}_{01} \) and \( \overline{E}_{inc} \), and using (2.2.29) – (2.2.30), we obtain that

\[ \overline{E}_{sj}^{(2)}(\mathbf{r}) = \frac{\exp(ikr)}{4\pi r} \int d\mathbf{r} \left[ \hat{e}(k_z) R^{TE} \exp(2ik_{kc}d) \hat{e}(-k_z) \exp(-iK_h \cdot \mathbf{r}) \right. \\
\left. + \hat{h}(k_z) R^{TM} \exp(2ik_{kc}d) \hat{h}(-k_z) \exp(-iK_v \cdot \mathbf{r}) \right] \\
\int d\mathbf{r}'' \int \frac{d\mathbf{p}}{(2\pi)^3} \int \frac{d\mathbf{p}'}{(2\pi)^3} \exp(i\mathbf{p} \cdot \mathbf{r}'' - i\mathbf{p}' \cdot \mathbf{r}'') \exp(-i(\mathbf{p} - \mathbf{p}' \cdot \mathbf{r}) T_{p}(\mathbf{p}, \mathbf{p}') \]  

\[ \left[ E_{ij}(\pi - \theta_i, \phi_i) \exp(i\mathbf{K}_{ij} \cdot \mathbf{r}'') + E_{ij}(\pi - \theta_i, \phi_i) \exp(i\mathbf{K}_{ij} \cdot \mathbf{r}'') \right] \]  

(2.247)

Using the following properties,
Together with (2.2.13) – (2.2.16) and the relationship between the scattering amplitude and the T matrix, we obtain that

\[ E_s^{(2)}(\vec{r}) = \exp(ikr) \frac{1}{r} \left\{ \hat{h}(\theta_s, \phi_s) R_{TE} \exp(2i k_x d) \exp \left\{ -i \left( \vec{K}_h - \vec{K}_{iv} \right) \cdot \vec{r}_f \right\} f_{hv} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) E_{vi} \right\} \]

\[ \hspace{0.5cm} + \hat{h}(\theta_s, \phi_s) R_{TE} \exp(2i k_x d) \exp \left\{ -i \left( \vec{K}_h - \vec{K}_{ih} \right) \cdot \vec{r}_f \right\} f_{hh} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) E_{hi} \]

\[ \hspace{0.5cm} + \hat{v}(\theta_s, \phi_s) R_{TM} \exp(2i k_x d) \exp \left\{ -i \left( \vec{K}_v - \vec{K}_{iv} \right) \cdot \vec{r}_f \right\} f_{vv} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) E_{vi} \]

\[ \hspace{0.5cm} + \hat{v}(\theta_s, \phi_s) R_{TM} \exp(2i k_x d) \exp \left\{ -i \left( \vec{K}_v - \vec{K}_{ih} \right) \cdot \vec{r}_f \right\} f_{vh} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) E_{hi} \]

where

\[ f_{hv} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) = \frac{1}{4\pi} \hat{v} \left( \pi - \theta_s, \phi_s \right) \cdot \overline{T} \left( k_k \left( \pi - \theta_s, \phi_s \right), k_k \left( \pi - \theta, \phi \right) \right) \cdot \hat{v} \left( \pi - \theta_s, \phi_s \right) \]

\[ f_{hh} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) = \frac{1}{4\pi} \hat{h} \left( \pi - \theta_s, \phi_s \right) \cdot \overline{T} \left( k_k \left( \pi - \theta_s, \phi_s \right), k_k \left( \pi - \theta, \phi \right) \right) \cdot \hat{h} \left( \pi - \theta_s, \phi_s \right) \]

\[ f_{vv} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) = \frac{1}{4\pi} \hat{v} \left( \pi - \theta_s, \phi_s \right) \cdot \overline{T} \left( k_k \left( \pi - \theta_s, \phi_s \right), k_k \left( \pi - \theta, \phi \right) \right) \cdot \hat{v} \left( \pi - \theta_s, \phi_s \right) \]

\[ f_{vh} \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) = \frac{1}{4\pi} \hat{h} \left( \pi - \theta_s, \phi_s \right) \cdot \overline{T} \left( k_k \left( \pi - \theta_s, \phi_s \right), k_k \left( \pi - \theta, \phi \right) \right) \cdot \hat{h} \left( \pi - \theta_s, \phi_s \right) \]

Next, substituting into \( \bar{E}_s = \sum_{j=1}^{N} \bar{E}_{sj} \) and using \( R_v = R_{TM}, R_h = R_{TE} \) leads to

\[ E_s^{(2)}(\vec{r}) = \exp(ikr) \frac{1}{r} \left[ \hat{h}(\theta_s, \phi_s) \left( S_{hv}^{(2)} E_{vi} + S_{hh}^{(2)} E_{hi} \right) + \hat{v}(\theta_s, \phi_s) \left( S_{vv}^{(2)} E_{vi} + S_{vh}^{(2)} E_{hi} \right) \right] \]

where
\[ S_{hv}^{(2)} = \sum_{j=1}^{N} R_{hv} \exp(2ik_{hv}d) \exp(-i(\vec{K}_h - \vec{K}_v) \cdot \vec{r}_j) f_{hv} (\pi - \theta, \phi_v ; \pi - \theta, \phi_h) \] (2.2.52)

\[ S_{hh}^{(2)} = \sum_{j=1}^{N} R_{hh} \exp(2ik_{hh}d) \exp(-i(\vec{K}_h - \vec{K}_h) \cdot \vec{r}_j) f_{hh} (\pi - \theta, \phi_v ; \pi - \theta, \phi_h) \] (2.2.53)

\[ S_{vv}^{(2)} = \sum_{j=1}^{N} R_{vv} \exp(2ik_{vv}d) \exp(-i(\vec{K}_v - \vec{K}_v) \cdot \vec{r}_j) f_{vv} (\pi - \theta, \phi_v ; \pi - \theta, \phi_v) \] (2.2.54)

\[ S_{vh}^{(2)} = \sum_{j=1}^{N} R_{vh} \exp(2ik_{vh}d) \exp(-i(\vec{K}_v - \vec{K}_h) \cdot \vec{r}_j) f_{vh} (\pi - \theta, \phi_v ; \pi - \theta, \phi_h) \] (2.2.55)

The subscript ‘s’ of \( R \) means the reflection coefficient in the specular direction.

Next, for the other term in the double-bounce scattering contribution,

\[ E_{s}^{(3)}(\vec{r}) = \int d\vec{r} \quad G_{01}^{(0)}(\vec{r}) \int d\vec{r}^* < \vec{r} | \vec{r}^* > | E_{\text{ref}} > \] (2.2.56)

Substituting the expressions for \( G_{01}^{(0)} \) and \( E_{\text{ref}} \), and using (2.2.29) – (2.2.30) leads to

\[ E_{s}^{(3)}(\vec{r}) = \frac{\exp(ikr)}{4\pi r} \int d\vec{r} \left[ \hat{e}(k_z) \hat{e}(k_z) \exp(-i\vec{k}_h \cdot \vec{r}) + \hat{h}(k_z) \hat{h}(k_z) \exp(-i\vec{k}_v \cdot \vec{r}) \right] \]

\[ \int d\vec{r}^* \int \frac{d\vec{p}}{(2\pi)^3} \int \frac{d\vec{p}'}{(2\pi)^3} \exp(i\vec{p} \cdot \vec{r} - i\vec{p}^* \cdot \vec{r}^*) \exp(-i(\vec{p} - \vec{p}^*) \cdot \vec{r}_j) T_p (\vec{p}, \vec{p}^*) \]

\[ \left[ E_{vi} R_{vi} \exp(2ik_{vi}d) \hat{\nu}(\theta, \phi_v) \exp(\vec{k}_vi \cdot \vec{r}^*) + E_{hi} R_{hi} \exp(2ik_{hi}d) \hat{h}(\theta, \phi_h) \exp(\vec{k}_hi \cdot \vec{r}^*) \right] \] (2.2.57)

Similarly, using the properties in (2.2.48) and (2.2.13) – (2.2.16) leads to

\[ E_{s}^{(3)}(\vec{r}) = \frac{\exp(ikr)}{4\pi r} \left\{ \begin{array}{l} \hat{h}(\theta, \phi_v) \exp(-i(\vec{k}_h - \vec{k}_v) \cdot \vec{r}_j) f_{hv} (\theta, \phi_v ; \theta, \phi_h) E_{vi} R_{vi} \exp(2ik_{vi}d) \\ + \hat{\nu}(\theta, \phi_v) \exp(-i(\vec{k}_v - \vec{k}_hi) \cdot \vec{r}_j) f_{vi} (\theta, \phi_v ; \theta, \phi_h) E_{hi} R_{hi} \exp(2ik_{hi}d) \\ + \hat{\nu}(\theta, \phi_h) \exp(-i(\vec{k}_v - \vec{k}_hi) \cdot \vec{r}_j) f_{vh} (\theta, \phi_h ; \theta, \phi_v) E_{vi} R_{vi} \exp(2ik_{vi}d) \end{array} \right\} \] (2.2.58)

where
\[ f_{vw}(\theta_v, \phi_v; \theta_w, \phi_w) = \frac{1}{4\pi} \hat{v}(\theta_v, \phi_v) \cdot \overline{T_{\nu}}(k\hat{k}(\theta_v, \phi_v), k\hat{k}(\theta_w, \phi_w)) \cdot \hat{v}(\theta_w, \phi_w) \]
\[ f_{sv}(\theta_v, \phi_v; \theta_s, \phi_s) = \frac{1}{4\pi} \hat{v}(\theta_v, \phi_v) \cdot \overline{T_{\nu}}(k\hat{k}(\theta_v, \phi_v), k\hat{k}(\theta_s, \phi_s)) \cdot \hat{h}(\theta_s, \phi_s) \]
\[ f_{hv}(\theta_h, \phi_h; \theta_v, \phi_v) = \frac{1}{4\pi} \hat{h}(\theta_h, \phi_h) \cdot \overline{T_{\nu}}(k\hat{k}(\theta_h, \phi_h), k\hat{k}(\theta_v, \phi_v)) \cdot \hat{v}(\theta_v, \phi_v) \]
\[ f_{bh}(\theta_b, \phi_b; \theta_h, \phi_h) = \frac{1}{4\pi} \hat{h}(\theta_b, \phi_b) \cdot \overline{T_{\nu}}(k\hat{k}(\theta_b, \phi_b), k\hat{k}(\theta_h, \phi_h)) \cdot \hat{h}(\theta_h, \phi_h) \] (2.2.59)

Next, substituting into \( \tilde{E}_s = \sum_{j=1}^{N} \tilde{E}_{sj} \), we obtain that
\[ \tilde{E}_s^{(3)}(\overline{r}) = \frac{\exp(ikr)}{r} \left[ \hat{h}(\theta_s, \phi_s)(S_{hv}^{(3)}E_{vi} + S_{vh}^{(3)}E_{hi}) + \hat{v}(\theta_s, \phi_s)(S_{sv}^{(3)}E_{vi} + S_{vs}^{(3)}E_{hi}) \right] \] (2.2.60)

where
\[ S_{hv}^{(3)} = \sum_{j=1}^{N} \exp\left( -i(k\hat{k}_h - k\hat{k}_v) \cdot \overline{r}_j \right) f_{hv}(\theta_v, \phi_v; \theta_h, \phi_h) R_{vi} \exp(2ik_{vi}d) \] (2.2.61)
\[ S_{hh}^{(3)} = \sum_{j=1}^{N} \exp\left( -i(k\hat{k}_h - k\hat{k}_h) \cdot \overline{r}_j \right) f_{hh}(\theta_h, \phi_h; \theta_h, \phi_h) R_{hi} \exp(2ik_{hi}d) \] (2.2.62)
\[ S_{sv}^{(3)} = \sum_{j=1}^{N} \exp\left( -i(k\hat{k}_v - k\hat{k}_v) \cdot \overline{r}_j \right) f_{sv}(\theta_v, \phi_v; \theta_s, \phi_s) R_{vi} \exp(2ik_{vi}d) \] (2.2.63)
\[ S_{bh}^{(3)} = \sum_{j=1}^{N} \exp\left( -i(k\hat{k}_h - k\hat{k}_h) \cdot \overline{r}_j \right) f_{bh}(\theta_h, \phi_h; \theta_b, \phi_b) R_{hi} \exp(2ik_{hi}d) \] (2.2.64)

The scattering matrix of the double-bounce scattering is the sum of two terms,
\[ S_{pq}^{db} = S_{pq}^{(2)} + S_{pq}^{(3)} \] (2.2.65)

According to reciprocity [39],
\[ f_{pp}(\pi - \theta_v, \pi + \phi_v; \pi - \theta_s, \pi + \phi_s) = f_{pp}(\theta_v, \phi_v; \theta_s, \phi_s) \] (2.2.66)
In the backscattering direction, \( k_{ipc} = k_{pc} \) and \( \theta_s = \theta_i \). Thus, the following equality relations are established:

\[
\exp(2ik_{pc}d) = \exp(2ik_{pc}d);
\]

\[
(\vec{K}_p - \vec{K}_{ip}) = \left(\vec{k}_p - \vec{k}_{ip}\right) = k\left(\sin \theta_i \cos \phi_s - \sin \theta_i \cos \phi_i\right)\hat{x} + k\left(\sin \theta_i \sin \phi_s - \sin \theta_i \sin \phi_i\right)\hat{y};
\]

\[
\exp(-i(\vec{K}_p - \vec{K}_{ip}) \cdot \vec{r}_j) = \exp(-i(\vec{k}_p - \vec{k}_{ip}) \cdot \vec{r}_j);
\]

\[
R_{ps} = R_{pi}.
\]

Therefore, in the backscattering direction, the forward and reverse going ground-vegetation interaction scattering fields are exactly the same, \( S_{pp}^{(2)} = S_{pp}^{(3)} \).

Hence,

\[
S_{pp}^{dh} = \sum_{j=1}^{N} 2R_{ps} \exp(2ik_{pc}d) \exp(-i(\vec{K}_p - \vec{K}_{ip}) \cdot \vec{r}_j) f_{pp} \left(\pi - \theta_s, \phi_s; \pi - \theta_i, \phi_i\right) \tag{2.2.67}
\]

Similarly, assuming independent scattering, statistically identical and uniformly distributed vegetation scatterers, we obtain

\[
\left\langle S_{pp}^{dh}S_{pp}^{dh^*}\right\rangle = 4n_0 \int d\vec{r}_j R_{ps} \exp(2ik_{pc}d) R_{ps}^* \exp(-2ik_{pc}^*d) \times
\exp\left(-i\left[(\vec{K}_p - \vec{K}_{ip}) - (\vec{K}_p^* - \vec{K}_{ip}^*)\right] \cdot \vec{r}_j\right) f_{ppj} \left(\pi - \theta_s, \phi_s; \pi - \theta_i, \phi_i\right) f_{ppj}^* \left(\pi - \theta_s, \phi_s; \pi - \theta_i, \phi_i\right) \tag{2.2.68}
\]

\[
= 4n_0Ad \left|R_{ps}\right|^2 \exp(-4k_{pc}^*d) \left|f_{pp} \left(\theta_i, \phi_i + \pi; \theta_i, \phi_i\right)\right|^2
\]

Thus, the backscattering coefficient for double scattering is
When there are several kinds of scatterers, such as the case for the canola canopy where the main stems, branches and leaves are modeled by different shapes, the effective propagation constant in the vegetation layer, the backscattering coefficient for volume scattering and the backscattering coefficient for double-bounce scattering are calculated as follows

\[ k_p = k + \frac{2\pi}{k} \sum_{t=1}^{T} n_{0,t} \left\{ f_{pp,t} \left( \pi - \theta, \phi; \pi - \theta, \phi \right) \right\} \]  
\[ \sigma_{pp}^{vol} = 4\pi \left[ 1 - \exp\left(-4k_{qc}^*d\right) \right] \sum_{t=1}^{T} n_{0,t} \left\{ f_{pp,t} \left( \theta, \pi + \phi; \pi - \theta, \phi \right) \right\}^2 \]  
\[ \sigma_{pp}^{db} = 16\pi d \left| R_{ps} \right|^2 \exp\left(-4k_{qc}^*d\right) \sum_{t=1}^{T} n_{0,t} \left\{ f_{pp,t} \left( \theta, \phi + \pi; \theta, \phi \right) \right\}^2 \]

where T is the total number of scatterers’ types (three for the canola: main stems, stalks and leaves), \( n_{0,t} \) is the number of scatters of type t per unit volume and \( f_{pp,t} \) is the scattering amplitude of the scatterer of type t.

Finally, the surface-scattering component in the backscattering direction is the bare rough-surface scattering coefficient reduced by the attenuation by the vegetation canopy,

\[ \sigma_{pp}^{surf} = \exp\left(-4k_{qc}^*d\right) \sigma_{pp}^{surf bare} \]

where \( \sigma_{pp}^{surf bare} \) is the backscattering coefficient of the bare rough surface computed from NMM3D [32].
In the DBA, the total backscattering is the sum of the volume scattering, double-bounce scattering and surface scattering,
\[
\sigma_{pp}^{\text{total}} = \sigma_{pp}^{\text{vol}} + \sigma_{pp}^{\text{db}} + \sigma_{pp}^{\text{surf}}
\]   
(2.2.74)

(c) Comparison with the First-Order Radiative Transfer Model

In this section, we compare the formulas of DBA with that of the first-order radiative transfer equation as used in the MIMIC model [2, 28, 43].

The effective propagation constant for \( p \) polarization \( k_p \) is a sum of real part \( k'_p \) and the imaginary part \( k''_p \)
\[
k_p = k'_p + ik''_p
\]   
(2.2.75)

Similarly, \( k_{ipz} = k'_{ipz} + ik''_{ipz} \). Substituting them into \( k_{ipz} = \sqrt{k_p^2 - k^2 \sin^2 \theta_i} \) and then squaring both sides lead to
\[
k_{ipz}'^2 - k_{ipz}''^2 + 2ik'_{ipz}k''_{ipz} = k_p'^2 - k_p''^2 + 2ik'_pk''_p - k^2 \sin^2 \theta_i
\]   
(2.2.76)

Balancing the real and imaginary parts, and ignoring \( k_{ipz}''^2 \) and \( k_p''^2 \), because they are much smaller than the other terms, we obtain
\[
k_{ipz}'^2 = k_p'^2 - k^2 \sin^2 \theta_i
\]   
(2.2.77)

\[
k_{ipz}'' = \frac{k'_pk''_p}{k_{ipz}'}
\]   
(2.2.78)

In the vector radiative transfer equation, the imaginary part, \( k_p'' \), is equal to half of the extinction coefficient \( \kappa_{e,p} \) [43]
\[
k_p'' = \frac{\kappa_{e,p}}{2}
\]   
(2.2.79)
Since the fractional volume of vegetation is no more than 0.5% with the other 99.5% being air, 
\[ k_p' = k, \ k_{ipz}' = k \cos \theta_i. \] Hence, 
\[ k_{ipz}'' = \frac{k_e p}{2} \sec \theta_i \] (2.2.80) 
Substituting into equation (2.2.45) leads to 
\[ \sigma_{pp}^{vol} = \frac{1 - \exp(-2\tau_p \sec \theta_i)}{2\kappa_{e,p} \sec \theta_i} \left( n_0 4\pi \left( \left| f_{pp} (\theta_i, \pi + \phi_i; \pi - \theta_i, \phi_i) \right|^2 \right) \right) \] (2.2.81) 
where \( \tau_p = \kappa_{e,p} d \) is the optical thickness and the quantity \( 4\pi \left| f_{pp} (\theta_i, \pi + \phi_i; \pi - \theta_i, \phi_i) \right|^2 \) is the averaged \( pp \)-polarized backscattering cross section of a single particle.

Similarly, the double-bounce scattering term becomes 
\[ \sigma_{pp}^{db} = 4d \left| R_p \right|^2 \exp(-2\tau_p \sec \theta_i) \left( n_0 4\pi \left( \left| f_{pp} (\theta_i, \pi; \theta_i, 0) \right|^2 \right) \right) \] (2.2.82) 
The surface-scattering term becomes 
\[ \sigma_{pp}^{surf} = \exp(-2\tau_p \sec \theta_i) \sigma_{pp}^{surf, bare} \] (2.2.83) 
Equations (2.2.81) and (2.2.83) are the same as equations (11.10) and (11.4) in [2], respectively, derived from the first-order radiative transfer equation. (It is noted that the optical thickness is defined as \( \tau_p = \kappa_{e,p} \sec \theta_i \) in [2].) Equation (2.2.82) is the same as equation (11.15a) in [2] except that equation (2.2.83) has a factor of 4 instead of 2. It is because the radiative transfer equation deals with power instead of electric fields [2] and ignores the coherent effects in the double-bounce direction. Thus, the DBA agrees with the first-order radiative transfer equation except that the double-bounce term in the DBA is two times larger than that in the first-order radiative transfer equation. This difference in the DBA is also called the backscattering enhancement, which is not considered in the radiative transfer equation.
Two modifications included in this section are the NMM3D for bare rough-surface scattering in the surface-scattering term and the coherent reflectivity (i.e., \( R \) in (2.2.69)) in the double-bounce term.

### 2.2.2 Computation and Validation for the Wheat and Canola Data-cubes

The variables defined in the three axes of the data-cubes [44] are the parameters which affect the backscattering coefficients mostly. The ranges of the data-cube axes are 0.1cm ~ 4.0cm for RMS height and 3 ~ 30 for the real part of \( \text{epsr}_{\text{soil}} \), the combination of which covers a wide range of natural conditions. The range for VWC depends on the typical VWC values for the particular crop. The wheat data-cubes are plotted in Figure II.2. The corresponding soil moisture can be obtained via the dielectric model for soil given in [22]. It is observed that the backscattering coefficients generally increase with the increase of rough surface RMS height and soil permittivity. When the RMS height is small, the backscattering coefficients first increases with VWC and then decreases with VWC when VWC is large. This is because, when RMS height is small, volume scattering and double-bounce scattering dominate. The scattering from the vegetation scatterers increases with VWC but larger VWC also provides larger attenuation. When the RMS height is large, the backscattering coefficients generally decreases with VWC. In this case, surface scattering dominates and larger VWC results in larger attenuation for the surface-scattering term.

In this section, we explain how to generate the data-cubes for wheat and canola fields. The data-cubes are then validated using the SMAPVEX12 data.
Figure II.2. Wheat data-cube, (a) $\sigma_{VV}$, (b) $\sigma_{HH}$. $\epsilon_{\text{soil}}$, stands for the real part of the soil permittivity.

As detailed in [10, 34], SMAPVEX12 was designed to support the development and assessment of SMAP soil moisture products in an agricultural region with an area of about 15km $\times$ 70km, located within the larger Red River Watershed south of Winnipeg, Manitoba (Canada). SMAPVEX12 was conducted between June 7 and July 19, 2012 during which soil moisture and vegetation conditions varied significantly, which provides extended-duration measurements that exceed those of any past soil moisture remote sensing field experiment. Uninhabited Aerial
Vehicle Synthetic Aperture Radar (UAVSAR) [45], an aircraft-based fully polarimetric L-band radar, provided high-quality backscatter data, with its high spatial resolution, stable platform, and reliable calibration. The aircraft carrying the UAVSAR was flown several times per week, a frequency similar to that of the SMAP satellite. Data within the UAVSAR swath were collected over a wide range of incidence angles. These $\sigma_0$ values were normalized to an incidence angle of 40 degrees for this algorithm test in order to be applicable to the SMAP data, using the histogram-matching method [46]. The residual error in the normalization is smaller than 1 dB stdev. The speckle noise was nearly removed by averaging over a large number of single looks at $\sim$7m resolution over each field ($\sim$800m×800m). The measured backscatter coefficients are compared with the outputs from the data-cubes and also serve as the inputs for the time-series retrieval of soil moisture, which will be presented in later sections. The VWC, RMS rough-surface height and soil permittivity (and hence, soil moisture) were also measured, which are the inputs to sample the data-cube of VV and HH backscatter coefficients. VWC was measured through destructive sampling at three sample points for each field by cutting and collecting the plants on the ground in a small area with all the measurements scaled to 1 m$^2$ area. The water content is the wet weight minus dry weight obtained by drying the sampled plants in an oven for several days, then multiplied by a conversion factor to account for the little remained water after the drying process. The RMS height of each field is assumed to be constant during SMAPVEX12 because the experiment began after seeding and without further tillage operations to affect the roughness. The surface topography was approximately flat for the vegetation fields. The RMS height of each field was acquired by post-processing the data measured using the 1m long profilometer together with a digital camera. Repeated measurements were performed to obtain a 3m profile consisting of three 1m profiles for each site. During flight days, the soil moisture, which changed rapidly, was
measured concurrently with the airborne acquisitions so that the backscatter and soil moisture data collection were nearly coincident. The handheld Stevens Water Hydra Probe connected to a Personal Digital Assistant was used to measure the surface soil moisture with site-specific calibrations [47, 48] where individual calibration equations were developed for each of the fields. There were 16 soil moisture sample points for each field with three replicate volumetric soil moisture measurements at each point so as to capture spatial variability. Vegetation attributes, such as crop density, plant height, stem diameter, stalk height, stalk angle, leaf thickness and leaf width were also measured, which provided a basis for specifying the parameters of the physical forward models used to compute the data-cubes. For each field, the plant density was obtained by counting the number of plants in ten rows with 1m row length. Plant height and stem diameter were measured at the sample points for VWC just before cutting the vegetation samples, with ten measurements at each point. The other vegetation attributes were measured at four wheat fields and three canola fields five to six times during the campaign. [34].

(a) Vegetation and Roughness Parameters for the Wheat and Canola

Wheat is modeled as a layer of uniformly distributed cylinders with different orientations as shown in Figure II.3. The model parameters for the wheat data-cube presented in Table II-1 are estimated from the ground measurements of SMAPVEX12.

Table II-1. Model parameters for the wheat data-cube.
The probability function for scatterer elevation angle (β, measured from vertical, as shown in Figure II.3 (a)) is chosen to be \( p(\beta) = C\sin^2(\beta)\cos^2(\beta) \) so that a good agreement between the data-cube and measurements is achieved, where the coefficient \( C \) is determined so that the integration of \( p(\beta) \) over \( 0 \sim 30^\circ \) is 1. The distribution of scatterer azimuth angle (\( \alpha \) as shown in Figure II.3 (a)) is uniform over all the angles.

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>( M_{veg} )</th>
<th>( N_a ) (m(^2))</th>
<th>( \beta )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.6</td>
<td>50%</td>
<td>350</td>
<td>0 \sim 30(^\circ)</td>
<td>0 \sim 360(^\circ)</td>
</tr>
</tbody>
</table>
The length of the cylinders is calculated from VWC using:

\[
l = \frac{VWC}{\pi a^2 \rho_{\text{water}} N_a M_{\text{veg}}_{\text{wheat}}}
\]  

(2.2.84)

Where \(a\), \(\rho_{\text{water}}\), \(N_a\) and \(M_{\text{veg}}\) stand for radius, water density, number of cylinders per m\(^2\) and volumetric water content of vegetation, respectively. The measured length is not used because it was not necessarily synchronized with UAVSAR data; however, VWC was synchronized with UAVSAR data. \(M_{\text{veg}}\) is estimated from the gravimetric water content (\(M_g\)) measured during SMAPVEX12 which determines the dielectric constant [49] of a plant organ and subsequently affects the scattering by the vegetation. These parameters are used to calculate VV and HH backscattering coefficients to form the wheat data-cubes using the scattering model developed in section 2.2 for different ratios of cl/s (correlation length to RMS height) [5].
Figure II.4. (a) Canola model; picture of canola from SMAPVEX12 taken at (b) June 25\textsuperscript{th}, (c) July 17\textsuperscript{th}.

For canola, two different types of cylinders with different radii and lengths are used to model the main stem and branches while circular disks are used to model the leaves, as shown in Figure II.1 and Figure II.4 (a). These elements are assumed to be uniformly distributed in the canola layer, similar to the wheat case.

Table II-2. Experimental data of SMAPVEX12 canola Field 84 at two different dates. Mv is the volumetric soil moisture, hereinafter the same.

<table>
<thead>
<tr>
<th>Date</th>
<th>Mv</th>
<th>VWC</th>
<th>VV backscattering coefficients</th>
<th>HH backscattering coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>June 25\textsuperscript{th}</td>
<td>0.14 cm\textsuperscript{3}/cm\textsuperscript{3}</td>
<td>2.23 kg/m\textsuperscript{2}</td>
<td>-13.34 dB</td>
<td>-10.21 dB</td>
</tr>
<tr>
<td>July 17\textsuperscript{th}</td>
<td>0.13 cm\textsuperscript{3}/cm\textsuperscript{3}</td>
<td>2.37 kg/m\textsuperscript{2}</td>
<td>-16.95 dB</td>
<td>-14.74 dB</td>
</tr>
</tbody>
</table>

Table II-2 lists the measured volumetric soil moisture (Mv), VWC, and the VV and HH backscattering coefficients for the same field on two different dates in June and July during SMAPVEX12. There is about a 4dB difference for both VV and HH backscattering coefficients between those two dates even though the soil moisture and the VWC are similar. The RMS height
and cl/s ratio for the same field are approximately the same during the experiment, since they are expected to vary very little in the absence of tillage. The reason for the backscatter difference is that the leaves take larger portion of the total VWC in June than in July. It can be seen from Figure II.4 (b) and (c) that there were more leaves with larger radii in June than in July. The backscattering of leaves increases with their radius and density. Generally, the volume scattering, which is mostly contributed by the leaves, dominates the total backscattering for canola (i.e., the total backscattering is mainly determined by the scattering by leaves.). Thus, for the two cases with the same VWC which is the sum of VWC, from leaves, branches and main stems, the one with more leaves generates more backscattering.

![Graph](image)

Figure II.5. (VV+HH)/2 data for the five SMAPVEX12 canola fields: large decrease observed between July 8th and 10th. The x-axis presents time: “JN” stands for “June” while “JY” stands for “July”, hereinafter the same.

In the data-cubes, each set of input (Mv, VWC, RMS height, and cl/s ratio) should produce only one unique set of VV and HH backscattering coefficients. Thus, two different data-cubes
computed from different model parameters are needed for canola in order to account for the two significantly different values of VV and HH backscattering coefficients in Table II-2. In the evaluation of the data-cube and its inversion for soil moisture retrieval, it will be necessary to know when to use the appropriate data-cube. As shown in Figure II.5, there was a large decrease in the measured (VV+HH)/2 between July 8th and July 10th for all the canola fields despite the fact that there was no significant decrease in soil moisture or VWC based upon the ground measurement in Table II-3. Therefore, a switch is made in the data-cube used beginning July 10th (July data-cube). It is also noticed in Figure II.5 that the (VV+HH)/2 for canola Field 115 was much smaller than that of the other fields in June, so the July data-cube which produces smaller VV and HH backscattering coefficients is used for Field 115 over the entire period. The parameters used to generate the two data-cubes are listed in Table II-4. The $M_{veg}$ and leaf radius are adjusted to smaller values for the July data-cube based on the ground measurement, which can also be seen from Figure II.4 (b) and (c) where the canola in July appears to be withered compared to conditions in June.

Table II-3. Change of $M_v$ and VWC for the canola fields (July 10th minus July 8th).

<table>
<thead>
<tr>
<th>Field No.</th>
<th>61</th>
<th>84</th>
<th>115</th>
<th>122</th>
<th>124</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta M_v$ (cm$^3$/cm$^3$)</td>
<td>0.056</td>
<td>0.084</td>
<td>-0.064</td>
<td>0.0048</td>
<td>0.029</td>
</tr>
<tr>
<td>$\Delta VWC$ (kg/m$^2$)</td>
<td>0.10</td>
<td>0.10</td>
<td>0.074</td>
<td>-0.20</td>
<td>-0.38</td>
</tr>
</tbody>
</table>

From the in-situ measurements, the average number of canola plants per m$^2$ ($N_a$) is about 60 and the number of leaves per plant ($N_l$) is about $bN_i$ with $b = 2$ and 1 for June and July data-cubes, respectively and $N_i$ is the number of branches per plant. The main stem diameter ($d$), which increases with VWC, is calculated from the allometric relationship with VWC obtained from the data through curve fitting:
$d = -0.03135VWC^2 + 0.938VWC + 4.87$ in mm,

as shown in Figure II.6 (a). Similarly, the main stem length ($l$) is obtained from:

$l = -121.4VWC^{-1.186} + 130.2$ in cm,

as shown in Figure II.6 (b). $N_s$ can be calculated from VWC using the following formula:

$$N_s = \frac{VWC - \rho_{\text{water}} N_a V_{\text{Vol\ stem}} M_{\text{veg\ stem}}}{N_a \rho_{\text{water}} (V_{\text{Vol\ branch}} M_{\text{veg\ branch}} + b V_{\text{Vol\ leaf}} M_{\text{veg\ leaf}})}$$

(2.2.85)

where $V_{\text{Vol\ stem}}$, $V_{\text{Vol\ branch}}$ and $V_{\text{Vol\ leaf}}$ are the volume of stem, branch and leaf, respectively.

Table II-4. Model parameters for the canola data-cubes.
The $M_{\text{veg}}$ values in plain font and in parentheses are used for June and July data-cube, respectively. $M_{\text{veg}}$ is estimated from the measured $M_g$ in the way as the wheat [49]. VWC is measured in situ. $d$ and $l$ are derived from VWC based on the empirical allometry relationships. The distribution of azimuthal angle ($\alpha$ as shown in Figure II.4 (a)) is uniform over $0 \sim 360^\circ$ for the stem, branch and leaf.

<table>
<thead>
<tr>
<th></th>
<th>Diameter (mm)</th>
<th>Length (cm)</th>
<th>$M_{\text{veg}}$</th>
<th>Distribution of $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stem</td>
<td>$d$</td>
<td>$l$</td>
<td>60% (40%)</td>
<td>Uniform over $0 \sim 5^\circ$</td>
</tr>
<tr>
<td>Branch</td>
<td>$d/2$</td>
<td>$l/3$</td>
<td>60% (40%)</td>
<td>Uniform over $0 \sim 35^\circ$</td>
</tr>
<tr>
<td>Leaf</td>
<td>140 (80)</td>
<td>0.03</td>
<td>60% (40%)</td>
<td>Uniform over $40^\circ \sim 90^\circ$</td>
</tr>
</tbody>
</table>
Figure II.6. Vegetation parameters during SMAPVEX12: (a) Main stem diameter as a function of VWC, (b) Main stem length as a function of VWC.
(b) Validation for the Wheat and Canola Data-cubes

First, we compute the data-cubes using the model described in section 2.2.2 (a) and using vegetation and roughness parameters as measured in section 2.2.2 (b).

Figure II.7. Wheat data-cube applied to SMAPVEX12 wheat Field 91 with cl/s=15. ‘CORR’ is short for ‘correlation coefficient’. The dash-dot curve plots VWC, hereinafter the same. ‘VV model’ and ‘HH model’ indicate the backscatters from the data-cube. ‘VV mea’ and ‘HH mea’ represent the measured backscatters from the UAVSAR. Soil moisture (Mv) and VWC are scaled as Mv/0.1 and VWC/0.5 for plot, respectively.

Next, the data-cubes are evaluated by comparing the predictons to the backscatter measurements from the UAVSAR for the ten wheat fields and five canola fields studied during SMAPVEX12. The measured RMS height, VWC and in-situ soil moisture are used as inputs to the data-cube to estimate the VV and HH backscattering coefficients, and then compared to the UAVSAR data for each day of flight. An example of the time-series forward comparison between the data-cube and the UAVSAR data for one of the wheat fields is presented in Figure II.7, which has an RMSE of 0.80 dB and 0.58 dB for VV and HH backscattering coefficients, respectively.
Here,

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\sigma_{\text{data},i} - \sigma_{\text{cube},i})^2}$$  \hspace{1cm} (2.2.86)$$

where N is the number of samples, $\sigma_{\text{data}}$ is the measured backscattering coefficient and $\sigma_{\text{cube}}$ is the predicted backscattering coefficient from the data-cube.

Figure II.8. Canola data-cubes applied to SMAPVEX12 canola Field 61 with cl/s=4. Soil moisture (Mv) is scaled as Mv/0.05 for plot.

Similarly, Figure II.8 is one example for the canola fields (RMSE values of 0.66 dB and 0.62 dB and correlation coefficients of 0.95 and 0.98 for VV and HH backscattering coefficients, respectively). The forward comparisons for all the wheat and canola fields are presented using the scatter plots in Figure II.9 and Figure II.10. The RMSE and correlation coefficient for each field are listed in Table II-5 and Table II-6. The RMSE for all the wheat fields is 0.97 dB for VV backscattering coefficients and 0.82 dB for HH backscattering coefficients while the RMSE for
the all canola fields is 1.30 dB for VV backscattering coefficients and 0.78 dB for HH backscattering coefficients.
Figure II.9. Comparison between the data-cube and UAVSAR measurements for the ten SMAPVEX12 wheat fields (a) VV backscattering coefficients, (b) HH backscattering coefficients.

Figure II.10. Comparison between the data-cube and UAVSAR measurements for the five SMAPVEX12 canola fields (a) VV backscattering coefficients, (b) HH backscattering coefficients.
Table II-5. RMSE and correlation coefficient of backscatters between data-cube simulations and UAVSAR observations for the ten wheat fields.

<table>
<thead>
<tr>
<th>Field No.</th>
<th>RMSE (dB)</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VV</td>
<td>HH</td>
</tr>
<tr>
<td></td>
<td>VV</td>
<td>HH</td>
</tr>
<tr>
<td>91</td>
<td>0.80</td>
<td>0.58</td>
</tr>
<tr>
<td>85</td>
<td>0.91</td>
<td>0.87</td>
</tr>
<tr>
<td>81</td>
<td>1.37</td>
<td>0.84</td>
</tr>
<tr>
<td>74</td>
<td>0.66</td>
<td>0.98</td>
</tr>
<tr>
<td>73</td>
<td>0.56</td>
<td>1.03</td>
</tr>
<tr>
<td>65</td>
<td>1.51</td>
<td>0.64</td>
</tr>
<tr>
<td>44</td>
<td>1.04</td>
<td>0.87</td>
</tr>
<tr>
<td>42</td>
<td>1.04</td>
<td>0.74</td>
</tr>
<tr>
<td>41</td>
<td>0.62</td>
<td>0.56</td>
</tr>
<tr>
<td>31</td>
<td>1.02</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table II-6. RMSE and correlation coefficient of backscatters between data-cube simulations and UAVSAR observations for the five canola fields.

<table>
<thead>
<tr>
<th>Field No.</th>
<th>RMSE (dB)</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VV</td>
<td>HH</td>
</tr>
<tr>
<td></td>
<td>VV</td>
<td>HH</td>
</tr>
<tr>
<td>124</td>
<td>1.75</td>
<td>0.47</td>
</tr>
<tr>
<td>122</td>
<td>0.94</td>
<td>0.60</td>
</tr>
<tr>
<td>115</td>
<td>1.46</td>
<td>1.23</td>
</tr>
<tr>
<td>84</td>
<td>1.55</td>
<td>0.78</td>
</tr>
<tr>
<td>61</td>
<td>0.66</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table II-7. Error of estimated backscatters for wheat, compared with [27].

<table>
<thead>
<tr>
<th></th>
<th>E_{sys} (dB)</th>
<th>E_{res} (dB)</th>
<th>E_{tot} (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VV</td>
<td>HH</td>
<td>VV</td>
</tr>
<tr>
<td>Site #12 of [27]</td>
<td>-1.17</td>
<td>-0.10</td>
<td>0.91</td>
</tr>
<tr>
<td>Site #13 of [27]</td>
<td>-0.57</td>
<td>0.63</td>
<td>0.76</td>
</tr>
<tr>
<td>Ten SMAPVEX12 Fields</td>
<td>0.20</td>
<td>0.17</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table II-8. Error of estimated backscatters for canola, compared with [27].

<table>
<thead>
<tr>
<th></th>
<th>E_{sys} (dB)</th>
<th>E_{res} (dB)</th>
<th>E_{tot} (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VV</td>
<td>HH</td>
<td>VV</td>
</tr>
<tr>
<td>Site #23 of [27]</td>
<td>-2.27</td>
<td>-0.51</td>
<td>1.06</td>
</tr>
<tr>
<td>Site #31 of [27]</td>
<td>-0.18</td>
<td>0.18</td>
<td>1.08</td>
</tr>
<tr>
<td>Five SMAPVEX12 Fields</td>
<td>-0.34</td>
<td>0.18</td>
<td>1.03</td>
</tr>
</tbody>
</table>
The systematic error ($E_{sys}$), residual error ($E_{res}$) and total error ($E_{tot}$) defined as below [27] are also calculated for all the wheat and canola fields.

$$E_{sys} = \frac{1}{N} \sum_{i=1}^{N} (\sigma_{data,i} - \sigma_{cube,i})$$  \hspace{1cm} (2.2.87)$$

$$E_{res} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (|\sigma_{data,i} - \sigma_{cube,i}| - |E_{sys}|)^2}$$  \hspace{1cm} (2.2.88)$$

$$E_{tot} = \sqrt{E_{sys}^2 + E_{res}^2}$$  \hspace{1cm} (2.2.89)$$

The results are compared with [27] at 40 degrees incident angle and L-band as shown in Table II-7 and Table II-8 for wheat and canola, respectively. In terms of the number of fields, SMAPVEX12 with ten wheat fields and five canola fields provides more extensive data than [27] which has two wheat fields and two canola fields. The total error from the wheat data-cube is smaller than that from [27], especially compared to the VV backscattering coefficients for site #12 where the total error from the data-cube is smaller by 0.64 dB. For the canola data-cubes, the total error is also smaller than that from [27] and is smaller by 1.42 dB than the VV backscattering coefficients for site #23.

Some sources of error to be considered when interpreting the results are: (1) the ground measurements of RMS height, VWC and soil moisture (e.g., the RMS height was likely to be influenced by the rain which would flatten the soil surface but a constant RMS height was used during the whole study period for each field), (2) UAVSAR data (e.g., there is a normalization error when normalizing the raw data to 40º and the RMSE is about 1 dB [34]), (3) Data-cube parameters (e.g., the plant density is generally different for different fields and only an average value is used in the data-cube that is applied to all the fields), (4) Scattering model (e.g., the scatterers are assumed to be uniformly distributed in the vegetation layer which is unlikely to be true for the crop fields. Furthermore, the space between rows is not taken into account, where the
surface scattering is larger than that from the current model because of no attenuation by the vegetation layer).

The results of Figure II.9 and Figure II.10 show that the data-cube model predictions are in good agreement with airborne radar measurements.

2.3 An Improved Coherent Model for Soybean Fields

In this section, an improved coherent branching model for L-band radar remote sensing of soybean is proposed by taking into account the correlated scattering among scatterers. The novel feature of the analytical coherent model consists of conditional probability functions to eliminate the overlapping effects of branches in the former branching models. There are models using fractal-generated plants to eliminate overlap [50-52]. They can be more computationally intensive compared with the one using conditional probability functions. Backscattering coefficients are considered for a variety of scenarios over the full growth cycle for vegetation water content (VWC) and the complete drydown conditions for soil moisture. The results of the coherent model show that HH scattering has a significant difference of up to 3 dB from that of the independent scattering when VWC is low (~0.2 kg/m²). Forward model calculations are performed for scattering from the soybean field for the full range of the three axes of data-cubes using the coherent model. The soybean volume scattering including the double-bounce term is combined with the forward scattering model of bare soil from the numerical Maxwell solutions that incorporates RMS height, soil permittivity and correlation length, to form the forward model lookup-table for the vegetation-covered soil. The results are compared with data from 13 soybean fields collected as part of the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12).
2.3.1 Incoherent and Coherent Models

Soybean is a branching plant composed of a main stem and several stalks attached with a compound leaf which is comprised of three leaflets [36], as shown in Figure II.11 (a). The soybean plant is modeled as a vertical cylinder (main stem) with several attached branches, drawn in Figure II.11 (b). Each branch is a combination of a cylinder (stalk) and three disks (leaves). The orientation angles of the stem, stalk and disk are based on the Eulerian angle system [28]. As shown in Figure II.11 (c), \((\alpha, \beta)\) and \((\alpha_d, \beta_d)\) are the orientation angles of cylinder and disk, respectively, with alpha and beta referring to the azimuth and elevation angles. The lengths of stem and stalk are \(d\) and \(l\), respectively. \((x_j, y_j, z_j)\) is the position of scatterer \(j\) and \((\alpha_s, \beta_s)\), which defines the orientation angle of stem are not illustrated in the simplified sketch.

Let the direction of the incident wave be \((\theta_i, \phi_i)\) and \(\hat{K_i}\) be the incident wave vector

\[
\hat{K_i} = \sin \theta_i \cos \phi_i \hat{x} + \sin \theta_i \sin \phi_i \hat{y} - \cos \theta_i \hat{z}
\]  

(2.3.1)

Then the specular reflected direction is

\[
\hat{k} = \sin \theta_i \cos \phi_i \hat{x} + \sin \theta_i \sin \phi_i \hat{y} + \cos \theta_i \hat{z}
\]  

(2.3.2)

Let \(k_{si} = k \sin \theta_i \cos \phi_i, k_{si} = k \sin \theta_i \sin \phi_i\) and \(k_{si} = k \cos \theta_i\), where \(k\) is the wave number in free space. Let \(f_{pp}(\hat{k}, \hat{k})\) be the scattering amplitude from direction \(\hat{k}\) to \(\hat{k}\). The function \(f\) is calculated by ICA [4] for the cylinder \((f^c)\) and Generalized Rayleigh-Gans Approximation [4] for the disk \((f^d)\). The subscript \(p\) denotes the polarization.
Figure II.11. (a) Picture of a soybean plant from SMAPVEX12, (b) Diagram of a soybean plant, (c) Sketch of coordinate system and characteristic parameters.
We only consider like polarization (i.e., VV and HH) in this chapter. Let us first ignore the difference between the propagation constants in the air and vegetation layer. As shown in Figure II.12, \( f_{pp}(-\hat{K}_i, \hat{K}_i) \) is the scattering amplitude for volume scattering (term 1), while \( f_{pp}(-\hat{k}_i, \hat{K}_i) \) is the scattering amplitude in the double-bounce direction (terms 2 and 3). A factor of 2 is added to account for terms 2 and 3 which are the same because of reciprocity. In the case of soybean fields, the triple bounce term is likely to be weak and thus ignored.

For the coherent model, we need to include the phase term associated with the position of the scatterer and the path of the wave in the random medium. For volume and double-bounce scattering:

\[
F_{\text{vol}} = \exp\left[2i\left(k_{x_i}x_j + k_{y_i}y_j - k_{z_i}z_j\right)\right]f_{pp}(-\hat{K}_i, \hat{K}_i) \tag{2.3.3}
\]

\[
F_{\text{db}} = 2R_p \cdot \exp\left[2i\left(k_{x_i}x_j + k_{y_i}y_j + k_{z_i}d\right)\right]f_{pp}(-\hat{k}_i, \hat{K}_i) \tag{2.3.4}
\]

where the subscripts “vol” and “db” stand for volume scattering and double-bounce scattering, respectively. The corresponding subscript \( pp \) in \( F \) indicating either VV or HH is omitted for simplicity. The symbol \( d \) is the vegetation layer thickness, which is assumed to be the same as the length of the main stem in the case of soybean. \( R_p \) is the Fresnel reflection coefficient determined by numerical solutions of Maxwell’s equations in 3 dimensional simulations (NMM3D). 

![Figure II.12. Backscattering Terms.](image-url)
for random rough-surface scattering [32]. It is worth noting that the double-bounce scattering does not depend on the \( z \) component of the scatter’s coordinate.

(a) Incoherent Model

For the incoherent model, since a branch consists of a stalk (cylinder) and a compound leaf (disk), the scattering by one branch is given by

\[
\left\langle \left| F_{\text{inco}}^{\text{branch}} \right|^2 \right\rangle = \left\langle \left| F_{\text{vol}}^{c} \right|^2 \right\rangle + \left\langle \left| F_{\text{vol}}^{d} \right|^2 \right\rangle + \left\langle \left| F_{\text{dis}}^{c} \right|^2 \right\rangle + \left\langle \left| F_{\text{dis}}^{d} \right|^2 \right\rangle
\]

(2.3.5)

where the superscripts \( c \) and \( d \) stand for cylinder and disk, respectively, and the subscript “\( \text{inco} \)” stands for incoherent. The angle brackets represent averaging. Let \( N_L \) be the number of branches per soybean plant. Hence, the scattering by one plant is

\[
\left\langle \left| F_{\text{inco}}^{\text{plant}} \right|^2 \right\rangle = \left\langle \left| F_{\text{stem}} \right|^2 \right\rangle + N_L \left\langle \left| F_{\text{inco}}^{\text{branch}} \right|^2 \right\rangle
\]

(2.3.6)

Let \( N_S \) be the number of soybean plants in a unit area (1 m\(^2\)) field. The overall scattering is therefore

\[
\left\langle \left| F_{\text{inco}}^{\text{field}} \right|^2 \right\rangle = N_S \left\langle \left| F_{\text{inco}}^{\text{plant}} \right|^2 \right\rangle
\]

(2.3.7)

(b) Coherent Model

For the coherent model, we use the analytical branching model proposed by Yueh et al. [36]. For one branch, the scattering amplitude of the branch \( j \) is the coherent summation of the scattering from the cylinder and the disk

\[
F_{\text{vol}}^{\text{branch},c} = \exp\left[2i \left( k_{x_j}x_j^c + k_{y_j}y_j^c - k_{z_j}z_j^c \right) \right] f_{pp}^c(-\hat{K}_j, \hat{K}_j) + \exp\left[2i \left( k_{x_j}x_j^d + k_{y_j}y_j^d - k_{z_j}z_j^d \right) \right] f_{pp}^d(-\hat{K}_j, \hat{K}_j)
\]

(2.3.8)
\[ F_{db, j}^{branch} = 2R_p \left\{ \exp \left[ 2i(k_x x_j^c + k_y y_j^c + k_z d) \right] f_{pp}^c (-\hat{k}_x, \hat{k}_y) + \exp \left[ 2i(k_x x_j^d + k_y y_j^d + k_z d) \right] f_{pp}^d (-\hat{k}_x, \hat{k}_y) \right\} \] (2.3.9)

where \((x_j^c, y_j^c, z_j^c)\) and \((x_j^d, y_j^d, z_j^d)\) are the coordinates of the \(j\)th branch’s stalk center and leaf center, respectively.

Using subscript “co” for coherent, then

\[ F_{co}^{branch, j} = F_{vol}^{branch, j} + F_{db}^{branch, j} \] (2.3.10)

\[ \langle |F_{co}^{branch}|^2 \rangle = \langle |F_{vol}^{branch}|^2 \rangle + \langle |F_{db}^{branch}|^2 \rangle + 2\text{Re}(F_{vol}^{branch} F_{db}^{branch*}) \] (2.3.11)

The coherent scattering amplitude of a soybean plant with \(N_L\) branches is

\[ F_{co}^{plant} = F_{stem}^{co} + \sum_{j=1}^{N_L} F_{co}^{branch, j} \] (2.3.12)

When calculating the intensity \(\langle |F_{co}^{plant}|^2 \rangle\), there are additional terms of correlation between the scattering amplitudes.

\[ \langle |F_{co}^{plant}|^2 \rangle = \langle |F_{stem}|^2 \rangle + 2\text{Re}\left(\sum_{j=1}^{N_L} F_{co}^{stem} F_{co}^{branch, j}\right) \]
\[ + \sum_{j=1}^{N_L} \langle |F_{co}^{branch, j}|^2 \rangle + \sum_{j=1}^{N_L} \sum_{m=1}^{N_L} \langle F_{co}^{branch, j} F_{co}^{branch, m*}\rangle \] (2.3.13)

Assuming the branches are statistically identical, the correlation between two different branches \(\langle F_{co}^{branch, j} F_{co}^{branch, m*}\rangle\) is the same for each two branches and there are \(N_L (N_L - 1)\) terms, so it leads to

\[ \langle |F_{co}^{plant}|^2 \rangle = \langle |F_{stem}|^2 \rangle + 2N_L \text{Re}\left(\langle F_{stem} F_{co}^{branch}\rangle\right) \]
\[ + N_L \langle |F_{co}^{branch}|^2 \rangle + N_L (N_L - 1) \langle F_{co}^{branch, j} F_{co}^{branch, m*}\rangle \] (2.3.14)
where \( \text{Re}\left(\langle F^{\text{stem}} F^{\text{branch}} \rangle_{\text{co}}\right) \) is the real part of the average of the correlation between stem and branch. For soybean, the distance between stem center and branch center is usually much larger than \( \lambda/4 \) (\( \pi/2 \) in phase difference) and the real part of the correlation can be either positive or negative, resulting in a small average value. Comparing the coherent and incoherent models, we find that the extra term \( N_L (N_L^{-1}) \langle F_{\text{co}}^{\text{branch,j}} F_{\text{co}}^{\text{branch,m*}} \rangle \) can make significant difference, particularly when \( N_L \) is large as demonstrated in section 2.3.3. Thus, it is important to accurately calculate correlation of scattering between two different branches \( \langle F_{\text{co}}^{\text{branch,j}} F_{\text{co}}^{\text{branch,m*}} \rangle \). In the previous coherent model [36], \( \langle F_{\text{co}}^{\text{branch,j}} F_{\text{co}}^{\text{branch,m*}} \rangle \) is calculated as \( \langle F_{\text{co}}^{\text{branch}} \rangle \langle F_{\text{co}}^{\text{branch*}} \rangle \). This formulation implies the case that two branches overlap and therefore their scattering fields are completely in phase which results in large total scattering intensity. In reality, there is some space between two branches, which we refer to as “mutual exclusion”. We will introduce conditional probabilities to formulate the mutual exclusion in section 2.3.2.

![Figure II.13. SMAPVEX12 soybean Field 64 illustrating the spacing between soybean plants.](image)

Next, consider the coherent scattering amplitude of the soybean field with \( N_s \) plants. In our model, it is assumed that each soybean plant occupies a certain area with radius \( R \) where other
plants are not allowed to grow (as shown in Figure II.13), while outside that region the other soybean plants are uniformly distributed. According to [36],

\[
\left\langle \left| \frac{F_{\text{field}}}{F_{\text{co}}} \right|^2 \right\rangle = N_s \left\langle \left| \frac{F_{\text{plant}}}{F_{\text{co}}} \right|^2 \right\rangle + N_s \left( N_s - 1 \right) \frac{\pi R J_1(2k_\rho R)}{k_\rho} \left\langle \frac{F_{\text{plant}}}{F_{\text{co}}} \right\rangle \left( \frac{F_{\text{plant}}}{F_{\text{co}}} \right)
\]

(2.3.15)

where \( k_\rho = \sqrt{k_{x_i}^2 + k_{y_i}^2} \) and \( J_1(2k_\rho R) \) is the Bessel function of the first kind.

2.3.2 Coherent Model with Conditional Probabilities

(a) Conditional Probability for Branch Geometry

The mutual exclusion method avoids the unrealistic situation that two branches overlap in space, thereby constructing more reasonable geometry for a soybean plant. To implement the mutual exclusion, the improved coherent model applies the conditional probability to two factors: the positions of the bottom of the branches \( z \), and the orientation angles \( \alpha \) of the branches. Let \( s = d / [2(N_s - 1)] \) be half of the average spacing between two adjacent branches. In the calculations below, it is assumed that the main stem is parallel to the \( z \) axis. The conditional probability that scatterers exist within given \( z \) is zero if two branches are within half of the average spacing (\( s \)) and uniform otherwise.

Let \( z_j \) and \( z_m \) be the \( z \) coordinates of the attachment of the branches \( j \) and \( m \) to the main stem, respectively. Then the conditional probability is

\[
p_2(z_m \mid z_j) = \begin{cases} 0, & \text{if } |z_m - z_j| < s \\ A(z_j), & \text{otherwise} \end{cases}\]

(2.3.16)

where \( A(z_j) \) is chosen so that \( \int_{-d}^{0} dz_m p_2(z_m \mid z_j) = 1 \).

For the case when \( z_j \) is less than \( s \) from the top, \(-s < z_j < 0\),
\[ A(z_j) = \frac{1}{d - s + z_j}, z_m \in [-d, z_j - s] \]  
(2.3.17)

If \( z_j \) is at distance more than \( s \) from the top or from the bottom, \(-d + s \leq z_j \leq -s\), according to equation (2.3.16), there is an exclusion zone within the distance \( s \) on each side of \( z_j \) where a neighbor branch cannot exist.

\[ A(z_j) = \frac{1}{d - 2s}, z_m \in [z_j + s, 0] or [-d, z_j - s] \]  
(2.3.18)

For the case when \( z_j \) is less than \( s \) from the bottom, \(-d < z_j < -d + s\),

\[ A(z_j) = \frac{1}{-z_j - s}, z_m \in [z_j + s, 0] \]  
(2.3.19)

In summary,

\[
A(z_j) = \begin{cases} 
\frac{1}{d - s + z_j}, & -s < z_j < 0, z_m \in [-d, z_j - s] \\
\frac{1}{d - 2s}, & -d + s \leq z_j \leq -s, z_m \in [z_j + s, 0] or [-d, z_j - s] \\
\frac{1}{-z_j - s}, & -d < z_j < -d + s, z_m \in [z_j + s, 0]
\end{cases}
\]  
(2.3.20)

The joint probability is

\[ p(z_m, z_j) = p_2(z_m | z_j) p(z_j), \text{ with } p(z_j) = \frac{1}{d} \]  
(2.3.21)

(b) Calculation of the Term of Correlation between Two Branches

As explained in section 2.3.1, \( \langle F_{\text{branch}, j}^{\text{branch}} F_{\text{branch}, m^*}^{\text{branch}} \rangle \) is a critical term distinguishing coherent model from incoherent model.
\[
\left( F_{\text{branch}, j}^{\text{branch}}, F_{\text{co}}^{\text{branch}, m^*} \right) = \left( \left( F_{\text{branch}, j}^{\text{branch}} + F_{\text{branch}, j}^{\text{branch}} \right) \left( F_{\text{branch}, m^*}^{\text{branch}} + F_{\text{branch}, m^*}^{\text{branch}} \right) \right)
= \left( F_{\text{vol}}^{\text{branch}, j} + F_{\text{vol}}^{\text{branch}, m^*} \right) + \left( F_{\text{branch}, j}^{\text{branch}} F_{\text{branch}, m^*}^{\text{branch}} \right)
+ \left( F_{\text{vol}}^{\text{branch}, j} F_{\text{vol}}^{\text{branch}, m^*} \right) + \left( F_{\text{branch}, j}^{\text{branch}} F_{\text{branch}, m^*}^{\text{branch}} \right)
\] (2.3.22)

We define \(x\) and \(y\) coordinates of the main stem of each soybean plant to be \((0, 0)\). Then the coordinates of the cylinder and the disk of branch \(j\) are as follows.

\[
x_j^c = \frac{l}{2} \sin \beta_j \cos \alpha_j
\]
\[
y_j^c = \frac{l}{2} \sin \beta_j \sin \alpha_j
\]
\[
z_j^c = z_j + \frac{l}{2} \cos \beta_j
\]
\[
x_j^d = l \sin \beta_j \cos \alpha_j
\]
\[
y_j^d = l \sin \beta_j \sin \alpha_j
\]
\[
z_j^d = z_j + l \cos \beta_j
\] (2.3.23)

where \(l, \beta_j\) and \(\alpha_j\) are the parameters of the branch \(j\) as shown in Figure II.11 (c). Then equation (2.3.8) becomes,

\[
F_{\text{vol}}^{\text{branch}, j} = \exp(-2ik_z z_j) \left\{ \exp \left[ 2i \left( k_{xj} \frac{l}{2} \sin \beta_j \cos \alpha_j + k_{yj} \frac{l}{2} \sin \beta_j \sin \alpha_j - k_{zj} \frac{l}{2} \cos \beta_j \right) \right] f_{pp}^c(-\hat{K}_j, \hat{K}_j) \right. \\
\left. + \exp \left[ 2i \left( k_{xj} l \sin \beta_j \cos \alpha_j + k_{yj} l \sin \beta_j \sin \alpha_j - k_{zj} l \cos \beta_j \right) \right] f_{pp}^d(-\hat{K}_j, \hat{K}_j) \right\}
\] (2.3.25)

Let

\[
F_{\text{vol}}^{\text{branch}, j} = \exp \left[ 2i \left( k_{xj} \frac{l}{2} \sin \beta_j \cos \alpha_j + k_{yj} \frac{l}{2} \sin \beta_j \sin \alpha_j - k_{zj} \frac{l}{2} \cos \beta_j \right) \right] f_{pp}^c(-\hat{K}_j, \hat{K}_j) \\
+ \exp \left[ 2i \left( k_{xj} l \sin \beta_j \cos \alpha_j + k_{yj} l \sin \beta_j \sin \alpha_j - k_{zj} l \cos \beta_j \right) \right] f_{pp}^d(-\hat{K}_j, \hat{K}_j)
\] (2.3.26)

Then

\[
F_{\text{vol}}^{\text{branch}, j} = \exp(-2ik_z z_j) F_{\text{vol}}^{\text{branch}, j}
\] (2.3.27)
We assume that the positions and orientation angles are statistically independent

\[
\langle F_{\text{vol,}j} F_{\text{vol,}m} \rangle = \left\langle \exp \left[ -2i k_{iz} (z_j - z_m) \right] \right\rangle \langle F_{\text{vol,}j} F_{\text{vol,}m} \rangle
\]

where

\[
\left\langle \exp \left[ -2i k_{iz} (z_j - z_m) \right] \right\rangle = \int_{-d}^{0} \int_{-d}^{0} dz_{m} dz_{j} p(z_{m}, z_{j}) \exp \left[ -2i k_{iz} (z_j - z_m) \right] = A + B + C + D
\]

where the integrations are separated into four parts, A, B, C, and D as follows

\[
\int_{-d}^{0} \int_{-d}^{0} dz_{m} dz_{j} p(z_{m}, z_{j}) = \int_{z_j + s}^{z_j - s} \int_{-d}^{0} dz_{m} dz_{j} p(z_{m}, z_{j}) p(z_{j}) \\
+ \int_{-d}^{z_j - s} \int_{z_j + s}^{0} dz_{m} dz_{j} p(z_{m}, z_{j}) p(z_{j}) \\
+ \int_{0}^{z_j + s} \int_{z_j - s}^{0} dz_{m} dz_{j} p(z_{m}, z_{j}) p(z_{j}) \\
+ \int_{-d}^{z_j - s} \int_{0}^{z_j + s} dz_{m} dz_{j} p(z_{m}, z_{j}) p(z_{j})
\]

After calculations, the following four expressions are obtained.

\[
A = \frac{1}{2idk_{iz}} \int_{-d}^{z_j - s} dz_{j} \left[ \frac{\exp(-2i k_{iz} z_{j}) - \exp(2i k_{iz} s)}{-z_{j} - s} \right]
\]

\[
B = \frac{\exp(-2i k_{iz} s)}{2idk_{iz}} - \frac{\{\exp(-2i k_{iz} (d - s)) - \exp(-2i k_{iz} s)\}}{4k_{iz}^2 d (d - 2s)}
\]

\[
C = -\frac{\exp(2i k_{iz} s)}{2idk_{iz}} + \frac{\{\exp(2i k_{iz} s) - \exp(2i k_{iz} (d - s))\}}{4k_{iz}^2 d (d - 2s)}
\]

\[
D = \frac{1}{2idk_{iz} d} \int_{-d}^{z_j - s} dz_{j} \left[ \frac{\exp(-2i k_{iz} s) - \exp(-2i k_{iz} (z_{j} + d))}{d - s + z_{j}} \right]
\]

The correlation between the volume scattering and double-bounce scattering is

\[
\langle F_{\text{vol,}j} F_{\text{db,}j} \rangle = \left\langle \exp \left[ -2i k_{iz} z_{j} \right] \right\rangle \langle F_{\text{vol,}j} F_{\text{db,}j} \rangle
\]

where
\[ F_{db}^{branch,m} = 2R_p \left\{ \exp \left[ 2i \left( k_x l \sin \beta_j \cos \alpha_j + k_y l \sin \beta_j \sin \alpha_j + k_z d \right) \right] f_{pp}^{\alpha} (-\hat{k}_z, \hat{K}_j) \right. \]
\[ + \exp \left[ 2i \left( k_x l \sin \beta_j \cos \alpha_j + k_y l \sin \beta_j \sin \alpha_j + k_z d \right) \right] f_{pp}^{\alpha'} (-\hat{k}_z, \hat{K}_j) \} \]

which does not depend on \( z \).

\[ \left\langle \exp (-2ik_z z_j) \right\rangle = \int_{-d}^{0} dz_j p(z_j) \exp (-2ik_z z_j) = \frac{\exp (2ik_z d) - 1}{2ik_z d} \]  

(2.3.37)

Similarly,

\[ \left\langle F_{db}^{branch,j} F_{vol}^{branch,m*} \right\rangle = \left\langle \exp (2ik_z z_m) \right\rangle \left\langle F_{db}^{branch,j} F_{vol0}^{branch,m*} \right\rangle = \frac{1 - \exp (-2ik_z d)}{2ik_z d} \left\langle F_{db}^{branch,j} F_{vol0}^{branch,m*} \right\rangle \]

(2.3.38)

For mutual exclusion of orientation angles, we use the conditional probability

\[ p_3(\alpha_m | \alpha_j) = \begin{cases} 
0, & \text{if } |\alpha_m - \alpha_j| < \frac{\pi}{2} \\
\frac{1}{\pi}, & \text{otherwise} 
\end{cases} \]

(2.3.39)

The joint probability of \( \alpha_m \) and \( \alpha_j \) is

\[ p(\alpha_m, \alpha_j) = p_3(\alpha_m | \alpha_j) p(\alpha_j), \text{ with } p(\alpha_j) = \frac{1}{2\pi} \]

(2.3.40)

Since \( F_{vol0}^{branch,j} F_{vol0}^{branch,m*}, F_{vol0}^{branch,j} F_{db}^{branch,m*}, F_{db}^{branch,j} F_{vol0}^{branch,m*} \) and the remaining term in equation (2.3.22) \( F_{db}^{branch,j} F_{db}^{branch,m*} \) are independent of \( z \) and depend on \( \alpha \) and \( \beta \), their averages are calculated as below,

\[ \left\langle F_{r1}^{branch,j} F_{r2}^{branch,m*} \right\rangle = \int_{0}^{\pi} p(\beta) d\beta \int_{0}^{2\pi} d\alpha_m \int_{0}^{2\pi} d\alpha_j p(\alpha_m, \alpha_j) \]

(2.3.41)

where the subscripts “r1” and “r2” represent “vol0” or “db”. \( p(\beta) \) is the probability of \( \beta \) as in Figure II.11 (c). The integrations in equation (2.3.41) are calculated numerically.
2.3.3 Simulation Results and Comparison

The three models illustrated above are simulated for one soybean plant. The values of the major parameters describing the plant geometry used for simulations are: number of branches $N_L = 10$; length of main stem $d = 12$ cm, length of stalk $l = 6$ cm, leaf thickness is 0.3 mm; radius of stem and stalk are both 1.5 mm, radius of compound leaf is 4.3 cm; distribution of stem, stalk and leaf orientation angles are uniform inclination ($\beta$ as shown in Figure II.11) over $0 \sim 5^\circ$, $0 \sim 60^\circ$ and $0 \sim 90^\circ$, respectively. Other kinds of distributions such as cosine distribution were used for leaf orientation angles [53], and uniform distribution which is closer to the measurement is used here.

The incident angle $\theta=40^\circ$ and the radar frequency $f=1.26$ GHz.

Table II-9. Simulation results for three scattering models of one soybean plant. Models 1 to 3 are incoherent model, coherent model with no mutual exclusion, and coherent model with conditional probabilities, respectively. $S1$-$S5$ are $\langle |F_{\text{plum}}|^2 \rangle$, $\langle |F_{\text{stem}}|^2 \rangle$, $N_L \langle |F_{\text{branch}}|^2 \rangle$, $2N_L \text{Re}(\langle F_{\text{stem}}^* \rangle \langle F_{\text{branch}} \rangle)$, $N_L (N_L - 1) \langle F_{\text{co}}^* F_{\text{branch}} \rangle$, respectively. Two values in italics means they are out of phase with the other terms.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HH</td>
<td>-47.8</td>
<td>-83.0</td>
<td>-47.8</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>-42.3</td>
<td>-83.0</td>
<td>-47.1</td>
<td>-61.0</td>
<td>-44.2</td>
</tr>
<tr>
<td></td>
<td>-44.7</td>
<td>-83.0</td>
<td>-47.1</td>
<td>-61.0</td>
<td>-48.6</td>
</tr>
<tr>
<td>VV</td>
<td>-50.6</td>
<td>-64.9</td>
<td>-50.8</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>-49.1</td>
<td>-64.9</td>
<td>-49.6</td>
<td>-58.0</td>
<td>-55.9</td>
</tr>
<tr>
<td></td>
<td>-49.4</td>
<td>-64.9</td>
<td>-49.6</td>
<td>-58.0</td>
<td>-57.6</td>
</tr>
</tbody>
</table>

The simulation results of the three models are presented in Table II-9. It is noticed that among the terms $S2$-$S5$, $S5 (N_L (N_L - 1) \langle F_{\text{co}}^* F_{\text{branch}} \rangle)$ causes the largest difference among the three models.

For the incoherent model, there is no correlation between two different branches. The coherent model with conditional probabilities decreases the correlation (S5) by 4.4 dB and 1.7 dB for HH
and VV backscattering coefficients, respectively, compared with the coherent model with no mutual exclusion.

For the HH backscattering coefficient simulation results, the difference between the incoherent model and coherent model with no mutual exclusion is 5.5 dB. When the conditional probabilities are introduced, the difference decreases to 3.1 dB. This means our method works well to decrease the overlap effect in soybean scattering. In model 2, the dominant term is the coherent scattering between branches. In model 3, the scattering by branches and the coherent scattering between branches are close. This demonstrates that the effect of the overlap needs to be removed through the mutual exclusion.

For the VV backscattering coefficient simulation results, the difference between the incoherent and coherent models is smaller than the case for the HH backscattering coefficients, because the scattering by branches dominates. In comparison, the difference between the two coherent models originating from the term $N_L (N_L-1) \left( F_{co}^{branch,j} F_{co}^{branch,m+} \right)$ is small. Thus, the results of the coherent model with mutual exclusion are only slightly different from those of the previous coherent model.

2.3.4 Computation and Validation for the Soybean Data-Cube

Data-cube is used in the time-series retrieval of soil moisture, and is a pre-computed lookup-table developed from a physically-based forward model [6]. The backscattering coefficients $\sigma_{VV}$ and $\sigma_{HH}$ are computed using the coherent model over the full observed range of the three variables of the data-cubes.
(a) Data-cubes with Different Correlation Length to RMS Height (cl/s) Ratios

Each data-cube has only one cl/s ratio. It was observed during SMAPVEX12 that different soybean fields had different cl/s ratios. Thus, the method to construct data-cubes with different cl/s ratios is needed. According to the Kirchhoff approximation [54], the double-bounce scattering depends on RMS height instead of correlation length. The results from NMM3D show a similar conclusion that the double-bounce term has almost no dependence on the correlation length (i.e., cl/s ratios). To generate the data-cube, we used the coherent reflectivity from the results of NMM3D for rough-surface scattering.

![Diagram of data-cubes with different cl/s ratios](image)

Figure II.14. Method of generating data-cubes with different cl/s ratios.
As shown in Figure II.14, two different types of data-cubes (i.e., Rough Surface data-cube and Vegetation data-cube) are used to construct the data-cube of vegetation-covered soil for a certain cl/s ratio. The output of Rough Surface data-cube is the surface scattering by bare soil for different combinations of soil permittivity (\(\varepsilon_{\text{r,soil}}\)), RMS height and cl/s ratio. On the other hand, since volume scattering does not depend on the cl/s ratio and double-bounce scattering is only weakly dependent on cl/s ratio, the two scattering mechanisms as well as the attenuation through vegetation can be calculated independently of cl/s ratio. The total backscattering is the summation of volume scattering, double-bounce scattering and the surface scattering with attenuation. Once a cl/s ratio is chosen, the surface scattering for this certain cl/s ratio is provided by the Rough Surface data-cube. The remaining parts to compute the total backscattering are available from the Vegetation data-cube. This way of generating data-cubes with different cl/s ratios improves computational efficiency significantly because it avoids 4 independent axes. Instead, it uses two data-cubes each with 3 independent axes. The present scheme avoids repeating the calculations of the volume and double-bounce scattering as well as the attenuation through vegetation.

(b) Backscattering Coefficient

The attenuation caused by the vegetation layer is calculated as follows. According the Foldy’s approximation [4], \(k_i\) for polarization \(p\) in the vegetation layer is

\[
k_{ip} = k + \frac{2\pi}{k} \left( n_{\text{leaf}} \left( f_{\text{leaf}}^{pp} (\hat{K}_{i}, \hat{K}) \right) + n_{\text{stalk}} \left( f_{\text{stalk}}^{pp} (\hat{K}_{i}, \hat{K}) \right) + n_{\text{stem}} \left( f_{\text{stem}}^{pp} (\hat{K}_{i}, \hat{K}) \right) \right)
\]

(2.3.42)
where \( \langle f_{pp}(\hat{K}_i, \hat{K}_i) \rangle \) is the forward scattering and averaged over the orientation angles;

\( n_{\text{leaf}}, n_{\text{stalk}} \) and \( n_{\text{stem}} \) are the number of leaves, stalks and stems per m\(^3\), respectively. Then the volume and double-bounce scattering become

\[
F_{\text{vol}} = \exp \left[ 2i \left( k_{x_i} x_j + k_{y_i} y_j - \left( \frac{k_{1p}}{\cos \theta_i} - \frac{k_p^2}{k \cos \theta_i} \right) z_j \right) \right] f_{pp}(-\hat{K}_i, \hat{K}_i) \tag{2.3.43}
\]

\[
F_{\text{db}} = 2R_p \exp \left[ 2i \left( k_{x_i} x_j + k_{y_i} y_j + \left( \frac{k_{1p}}{\cos \theta_i} - \frac{k_p^2}{k \cos \theta_i} \right) d \right) \right] f_{pp}(-\hat{K}_i, \hat{K}_i) \tag{2.3.44}
\]

\( k_{1z} = \sqrt{k_{1}^2 - k_p^2} \) and the imaginary part of \( k_{1z} \) introduces the attenuation. The attenuation for surface scattering is \( \{\exp[-2\text{Im}(k_{1z})d]\}^2 \).

The backscattering coefficient for one soybean branch using the distorted Born approximation [11] is:

\[
\sigma_{\text{co,pp}}^{\text{branch}} = 4\pi \left( |F_{\text{vol}}^{\text{branch}} + F_{\text{db}}^{\text{branch}}|^2 \right) \tag{2.3.45}
\]

A factor of \( 4\pi \) is multiplied to the scattering intensity [55]. Considering the surface scattering \( \sigma_{\text{pp}}^{\text{surface}} \), the total backscattering coefficient computed in the data-cube is

\[
\sigma_{\text{co,pp}}^{\text{field}} = 4\pi \left( |F_{\text{co}}^{\text{field}}|^2 \right) + \sigma_{\text{pp}}^{\text{surface}} \tag{2.3.46}
\]

(c) **Parameters Used for the Soybean Data-cube**

During SMAPVEX12 the VWC and geometry parameters of soybean plants were measured every week for multiple soybean fields. Both stem diameter and length are dynamic properties which increase with VWC. Allometric equations are derived empirically (Figure II.15 and Table II-10).
Figure II.15. (a) Stem diameter as a function of VWC, (b) Stem length as a function of VWC.

Table II-10. Allometric relationship between VWC and plant geometry parameters. This relationship is obtained from the data, shown in Figure II.15 (a) and (b), through curve fitting. Volumetric water content (M_{veg}) which is used to calculate the dielectric constant is estimated from the gravimetric water content (M_{g}) measured in SMAPVEX12 [49]. The M_{veg} for leaf is adjusted to a smaller value than that for stalk since the permittivity of soybean leaf is generally smaller than...
the permittivity of stalk[14]. The distribution of azimuthal angle ($\alpha$ as shown in Figure II.11) is uniform over $0 \sim 360^\circ$ for all of steam, stalk, and leaf.

<table>
<thead>
<tr>
<th></th>
<th>Diameter [m]</th>
<th>Length [m]</th>
<th>$\text{M}_{\text{veg}}$</th>
<th>Distribution of $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stem</td>
<td>0.0049 $\text{VWC}^{-0.204}$</td>
<td>0.496 $\text{VWC}^{-0.49}$</td>
<td>60%</td>
<td>Uniform over $0 \sim 5^\circ$</td>
</tr>
<tr>
<td>Stalk</td>
<td>0.0033 $\text{VWC}^{-0.204}$</td>
<td>0.248 $\text{VWC}^{-0.49}$</td>
<td>60%</td>
<td>Uniform over $0 \sim 60^\circ$</td>
</tr>
<tr>
<td>Leaf</td>
<td>$5\times10^{-2}$</td>
<td>$0.3\times10^{-3}$</td>
<td>40%</td>
<td>Uniform over $0 \sim 90^\circ$</td>
</tr>
</tbody>
</table>

With the equations, a given VWC evaluates the geometry parameters that in turn are used to run the forward model and generate the data-cube. There are about 36 soybean plants per m$^2$ ($N_S = 36$). The number of branches per plant ($N_L$) can be calculated from VWC using the following formula:

$$N_L = \frac{\text{VWC} - \rho_{\text{water}} N_S \text{Vol}_{\text{stem}} \text{M}_{\text{veg, stem}}}{\rho_{\text{water}} N_S \left( \text{Vol}_{\text{stalk}} \text{M}_{\text{veg, stalk}} + \text{Vol}_{\text{leaf}} \text{M}_{\text{veg, leaf}} \right)} \quad (2.3.47)$$

where $\rho_{\text{water}}$ is water density. $\text{M}_{\text{veg, stem}}$, $\text{M}_{\text{veg, stalk}}$ and $\text{M}_{\text{veg, leaf}}$ are the volumetric water content of stem, stalk and leaf, respectively. $\text{Vol}_{\text{stem}}$, $\text{Vol}_{\text{stalk}}$ and $\text{Vol}_{\text{leaf}}$ are the volume of stem, stalk and leaf, respectively.

The forward model calculation is performed at a $40^\circ$ incident angle. Previously, the soybean data-cube was based on the incoherent model whose results are also listed for comparison. For the incoherent data-cube, the soybean field was regarded as a combination of cylinders (stalks and stems) and disks (leaves) without the branching configuration because the positions of the scatterers do not matter. To simplify calculations, we assumed that the stems were the same as stalks since they were both cylinders with similar radius and the number of stems was much smaller than that of stalks. Some other parameters were adjusted to produce the best forward model.
matching with data: uniform inclination over 0 ~ 90° for both cylinders and disks. The soybean data-cube at one cl/s ratio is plotted in Figure II.16.

![Figure II.16](image)

Figure II.16. Examples of soybean data-cube (a) $\sigma_{VV}$, (b) $\sigma_{HH}$. The corresponding soil moisture can be calculated from soil permittivity by dielectric model for soil [22].

**(d) Validation for Data-cubes With Airborne SAR Data**

As described in section 2.2.2, SMAPVEX12 [34] was designed to support the requirements of soil moisture retrieval algorithms and products by providing extended time-series measurements
for diverse vegetation conditions. Both RMS height and cl/s ratio are assumed to be constant over the study period. For each day of flight, the in-situ values of RMS height, VWC and soil moisture (used to compute $\varepsilon_{\text{soil}}$) are input to sample $\sigma_{\text{VV}}$ and $\sigma_{\text{HH}}$ from the soybean data-cube. These predicted values are compared with the UAVSAR data. The cl/s ratio is chosen so that the difference between the UAVSAR and data-cube values is minimized over the entire 13 flights. The optimal cl/s often does not match the observed cl/s, which may be explained by the well-known uncertainty in the observation of cl ($\sim$50% error [23]).

Table II-11. RMSE and correlation coefficient of data-cube and UAVSAR measurement comparison for backscattering coefficients.

<table>
<thead>
<tr>
<th>Field No.</th>
<th>RMSE (dB)</th>
<th>Correlation Coefficient</th>
<th>Incoherent Data-cube</th>
<th>Coherent Data-cube</th>
<th>Incoherent Data-cube</th>
<th>Coherent Data-cube</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VV</td>
<td>HH</td>
<td>VV</td>
<td>HH</td>
<td>VV</td>
<td>HH</td>
</tr>
<tr>
<td>11</td>
<td>0.77</td>
<td>1.76</td>
<td>0.67</td>
<td>1.30</td>
<td>0.87</td>
<td>0.98</td>
</tr>
<tr>
<td>12</td>
<td>1.34</td>
<td>0.98</td>
<td>1.30</td>
<td>0.98</td>
<td>0.74</td>
<td>0.43</td>
</tr>
<tr>
<td>14</td>
<td>1.39</td>
<td>0.92</td>
<td>1.19</td>
<td>0.65</td>
<td>0.84</td>
<td>0.91</td>
</tr>
<tr>
<td>33</td>
<td>1.74</td>
<td>1.03</td>
<td>1.47</td>
<td>0.93</td>
<td>0.68</td>
<td>0.71</td>
</tr>
<tr>
<td>34</td>
<td>1.05</td>
<td>0.92</td>
<td>1.08</td>
<td>0.86</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td>51</td>
<td>1.94</td>
<td>1.77</td>
<td>1.04</td>
<td>0.76</td>
<td>0.77</td>
<td>0.96</td>
</tr>
<tr>
<td>52</td>
<td>1.18</td>
<td>1.11</td>
<td>0.71</td>
<td>0.60</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>63</td>
<td>1.09</td>
<td>1.39</td>
<td>0.83</td>
<td>0.59</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>34</td>
<td>0.92</td>
<td>0.79</td>
<td>0.88</td>
<td>0.75</td>
<td>0.89</td>
<td>0.72</td>
</tr>
<tr>
<td>102</td>
<td>2.09</td>
<td>1.07</td>
<td>0.82</td>
<td>0.88</td>
<td>0.22</td>
<td>0.89</td>
</tr>
<tr>
<td>103</td>
<td>1.74</td>
<td>1.41</td>
<td>1.53</td>
<td>1.09</td>
<td>-0.07</td>
<td>0.74</td>
</tr>
<tr>
<td>111</td>
<td>1.94</td>
<td>1.77</td>
<td>1.04</td>
<td>0.76</td>
<td>0.77</td>
<td>0.96</td>
</tr>
<tr>
<td>112</td>
<td>2.09</td>
<td>0.80</td>
<td>0.46</td>
<td>0.79</td>
<td>0.28</td>
<td>0.94</td>
</tr>
</tbody>
</table>

It can be seen from Table II-11 that the coherent model with conditional probabilities in general improves the agreement with the measurement compared with the incoherent model in terms of correlation coefficient and RMSE. For the incoherent model, when VWC is low in June the volume and double-bounce scattering are very small and thus the backscattering is primarily from the surface scattering. For the incoherent data-cube, a small cl/s ratio is chosen to ensure an appropriate HH backscattering coefficient to match the data. However, VV simulation is larger than the
measurement as shown in Figure II.17 (b) and Figure II.18 (b). Thus, the polarization ratio of VV to HH backscattering coefficients from the incoherent model is larger than the measurement when VWC is small, which cannot be reduced by selecting a different cl/s ratio. Using the coherent model, this apparent dilemma of not being able to match HH and VV backscattering coefficients simultaneously was resolved. For the coherent model, when VWC is low, the soybean plant is small and the branches and leaves are close to each other, so the coherent effect increases the volume and double-bounce scattering significantly, especially for HH backscattering coefficients. A larger cl/s ratio is chosen so that VV is sufficiently small and improves the agreement with the observation (VV is also mostly contributed by surface scattering when VWC is low in the coherent model). The surface scattering of HH backscattering also becomes smaller; however, the coherent model increases the volume and double-bounce scattering of HH backscattering to match the data. Overall, both VV and HH backscattering coefficients match the measurement well using the coherent data-cube. The polarization ratio between VV and HH backscattering coefficients is used during the dual-polarized time-series retrieval [6]. As a result of the coherent scattering effect, the polarization ratio agrees well with the observations when the VWC is small. When VWC becomes large in July, the soybean plant grows tall and the branches and leaves are far apart, where the coherent model with conditional probabilities also restricts the branches not to be too close to each other. Thus, the coherent effect generally becomes less significant than that in June. The improvement is significant when the volume and double-bounce scattering are comparable to the surface scattering by the soybean fields such as Field 63 and Field 112 shown in Figure II.17 and Figure II.18. To better illustrate the coherent data-cube, the previous coherent model with no mutual exclusion is also applied to the Field 112 as shown in Figure II.18 (c) where HH backscattering coefficients are overestimated with RMSE of 1.49 dB.
Figure II.17. (a) Coherent data-cube applied to SMAPVEX12 Field 63 with cl/s=30, (b) Incoherent data-cube applied to soybean Field 63 with cl/s=20. Different cl/s ratios are chosen for the best matching of both models. The dash-dot curve indicates VWC and the x-axis presents time: “JN” stands for “June” while “JY” stands for “July”, hereinafter the same.
Figure II.18. (a) The coherent data-cube applied to SMAPVEX12 Field 112 with cl/s=120, (b) The incoherent data-cube applied to SMAPVEX12 Field 112 with cl/s=40, (c) The coherent model with no mutually exclusion applied to SMAPVEX12 Field 112 with cl/s=120.

The coherent and incoherent data-cubes are compared with the data for 13 soybean fields from SMAPVEX12, as shown in Figure II.19 and Figure II.20. The comparison results are variable depending on the soil moisture, RMS height and VWC growth. The coherent model with conditional probabilities decreases the RMSE and increases the correlation coefficient for both VV and HH backscattering coefficients. The forward model presented in this chapter is based on the physical principles of scattering as well as the numerical and analytical solutions based on the principles. The scattering mechanisms do not depend on specific set of measurements, unlike empirical models such as water-cloud model [56] for the vegetation scattering. This suggests that the current model may be applicable to independent observations of soybean fields. This capability will benefit SMAP mission where the goal is the global retrieval of soil moisture. The dependence of the model parameterization on the particular SMAPVEX12 fields is limited to the empirical
derivation of the allometric equation, and some choices of the vegetation parameters. Other data-cubes are needed for soybean fields which have very different properties. For example, the soybean Field 92 has similar VWC, soil moisture and RMS height as the soybean Field 102, but much larger measured VV and HH backscattering coefficients. Some reasons for the mismatch are: (1) Field 92 is not suitable for the data-cube (e.g., its plant density may be much higher than 36 per m$^2$); (2) there is measurement error (e.g., the RMS height which is assumed to be constant was measured only once during the campaign but it may be changed by erosion. There may also be error in the VWC data.). Since the data-cube generated in this chapter is suitable for most of the SMAPVEX12 soybean fields, the necessity to build another data-cube for Field 92 will be analyzed when more data are available. Model performance will be assessed with independent observations in the future, to test its general applicability.
Figure II.19. VV comparison between data-cube and observation over the 13 SMAPVEX12 soybean fields (a) the coherent data-cube, (b) the incoherent data-cube.
Figure II.20. HH backscattering coefficients comparison between data-cube and observation over the 13 SMAPVEX12 soybean fields (a) the coherent data-cube, (b) the incoherent data-cube.

2.4 Data-cube Based Soil Moisture Retrieval

The data-cubes developed above are used here to retrieve the soil moisture. Based on the time-series retrieval algorithm developed for the SMAP mission [6], the measured VV and HH of all the N days collected in a specific field are the inputs. The outputs are N values of VWC and $\varepsilon_{\text{soil}}$ as well as the RMS height. $\varepsilon_{\text{soil}}$ is then converted to soil moisture using the Mironov dielectric model [22] with the ancillary data on the clay fraction of the soil. It is assumed that the RMS height remains unchanged over the retrieval period. The retrieval approach then minimizes the difference between the measurement and the data-cube over all the N days as defined in the
cost function below where $w_{VV}$ and $w_{HH}$ are the weighting factors which are uniform in time and also the same for VV and HH backscattering coefficients in the case of SMAP radar [10].

$$\text{cost} = \sum_{\text{day}=1}^{N} \left[ w_{VV} (V_{VV \text{data}} - V_{VV \text{cube}})^2 + w_{HH} (H_{HH \text{data}} - H_{HH \text{cube}})^2 \right]$$

(2.4.1)

The number of unknowns (2N+1) is larger than that of inputs (2N), so some constraints should be added during the retrieval to avoid the improper solutions.

### 2.4.1 Soil Moisture Retrieval for Wheat and Canola Fields

In this section, a VWC constraint is used under the assumption that the vegetation will not change significantly during an observation cycle. The ratio of the VWC between two sequential observation days (larger one divided by the smaller one) is assumed to be less than 1.10 and 1.14 for wheat and canola, respectively, according to the measured VWC of all the fields as shown in Figure II.21 and Figure II.22.

![Figure II.21. VWC of the ten SMAPVEX12 wheat fields.](image-url)
Figure II.22. VWC of the five SMAPVEX12 canola fields (The scale of the y axis is different from that of Figure II.21).

Figure II.23. Time-series soil moisture retrieval for SMAPVEX12 wheat Field 91. $M_{\text{mea}}$ stands for the measured soil moisture while $M_{\text{retr}}$ stands for the data-cube retrieved soil moisture, hereinafter the same.
The wheat data-cube is applied to the soil moisture retrieval of the ten wheat fields. Figure II.23 shows one example for the time-series retrieval of wheat Field 91 where the RMSE is 0.026 cm$^3$/cm$^3$ with correlation coefficient of 0.91. The retrieval results for all the ten wheat fields are presented in Figure II.24. The RMSE and correlation coefficient values for each field are listed in Table II-12. The correlation coefficient is 0.94 and the RMSE is 0.043 cm$^3$/cm$^3$ which is about the same as that obtained for bare soil [10] despite the fact that there was substantial levels of vegetation effect during SMAPVEX12. The RMSE is better than that for the pasture fields [6] (the vegetation structure is similar between pasture and wheat although the scatterer orientation angle may differ).

As described earlier, there are two data-cubes for canola, so it is important to decide which data-cube to use during the soil moisture retrieval. The approach based upon the campaign date used in the forward comparison is not suitable for retrieval because SMAP is designed for global soil moisture retrieval and the canola growth stage could vary at the same time in different areas. Based on Figure II.5 where (VV+HH)/2 became less than -13 dB since July 10th, thus when (VV+HH)/2 is less than -13 dB, the July data-cube should be used; otherwise, the other data-cube should be used. Similarly, the retrieval results are presented in Figure II.25, Figure II.26 and Table II-13 with the averaged RMSE of 0.082 cm$^3$/cm$^3$ for all the five canola fields.
Figure II.24. Retrieved soil moisture compared with measurements for the ten SMAPVEX12 wheat fields. The x and y axes represent the measured soil moisture and data-cube based retrieval results, respectively.

Table II-12. RMSE and correlation coefficient of soil moisture between retrieval results and ground measurements for the ten wheat fields.

<table>
<thead>
<tr>
<th>Field No.</th>
<th>RMSE (cm³/cm³)</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>91</td>
<td>0.026</td>
<td>0.91</td>
</tr>
<tr>
<td>85</td>
<td>0.034</td>
<td>0.89</td>
</tr>
<tr>
<td>81</td>
<td>0.025</td>
<td>0.91</td>
</tr>
<tr>
<td>74</td>
<td>0.034</td>
<td>0.99</td>
</tr>
<tr>
<td>73</td>
<td>0.053</td>
<td>0.97</td>
</tr>
<tr>
<td>65</td>
<td>0.042</td>
<td>0.96</td>
</tr>
<tr>
<td>44</td>
<td>0.056</td>
<td>0.88</td>
</tr>
<tr>
<td>42</td>
<td>0.051</td>
<td>0.92</td>
</tr>
<tr>
<td>41</td>
<td>0.032</td>
<td>0.96</td>
</tr>
<tr>
<td>31</td>
<td>0.061</td>
<td>0.94</td>
</tr>
</tbody>
</table>
Figure II.25. Time-series soil moisture retrieval for SMAPVEX12 canola Field 61.

Figure II.26. Retrieved soil moisture compared with measurements for the five SMAPVEX12 canola fields. The x and y axes represent the measured soil moisture and data-cube based retrieval results, respectively.
Table II-13. RMSE and correlation coefficient of soil moisture between retrieval results and ground measurements for the five canola fields.

<table>
<thead>
<tr>
<th>Field No.</th>
<th>RMSE (cm³/cm³)</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>124</td>
<td>0.082</td>
<td>0.66</td>
</tr>
<tr>
<td>122</td>
<td>0.075</td>
<td>0.65</td>
</tr>
<tr>
<td>115</td>
<td>0.10</td>
<td>0.83</td>
</tr>
<tr>
<td>84</td>
<td>0.089</td>
<td>0.43</td>
</tr>
<tr>
<td>61</td>
<td>0.053</td>
<td>0.72</td>
</tr>
</tbody>
</table>

As presented in section 2.2, the averaged RMSE of the backscattering coefficients between the data-cube and the measurement for all the fields in the forward comparison is similar for the wheat and canola which is around 1 dB. However, the soil moisture retrieval results for wheat are much better than those for canola. The main reason is that the backscattering coefficient of wheat is more sensitive to the soil moisture than that of canola, especially for VV. This is because the double-bounce and surface scattering, which depend significantly on the soil permittivity, usually dominate among the three backscattering mechanisms for wheat. On the other hand, volume scattering, which is independent of the soil moisture and only depends on the VWC, usually dominates for canola while the soil surface scattering is relatively small because of the significant attenuation from the generally large VWC as shown in Figure II.22. Another reason for the retrieval error of canola is its large VWC range (1 kg/m² ~ 9 kg/m²) and the uncertainties associated with estimating it over this large range.

The data-cubes are applicable to the SMAP retrieval over the wheat and canola land cover classes, since the empirical tuning was performed only on the vegetation parameterization over the entire field, not for individual fields. The retrieval error mainly originates from the radar measurements, data-cube modeling and dielectric model, as discussed in more detail in [6]. Considering the uncertainties of in-situ soil moisture measurement (<0.03 cm³/cm³ [48]), the actual error could be smaller. The retrieval error can be further reduced by updating the data-cubes.
with more data. Generally, the retrieval soil moisture based on the data-cubes are in good agreement with ground measured soil moisture.

2.4.2 Soil Moisture Retrieval of Soybean Fields

The constraints of VWC for the soybean fields are derived through the analysis of the soybean VWC measured during SMAPVEX12. As shown in Figure II.27, the VWC generally increases with time. Also, the soybean plants cannot grow too fast. The VWC growth rate that is defined as the ratio of the VWC of two alternate days has a maximum of 1.24. For example, if the retrieved VWC values contradict the VWC constraints, this series of retrieval results (one RMS height and N sets of VWC and epsrsoil) will be abandoned. Then another set associated with the minimum cost will be selected if it satisfies the VWC constraints.

Figure II.27. Measured VWC of the 13 soybean fields.
The time series retrievals of soil moisture are shown in Figure II.28. The coherent data-cube results in more accurate soil moisture retrievals than the incoherent one. The retrieval method is now applied to the 13 soybean fields from SMAPVEX12 and the results are presented in Figure II.29. The coherent model data-cube yields better soil moisture retrievals with a lower RMSE of 0.05 cm³/cm³ and higher correlation coefficient of 0.92 compared with the incoherent data-cube. The retrieval error is about the same as that obtained for bare soil [57], despite the fact that the vegetation effect is substantial during SMAPVEX12. The forward model employs the physically based solution to radar scattering. The empirical tuning was performed only on the vegetation parameterization over the entire field, not for individual fields. These aspects of the forward model and retrieval suggest that this approach may be applicable to other observations of soybean.
Figure II.28. Field 63 soil moisture (Mv) retrieval using (a) the coherent data-cube, (b) the incoherent data-cube. X-axis represents time: “120617” stands for June 17th 2012, hereinafter the same.
2.5 Conclusions

Wheat and canola data-cubes are developed based on a physical scattering model to support soil moisture retrieval for the SMAP mission. The physical model combines the distorted Born approximation with the NMM3D. The distorted Born approximation is derived from the Foldy-lax equation with first-order iteration using the half-space Green’s function and the T matrix. The backscattering coefficients of the data-cubes compare well with the UAVSAR data collected during the SMAPVEX12 field campaign over a wide range of VWC and soil moisture. Correlation coefficient are 0.84 and 0.93 for HH backscattering coefficients, and 0.85 and 0.77 for VV backscattering coefficients of wheat and canola fields, respectively. The RMSE are 0.82 dB and 0.78 dB for HH backscattering coefficients, and 0.97 dB and 1.30 dB for VV backscattering.
coefficients of wheat and canola fields, respectively. The total error for the backscattering coefficient from the data-cubes is generally smaller than that from the MIMICS model applied in [27] for the wheat and canola fields at 40 degrees incident angle and L-band. The time-series retrieval algorithm developed for the SMAP mission is implemented to retrieve the soil moisture using the data-cubes, resulting in a RMSE of 0.043 cm$^3$/cm$^3$ for the wheat fields, compared with the in-situ soil moisture from SMAPVEX12. The retrieval performance for the canola fields is not as good, a RMSE of 0.082 cm$^3$/cm$^3$, mainly because the volume scattering, which is independent of soil moisture, dominates among the backscattering mechanisms. The satisfactory results in the chapter will contribute to SMAP’s global soil moisture retrieval since there is no empirical tuning for individual fields. In the future, the data-cubes will be refined with more field campaign data sets so that the retrieval accuracy can be further improved, especially for the canola data-cubes. Recently, the SMAP baseline active retrieval algorithm based on data-cubes has been applied to the SMAP satellite data [7].

A coherent model with conditional probabilities is developed to compute the radar scattering from soybean fields. With the use of conditional probabilities, the unrealistic overlap of two branches at the same location is avoided. The new model is closer to the reality than the previous models, and produces smaller scattering compared with the previous coherent model predictions. However, it also generates significantly larger scattering than the incoherent model. By comparisons with SMAPVEX 12 data, we are able to show that this approach agrees well with observations in both the absolute values of backscattering and the polarization ratios between VV and HH backscattering coefficients. Using the coherent model with conditional probabilities, the RMSE of the data-cube prediction decreases to 1.1 dB for VV backscattering coefficients and 0.84 dB for HH backscattering coefficients. The accuracy of the time-series retrieval of soil moisture
also improves by using the new data-cube based on the coherent model with conditional probabilities, compared with the incoherent data-cube. By imposing a constraint on the VWC in retrieval, the RMSE of the retrieved soil moisture for the 13 SMAPVEX12 soybean fields was as small as 0.05 cm$^3$/cm$^3$. Moreover, the current model with improved physical representation may be applicable to other soybean fields because it does not depend on the characteristics of individual field or flight campaign. The data-cube method of soil moisture retrieval depends on the accuracy of the data-cube which requires that long enough time-series should be acquired to train the data-cube before the retrieval of soil moisture. Thus, SMAPVEX12 is necessary before the launch of SMAP. Although the retrieval performance will vary somewhat with the SMAP data due to the difference in speckle and landcover heterogeneity, the satisfactory retrieval reported in this chapter adds confidence to the algorithm and will benefit SMAP mission’s goal of the global soil moisture retrieval.
CHAPTER III

A Unified Combined Active and Passive Model for Microwave Remote Sensing of Agricultural Vegetation at L-Band

The distorted Born approximation (DBA) of volume scattering was combined with the numerical solution of Maxwell’s equations (NMM3D) for rough surfaces to calculate radar backscattering coefficients for the Soil Moisture Active Passive (SMAP) mission, in chapter II. The model results were validated with the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12) data. In this chapter, this existing model is extended to calculate the bistatic scattering coefficients for each of the three scattering mechanisms: volume, double-bounce and surface scattering. Emissivities are calculated by integrating the bistatic scattering coefficients over the hemispherical solid angle. The backscattering coefficients and emissivities calculated using this approach form a consistent model for combined active and passive microwave remote sensing. This has the advantage that the active and passive microwave remote sensing models are founded on the same theoretical basis and hence allow the use of the same physical parameters such as crop density, plant height, stalk orientation, leaf radii, and surface roughness, amongst others. In this chapter, this combined active and passive model, DBA/NMM3D, is applied to four vegetation types to calculate both backscattering coefficients and brightness temperature: wheat, winter wheat, pasture and canola. We demonstrate the use of the DBA/NMM3D for both active and passive using the same input parameters for matching active and passive coincident data. The model results are validated using coincident airborne Passive Active L-band System (PALS) low-
altitude radiometer data and Uninhabited Aerial Vehicle Synthetic Aperture Radar (UAVSAR) data taken during the SMAPVEX12 field campaign. Results show an average root mean squared error (RMSE) of 1.04 dB and 1.21 dB for backscatter at VV and HH backscattering coefficients, respectively, and 4.65 K and 6.44 K for brightness temperature at V-pol and H-pol, respectively. The results are comparable to those from the tau-omega model which is commonly used to compute the brightness temperature, though the physical parameters used in this model are different from the empirically adjusted parameters used in the tau-omega model.

3.1 Introduction

Combined active and passive microwave remote sensing of vegetation-covered surfaces is of great interest and importance given the increasing number of active and passive satellite microwave missions and datasets available for studies of land surfaces for application in hydrology and terrestrial ecology [1]. For example, L-band radar and radiometer data can be used to retrieve soil moisture over crop fields. According to the previous research, L-band is the optimal choice for remote sensing of near surface soil moisture of vegetation-covered surfaces with moderate vegetation water content (VWC) [58, 59]. At L-band, the atmosphere can be near transparent even under cloudy and rain conditions and the transmissivity through the vegetation canopy with moderate VWC is relatively high; so that the L-band radar or radiometer data has considerable sensitivity to the near surface soil moisture of the agricultural fields [2, 3, 58, 59]. Soil moisture is closely linked to crop water stress and its availability hence provides better crop supply and demand information. This in turn enables improvements in crop productivity [3]. The VWC is closely related to the crop development and can also be estimated from the radar and radiometer data. This further enables crop assessment and monitoring [3]. For many years, passive microwave
retrieval algorithms for satellite missions such as Advanced Microwave Scanning Radiometer-E (AMSR-E), Soil Moisture Ocean Salinity (SMOS), and SMAP have been based on the tau-omega model [58, 60], which is derived from a zeroth order solution of the radiative transfer equation. Since the zeroth order solution ignores the phase matrix term [4], an empirically adjusted scattering albedo $\omega$, which is usually smaller than the physical parameter, must be used to fit this model to observations. The vegetation parameter $b$ used in the tau-omega model to relate VWC to the optical thickness $\tau$ is also empirical. In modeling the rough surface effects in the tau-omega model, the $h-Q$ formulation [61] is used; it includes only the coherent wave specular reflection while ignoring the bistatic scattering. Thus, empirical “best-fit” parameters rather than physical parameters are used in the tau-omega model. For active remote sensing modeling, we previously used the distorted Born approximation (DBA) [11] and the numerical solutions of the Maxwell’s equations (NMM3D) [32] (this method is called NMM3D-DBA for short), where the coherent reflectivity and rough-surface scattering are calculated by NMM3D [32]. This model was used to calculate the VV and HH backscatter at L-band for pasture [6], wheat, winter wheat and canola fields. The active model has been validated using data from the Soil Moisture Active Passive Validation Experiment 2012 (SMAPVEX12) [6, 10]. The distorted Born approximation is valid for these vegetation types because the optical thickness at L-band is small.

Combined active and passive approaches for remote sensing of vegetation-covered surfaces have been studied extensively. In many studies, the analyses for radiometer and radar data were based on different models: the tau-omega model was used as a passive model [62, 63], while an empirical model [62] or the water-cloud model [63] was used as an active model. Ferrazzoli et al. [64] and Guerriero et al. [65] discussed the interrelations between emission and scattering for vegetation-covered surfaces. In [64, 65], the emissivity and backscattering coefficient were
computed in a unified approach using the radiative transfer theory and the “matrix doubling” algorithm. Chauhan et al. [66] used DBA to compute both the backscattering coefficient and brightness temperature for corn. But the direct scattering from the soil surface was not taken into account, which can be important for rough soil surface [67]. Furthermore, only brightness temperature data at H-polarization over a one-week period were used for comparison. In this chapter, we study active and passive microwave remote sensing in a consistent manner using NMM3D-DBA for both active and passive. The active model NMM3D-DBA is extended to calculate bistatic scattering, and integration of the bistatic scattering over the hemispherical solid angle is used to calculate emissivity. Thus, the active and passive microwave remote sensing models are founded on the same theoretical basis and allow the use of the same physical parameters such as crop density, plant height, stalk orientation, leaf radii, surface roughness, amongst others. The vegetation canopy is modeled as a layer of uniformly distributed dielectric cylinders and disks representing stalks and leaves, respectively [11]. The distorted Born approximation is derived from the Foldy-Lax equation with first-order iteration using the half-space Green’s function and the T matrix [4]. The attenuation through the vegetation layer is accounted for by the imaginary part of the effective propagation constant calculated by Foldy’s approximation [4]. NMM3D results are based on the Method of Moments (MoM) with the Rao-Wilton-Glisson (RWG) basis function using Gaussian random rough surfaces with exponential correlation functions, which have been shown to agree well with experimental data for various root mean square (RMS) height values and soil moisture conditions [32]. The total bistatic scattering is expressed as the incoherent sum of three scattering mechanisms: volume scattering, double-bounce scattering and surface scattering. In the coherent model [36, 68], the collective scattering between the vegetation scatterers is taken into account, and then the scattering from the vegetation and the scattering from the rough surface
are added incoherently. The coherent model is more difficult to implement than the incoherent model, especially for calculating emissivity which includes integration over the upper hemispherical solid angle. The coherent model also requires more input parameters such as the relative positions of the scatterers. In this chapter, it is the first time that the incoherent model is combined with NMM3D for emissivity calculations. The MIMICS model [28] uses first-order radiative transfer (RT) and the rough-surface scattering is calculated by one of the three methods: Geometrical Optical Model (GO), Physical Optics Model (PO) and Small Perturbation Model (SPM). In this chapter, we use NMM3D-DBA. The DBA is the same as the first-order RT theory except that it includes backscattering enhancement [43] in the double-bounce term. In the backscattering direction, the double-bounce term from DBA is twice (3dB) larger than that from the first-order RT for co-pol. The rough-surface scattering is calculated by the numerical solution of Maxwell’s equations (NMM3D).

Here, the NMM3D-DBA model is applied to the analysis of SMAPVEX12 data for wheat, winter wheat, pasture and canola fields to calculate both brightness temperatures and radar backscatter coefficients. The collective and multiple scattering effects do not contribute significantly for the fields studied in this chapter since bistatic surface scattering mostly dominates among the three scattering mechanisms and the scattering parameter $\omega$ as well as the optical thickness $\tau$ is not large for these fields. Thus the distorted Born approximation which is easier to implement and requires less input parameters than the coherent model [36] and the multiple scattering model [5] is applied to these fields. The model results are compared with the brightness temperature and backscatter observations from SMAPVEX12 [34]. SMAPVEX12 was a pre-launch Soil Moisture Active Passive (SMAP) field experiment. Observations began during the period of early crop development and finished at the point where crops had reached maximum.
biomass. Soil moisture also varied significantly [34]. These long-duration measurements, over a wide range of soil moisture and vegetation conditions, are a unique and valuable attribute of this field campaign when compared with previous airborne experiment, and provide an extensive data set critical to test the vegetation scattering models and radar-based soil moisture retrieval algorithm for SMAP [34].

The outline of the chapter is as follows: section 3.2 presents the derivations of the bistatic scattering coefficients using NMM3D-DBA that are used to calculate the emissivity. In section 3.3, the NMM3D-DBA model uses the same physical parameters to compute both brightness temperature and backscatter, which are evaluated by the SMAPVEX12 PALS low-altitude radiometer data and UAVSAR data, respectively. Section 3.4 presents the comparison between the NMM3D-DBA and the tau-omega model.

3.2 Unified Combined Active and Passive Model Based on NMM3D-DBA

Emissivity \( e_q \) related to brightness temperature through the physical temperature of the object, is calculated by integrating the bistatic scattering coefficients over the hemispherical solid angle as given in the equation below [64, 65]

\[
e_q = 1 - \frac{1}{4\pi} \int_0^{\pi/2} d\theta_s \sin \theta_s \int_0^{2\pi} d\phi_s \sum_{p=v, h} \gamma_{pq} (\theta_s, \phi_s; \theta_i, \phi_i)
\]

(3.2.1)

where the subscripts ‘p’ and ‘q’ stand for polarization, either ‘v’ or ‘h’. \( \gamma_{pq} \) is the bistatic scattering coefficient with ‘q’ denoting the polarization of transmitting and ‘p’ denoting the polarization of receiving. \( \theta_i \) and \( \phi_i \) as used in a spherical coordinate system define the incident
direction, while $\theta_s$ and $\phi_s$ define the scattering direction. The integration is calculated numerically using the Trapezoid rule. The convergence of the integration with regard to the number of points used has been checked. To calculate the bistatic scattering coefficient $\gamma$ we use the distorted Born approximation for the vegetation volume scattering, which is derived below, and NMM3D [32] for coherent reflectivity and bistatic rough-surface scattering by the soil surface. In the derivations below, the crucial assumptions are: (1) the vegetation scatterers are uniformly distributed in the vegetation layer; (2) each type of vegetation scatterer, such as stalks or leaves, is statistically identical in terms of the size, shape and permittivity; (3) there is no correlation between the scattered fields of different vegetation scatterers, hence the incoherent model can be used; and (4) the first-order scattering contributions are significantly larger than the high-order scattering contributions in the vegetation, such that a single scattering approximation is applicable.
Figure III.1 Scattering from a vegetation-covered surface. The three scattering mechanisms are: (a) volume scattering; (b) double-bounce scattering (i) scattering from the scatterer and then reflected by the surface, (ii) scattering of the reflected wave by a scatterer; (c) surface scattering.

As shown in Figure III.1, let the vegetation layer be region 1 and the air above the vegetation layer be region 0. Then, the total field in region 0 is according to the Foldy-Lax equation [4] with first-order iteration:

$$
\bar{E} = \bar{E}_{\text{inc}} + \bar{E}_{\text{ref}} + \sum_{j=1}^{N} \bar{G}_{01} \bar{T}_j \left( \bar{E}_{\text{inc}} + \bar{E}_{\text{ref}} \right)
$$

(3.2.2)

where $N$ is the total number of scatterers and $\bar{T}_j$ is the transfer operator for scatterer $j$ [4]. The subscript ‘01’ of the Green’s function ($\bar{G}_{01}$) indicates that the scatterers are in region 1 while the observation is in region 0. $\bar{E}_{\text{inc}}$ and $\bar{E}_{\text{ref}}$ are the incident and reflected field by the rough surface under the vegetation, respectively.

The vegetation scatterers are in the upper space over a lower space of soil, as shown in Figure III.1. There is reflection at the boundary between the vegetation layer and the soil while there is no physical reflection at $z = 0$ (between the vegetation layer and air). Thus, the half space Green’s function [4] is used and can be separated into two terms ($\bar{G}_{01}^{(0)}$ and $\bar{G}_{01}^{(R)}$ as below). The total scattered field from the $N$ vegetation particles can be written as [4]:
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\[
E_s = \sum_{j=1}^{N} \frac{\bar{E}_{inc} + \bar{E}_{ref}}{G_{01}} + \frac{\bar{E}_{inc} + \bar{E}_{ref}}{G_{01}} T_j \left( \bar{E}_{inc} + \bar{E}_{ref} \right) \]  

(3.2.3a)

where \( G_{01} \) with the superscript ‘\((R)\)’ represents the part of Green’s function with reflection by the soil below while \( G_{01} \) with the superscript ‘\((0)\)’ represents the remaining part of the Green’s function.

Multiplying out the two brackets yields

\[
E_s = \sum_{j=1}^{N} \left( \frac{\bar{E}_{inc} + \bar{E}_{ref}}{G_{01}} T_j \frac{\bar{E}_{inc} + \bar{E}_{ref}}{G_{01}} \right) \]  

(3.2.3b)

\[
E_s \approx \sum_{j=1}^{N} \left( \frac{\bar{E}_{inc} + \bar{E}_{ref}}{G_{01}} T_j \frac{\bar{E}_{inc} + \bar{E}_{ref}}{G_{01}} \right) \]  

(3.2.3c)

The first term \( \sum_{j=1}^{N} \frac{\bar{E}_{inc}}{G_{01}} \) is the volume scattering while the second and third terms \( \sum_{j=1}^{N} \frac{\bar{E}_{ref}}{G_{01}} T_j \) are the double-bounce scattering, as illustrated in Figure III.1 (a) and (b). The last term \( \sum_{j=1}^{N} \frac{\bar{E}_{ref}}{G_{01}} T_j \) is the triple bounce scattering, which is likely to be weak in the case of grass, wheat, canola and soybean fields at L-band [27]; it is ignored here as shown in equation (3.2. 3c).

According to the analysis above, the total bistatic scattering is calculated as the sum of the three scattering mechanisms shown in Figure III.1: volume scattering, double-bounce scattering and surface scattering.

\[
\gamma_{pq} = \gamma_{pq}^{vol} + \gamma_{pq}^{db} + \gamma_{pq}^{surf} \]  

(3.2.4)
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where the superscript ‘vol’ is short for volume scattering, ‘db’ is short for double-bounce scattering and ‘surf’ is short for surface scattering.

The bistatic scattering coefficient is calculated as [2]:

$$\gamma_{pq} = \frac{4\pi}{A \cos \theta_i} \langle S_{pq} S_{pq}^* \rangle$$

(3.2.5)

where $A$ is the illumination area, $S_{pq}$ is the element in the scattering matrix and the angle brackets $\langle \rangle$ in the expressions indicate the statistical average over the orientations of different scatterers.

The calculations of $S_{pq}$ was explained in details in chapter II.

Figure III.2 Cylinder scatterer elevation angle ($\beta$) and azimuth angle ($\alpha$).
Figure III.3 Photos of wheat from SMAPVEX12.

Figure III.4 Photos of pasture from SMAPVEX12.
The $S_{pq}$ for volume scattering is

$$S_{pq}^{\text{vol}} = \sum_{j=1}^{N} \exp \left( -i \left( \overline{k}_{pq} - \overline{K}_{iq} \right) \cdot \overline{r}_j \right) f_{pq,j} \left( \theta_s, \phi_s; \pi - \theta_i, \phi_i \right)$$  \hspace{1cm} (3.2.6)

with, $\overline{k}_{pq} = k \sin \theta_i \cos \phi_i \hat{x} + k \sin \theta_i \sin \phi_i \hat{y} + k_{pq} \hat{z}$, $\overline{K}_{iq} = k \sin \theta_i \cos \phi_i \hat{x} + k \sin \theta_i \sin \phi_i \hat{y} - k_{iq} \hat{z}$

$$\hspace{1cm} (3.2.7)$$

where the subscript ‘i’ represents incident and is changed to ‘s’ when representing scattered. $\overline{r}_j = x_j \hat{x} + y_j \hat{y} + z_j \hat{z}$ is the position of the $j$th scatterer. $k$ is the wavenumber in free space. $f_{pq,j}$ is the scattering amplitude for the $j$th scatterer. Cylinders and disks are used to model the vegetation scatterers [11]. For example, grass, wheat and the stalks of the canola plants are modeled as cylinders while canola leaves are modeled as disks as shown in Figure III.2, Figure III.3, Figure III.4, and Figure II.4 (a). The scattering amplitudes $f_{pq,j}$ for cylinders and disks are calculated using the Infinite Cylinder Approximation (ICA) and Generalized Rayleigh-Gans Approximation [4], respectively.

The boundary condition, which is also called the phase matching condition, states that the tangential component of the total electric field is continuous across the boundary when there are no sources at the boundary [2]. With the application of the phase matching condition [2] at the boundary between the air and vegetation layer, we obtain

$$k_{iq} = \sqrt{k_q^2 - k^2 \sin^2 \theta_i}$$  \hspace{1cm} (3.2.8)

where $k_q$ is the effective propagation constant in the vegetation layer for polarization ‘$q$’. $k_q$ is calculated by Foldy’s approximation where the scatterers are treated as embedded in the equivalent homogenous media [4].
\[ k_q = k + \frac{2\pi n_0}{k} \left( f_{pq} (\pi - \theta, 0; \pi - \theta, 0) \right) \]  \hspace{1cm} (3.2.9)

where \( n_0 \) is the number of scatterers per m\(^3\).

\( k_{spz} \) is obtained in the same way. Using equation (3.2.6) and assuming independent scattering,

\[
\left\langle S_{pq}^{vol} S_{pq}^{vol*} \right\rangle = \sum_{j=1}^{N} \left\{ \exp \left( -i \left( \overline{k}_{sp} - \overline{K}_{iq} \right) \cdot \overline{r}_j \right) \exp \left( i \left( \overline{k}_{sp}^{*} - \overline{K}_{iq}^{*} \right) \cdot \overline{r}_j \right) \right\} \times \left\{ f_{pq,j} \left( \theta, \phi, \pi - \theta, \phi \right) f_{pq,j}^{*} \left( \theta, \phi, \pi - \theta, \phi \right) \right\} \]  \hspace{1cm} (3.2.10)

Assuming that the scatterers are statistically identical and uniformly distributed in the vegetation layer [4], we can rewrite equation (3.2.10) as:

\[
\left\langle S_{pq}^{vol} S_{pq}^{vol*} \right\rangle = N \int_{V} d\overline{r}_j \exp \left( 2 \text{Im} \left( \overline{k}_{sp} - \overline{K}_{iq} \right) \cdot \overline{r}_j \right) \left| \left\langle f_{pq,j} \left( \theta, \phi, \pi - \theta, \phi \right) \right\rangle \right|^2 \]  \hspace{1cm} (3.2.11)

where \( V \) is the volume of the vegetation layer, and \( \text{Im}(\cdot) \) indicates that only the imaginary part is used. According to the phase matching condition [2], the \( x \) and \( y \) components of \( \overline{k}_{sp} \) and \( \overline{K}_{iq} \) are real and only the \( z \) component has an imaginary part. \( \frac{N}{V} = n_0 \). Let the thickness of the vegetation layer be \( d \), and then it follows that:

\[
\left\langle S_{pq}^{vol} S_{pq}^{vol*} \right\rangle = n_0 A \int_{-d}^{0} \exp \left( 2 \text{Im} \left( k_{qz} - K_{iqz} \right) z_j \right) \left| \left\langle f_{pq,j} \left( \theta, \phi, \pi - \theta, \phi \right) \right\rangle \right|^2 dz_j \]  \hspace{1cm} (3.2.12)

where \( z_j \) is the \( z \) coordinate of the \( j \)th scatterer. The limits of the integration is \(-d\) and 0 since the vegetation layer is within the range of \(-d\) to 0 as illustrated in Figure III.1.

And finally, by substituting equation (3.2.12) into (3.2.5),

\[
\gamma_{pq}^{vol} = \frac{4\pi n_0}{\cos \theta_i} \frac{1 - \exp \left( -2 \text{Im} \left( k_{qz} \right) + \text{Im} \left( k_{iqz} \right) \right) d}{2 \left( \text{Im} \left( k_{qz} \right) + \text{Im} \left( k_{iqz} \right) \right)} \left| \left\langle f_{pq,j} \left( \theta, \phi, \pi - \theta, \phi \right) \right\rangle \right|^2 \]  \hspace{1cm} (3.2.13)

Next, for double-bounce scattering, there are two terms: (i) scattering from a scatterer that is then reflected by the surface, and (ii) scattering of the reflected wave by a scatterer, as shown in Figure...
III.1 (b). The bistatic scattering coefficient for double-bounce scattering is thus the sum of the bistatic scattering coefficient of these two scattering terms:

\[ \gamma_{qp}^{db} = \gamma_{qp}^{db, sr} + \gamma_{qp}^{db, rs} \]  \hspace{1cm} (3.2.14)

where the superscripts ‘sr’ and ‘rs’ stand for term (i) and term (ii) of the double-bounce scattering, respectively.

For \( \gamma_{qp}^{db, sr} \) (scattered by the scatterer and then reflected), we have

\[ S_{pq}^{db, sr} = \sum_{j=1}^{N} R_{p} (\theta_s) \exp \left( 2ik_{spc} d \right) \exp \left( -i \left( \bar{K}_{sp} - \bar{K}_{sz} \right) \right) \exp \left( \pi - \theta_s, \phi_s; \pi - \theta, \phi \right) \]  \hspace{1cm} (3.2.15)

where \( R_{p} \) is the coherent reflectivity of the rough surface for \( p \) polarization calculated from NMM3D [43] and \( d \) is the thickness of the vegetation layer.

Similarly, the assumption that the scatterers are statistically identical, mutually independent and uniformly distributed in the vegetation layer [4] leads to

\[ \langle S_{pq}^{db, sr} S_{pq}^{db, sr*} \rangle = n_{0} A \int_{-d}^{0} dz_{j} \left\{ \exp \left( 2 \Im \left( -k_{spc} + k_{uc} \right) \right) \left| R_{p} (\theta_s) \right|^{2} \times \exp \left( -4 \Im (k_{spc}) d \right) \left| f_{pq} (\pi - \theta_s, \phi_s; \pi - \theta, \phi) \right|^{2} \right\} \]  \hspace{1cm} (3.2.16)

After simplification and substituting into equation (3.2.5), we obtain

\[ \gamma_{pq}^{db, sr} = \begin{cases} 4\pi n_{0} \frac{1 - \exp \left( 2 \left( \Im (k_{spc}) - \Im (k_{uc}) \right) d \right)}{\cos \theta_s} & \text{if } \Im (k_{spc}) \neq \Im (k_{uc}) \\ \left| R_{p} (\theta_s) \right|^{2} \exp \left( -4 \Im (k_{spc}) d \right) \left| f_{pq} (\pi - \theta_s, \phi_s; \pi - \theta, \phi) \right|^{2} & \text{if } \Im (k_{spc}) = \Im (k_{uc}) \end{cases} \]  \hspace{1cm} (3.2.17)
For the other term in the double-bounce scattering, $\gamma_{qp}^{db, sr}$ (reflected by the rough surface and then scattered by the scatterer),

\[
S_{pq}^{db, rs} = \sum_{j=1}^{N} R_{q} (\theta) \exp\left(2i k_{iq} d\right) \exp\left(-i\left(\bar{k}_{qp} - k_{iq}\right)\cdot\bar{r}_{j}\right) f_{pq} (\theta, \phi_{z}; \theta, \phi_{i})
\]  

(3.2.18)

Similarly, assuming independent scattering and that the scatterers are statistically identical and uniformly distributed in the vegetation layer [4],

\[
\langle S_{pq}^{db, rs} S_{pq}^{db, rs\ast} \rangle = n_0 A \int_{-d}^{0} d z_i \left\{ \exp\left(2 \text{Im}(k_{spc} - k_{iqc}) z_i\right) |R_{q} (\theta)|^2 \times \left\{ \exp\left(-4 \text{Im}(k_{iqc}) d\right) \left|f_{pq} (\theta, \phi_{z}; \theta, \phi_{i})\right|^2 \right\} \right\}
\]  

(3.2.19)

Finally, $\gamma_{pq}^{db, sr}$ can be expressed as:

\[
\gamma_{pq}^{db, sr} = \begin{cases} 
\frac{4 \pi n_0}{\cos \theta} \left[1 - \exp\left(-2 \text{Im}(k_{spc}) - \text{Im}(k_{iqc})\right) d\right] \times \left|\text{Im}(k_{spc}) - \text{Im}(k_{iqc})\right| & \text{if } \text{Im}(k_{spc}) \neq \text{Im}(k_{iqc}) \\
\frac{4 \pi n_0}{\cos \theta} |R_{q} (\theta)|^2 \exp\left(-4 \text{Im}(k_{iqc}) d\right) \left|f_{pq} (\theta, \phi_{z}; \theta, \phi_{i})\right|^2 & \text{if } \text{Im}(k_{spc}) = \text{Im}(k_{iqc})
\end{cases}
\]  

(3.2.20)

Finally, for surface scattering, the bistatic scattering can be expressed as [6, 32]:

\[
S_{pq}^{surf} = \exp\left(ik_{spc} d\right) \exp\left(ik_{iqc} d\right) S_{pq}^{R}
\]  

(3.2.21)

where $S_{pq}^{R}$ is the surface scattering by bare soil calculated from NMM3D [32] and the exponential parts account for the attenuation through the vegetation layer.

In NMM3D, Maxwell’s equations are solved numerically based on MoM and RWG basis functions, which is an intensive computational problem [43]. Tapered incidence fields are used since the simulated random rough surface is of finite extent, and the results for infinite surfaces are extracted from the simulations of the finite surfaces [43]. The soil surfaces are assumed to be
Gaussian random rough surfaces with exponential correlation functions, which appear to provide the best fit to the natural surfaces among the correlation functions reported in literature [2]. For L-band in this chapter, the surface area used for simulations in NMM3D is 16 by 16 square wavelengths. In this case, the RMS heights that can be simulated are within the range of 0 ~ 5 cm (0.21 wavelengths) which covers the RMS heights for all the fields studied in this chapter and captures the wide range of the natural conditions [6]. If an RMS height larger than 0.21 wavelengths is required, a larger surface area has to be simulated, which requires more computation resources and time.

Then, $\gamma_{pq}^{\text{surf}}$ can be calculated by substituting the following expression into equation (3.2.17).

$$\langle S_{pq}^{\text{surf}} S_{pq}^{\text{surf}*} \rangle = \exp\left(-2\text{Im}(k_{pq})d\right)\exp\left(-2\text{Im}(k_{pq})d\right)\langle S_{pq}^{R} S_{pq}^{R*} \rangle$$  \hspace{1cm} (3.2.22)

After calculating the bistatic scattering coefficients $\gamma$, the emissivity is obtained by the integration of $\gamma$ over the hemispherical solid angle as shown in equation (3.2.1). Finally, multiplying the emissivity by the physical temperature yields the brightness temperature of the vegetation fields.

For active microwave remote sensing, the backscattering coefficients are needed. We used the same vegetation model and formulations as illustrated above to calculate the backscattering coefficients and substitute $\theta_s = \theta_i$, and $\phi_s = \phi_i + \pi$ which indicates the backscattering direction into the equations. In this way, the active and passive models are founded on the same theoretical basis and the same physical parameters as will be explained in section III are used.
3.3 Model Validation for Different Vegetation Types

In this section, the unified combined active and passive model is applied to calculate the backscattering coefficient and brightness temperature for different vegetation types. The results are compared with the data.

3.3.1 Physical Parameters for Different Vegetation Types

![Figure III.5 SMAPVEX12 study area (white box), sampling fields (cyan boxes) and low altitude PALS flight lines (yellow lines).](image)

To validate the consistent combined active and passive model NMM3D-DBA, we used the data from the SMAPVEX12 campaign. The SMAPVEX12 campaign is briefly summarized in this section and its details are available in [34]. Since SMAPVEX12 was described in chapter II. Here,
complementary information related to this chapter about SMPAVEX is described. The study area of SMAPVEX12 is shown in Figure III.5, where the dominant vegetation types are cereals (including wheat, winter wheat and oat), soybeans, canola, corn and pasture. The number of soybean fields is largest among all the sampling fields, as compared to the other vegetation types. The SMAPVEX12 campaign provided vegetation data, soil moisture data and coincident backscatterer and brightness temperature data which are of value in algorithm development for vegetation-covered surfaces.

Flights of the Uninhabited Aerial Vehicle Synthetic Aperture Radar (UAVSAR) [45], an aircraft-based fully polarimetric L-band radar, provided backscatter data of high-quality from its stable platform with high spatial resolution and reliable calibration. For UAVSAR, the noise floor was ~45 dB and the relative calibration error was 0.3 dB. Flights of the Passive Active L-band System (PALS) provided both brightness temperature and radar backscatter data. For the passive sensor of PALS, the noise level for the field averages was less than 0.1 K and the calibration accuracy was 0.2 K. The UAVSAR was flown on a G-III aircraft while the PALS was flown on a Twin Otter. The flight lines of low altitude PALS are shown in Figure III.5 where the lines (3) and (4) were also flown by UAVSAR. Both aircrafts were flown several times per week providing coverage with a temporal frequency similar to that of the SMAP satellite. The operating frequencies were 1.413 GHz and 1.26 GHz for PALS and UAVSAR, respectively. Data within the UAVSAR swath were collected over a wide range of incidence angles. These values were normalized to an incidence angle of 40 degrees using the histogram-matching method [46], in order to be comparable to the SMAP data. The residual error in the normalization is smaller than 1 dB standard deviation. Speckle noise was significantly removed by averaging single-look data at ~7 m resolution over each field (~800 m×800 m). PALS was designed to measure data at a 40
degrees incidence angle, therefore already matching the observation angle of SMAP. PALS data were acquired at both low and high aircraft altitudes. The low-altitude flights provided an effective resolution of 600 m, which is smaller than the typical field size of 800 m×800 m. The PALS low-altitude data are hence more suitable for NMM3D-DBA model validation, which assumes homogeneous vegetation conditions. The PALS radiometer operates using a two-reference switching scheme with a matched load and a noise diode as the two references to remove internal gain fluctuations [34]. The calibration utilizes three measurements: the noise diode level, a lake and 45 degrees polarization rotation angle over the lake and land surface as detailed in [34]. The measured backscatter and brightness temperature data are compared with computed outputs from the model which will be illustrated in following sections.

Other measured model inputs were VWC, RMS rough-surface height, soil moisture, and soil and vegetation temperatures. The measurements of VWC, RMS rough-surface height, soil moisture, were described in chapter II. Subsurface soil, surface soil and vegetation temperatures were also measured on flight days at four sites in each field. Subsurface soil temperatures were measured at 5 cm and 10 cm using a digital thermometer. The temperatures for sunlit and shaded vegetation and surface soil were recorded using a thermal infrared thermometer. Vegetation attributes including crop density, plant height, stem diameter, stalk height, stalk angle, leaf thickness and leaf width were also measured. These observations provided a basis for choosing the parameters for the combined active and passive model. For the SMAPVEX12 wheat and winter wheat fields, most of the data were taken during the stem elongation, booting, heading, and ripened stages. The pasture fields varied little throughout the campaign. The growth stages of the SMAPVEX12 canola crops progressed from leaf development to stem elongation and finally entering ripening.
To validate the combined active and passive model using SMAPVEX12 data, the measured RMS height, VWC and in-situ soil moisture are input to the model to compute backscatter and brightness temperature; these are then compared with the UAVSAR and PALS low-altitude radiometer measurements. Other physical parameters needed in the model including crop density, plant height, stalk orientation and leaf radii are derived from the ground measurements which are explained in detail for each vegetation type as below. In general, the measured data directly ingested into the model are the RMS height, VWC and in-situ soil moisture. (The measured soil and vegetation temperatures are also directly given to the model to convert the emissivity to brightness temperature.) The other inputs are either constants estimated from field measurements or values calculated from the VWC, depending on how much the parameters changed during the SMAPVEX12 campaign. The goal when developing the forward models is to retrieve information about the vegetation-covered surfaces, such as the soil moisture and VWC, from the radar and radiometer data. In the future, we plan to implement a data-cube retrieval algorithm as detailed in [6], where lookup-tables are computed using the forward model. It is noted that the parameters used for wheat and canola plants listed below are a little different from those listed in chapter II. This is the DBA model has approximations and the results are based on fine tuning to match the data. In chapter II, only active data (i.e., backscattering coefficients) need to be matched. In this chapter, both active and passive (i.e., brightness temperature) data need to be matched, using the same sets of parameters. Thus, the parameters tuning is a little different in these two chapters. But all the parameters are tune within the reasonable ranges in nature. In the latter two chapters, new vegetation models which are accurate and solve Maxwell’s equations for vegetation will be developed.
(i) Wheat and Winter Wheat

Wheat is modeled as a layer of uniformly distributed cylinders with different orientations. For simplicity, the wheat leaves and ears are ignored since the wheat plants during SMPAVEX 12 were dominated by the stalks, as shown in Figure III.3. The model parameters (diameter, density and orientations of the cylinders) for the wheat and winter wheat fields are presented in Table III-1. The length of the cylinders is calculated from VWC using:

\[ l = \frac{VWC}{\pi a^2 \rho_{water} n_a M_{veg_{wheat}}} \]  \hspace{1cm} (3.3.1)

where \( l \), \( a \), \( \rho_{water} \), \( n_a \) and \( M_{veg} \) stand for the length, radius, water density, number of cylinders per \( m^2 \) and volumetric water content of vegetation, respectively. The measured length is not used because it was not measured on flight days; instead, VWC was synchronized with the UAVSAR and PALS data. VWC measures the weight of the water contained in the vegetation in an area of 1 \( m^2 \) which has the unit \( kg/m^2 \). \( M_{veg} \) is defined as the volume of the water in plant divided by the total volume of the plant. \( M_{veg} \) is estimated from the gravimetric water content (\( M_g \)) measured during SMAPVEX12, which determines the dielectric constant [49] of leaves and stalks and subsequently affects the scattering by the vegetation.

Table III-1. Physical parameters for the wheat fields. \( M_{veg} \) is the volumetric water content of the wheat. \( n_a \) is the number of wheat plants in 1 \( m^2 \). \( \beta \) and \( \alpha \) which define the orientation of the scatterer are the elevation angle and the azimuth angle, respectively, as shown in Figure III.2. The probability function for the scatterer elevation angle is chosen to be \( p(\beta) = C \sin^4(\beta) \cos^2(\beta) \) to achieve a good agreement between the data-cube and measurements. The coefficient \( C \) is determined so that the integration of \( p(\beta) \) over \( 5^\circ \sim 30^\circ \) is 1. The distribution of the scatterer azimuth angle is uniform over all the angles. For winter wheat, \( M_{veg} \) is 70\% and \( n_a \) is 450 \( m^2 \).

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>( M_{veg} )</th>
<th>( n_a ) (( m^2 ))</th>
<th>( \beta )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6</td>
<td>80%</td>
<td>400</td>
<td>5` ~ 30`</td>
<td>0 ~ 360`</td>
</tr>
</tbody>
</table>

(ii) Pasture
Pasture vegetation is modeled as a layer of uniformly distributed cylinders. The physical parameters (diameter, length and orientations of the cylinders) for the pasture field are presented in Table III-2. The number of cylinders per unit volume is related to VWC:

\[
n_0 = \frac{VWC}{\pi a^2 l^2 \rho_{\text{water}} M_{\text{veg}} \rho_{\text{wheat}}}
\]  
(3.3.2)

Table III-2. Physical parameters for the pasture field.

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>M_{\text{veg}}</th>
<th>Length (cm)</th>
<th>β</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>80%</td>
<td>60</td>
<td>10° ~ 90°</td>
<td>0 ~ 360°</td>
</tr>
</tbody>
</table>

(iii) Canola

For canola, two different kinds of cylinders with different radii and lengths are used to model its main stem and branches while circular disks are used to model its leaves, as shown in Figure II.4 (a). The leaf thickness is much smaller than the wavelength at L-band, and thus the total area of the leave is more important than its shape [5]. Similar to the pasture and wheat case, these elements are assumed to be uniformly distributed in the canola layer with different orientations. It can be seen from Figure II.4 (b) and (c) that the geometry of the canola plant in June was different from that in July. There were more leaves with larger radii in June than July. Thus, two sets of physical parameters were used for canola to represent the geometry of the canola plants at the respective growth stages. The parameters are listed in Table III-3. The $M_{\text{veg}}$ and leaf radius are adjusted to smaller values for the July data-cube based on the ground data. It can be seen from Figure II.4 (b) and (c) that the canola in July appears to be withered compared to conditions
in June. From the in-situ measurements, the average number of canola plants per m$^2$ ($n_a$) is about 60 and the number of leaves per plant ($N_l$) is about $b$ ($b = 2$ for June and 1 for July, respectively) multiplied by the number of branches per plant ($N_b$). The main stem diameter ($d$), which increases with VWC, is calculated from the allometric relationship with VWC obtained from the data through curve fitting: $d = -0.03135 VWC^2 + 0.938 VWC + 4.87$ in mm, as in chapter II. Similarly, the main stem length ($l$) is obtained as: $l = -121.4 VWC^{-1.38} + 130.2$ in cm, as in chapter II. $N_s$ can be calculated from VWC using the following formula:

$$N_s = \frac{VWC - \rho_{water} n_a Vol_{stem} M_{veg_{stem}}}{n_a \rho_{water} (Vol_{branch} M_{veg_{branch}} + b Vol_{leaf} M_{veg_{leaf}})}$$  \hspace{1cm} (3.3.3)$$

where $Vol_{stem}$, $Vol_{branch}$ and $Vol_{leaf}$ are the volume of stem, branch and leaf, respectively.

Table III-3. Physical parameters for the canola fields.
The values in parentheses are used starting from July 10th according to the data. The volumetric water content $M_{veg}$ is estimated from the measured $M_g$ in the same way as for the wheat [49]. VWC is measured in-situ. $d$ and $l$ are derived from VWC based on the empirical allometric relationships. $\beta$ is the scatterer elevation angle. The distribution of the azimuthal angle ($\alpha$ as shown in Figure II.4 (a)) is uniform over 0 ~ 360 for the stem, branch and leaves.

<table>
<thead>
<tr>
<th></th>
<th>Diameter (mm)</th>
<th>Length (cm)</th>
<th>M$_{veg}$</th>
<th>Distribution of $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stem</td>
<td>$d$</td>
<td>$l$</td>
<td>60% (40%)</td>
<td>Uniform over 0 ~ 5</td>
</tr>
<tr>
<td>Branch</td>
<td>$d/2$</td>
<td>$l/3$</td>
<td>60% (40%)</td>
<td>Uniform over 0 ~ 50</td>
</tr>
<tr>
<td>Leaf</td>
<td>140 (80)</td>
<td>0.03</td>
<td>60% (40%)</td>
<td>Uniform over 70 ~ 90</td>
</tr>
</tbody>
</table>

3.3.2 Validation with SMAPVEX UAVSAR and PALS Data

The measured RMS height, VWC, in-situ soil moisture, and soil and vegetation temperature, as well as the physical parameters presented in section 3.3.1 are used as inputs to the combined active and passive model, as summarized in Table III-4. The calculated backscatter coefficients and brightness temperatures are validated using concurrent airborne PALS low-altitude radiometer
data and UAVSAR data for each day of flights during the SMAPVEX12 field campaign. The radar measurements from UAVSAR are used because they provide higher spatial resolution than PALS. Only fields that have PALS low-altitude radiometer data are considered here because the focus in this chapter is on the joint validation for emissivity and backscatter calculated from the combined active and passive model.

Table III-4. Input parameters for the combined active and passive model. The parameters indicated with ‘*’ are estimated from measurements whose values are listed in Table III-1 ~ Table III-3. The parameters indicated with ‘**’ are calculated from measured VWC, where the formulas are presented in section 3.3. The remaining parameters without any indicators are directly ingested in the model with their measured values. The orientation is defined by the probability function of the two orientation angles $\alpha$ and $\beta$.

<table>
<thead>
<tr>
<th>Land Cover</th>
<th>Input Parameters for the Combined Active and Passive Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>wheat / winter wheat</td>
<td>$VWC, RMS$ rough-surface height, soil moisture, soil and vegetation temperatures, diameter$^<em>$, $M_{veg}^</em>$, length$^<em>$, $n_a^</em>$, orientation$^*$</td>
</tr>
<tr>
<td>pasture</td>
<td>$VWC, RMS$ rough-surface height, soil moisture, soil and vegetation temperatures, diameter$^<em>$, $M_{veg}^</em>$, length$^<em>$, $n_0^</em>$, orientation$^*$</td>
</tr>
<tr>
<td>canola</td>
<td>$VWC, RMS$ rough-surface height, soil moisture, soil and vegetation temperatures, $n_a^<em>$, stem diameter$^</em>$, stem $M_{veg}^<em>$, stem length$^</em>$, stem orientation$^<em>$, stalk diameter$^</em>$, stalk $M_{veg}^<em>$, stalk length$^</em>$, stalk orientation$^<em>$, leaf diameter$^</em>$, leaf $M_{veg}^<em>$, leaf thickness$^</em>$, leaf orientation$^*$</td>
</tr>
</tbody>
</table>

The time-series forward comparison between the model results and data for the wheat fields is presented in Figure III.6 and Figure III.7 (a) and (b), and Figure III.8 (a), where (a) shows brightness temperature while (b) shows backscatter. Since there are no UAVSAR data to compare for field 931, therefore only brightness temperature comparisons are presented in Figure III.8 (a). In these figures, “CORR” stands for “correlation coefficient”. “$TBV_{mea}$” and “$TBH_{mea}$” indicate measured brightness temperature at vertical polarization and horizontal polarization from the PALS radiometer. “$TBV_{mod}$” and “$TBH_{mod}$” represent the modeled brightness temperature at vertical polarization and horizontal polarization. “$M_v$” stands for soil moisture. “VV model” and “HH model” indicate modeled backscatter. “$VV_{mea}$” and “$HH_{mea}$” are measured backscatter from the UAVSAR. Soil moisture ($M_v$) and VWC are scaled as $M_v/0.5$ and $VWC*0.8$ for plotting,
respectively. The x-axis presents the campaign date. For example, “120615” represents June 15th, 2012. The same notations apply for the other figures in this chapter.

For the three wheat fields the same set of vegetation parameters (such as the radius, orientation and crop density) are used to characterize the vegetation but the measured RMS height, VWC, in-situ soil moisture, and soil and vegetation temperature are different for the different fields. This is useful for the data-cube based soil moisture retrieval [5, 6] where a lookup-table is inverted. This lookup-table is computed using the forward model with the same set of parameters for each group of vegetation. It is worth mentioning that the input parameters and the allometric relationships from curve fitting based on the SMAPVEX12 ground measurements will put a burden on a future data-cube based inversion methodology where only three variables (RMS height, VWC and soil moisture) can be retrieved.

The root mean squared error (RMSE) between the modeled and measured backscatter is calculated using:

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\sigma_{\text{data},i} - \sigma_{\text{model},i})^2} \]

where \( N \) is the number of samples, \( \sigma_{\text{data}} \) is the measured backscattering coefficient and \( \sigma_{\text{model}} \) is the predicted backscattering coefficient from the model. The RMSE between the modeled and measured brightness temperature is calculated in the same way. In terms of the RMSE and correlation coefficients, the consistent combined and passive model NMM3D-DBA provides a good prediction for the wheat fields for both active and passive for both polarizations under various soil and vegetation conditions.
Figure III.6. Model and measurement comparison of wheat field 31 for (a) brightness temperature using NMM3D-DBA, (b) backscatter using NMM3D-DBA, (c) brightness temperature using the tau-omega model. Soil surface RMS height is 0.81 cm.
Figure III.7. Model and measurement comparison of wheat field 91 for (a) brightness temperature using NMM3D-DBA, (b) backscatter using NMM3D-DBA, (c) brightness temperature using tau-omega model. Soil surface RMS height is 0.91 cm.
Figure III.8. Model and measurement comparison of wheat field 931 for brightness temperature using (a) NMM3D-DBA, (b) tau-omega model. Soil surface RMS height is 1.00 cm.
It is observed that the model results agree better with the measurements for V-pol than H-pol for both backscatters and brightness temperatures. This may be caused by that we modeled the wheat canopy as a layer of cylinders where the wheat leaves were ignored, resulting in more errors in H-pol than V-pol. The wheat leaves were oriented nearly parallel to the ground, as shown in Figure III.3, so that the horizontally polarized incident waves (H-pol) coupled more into the wheat leaves than the vertically polarized ones (V-pol). It is also observed that towards the end of the campaign, the NMM3D-DBA model generally overestimates the backscatter. This may be explained by the use of a fixed $M_{\text{veg}}$ value for the whole period for simplicity and feasibility [5, 6]. As the wheat ripened, its $M_{\text{veg}}$ generally decreased. Thus, during the end of the campaign, a higher $M_{\text{veg}}$ value is used in the model, resulting in larger vegetation permittivity and larger scattering than expected. This general overestimation or underestimation in the last few campaign days is not observed in the brightness temperature comparisons. Similarly, the time-series forward comparisons for the winter wheat fields are presented in Figure III.9 and Figure III.10 (a) and (b), and Figure III.11 (a). There is no UAVSAR data to compare for field 941. It can be seen that the comparisons are similar to those of the wheat fields. The wheat and winter wheat were based on the same vegetation model and similar physical parameters were used.

For the pasture field, the comparison results are presented as time-series in Figure III.12 (a) and (b). The VWC of the pasture fields stays almost constant during the whole campaign period. It is observed from both the model results and measured radiometer and radar data that when the soil moisture increases with a fixed VWC, the brightness temperature generally decreases while the backscatter increases; and vice versa. This can be explained from the combined active and passive model as follows: when soil moisture increases, the soil permittivity increases. Then, the scattering from the soil surface and the soil surface reflectivity increase. For a fixed VWC, the
attenuation through the vegetation layer and the vegetation scattering stay unchanged. Thus, the
total scattering from the vegetation-covered surface composed of surface scattering, double-
bounce scattering and volume scattering increases. Therefore, the backscatter increases while the
brightness temperature proportional to the emissivity, which is one minus the integration of bistatic
scattering, decreases. The changes of the VV and HH backscattering coefficients ratio, as well the
TBv (brightness temperature for V-pol) and TBh (brightness temperature for H-pol) ratio, with the
soil moisture are also observed in both the model results and measurements. It is also noticed in
Figure III.12 (b) that there are some mismatches for polarization ratio of VV and HH
backscattering coefficients between model and measurements. This may be caused by the reason
that a constant pasture orientation is used in the model but the pasture orientation could be changed
by the wind and rain. The pasture orientation is hard to measure and the data of orientation for
different dates is not available. The general polarization mismatch is not observed in the brightness
temperature comparisons.
Figure III.9. Model and measurement comparison of winter wheat field 41 for (a) brightness temperature using NMM3D-DBA, (b) backscatter using NMM3D-DBA, (c) brightness temperature using tau-omega model. Soil surface RMS height is 1.15 cm.
(a) RMSE(K): $T_{BV}(3.97)$ $T_{BH}(7.2)$
CORR: $T_{BV}(0.98)$ $T_{BH}(0.93)$

(b) RMSE(dB): $VV(1.19)$ $HH(1.28)$
CORR: $VV(0.73)$ $HH(0.59)$
Figure III.10. Model and measurement comparison of winter wheat field 42 for (a) brightness temperature using NMM3D-DBA, (b) backscatter using NMM3D-DBA, (c) brightness temperature using tau-omega model. Soil surface RMS height is 1.61 cm.
Figure III.11. Model and measurement comparison of winter wheat field 941 for brightness temperature using (a) NMM3D-DBA, (b) tau-omega model. Soil surface RMS height is 1.10 cm.
Figure III.12. Model and measurement comparison of pasture field 21 for (a) brightness temperature using NMM3D-DBA, (b) backscatter using NMM3D-DBA, (c) brightness temperature using tau-omega model. Soil surface RMS height is 0.90 cm.
For the canola field, the comparison results are presented as time-series in Figure III.13 (a) and (b). From June 25\textsuperscript{th} to June 27\textsuperscript{th}, the soil moisture increased, but the measured brightness temperature increased and the backscatters decreased. This may be caused by the decrease of the VWC between these two days, which resulted in less attenuation for the surface scattering and less vegetation scattering. Mismatches between the model and measurements for brightness temperature are observed from June 25\textsuperscript{th} to June 29\textsuperscript{th}, which are larger than the other dates, especially for H-pol. However, this is not observed in the backscatter comparisons. This could be caused by the constant RMS height used during the whole period. The soil moisture was relatively low from June 25\textsuperscript{th} to June 29\textsuperscript{th}, and thus the surface scattering is relatively small compared with the volume scattering and double-bounce scattering in the backscattering direction. Therefore, the error caused by RMS height which has the most influence on surface scattering does not affect the total backscatter much. On the other hand, the integration of surface scattering over the bistatic directions including the specular direction is also important compared with the integration of volume scattering and double-bounce scattering. Thus, the constant RMS height assumption in the model has a larger influence on the brightness temperature than the backscatter.
In the NMM3D-DBA model the same input parameters are used to compute both brightness temperature and backscatter. In terms of the RMSE and correlation coefficient between the model and measurement, the modeled backscatters are in good agreement with the UAVSAR data, while the modeled brightness temperatures are in good agreement with the PALS low-altitude radiometer data. For vertical polarization, the averaged RMSE and correlation coefficient over all the fields are 4.65 K and 0.91 for brightness temperature and 1.04 dB and 0.95 for backscatter at VV, as shown in the scatter plots in Figure III.14. For horizontal polarization, the average RMSE and correlation coefficient are 6.44 K and 0.94 for brightness temperature and 1.21 dB and 0.90 for backscatter at HH, as shown in Figure III.15. According to the analysis above, the defects in the vegetation modelling such as ignoring the wheat leaves generally have more influence on the backscatter than the brightness temperature while the defects in the rough surface modelling such
as using a constant \( RMS \) height generally have more influence on the brightness temperature than the backscatter, for the vegetation fields studied in this chapter. The RMSE and correlation coefficient for each field is summarized in Table III-5. Values in columns 3-6 are the backscatter while columns 7-10 show values for brightness temperature. The values in the last four columns are the results from the tau-omega model, which will be explained in the following section.

The sources of error, when comparing the backscatters from NMM3D-DBA and the data, are detailed in [6]. Thus, we focus on analyzing the sources of error between the brightness temperature computed from NMM3D-DBA and the measured values from the low altitude PALS. One of the main sources of error is expected to come from the measurement error in \( RMS \) rough-surface height. The contribution from the bistatic surface scattering generally dominates among the three scattering mechanisms for the wheat, winter wheat, pasture and canola fields studied in this chapter. The surface scattering strongly depends on the \( RMS \) height. Thus, the emissivity and brightness temperature also strongly depend on the \( RMS \) height. Furthermore, there is considerable uncertainty in the roughness measurements [21]. The \( RMS \) height was measured only once and thus a constant \( RMS \) height was used for the whole study period for each field [34]. The \( RMS \) height could have been influenced by rain, which would flatten the soil surface. Furthermore, the \( RMS \) height was measured at only two locations in each field, assuming the roughness variations are small over the same field [34] which may not be true. The change of brightness temperature with the \( RMS \) height for the bare soil surface computed from NMM3D-DBA is plotted in Figure III.16 where a volumetric soil moisture of 25% m\(^3\)/m\(^3\) and soil physical temperature of 25°C are used; these are around the average measured values of all the fields. The range of the \( RMS \) height in the figure covers the typical values for the vegetation-covered surfaces at L-band. It can be seen from the figure that 0.1 cm change in \( RMS \) height results in brightness temperature change of about
1 K and 2 K for V-pol and H-pol, respectively. Some other sources of error to be considered when interpreting the results are: (1) the spatial variations of the soil moisture and VWC are not considered; (2) UAVSAR data, more specifically the normalization error when transforming the raw data to 40° (RMSE is about 1 dB [34]); (3) PALS data and the associated calibration error as detailed in [34]; (4) the physical temperature used to calculate brightness temperature from emissivity. The physical temperature of the soil-vegetation continuum is necessary to precisely calculate the brightness temperature from the emissivity [69]. Since it is not available, an averaged measured soil and vegetation temperature is used instead; (5) model parameters. The plant geometry such as the radius and length vary for different plants and average values are used; (6) NMM3D-DBA model. The scatterers are assumed to be uniformly distributed in the vegetation layer, which is not strictly true for the crop fields; and (7) the resolution/scaling gap between model and observations. The model assumes vegetation-covered field is homogeneous which is better applicable to small scales than large scales.
Figure III.14. NMM3D-DBA model and measurement comparison of all the fields at vertical polarization for (a) brightness temperature $T_B$ (V-pol), (b) backscatter VV. (c) NMM3D-DBA model and tau-omega model comparison for brightness temperature $T_B$ (V-pol). The two grey dashed auxiliary lines in each plot are for +/- 5K or +/- 1dB.
Figure III.15. NMM3D-DBA model and measurement comparison of all the fields at horizontal polarization for (a) brightness temperature $T_B$ (H-pol), (b) backscatter HH. (c) NMM3D-DBA model and tau-omega model comparison for brightness temperature $T_B$ (H-pol). The two grey dashed auxiliary lines in each plot are for +/- 5K or +/- 1dB.

Table III-5. RMSE and correlation coefficient (CORR) of backscatter and brightness temperatures ($T_B$) between model results and UAVSAR and PALS low-altitude radiometer observations. There is no UAVSAR data available for field 931 and 941 to compare with the modeled backscatter.

<table>
<thead>
<tr>
<th>Field No.</th>
<th>Land Cover</th>
<th>Backscatter (NMM3D-DBA)</th>
<th>$T_B$ (NMM3D-DBA)</th>
<th>$T_B$ (Tau-omega)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE (dB)</td>
<td>CORR</td>
<td>RMSE (K)</td>
</tr>
<tr>
<td>31</td>
<td>wheat</td>
<td>1.25</td>
<td>1.76</td>
<td>0.64</td>
</tr>
<tr>
<td>91</td>
<td>wheat</td>
<td>1.02</td>
<td>1.22</td>
<td>0.68</td>
</tr>
<tr>
<td>931</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>41</td>
<td>wheat</td>
<td>1.32</td>
<td>1.45</td>
<td>0.61</td>
</tr>
<tr>
<td>42</td>
<td>wheat</td>
<td>1.19</td>
<td>1.28</td>
<td>0.73</td>
</tr>
<tr>
<td>941</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>pasture</td>
<td>0.90</td>
<td>0.97</td>
<td>0.61</td>
</tr>
<tr>
<td>61</td>
<td>canola</td>
<td>0.66</td>
<td>0.79</td>
<td>0.94</td>
</tr>
</tbody>
</table>
3.4 Comparisons with the Tau-Omega Model

In comparison, the formulas for the tau-omega model which only computes the brightness temperature instead of the backscattering coefficient is also presented here. In the tau-omega model [8], the brightness temperature $T_B$ of the vegetation-covered surface is calculated as:

$$
T_B(\theta) = T_{soil}(1-r(\theta))\exp(-\tau\sec(\theta)) + T_{veg}(1-\omega)(1-\exp(-\tau\sec(\theta)))(1+r(\theta)\exp(-\tau\sec(\theta)))
$$

\hspace{1cm} (3.4.1)

where $\theta$ is the observation angle of 40 degrees for SMAP and PALS in SMAPVEX12, $T_{soil}$ is the physical temperature of the soil, $T_{veg}$ is the physical temperature of the vegetation, $\omega$ is the scattering albedo of the vegetation, $\tau=b\times VWC$ is the vegetation optical thickness and $r(\theta)$ is the reflectivity of the soil surface defined as [8, 70]:

$$
r_p(\theta) = (1-Q)r_{0,p} + Qr_{0,q}\exp(-h\cos^2(\theta))
$$

\hspace{1cm} (3.4.2)
where the subscripts ‘p’ and ‘q’ denote polarization, \( r_0 \) is the reflectivity of the smooth surface calculated from the Fresnel equations, \( Q \) is the polarization mixing coefficient, and \( h \) is the effective roughness parameter defined as [70]:

\[
h = \left(2\sigma k_0\right)^2
\]

(3.4.3)

where \( \sigma \) is the RMS height of the soil surface and \( k_0 \) is the wave number in free space.

The tau-omega model for passive microwaves uses empirical parameters instead of physical parameters and is totally different from the NMM3D-DBA model used for active microwaves. On the other hand, the combined active and passive model derived in the chapter uses the same model NMM3D-DBA and the same input physical parameters for both active and passive microwaves.

Table III-6. Comparison of vegetation scattering parameter \( \omega \) and vegetation parameter \( b \) used in the tau-omega model for SMAPVEX12 [70] and calculated (cal.) from the NMM3D-DBA model.

<table>
<thead>
<tr>
<th>Land Cover</th>
<th>Tau-omega</th>
<th>( \omega )</th>
<th>( b )</th>
<th>NMM3D-DBA</th>
<th>cal. ( \omega )</th>
<th>cal. ( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>wheat</td>
<td>( \omega )</td>
<td>0.05</td>
<td>0.20</td>
<td>0.08</td>
<td>0.33</td>
<td>0.24</td>
</tr>
<tr>
<td>w. wheat</td>
<td>( \omega )</td>
<td>0.05</td>
<td>0.20</td>
<td>0.08</td>
<td>0.27</td>
<td>0.21</td>
</tr>
<tr>
<td>pasture</td>
<td>( \omega )</td>
<td>0.05</td>
<td>0.10</td>
<td>0.10</td>
<td>0.41</td>
<td>0.25</td>
</tr>
<tr>
<td>canola</td>
<td>( \omega )</td>
<td>0.05</td>
<td>0.21</td>
<td>0.12</td>
<td>0.15</td>
<td>0.24</td>
</tr>
</tbody>
</table>

* “w. wheat” is short for “winter wheat”

The tau-omega model is derived from the zeroth order solution of the radiative transfer equation. Since the zeroth order solution ignores the phase matrix term, it is only valid when \( \omega \) is small. However, typical calculated values of \( \omega \) at L-band are in the range of 0.15 to 0.41 using the physical scattering model of branches and leaves as shown in Table III-6. The value of \( \omega \) used to fit the tau-omega model to observations is thus an empirically-determined effective parameter rather than a physical parameter. The value of \( \omega \) used in the tau-omega model for SMAPVEX12
was empirically set to 0.05 to best match the SMAPVEX12 PALS low-altitude radiometer data [70] to the tau-omega model and is much smaller than the physically calculated $\omega$ as shown in Table III-6. The physically-based $\omega$ is defined as $\omega = \langle \kappa_s \rangle / \langle \kappa_e \rangle$ [4], where $\langle \kappa_s \rangle$ and $\langle \kappa_e \rangle$ are the scattering coefficient and extinction coefficient, respectively. $\langle \kappa_s \rangle$ and $\langle \kappa_e \rangle$ are calculated using the physical parameters as illustrated above. It is worth noting that the calculations of $\omega$ are not needed in the NMM3D-DBA model as shown in the derivations in section 3.3 and $\omega$ is calculated here for comparison with the empirically chosen $\omega$. The physically calculated $\omega$ depends on the size of the scatterers such as the radius and length. As explained in section 3.3, for wheat, winter wheat and canola the size of the vegetation components (stalks, main stem and leaves) depends on VWC, thus $\omega$ also depends on VWC. The $\omega$ values for the wheat, winter wheat and canola fields in Table III-6 are calculated at VWC equal to 2 kg/m$^2$, which is a typical VWC value for these vegetation types.

For the $\tau$ parameter, if the physical $\omega$ is small, then attenuation is dominated by absorption, and the optical thickness $\tau$ of the vegetation layer is determined by the VWC and the $b$ parameter, which is the proportionality constant between $\tau$ and VWC. However, if the physical $\omega$ is not small, then the $b$ parameter also becomes non-physical. The physically calculated $b$ and empirically adjusted $b$ for SMAPVEX12 [70] are different and listed in Table III-6. Physically, the optical thickness is defined as $\tau = \langle \kappa_e \rangle d$ [4] where $d$ is the thickness of the vegetation layer. Then, the physically-based $b$ is calculated as $b = \langle \kappa_e \rangle d / VWC$ using the physical parameters. It is worth noting that the calculations of $b$ are not needed in the NMM3D-DBA model and $b$ is calculated here for comparison with the empirically chosen $b$.

The tau-omega model rough surface parameters $Q$ and $h$ are also empirically tuned to fit the data. According to previous studies it is commonly assumed that $Q=0$ at L-band [70]. In this case, $h$ is
adjusted based on soil moisture, precipitation events and soil texture [70] to best fit the PALS observations. In this chapter, equations (3.4.2) and (3.4.3) with \( Q=0 \) are used for the tau-omega model for simplicity. When \( r_p(\theta) \) for the tau-omega model is compared with the integration of \( \left\langle S^{R}_{pq} S^{R*}_{pq} \right\rangle \) calculated from NMM3D, the results from NMM3D are generally larger than \( r_p(\theta) \). This is because \( r_p(\theta) \) only includes the coherent wave specular reflection [61] while ignoring the bistatic scattering. One example of a comparison between the result from NMM3D and the \( r_p(\theta) \) used in the tau-omega model, under various soil moisture conditions and for an \( RMS \) height of 0.91cm (field 91), is shown in Figure III.17. It can be seen that regardless of the polarization, the results from NMM3D are larger than \( r_p(\theta) \). It is also noticed that the results from the tau-omega model follow the same trend as those from the NMM3D which has several degrees more of complexity. This is because the coherent component along the specular direction dominates for rough surface with \( ks \) (product of the wavenumber and the \( RMS \) height which is around 0.2 in this case) on the order of 0.1 [2] and the error from the neglection of non-coherent components along the bistatic directions in the tau-omega model is small in this case.

The tau-omega model brightness temperatures calculated using the empirical parameters for SMAPVEX12 [70] are compared with the PALS low-altitude radiometer data for each of the fields as shown in Figure III.6 ~ Figure III.13. The results from tau-omega and NMM3D-DBA models for all the fields are also presented in the scatter plots in Figure III.14 (c) and Figure III.15 (c). The RMSE and correlation coefficient between the tau-omega model results and PALS observations are listed in Table III-5 for comparison with the NMM3D-DBA. It can be seen that the results from the tau-omega and NMM3D-DBA are comparable to each other even though empirical parameters are used in the tau-omega model, while physical parameters are used in NMM3D-DBA. The RMSE is generally lower and the correlation coefficient (CORR) higher for the NMM3D-
DBA than for the tau-omega model, indicating better agreement between measurement and model using the NMM3D-DBA, but this is not the case for all fields.

![Image](image_url)

Figure III.17. Comparison of (1-emissivity) for bare soil surface contribution between the tau-omega model and NMM3D-DBA for field 91 at RMS height 0.91cm.

### 3.5 Conclusions

A consistent model for combined active and passive microwave remote sensing is formulated in which the same physical model NMM3D-DBA is used to calculate both backscatter and brightness temperature. The novel feature of this combined active and passive approach is its use of the same model NMM3D-DBA and physical parameters (such as the crop density, plant height, stalk orientation, leaf radius, surface roughness, amongst others) for both active and passive for vegetation-covered surfaces to achieve a consistent modeling framework. The NMM3D-DBA model allows the understanding that the defects in the vegetation modelling have more influence on the backscatter than the brightness temperature while the defects in the rough surface modelling
have more influence on the brightness temperature than the backscatter, for the vegetation fields studied in this chapter. In comparison, current approaches generally use different models and different parameters for active and passive with the tau-omega model most frequently used as the passive model with empirical input parameters. The physical model combines the distorted Born approximation (DBA) with the NMM3D, including three scattering mechanisms: volume scattering, double-bounce scattering and surface scattering. The distorted Born approximation is derived from the Foldy-Lax equation with first-order iteration using the half-space Green’s function and the T matrix. NMM3D is used for the soil surface, which includes both the coherent wave specular reflection and the bistatic scattering of the rough surface. The emissivity is obtained by integration of the bistatic scattering over the hemispherical solid angle. The NMM3D-DBA model results are validated using coincident airborne PALS low-altitude radiometer data and UAVSAR data taken during the SMAPVEX12 field campaign. For vertical polarization the averaged RMSE and correlation coefficient over all the fields are 4.65 K and 0.91 K for brightness temperature and 1.04 dB and 0.95 dB for VV backscatter, while for horizontal polarization the average RMSE and correlation coefficient are 6.44 K and 0.94 K for brightness temperature and 1.21 dB and 0.90 dB for HH backscatter. The uncertainty in the $RMS$ height measurements can be one of the main sources of error for the modeled brightness temperature which strongly depends on the $RMS$ height for the vegetation-covered fields studied in this chapter. The NMM3D-DBA model assumes the vegetation scatterers are uniformly distributed which is not strictly true for the crop fields. This assumption can also cause errors in the model. Overall, on comparisons with the passive data, the results from NMM3D-DBA are comparable or better than those from the tau-omega model. The tau-omega model uses empirically adjusted parameters though the empirical parameters, such as $\omega$, which are different from the physically calculated values.
In the future, the vegetation structure will be modeled more accurately by taking into account the leaves and grains for wheat and using elliptical disks for canola leaves. The consistent combined active and passive model based on NMM3D-DBA adopts a single scattering model for vegetation; it has been shown to be able to provide good estimations for backscatter and brightness temperature at L-band for wheat, winter wheat, pasture, and canola fields. As the frequency increases, multiple scattering effects in vegetation become more important [5]. Thus, at frequencies much higher than L-band, a multiple scattering approach should be used for vegetation instead of the distorted Born approximation. We can use the same concept as presented in this chapter to develop a consistent model for both active and passive at higher frequencies by using NMM3D for the soil surface together with a multiple scattering model for vegetation where the brightness temperature is calculated by integration of bistatic scattering coefficients. There are other vegetation types, such as soybean and corn, whose results are not presented here because the distorted Born approximation is not suitable for modeling them. Collective scattering effects of the vegetation scatterers are important for the soybean [5], thus a more accurate coherent model must be used for this vegetation type. For the corn field, multiple scattering effects [5] must be included because of the large scattering albedo and optical thickness. These two vegetation types and more accurate scattering models for higher frequencies will be studied in the future. Recently we have started the NMM3D full-wave simulations of vegetation scattering [31]. Future work will consist of using NMM3D to replace the DBA part of the methodology of combined active and passive.
CHAPTER IV

NMM3D Full-wave Simulations of a Layer of Dielectric Cylinders Using Fold-Lax Equations and Body of Revolution

Transmission, scattering and absorption by a layer of dielectric cylinders are studied in the context of microwave propagation through vegetation. The electromagnetic fields are calculated by Numerical Solutions of 3D Maxwell’s equations (NMM3D) using the method of Foldy-Lax multiple scattering equations combined with method of the body of revolution (BOR). Using the calculated transmission, we derive, the "tau", the optical thickness, which describes the magnitude of the transmission. Two cases are considered: the short cylinders case and the extended-cylinders case. The case of short cylinders is that the lengths of cylinders are much smaller than the layer thickness, while the case of extended cylinders is that the lengths of the cylinders are the same as or comparable to the layer thickness. Numerical results are illustrated for plane vertical polarized waves obliquely incident on the layer of cylinders. The NMM3D results for the extended-cylinders case show large differences of transmission from the results of approaches such as effective permittivity (EP), the distorted Born approximation (DBA), and the radiative transfer equation (RTE). For the case of short cylinders, the NMM3D results are in close agreement with those from EP, DBA and RTE.
4.1 Introduction

Propagation, scattering and transmission of waves through a layer of finite-length dielectric cylinders have many applications including airborne and satellite microwave remote sensing over vegetation and forests, wireless communications in forests, radar foliage penetration (FoPen) and metamaterials of wires, etc [7, 30, 71-76]. In vegetation-covered surfaces, the finite length dielectric cylinders have been used to model grass, wheat, corn, rice, tree trunks of forests etc. [5, 6, 11, 27, 28, 77, 78]. A key calculation is the transmission of microwaves through such a canopy. The fraction of power transmitted for a plane wave at normal incidence is represented by \( \exp(-\tau) \). The quantity \( \tau \), “tau” has been extensively used in active and passive microwave remote sensing [1, 60, 74]. The phase shifts have been used in SAR interferometry [2, 79-81].

The existing methods used in the calculation of transmission are the effective permittivity (EP) [82], the distorted Born approximation (DBA) [11], and the vector radiative transfer equation (RTE) [4]. These three approaches make an assumption that the positions of the scatterers are statistically homogeneous in 3D. This means that the scatterers are uniformly distributed. The formulas of transmission utilize the scattering and absorption cross sections of a single scatterer which are averaged over distributions of sizes and orientations. A consequence is that there exists a per unit distance effective propagation constant \( k_{eff} \). In the approach of effective permittivity [82], the effective permittivity \( \varepsilon_{eff} \) is used to calculate the effective propagation constant by the relation \( k_{eff}^2 = k^2 \varepsilon_{eff}/\varepsilon \), where \( k \) and \( \varepsilon \) are the propagation constant and permittivity of the background medium, respectively. The per unit distance attenuation rate \( \kappa_e \) (extinction coefficient) is twice the imaginary part of the effective propagation constant [2, 4]. The product of \( \kappa_e \) and the layer thickness \( d \) gives \( \tau \). The product of the real part of the effective propagation constant \( k_{eff} \) and the layer thickness \( d \) gives the phase shift of transmission.
Figure IV.1. Extended cylinders with length comparable to layer thickness. Incident Plane wave. The area marked $T$ is the transmission reception area at 1 cm below the layer. The area marked $R$ is the reflection reception area at 1 cm above the layer. $\vec{r}_j$ is the center of jth cylinder. $\vec{r}_c$ is the center of the vegetation canopy. $\vec{r}_{o, far}$ is the far field observation point which is far away from the vegetation fields with $|\vec{r}_{o, far} - \vec{r}_c| = 500\lambda$. $\theta$ is the far fields observation angle used in FL-BOR and FL-ICA comparison.

Full-wave simulations by Numerical Solutions of 3D Maxwell’s equations (NMM3D) of random rough surfaces have been performed for more than a decade [43]. NMM3D simulations for dense random media such as terrestrial snow [83, 84] began several years ago. Multiple scattering of vegetation canopy upto second order was derived in [85, 86]. We started NMM3D simulations of vegetation recently, where all the multiple scatterings among the vegetation scatterers are considered. In this section, we study the scattering by a vegetation canopy consisting of thin dielectric cylindrical scatterers. The full-wave approach for solving Maxwell’s equations is based on the Foldy-Lax multiple scattering equations (FL) [4, 30] combined with the Body of revolution (BOR) [12] (FL-BOR). The transmission is calculated using Monte Carlo simulation where the cylinders, as many as 500, are generated in each realization. The purpose of Monte Carlo
procedure is to simulate randomly placed receivers that are in the vegetation. Instead of randomly placing the receiver, we fix the receiver location and randomly shuffling the cylinders to create the many realizations. A merit of FL-BOR is the much smaller number of surface unknowns using only 1-dimensional discretization of the surface of the cylinder combined with Fourier expansions in the azimuthal direction. In usual 3D MoM codes, such as FEKO, the Rao-Wilton-Glisson (RWG) 2-dimensional basis functions are used. The results of transmission for C-band V-polarized (TM) incident wave are compared with those of EP, DBA and RTE. Two cases are studied: extended cylinders (Figure IV.1) and short cylinders (Figure IV.2). Extended cylinders mean that the cylinder lengths are the same as or comparable to the thickness of the vegetation layer.

This chapter is organized as follows. In Section 4.2, the approaches and the results of the effective permittivity (EP), the distorted Born approximation (DBA) and the radiative transfer equation (RTE) are reviewed. The derivation of the RTE equation using elemental cylindrical volumes is illustrated. Such elemental cylindrical volumes can be constructed for the case of short cylinders, but are improbable for extended cylinders. After that, the approach of Foldy-Lax equations combined with BOR (FL-BOR) is described. In section 4.3, the approach of FL-BOR is validated by comparing with the results from the commercial software HFSS as well as the method of combining Foldy-Lax equations with Infinite Cylinder Approximation (FL-ICA). In section 4.4, the procedures of Monte Carlo simulations of NMM3D for transmission, reflection, absorption, emission and the profiles of the electric field in the vegetation canopy are described. Next, the numerical results of short cylinders and extended cylinders are illustrated. The simulations are performed at C band (5.4GHz) with a plane vertically polarized incident wave at 40 degrees incident angle.
Figure IV.2. Short cylinders statistically homogeneous in 3D and a RTE elemental volume. A RTE cylindrical elemental volume with cross-sectional area $A$ and length $l$ containing $N$ scatterers [36] is drawn in black. $n_0$ is the number of scatterers per m$^3$. The input and output intensities are $I_{in}$ and $I_{out}$ which are comparable with $\Delta I = I_{out} - I_{in}$. Each scatterer has $\sigma_a$ and $\sigma_s$, the absorption and scattering cross section respectively. The area marked $T$ is the transmission reception area at 1 cm below the layer. The area marked $R$ is the reflection reception area at 1 cm above the layer.

4.2 Foldy-Lax Equation Combined with Body of Revolution (FL-BOR)

4.2.1 Review of RTE Derivation, DBA and EP

We first review the derivation of the radiative transfer equation [2, 43, 87, 88] for a random medium of discrete scatterers (Figure IV.2). Consider an RTE cylindrical elemental volume containing $N$ scatterers. The elemental volume is defined by cross-sectional area $A$ and length $l$ as
shown in Figure IV.2. The change of power as the wave passes through the cylindrical elemental volume is

$$\Delta P = (I_{out} - I_{in})A$$  \hspace{1cm} (4.2.1)$$

The power change is caused by absorption and scattering by the scatterers inside the cylindrical elemental volume. Let $\sigma_a$ and $\sigma_s$ represent the absorption and scattering cross section of a scatterer, respectively. Then

$$\Delta P = -N(\sigma_a + \sigma_s)I$$  \hspace{1cm} (4.2.2)$$

Let the scatterers per unit volume be $n_0$. Then $N = n_0A$. Substituting into equation (2) and comparing with (1), we get

$$\Delta P = (I_{out} - I_{in})A = -n_0A(l(\sigma_a + \sigma_s)I)$$

where $\Delta I = (I_{out} - I_{in})$, and $I = (I_{out} + I_{in})/2$ is the “average $I$”.

The extinction coefficient $\kappa_e$ which calculates the power attenuation rate per unit distance through the vegetation layer is defined as

$$\kappa_e = n_0\sigma_a + n_0\sigma_s$$  \hspace{1cm} (4.2.4)$$

By taking the small length limit of $l$, a differential equation is obtained

$$\frac{dI}{ds} = -\kappa_e I$$  \hspace{1cm} (4.2.5)$$

The assumed properties of the elemental cylindrical volume [2, 43, 87, 88] include the following: 1) The number of scatterers inside RTE cylindrical elemental volume must not be small. 2) The entire scatterer must be inside the elemental volume because $\sigma_a$ and $\sigma_s$ are calculated for an entire scatterer and not part of a scatterer. 3) The $I$ on the right-hand-side of equation (5) is the average of $I_{out}$ and $I_{in}$ so that $I_{out}$ and $I_{in}$ are not much different.
To complete RTE derivation, a similar argument accounts for coupling through the scattering phase function \( p(\hat{s}, \hat{s}') \) which is the scattering from direction \( \hat{s}' \) into direction \( \hat{s} \). The phase function is caused by the scatterers inside the cylindrical volume. Then \([4, 43, 88]\)

\[
\frac{dl}{ds} = -\kappa_e I + \int d\hat{s}' p(\hat{s}, \hat{s}') I(\hat{s}')
\] (4.2.6)

The transmitted intensity, \( I_t \) of RTE for an incident wave with intensity \( I_{inc} \) is, ignoring the contribution of the phase function,

\[
I_t = I_{inc} \exp(-\kappa_e d \sec \theta_i)
\] (4.2.7)

where \( \theta_i \) is the incident angle and \( d \) is the thickness of the vegetation layer.

The optical thickness \( \tau \), in the radiative transfer approach, is \( \tau = \kappa_e d \) \([4]\). Then the transmission can be calculated as

\[
t = \exp(-\tau \sec \theta_i)
\] (4.2.8)

Another common approach is using the distorted Born approximation \([11]\). The distorted Born approximation follows from the lowest order of the mass operator in the Dyson equation \([89]\), in which the mean field \( E \) is obtained for the vegetation layer as an equivalent medium with an effective permittivity \( \varepsilon_{eff} \) \([82]\). This means \( \bar{D} = \varepsilon_{eff} \bar{E} \). The effective propagation constant is \( k_{eff} = \omega \sqrt{\mu \varepsilon_{eff}} \). Since the intensity is the square of absolute value of the electric field, the transmission is

\[
t = \exp[-2\text{Im}(k_{eff})d \sec \theta_i]
\] (4.2.9)

where \( \text{Im}(k_{eff}) \) indicates the imaginary part of \( k_{eff} \).

Using Foldy’s approximation \([4, 11]\), which assumes a sparse concentration of scatterers, the effective propagation constant is
\[ k_{\text{eff}} = k + \frac{2\pi n_0}{k} f(\hat{k}_i, \hat{k}_l) \] (4.2.10)

where \( k \) is the propagation constant of the background medium and \( f(\hat{k}_i, \hat{k}_l) \) is the forward scattering amplitude of a single scatterer.

Then, \( 2\text{Im}(k_{\text{eff}}) = \frac{4\pi n_0}{k} \text{Im}(f(\hat{k}_i, \hat{k}_l)) \). From forward scattering theorem [4],

\[ \frac{4\pi}{k} \text{Im}(f(\hat{k}_i, \hat{k}_l)) = \sigma_a + \sigma_s \] (4.2.11)

Substituting equation (4.2.11) into equation (4.2.9) and using equation (4.2.6) for \( \kappa_e \), the transmission for DBA is obtained as \( t = \exp(-\kappa_e d\sec \theta_i) \). Thus, RTE and DBA have the same formula of the attenuation rate per unit distance \( \kappa_e \). The Dyson’s equation is a result of using Feymann diagrams. In the book chapter of Frisch [89] the lowest order approximation (equation (6.40) in [89]) of the mass operator is

\[ \otimes = \sum_{a=1}^{N} p(\bar{r}_a) S(\bar{r} - \bar{r}_a, \bar{r}' - \bar{r}_a) d\bar{r}_a \] (4.2.12)

where \( p(\bar{r}_a) \) is the probability density function of scatterers’ positions, \( S \) is the scattering matrix and \( N \) is the total number of scatterers.

In Frisch [89], the probability density function \( p(\bar{r}_a) \), for the position of a scatterer is

\[ p(\bar{r}_a) = \frac{1}{V} \] (4.2.13)

This means that the scatterers are statistically homogeneously distributed in the 3D space. Then \( \sum_{a=1}^{N} \frac{1}{V} = \frac{N}{V} = n_0 \) and the mass operator becomes

\[ \otimes = n_0 \int S(\bar{r} - \bar{r}_a, \bar{r}' - \bar{r}_a) d\bar{r}_a \] (4.2.14)

The vegetation layer of short cylinders are illustrated in Figure IV.2. The figure shows that the RTE elemental cylindrical volume can be constructed for such a medium. The figure also shows that the pdf of equation (4.2.13) of 3D statistical homogeneity also applies. However, for the extended cylinders of Figure IV.1, it is improbable to construct the RTE elemental cylindrical
volume since the length of the extended cylinder is the same or comparable to the layer thickness. Figure IV.1 shows that the cylinders can be translated horizontally but vertical translation would move the cylinders out of the bounds of the layer. The case of extended cylinders represents several vegetation types such as grass, wheat, canola, corn and the understory of forests.

Three other observations of the formula are: 1) $n_0$ is clearly defined for the short cylinder case. Strictly speaking, $n_0$ is not defined for the extended cylinder case. It has been customary to use $n_a = n_0d$ where $n_a$ is the number of cylinders per unit area [5, 6, 28]. 2) In the calculations of $\sigma_a$ and $\sigma_s$, the entire cylinder of length $L$ is used which means the entire cylinder from top to bottom receives the same incident electric fields. This does not apply to the extended-cylinders case since attenuation and scattering in the vegetation canopy will change the wave significantly before the wave hits the lower part of the cylinder. 3) In the calculations of scattering phase function $p(\hat{s}, \hat{s'})$, far field approximation is used, which means each two cylinders must be in the far field region of each other. Far field distance is larger than $L^2/\lambda$ where $L$ is the length of the cylinder and $\lambda$ is the wavelength. For example, the far field distance for 30cm tall grass at C-band is around 1.8m. But the adjacent two grass cannot be so far from each other.

To summarize, firstly, the geometries and positions of extended cylinders do not satisfy the assumption of elemental cylindrical volume used in the derivation of RTE. Secondly, RTE assumes uniform distributions of scatterers while in vegetation and forest canopies, the positions of scatterers are not uniform. The scatterers can be in dense clusters and in the other extreme, there can be large gaps between scatterers. Thirdly, RTE uses far field approximation but the adjacent vegetation scatterers are generally not in the far field region of each other. Thus, in this chapter, we use numerical solutions of Maxwell’s equations which can take into accounts these factors that are not addressed by RTE.
4.2.2 Formulations of FL-BOR

In this section, the formulation of FL-BOR is presented in subsection (a). The derivations of Foldy-Lax equations and the Body of Revolution method is also presented in subsection (b).

(a) FL-BOR

Consider the case of $N_L$ scatterers illuminated by an incident plane wave. The Foldy-Lax multiple scattering equations are [4, 90]

$$\bar{E}_{m}^{ex} = \bar{E}_{m}^{inc} + \sum_{n=1 \atop n \neq m}^{N_L} \bar{E}_{n}^{scat} \quad (4.2.15)$$

where $\bar{E}_{m}^{ex}$ is the excitation field on scatterer $m$, $\bar{E}_{m}^{inc}$ is the incident field on scatterer $m$, and $\bar{E}_{n}^{scat}$ is the scattered field from scatterer $n$ to scatterer $m$. The Foldy-Lax multiple scattering equations are derived from Maxwell’s equations and are exact relations without approximations. The derivation can be found in sections 1 and 2 of chapter 5 in [30] and a brief derivation is also presented in section 4.2.2 (b). The Foldy-Lax multiple scattering equations state that the final exciting field on scatterer $m$ is the sum of incident wave and the scattered waves from all other scatterers except $m$ itself.

Using the T matrix of an isolated scatterer that $\bar{E}_{n}^{scat} = \bar{G}_{0} \bar{T}_{n} \bar{E}_{n}^{ex}$. Previously, the numerical implementations of Foldy-Lax equations are using the spherical wave expansions for both the Green’s function $\bar{G}_{0}$ and the T matrix $\bar{T}_{n}$ [4, 90, 91]. However, spherical wave expansions are not suitable for cylinders which have large aspect ratios of length to radius. We use BOR which are for rotationally symmetric objects such as cylinders and disks. In this section, we use the Z matrix from BOR instead of the T matrix. In this case, wave expansions are not needed. Huygen’s principles are used to calculate scattering from the cylinder to another cylinder [4].
\[
\bar{E}_{n}^{\text{scat}} = \int_{dS_n} dS' \left[ \bar{G}_0 \cdot i\omega \mu_0 \bar{J}(\bar{r}') - \nabla \times \bar{G}_0 \cdot \bar{M}(\bar{r}') \right]
\]  

(4.2.16)

where \( \bar{G}_0 \) is the dyadic Green’s function, and \( \bar{J}(\bar{r}') \) and \( \bar{M}(\bar{r}') \) are the equivalent surface electric and magnetic currents, respectively.

Substituting equation (4.2.16) into the Foldy-Lax equations, we obtain

\[
\bar{E}_{m}^{\text{ex}} = \bar{E}_{m}^{\text{inc}} + \sum_{n=1}^{N_L} \sum_{m=1}^{N_U} \int_{dS_n} dS' \left[ \bar{G}_0 \cdot i\omega \mu_0 \bar{J}(\bar{r}') - \nabla \times \bar{G}_0 \cdot \bar{M}(\bar{r}') \right]
\]  

(4.2.17)

Similarly, for magnetic fields, we have

\[
\bar{H}_{m}^{\text{ex}} = \bar{H}_{m}^{\text{inc}} + \sum_{n=1}^{N_L} \sum_{m=1}^{N_U} \int_{dS_n} dS' \left[ \bar{G}_0 \cdot i\omega \varepsilon_0 \bar{M}(\bar{r}') + \nabla \times \bar{G}_0 \cdot \bar{J}(\bar{r}') \right]
\]  

(4.2.18)

To solve equations (4.2.17) and (4.2.18) numerically, each cylinder is divided into \( N_S \) sections. The total number of sections of all the cylinders are \( N_{tot} = N_L \times N_S \). Equations (4.2.17) and (4.2.18) are put together in matrix form as,

\[
\begin{bmatrix}
\bar{E}_{m}^{\text{ex}} \\
\bar{H}_{m}^{\text{ex}}
\end{bmatrix}
= \begin{bmatrix}
\bar{E}_{m}^{\text{inc}} \\
\bar{H}_{m}^{\text{inc}}
\end{bmatrix} + \bar{P} \begin{bmatrix}
\bar{J} \\
\bar{M}
\end{bmatrix}
\]  

(4.2.19)

\( \bar{E} \) and \( \bar{H} \) are expressed in \( \hat{x}, \hat{y} \) and \( \hat{z} \) directions. For each section, the surface currents \( \bar{J} \) and \( \bar{M} \) are decomposed into vector components of two directions \( \hat{e} \) and \( \hat{f} \) which are the body directions of the cylinder in the longitudinal and azimuthal directions, respectively. Thus \( \begin{bmatrix} \bar{E}_{m}^{\text{ex}} \\ \bar{H}_{m}^{\text{ex}} \end{bmatrix} \) and \( \begin{bmatrix} \bar{E}_{m}^{\text{inc}} \\ \bar{H}_{m}^{\text{inc}} \end{bmatrix} \) are both \( 6N_{tot} \times 1 \) matrices, \( \begin{bmatrix} \bar{J} \\ \bar{M} \end{bmatrix} \) is a \( 4N_{tot} \times 1 \) matrix and \( \bar{P} \) is a \( 6N_{tot} \times 4N_{tot} \) matrix. The orders for the matrix elements section by section are as follows:

\[
\begin{bmatrix}
\bar{E}_{m}^{\text{ex}} \\
\bar{H}_{m}^{\text{ex}}
\end{bmatrix}
= \begin{bmatrix}
E_{x,1}^{\text{ex}}, E_{y,1}^{\text{ex}}, E_{z,1}^{\text{ex}}, H_{x,1}^{\text{ex}}, H_{y,1}^{\text{ex}}, H_{z,1}^{\text{ex}} \\
E_{x,N_{tot}}, E_{y,N_{tot}}, E_{z,N_{tot}}, H_{x,N_{tot}}, H_{y,N_{tot}}, H_{z,N_{tot}}
\end{bmatrix}
\]  

where the semicolon indicates that it is a column vector instead of a row vector. Similarly,
\[
\begin{bmatrix}
E^\text{inc} \\
H^\text{inc}
\end{bmatrix} = 
\begin{bmatrix}
E^\text{inc}_{x,1}; E^\text{inc}_{y,1}; E^\text{inc}_{z,1}; H^\text{inc}_{x,1}; H^\text{inc}_{y,1}; H^\text{inc}_{z,1}; \\
E^\text{inc}_{x,N_\text{tot}}; E^\text{inc}_{y,N_\text{tot}}; E^\text{inc}_{z,N_\text{tot}}; H^\text{inc}_{x,N_\text{tot}}; H^\text{inc}_{y,N_\text{tot}}; H^\text{inc}_{z,N_\text{tot}}
\end{bmatrix},
\]

and

\[
\begin{bmatrix}
\vec{J} \\
\vec{M}
\end{bmatrix} = 
\begin{bmatrix}
J_{t,1}; J_{\phi,1}; M_{t,1}; M_{\phi,1}; \\
J_{t,N_\text{tot}}; J_{\phi,N_\text{tot}}; M_{t,N_\text{tot}}; M_{\phi,N_\text{tot}}
\end{bmatrix}.
\]

Matrix \( \vec{P} \) is defined as

\[
\vec{P} = 
\begin{bmatrix}
\vec{p}_{1,1} & \cdots & \vec{p}_{1,N_\text{tot}} \\
\vdots & \ddots & \vdots \\
\vec{p}_{N_\text{tot},1} & \cdots & \vec{p}_{N_\text{tot},N_\text{tot}}
\end{bmatrix}
\]

with each \( \vec{p}_{i,j} \) BEING A 6 \( \times \) 4 MATRIX. \( \vec{p}_{i,j} \) calculates the scattered fields from section \( j \) to the section \( i \) caused by the equivalent surface currents on section \( j \).

In the derivations below, the radius of the cylinder is assumed to be much less than the wavelength. The assumption is valid for many vegetation types at L- and C- band such as grass and wheat. We assume here that the cylinders are vertically oriented. There is no conceptual difficulty in extending the formulation to cylinders with an orientation distribution and to cylinders with larger radii. In the vertically oriented case, \( \hat{z} \) equals \( \hat{z} \) for all cylinders. As explained above, the scattered field from the cylinder itself is excluded in the Foldy-Lax equations. Thus, \( \vec{p}_{i,j} \) is \( \vec{0} \) if \( j \) and \( i \) sections are on the same cylinder. For example, \( \vec{p}_{1,2} = \vec{0} \) since both section 1 and section 2 are on cylinder 1. In mathematical notations,

\[
\vec{p}_{i,j} = \vec{0}, \quad \begin{cases} 
  i = (k - 1)N_S + 1; kN_S \\
  j = (k - 1)N_S + 1; kN_S.
\end{cases}
\]
where \( k = 1,2, \ldots, NL \). Otherwise, the thin cylinder approximation is used to calculate \( \tilde{p}_{i,j} \) as follows. According to equation (4.2.16), the scattered fields from section \( j \) to the center of section \( i \) is calculated as

\[
\tilde{E}_{j}^{\text{scat}}(\tilde{r}_i) = \int_{S_j} dS' \left[ \tilde{\nabla} \times \tilde{G}_0(\tilde{r}_i, \tilde{r}') \cdot \hat{\mathbf{r}} \right] - \int_{S_j} dS' \left[ \tilde{\nabla} \times \tilde{G}_0(\tilde{r}_i, \tilde{r}') \cdot \hat{\mathbf{M}}(\tilde{r}') \right] \tag{4.2.20}
\]

where \( \tilde{r}_i = x_i\hat{x} + y_i\hat{y} + z_i\hat{z} \) is center of section \( i \).

Since the radius of the cylinder is much less than wavelength (thin cylinder) and the section length \( \Delta z \) is chosen to be small, \( \tilde{f}(\tilde{r}') \) and \( \hat{\mathbf{M}}(\tilde{r}') \) are approximately constant within each section. Let the surface currents on section \( j \) be \( \tilde{f}(\tilde{r}_j) \) and \( \hat{\mathbf{M}}(\tilde{r}_j) \), which are decomposed into the two directions \( \ell' \) and \( \phi' \). For vertically oriented cylinders, \( \ell' = \hat{z} \) and \( \phi' = -\sin \phi' \hat{x} + \cos \phi' \hat{y} \). Thus

\[
\tilde{f}(\tilde{r}_j) = J_{L,j} \hat{z}' + J_{\phi,j} \hat{\phi}' = -J_{\phi,j} \sin \phi' \hat{x} + J_{\phi,j} \cos \phi' \hat{y} + J_{L,j} \hat{z},
\]

and

\[
\hat{\mathbf{M}}(\tilde{r}_j) = M_{L,j} \hat{z}' + M_{\phi,j} \hat{\phi}' = -M_{\phi,j} \sin \phi' \hat{x} + M_{\phi,j} \cos \phi' \hat{y} + M_{L,j} \hat{z}.
\]

Under the thin cylinder assumption, Green’s function \( \tilde{G}_0(\tilde{r}_i, \tilde{r}_j) \) can also be approximated by \( \tilde{G}_0(\tilde{r}_i, \tilde{r}_j) \) where \( \tilde{r}_j \) is the center of section \( j \). The expression for the dyadic Green’s function is

\[
\tilde{G}_0(\tilde{r}_i, \tilde{r}_j) = \tilde{G}_1(R)\tilde{I} + \tilde{G}_2(R)\hat{R}\hat{R} \tag{4.2.21}
\]

with \( \tilde{I} = \hat{x}\hat{x} + \hat{y}\hat{y} + \hat{z}\hat{z} \),

\[
R = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2},
\]

\[
G_1(R) = \frac{\exp(ikR)}{4\pi k^2 R^3} \left( -1 + ikR + k^2 R^2 \right)
\]

\[
G_2(R) = \frac{\exp(ikR)}{4\pi k^2 R^3} \left( 3 - 3ikR - k^2 R^2 \right),
\]

\[
\hat{R} = [ (x_i - x_j)\hat{x} + (y_i - y_j)\hat{y} + (z_i - z_j)\hat{z} ] / R.
\]
From equation (4.2.21), $\vec{G}_0(\vec{r}_i, \vec{r}_j)$ can be written in the form $\vec{G}_0(\vec{r}_i, \vec{r}_j) = \vec{G}_{x,ij} \hat{x} + \vec{G}_{y,ij} \hat{y} + \vec{G}_{z,ij} \hat{z}$.

Next, the expression for the curl of the dyadic Green’s function is

$$\nabla \times \vec{G}_0(\vec{r}_i, \vec{r}_j) =$$

$$\frac{\exp(ikR)}{4\pi R^2} \left( ik \frac{1}{R} \right) \left[ (x_i - x_j)(\hat{x} \hat{y} - \hat{y} \hat{x}) + (y_i - y_j)(\hat{x} \hat{z} - \hat{z} \hat{x}) + (z_i - z_j)(\hat{y} \hat{x} - \hat{x} \hat{y}) \right]$$

(4.2.22)

Let $\vec{F}_0(\vec{r}_i, \vec{r}_j) = \nabla \times \vec{G}_0(\vec{r}_i, \vec{r}_j)$. Similarly, from equation (4.2.22), $\vec{F}_0(\vec{r}_i, \vec{r}_j)$ can be written in the form $\vec{F}_0(\vec{r}_i, \vec{r}_j) = \vec{F}_{x,ij} \hat{x} + \vec{F}_{y,ij} \hat{y} + \vec{F}_{z,ij} \hat{z}$.

The surface integration can be expressed as $\int_{dS_j} dS' = a_j \int_0^{2\pi} d\phi' \int_{z_j-\Delta z_j/2}^{z_j+\Delta z_j/2} dz'$ with $a_j$, $z_j$ and $\Delta z_j$ being the radius, $z$ component of the center position and the length of section $j$, respectively.

Substituting these into equation (20), then

$$a_j \int_0^{2\pi} d\phi' \int_{z_j-\Delta z_j/2}^{z_j+\Delta z_j/2} dz' \left( \vec{G}_0(\vec{r}_i, \vec{r}_j) \cdot \vec{J}(\vec{r}_j) \right) = a_j \Delta z_j \begin{bmatrix} -J_{\phi,j} \vec{G}_{x,ij} \int_0^{2\pi} d\phi' \sin \phi' \\ +J_{\phi,j} \vec{G}_{y,ij} \int_0^{2\pi} d\phi' \cos \phi' \\ +J_{t,j} \vec{G}_{z,ij} \int_0^{2\pi} d\phi' \end{bmatrix} = 2\pi a_j \Delta z_j \vec{J}_{t,ij} \vec{G}_{z,ij}$$

(4.2.23)

Similarly,

$$a_j \int_0^{2\pi} d\phi' \int_{z_j-\Delta z_j/2}^{z_j+\Delta z_j/2} dz' \left( \nabla \times \vec{G}_0(\vec{r}_i, \vec{r}_j) \cdot \vec{M}(\vec{r}_j) \right) = 2\pi a_j \Delta z_j \vec{M}_{t,ij} \vec{F}_{z,ij}$$

(4.2.24)

Thus equation (4.2.20) becomes

$$\vec{E}_{ij}^{\text{scat}}(\vec{r}_i) = 2\pi a_j \Delta z_j [i \omega \mu_0 \vec{G}_{z,ij} \vec{J}_{t,ij} - \vec{F}_{z,ij} \vec{M}_{t,ij}]$$

(4.2.25)

Similarly, for magnetic fields,

$$\vec{H}_{ij}^{\text{scat}}(\vec{r}_i) = 2\pi a_j \Delta z_j [i \omega \varepsilon_0 \vec{G}_{z,ij} \vec{M}_{t,ij} + \vec{F}_{z,ij} \vec{J}_{t,ij}]$$

(4.2.26)
Substituting equation (4.2.25) and (4.2.26) into equation (4.2.19), the expression for the non-zeros \( \tilde{p}_{l,j} \) is obtained as

\[
\tilde{p}_{l,j} = 2\pi a_j \Delta z_j \begin{bmatrix} i \omega \mu_0 \tilde{G}_{z,ij} & 0 & -\tilde{F}_{z,ij} & 0 \\ \tilde{F}_{z,ij} & 0 & i \omega \epsilon_0 \tilde{G}_{z,ij} & 0 \end{bmatrix}
\]

(4.2.27)

where \( a_j \) is the radius and \( \Delta z_j \) is the length of section \( j \). \( \tilde{G}_{z,ij} = [G_{xz,ij}; G_{yz,ij}; G_{zz,ij}] \) which is obtained from the expression for the dyadic Green’s function \( \tilde{g}_0(\tilde{r}, \tilde{\eta}) \) in equation (4.2.21). Similarly, \( \tilde{F}_{z,ij} = [F_{xz,ij}; F_{yz,ij}; F_{zz,ij}] \) is obtained from equation (4.2.22).

![Figure IV.3. One dimensional discretization of the cylinder in the BOR.](image)

The expressions for the matrix \( \tilde{P} \) which relates the surface currents to the scattered fields are obtained. The next step is to relate the surface currents to the exciting fields, and for this the BOR formulation [12] is used. In BOR, the surface currents \( \tilde{J}_s(\tilde{r}') \) and \( \tilde{M}_s(\tilde{r}') \) are represented by locally oriented basis functions \( (\tilde{\ell}' \text{ and } \tilde{\phi}') \), which are expanded in Fourier series in the \( \tilde{\phi}' \) dimension making use of the rotational symmetry [12, 92]. Therefore only 1-dimensional discretization is used in MoM, as shown in Figure IV.3. This is different from the usual surface integral equation where the Rao-Wilton-Glisson (RWG) 2-dimensional vector basis functions are used to represent tangential surface fields on curved surfaces. The electric surface currents are solved as:
\[ J_s(\vec{r}') = \sum_{\alpha=-\infty}^{\infty} \sum_{s=1}^{N_S} \left[ l^{t'}_{\alpha,s} f_s^{t'} e^{-i\alpha \phi'} \hat{t}' + l^{\phi'}_{\alpha,s} f_s^{\phi'} e^{-i\alpha \phi'} \hat{\phi}' \right] \]  

(4.2.28)

where \( \alpha \) is the Fourier harmonic order, \( l^{t'}_{\alpha,s} \) and \( l^{\phi'}_{\alpha,s} \) are the unknown coefficients, and \( f_s^{t'} \) and \( f_s^{\phi'} \) are the one-dimensional basis functions for electric surface current in the \( \hat{t}' \) and \( \hat{\phi}' \) direction, respectively.

Since the radius of the cylinder is much smaller than the wavelength, only the zeroth Fourier harmonic (\( \alpha = 0 \)) is important. Thus, equation (4.2.28) becomes

\[ \bar{J}_s(\vec{r}') = \sum_{s=1}^{N_S} [l^{t'}_{0,s} f_s^{t'} \hat{t}' + l^{\phi'}_{0,s} f_s^{\phi'} \hat{\phi}'] \]  

(4.2.29)

Similarly, for \( \bar{M}_s(\vec{r}') \),

\[ \bar{M}_s(\vec{r}') = \sum_{s=1}^{N_S} [l^{M,t'}_{0,s} f_s^{M,t'} \hat{t}' + l^{M,\phi'}_{0,s} f_s^{M,\phi'} \hat{\phi}'] \]  

(4.2.30)

where \( l^{M,t'}_{\alpha,s} \) and \( l^{M,\phi'}_{\alpha,s} \) are the unknown coefficients, and \( f_s^{M,t'} \) and \( f_s^{M,\phi'} \) are the one-dimensional basis functions for the magnetic surface current in the \( \hat{t}' \) and \( \hat{\phi}' \) direction, respectively.

In this section, the basis functions are chosen to be pulse functions with amplitude one for currents in \( \hat{\phi}' \) direction currents and amplitude \( \frac{1}{2\pi a} \) for currents in \( \hat{t}' \) direction where \( a \) is the radius of the cylinder. Thus,

\[ \begin{bmatrix} \bar{J} \\ \bar{M} \end{bmatrix} = \tilde{C} \begin{bmatrix} \bar{I}'^{t} \\ \bar{I}'^{M} \end{bmatrix} \]  

(4.2.31)

where \( \begin{bmatrix} \bar{I}'^{t} \\ \bar{I}'^{M} \end{bmatrix} \) is the matrix for the unknown coefficients \( l^{t'}_{0,s} \) and \( l^{M,t'}_{0,s} \), and

\[ \tilde{C} = \begin{bmatrix} \bar{c}_1 \\ \vdots \\ \bar{c}_{N_S} \end{bmatrix}, \text{ with } \bar{c}_s = \begin{bmatrix} \frac{1}{2\pi a} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & \frac{1}{2\pi a} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \]
Using both the Electric Field Integral Equation (EFIE) and the Magnetic Field Integral Equation (MFIE), we have for the cylinder \( n \) that [12]

\[
\begin{bmatrix}
I_j \\
M_j
\end{bmatrix}_n = \bar{\beta}_n^{-1}
\begin{bmatrix}
\bar{V}_E \\
\bar{V}_H
\end{bmatrix}_n
\tag{4.2.32}
\]

where the subscript \( n \) denotes cylinder \( n \). The details of the formulations are available in [12] and the matrix elements of \( \bar{\beta}_n \) are available on pages 23-28 in [12]. The testing functions are pulse functions with amplitude one. The column vector on the right-hand side is related to the excitation field.

Substituting equation (4.2.32) to equation (4.2.31), we obtain

\[
\begin{bmatrix}
\bar{J} \\
\bar{M}
\end{bmatrix}_n = \bar{z}_n^{-1}
\begin{bmatrix}
\bar{V}_E \\
\bar{V}_H
\end{bmatrix}_n
\tag{4.2.33}
\]

where \( \bar{z}_n^{-1} = \bar{\xi} \bar{\beta}_n^{-1} \) is the modified inverse of the MoM system matrix for cylinder \( n \) which relates the excitation to the surface current.

The BOR code, developed by Glisson and Wilton [12], provides \( \bar{z}_n^{-1} \). But the code [12] only calculates solutions for incident plane waves. For the present case, we study multiple scattering from one cylinder to another. Thus, we compute scattering field from one point on the cylinder to another point as the exciting field and then convert the exciting fields to harmonics. \( \bar{V}_E \) and \( \bar{V}_H \) are results from integration of testing function with the excitation fields. \( \bar{J}, \bar{M}, \bar{V}_E \) and \( \bar{V}_H \) have both \( \hat{\epsilon} \) and \( \hat{\phi} \) components and there are \( N_S \) sections in total; therefore, \( \bar{z}_n^{-1} \) is of size \( 4N_S \times 4N_S \).

Consider section \( j \) on the cylinder \( n \). Then [12],

\[
V^E_{\epsilon_j} = a_j \int_0^{2\pi} d\phi' \int_{z_j - \frac{\Delta z}{2}}^{z_j + \frac{\Delta z}{2}} dz' E^e_{\epsilon_j}(\bar{r}') \tag{4.2.34}
\]

\[
V^E_{\phi_j} = a_j \int_0^{2\pi} d\phi' \int_{z_j - \frac{\Delta z}{2}}^{z_j + \frac{\Delta z}{2}} dz' E^e_{\phi_j}(\bar{r}') \tag{4.2.35}
\]
where the subscripts \( t' \) and \( \phi' \) denote the \( \hat{t}' \) and \( \hat{\phi}' \) components, respectively. Pulse testing functions are used to obtain equations (4.2.34) and (4.2.35) as in [12].

Since the cylinders are vertically oriented, \( E_{t'}^{ex}(\vec{r}') = E_{z}^{ex}(\vec{r}') \), and \( E_{\phi'}^{ex}(\vec{r}') = -\sin\phi' E_{x}^{ex}(\vec{r}') + \cos\phi' E_{y}^{ex}(\vec{r}') \). As discussed before, the excitation fields \( \vec{E}^{ex}(\vec{r}') \) on each section can be approximated by a constant value for the thin cylinders. As before, we use the excitation fields at the center of each section. Then, equations (4.2.34) and (4.2.35) become

\[
V_{j,t'}^E = a_j \int_0^{2\pi} d\phi' \int_{z_j}^{z_j + \frac{\Delta z}{2}} dz' E_{z}^{ex}(\vec{r}_j) = 2\pi a_j \Delta z_j E_{z}^{ex}(\vec{r}_j) \quad (4.2.36)
\]

\[
V_{j,\phi'}^E = a_j \int_0^{2\pi} d\phi' \int_{z_j}^{z_j + \frac{\Delta z}{2}} dz' \left[ -\sin\phi' E_{x}^{ex}(\vec{r}_j) + \cos\phi' E_{y}^{ex}(\vec{r}_j) \right] = 0 \quad (4.2.37)
\]

Similarly, \( V_{j,t'}^H = 2\pi a_j \Delta z_j H_{z}^{ex}(\vec{r}_j) \), and \( V_{j,\phi'}^H = 0 \). Thus for section \( j \),

\[
\begin{bmatrix}
\vec{V}_j^E \\
\vec{V}_j^H
\end{bmatrix} =
\begin{bmatrix}
\vec{w}_j^E & 0 \\
0 & \vec{w}_j^H
\end{bmatrix}
\begin{bmatrix}
\vec{E}_j^{ex} \\
\vec{H}_j^{ex}
\end{bmatrix}
\quad (4.2.38)
\]

where \( \vec{w}_j^E = \vec{w}_j^H = \begin{bmatrix} 0 & 0 & 2\pi a_j \Delta z_j \\ 0 & 0 & 0 \end{bmatrix} \).

The equations for all the cylinders are put in matrix form,

\[
\begin{bmatrix}
\vec{J} \\
\vec{M}
\end{bmatrix} = \vec{Z}^{-1} \begin{bmatrix}
\vec{V}_E \\
\vec{V}_H
\end{bmatrix} = \vec{Z}^{-1} \vec{W} \begin{bmatrix}
\vec{E}_e^{ex} \\
\vec{H}_e^{ex}
\end{bmatrix}
\quad (4.2.39)
\]

where

\[
\vec{Z}^{-1} = \begin{bmatrix}
\vec{Z}_1^{-1} & 0 & \vdots & 0 \\
0 & \vec{Z}_N^{-1}
\end{bmatrix}.
\]

\( \vec{Z}_n^{-1} \) is the modified inverse of the MoM system matrix for the cylinder \( n \) as in equation (4.2.33).

The exciting fields are related to \( \vec{V} \) by the matrix
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Letting \( \bar{Q} = \bar{Z}^{-1} \bar{W} \) and substituting Equation (4.2.39) into (4.2.19), we have

\[
\begin{bmatrix}
\bar{E}_{\text{ex}}^s \\
\bar{H}_{\text{ex}}^s
\end{bmatrix} = [\bar{I} - \bar{P} \bar{Q}]^{-1} \begin{bmatrix}
\bar{E}_{\text{inc}}^s \\
\bar{H}_{\text{inc}}^s
\end{bmatrix}
\]

(4.2.40)

Equation (4.2.40) is the final form of the Foldy-Lax multiple scatter equations derived from Maxwell’s equations where the matrix \( \bar{P} \) is calculated using Huygen’s principle and \( \bar{Q} \) is calculated using the BOR technique.

After the final exciting fields are solved, they are substituted into Equation (4.2.39) to find the equivalent surface currents from which the absorption can be calculated.

Using Huygen’s principle, the scattered fields from the vegetation canopy are obtained from the surface currents by superposition of the scattered fields from all the cylinders. Let the observation point be at \( \bar{r}_o \). Following the derivations for \( \bar{P} \) above, the same equations as (4.2.25) and (4.2.26) for scattered fields are obtained except replacing \( \bar{r}_j \) by \( \bar{r}_o \). In matrix form, the final scattered fields at \( \bar{r}_o \) from all the cylinders are

\[
\bar{E}^s(\bar{r}_o) = \bar{S}^E(\bar{r}_o) \begin{bmatrix}
\bar{J} \\
\bar{M}
\end{bmatrix}
\]

(4.2.41a)

\[
\bar{H}^s(\bar{r}_o) = \bar{S}^H(\bar{r}_o) \begin{bmatrix}
\bar{J} \\
\bar{M}
\end{bmatrix}
\]

(4.2.41b)

where \( \bar{S}^E(\bar{r}_o) = [\bar{s}^E_{0,1}, ..., \bar{s}^E_{0,N_{tot}}] \) with each \( \bar{s}^E_{0,j} = 2\pi\alpha_j \Delta z_j [i\omega\mu_0 G_{z,oj} \bar{0} - \bar{F}_{z,oj} \bar{0}] \) being a 3 \( \times \) 4 matrix and \( \bar{S}^H(\bar{r}_o) = [\bar{s}^H_{0,1}, ..., \bar{s}^H_{0,N_{tot}}] \) with each \( \bar{s}^H_{0,j} = 2\pi\alpha_j \Delta z_j [\bar{F}_{z,oj} \bar{0} \ i\omega\epsilon_0 G_{z,oj} \bar{0}] \) being a 3 \( \times \) 4 matrix. The expressions for \( G_{z,oj} \) and \( F_{z,oj} \) are the same as those for \( G_{z,ij} \) and \( F_{z,ij} \) except replacing \( \bar{r}_j \) by \( \bar{r}_o \).
(b) Review of Key Derivations of Foldy-Lax Equations and BOR

Foldy-Lax Equations

The detail derivations can be found in sections 1 and 2 of chapter 5 in [30] and a brief derivation using operator notation following the methods in [30] is presented here.

Considering $N_L$ scatterers, the Maxwell’s equations give [4, 30]

$$\tilde{G} = \tilde{G}_0 + \sum_{n=1}^{N_L} \tilde{G}_0 \tilde{U}_n \tilde{G}$$  \hspace{1cm} (4.2.42)

where $\tilde{G}$ is the exact Green’s function for the problem, $\tilde{G}_0$ is the unperturbed Green’s function and $\tilde{U}_n$ is the scattering potential for scatterer $n$.

Then,

$$\tilde{G} = \tilde{G}_0 + \sum_{n=1}^{N_L} \tilde{G}_0 \tilde{U}_n \tilde{G} + \tilde{G}_0 \tilde{U}_m \tilde{G}$$  \hspace{1cm} (4.2.43)

Next, define

$$\tilde{G}_m = \tilde{G}_0 + \sum_{n=1}^{N_L} \tilde{G}_0 \tilde{U}_n \tilde{G}$$  \hspace{1cm} (4.2.44)

Then equation (4.2.43) becomes

$$\tilde{G} = \tilde{G}_m + \tilde{G}_0 \tilde{U}_m \tilde{G}$$  \hspace{1cm} (4.2.45)

Multiply both sides of equation (4.2.45) by $\tilde{U}_m$.

$$\tilde{U}_m \tilde{G} = \tilde{U}_m \tilde{G}_m + \tilde{U}_m \tilde{G}_0 \tilde{U}_m \tilde{G}$$  \hspace{1cm} (4.2.46)

Then,

$$(\bar{I} - \tilde{U}_m \tilde{G}_0) \tilde{U}_m \tilde{G} = \tilde{U}_m \tilde{G}_m$$  \hspace{1cm} (4.2.47)

Thus,

$$\tilde{U}_m \tilde{G} = (\bar{I} - \tilde{U}_m \tilde{G}_0)^{-1} \tilde{U}_m \tilde{G}_m$$  \hspace{1cm} (4.2.48)

Since the transition operator for scatterer $m$ [4, 30] is

$$\tilde{T}_m = (\bar{I} - \tilde{U}_m \tilde{G}_0)^{-1} \tilde{U}_m$$  \hspace{1cm} (4.2.49)
Substituting equation (4.2.49) to (4.2.48) leads to

$$\bar{U}_m \bar{G} = \bar{T}_m \bar{G}_m$$  \hspace{1cm} (4.2.50)

Substituting it into equation (4.2.44), then

$$\bar{G}_m = \bar{G}_0 + \sum_{n \neq m}^{N_s} \bar{G}_0 \bar{T}_n \bar{G}_n$$  \hspace{1cm} (4.2.51)

Applying source state to equation (4.2.51) [4, 30]

$$\bar{E}_m^{ex} = \bar{G}_m |\bar{J}\rangle$$  \hspace{1cm} (4.2.52a)

$$\bar{E}_m^{inc} = \bar{G}_0 |\bar{J}\rangle$$  \hspace{1cm} (4.2.52a)

We obtain

$$\bar{E}_m^{ex} = \bar{E}_m^{inc} + \sum_{n \neq m}^{N_s} \bar{G}_0 \bar{T}_n \bar{E}_n^{ex}$$  \hspace{1cm} (4.2.53)

Since $\bar{G}_0 \bar{T}_n \bar{E}_n^{ex} = \bar{E}_n^{scat}$ is the scattered field from scatterer $n$, equation (4.2.53) becomes

$$\bar{E}_m^{ex} = \bar{E}_m^{inc} + \sum_{n \neq m}^{N_s} \bar{E}_n^{scat}$$  \hspace{1cm} (4.2.54)

Equation (4.2.54) is the Foldy-Lax multiple scattering equations which states that the final exciting field on scatterer $m$ is the sum of incident wave and the scattered waves from all other scatterers except $m$ itself. It is to be noted that in the derivations of (4.2.54) above, no approximations were made.

**Body of Revolution (BOR) Method**

The detail derivations can be found in [12, 92], and brief derivation is summarized here.

EFIE:

\[ -\hat{n} \times \bar{E}^{inc}(\bar{r}) = i\omega \hat{n} \times \int dS \left[ \mu_1 g_1(\bar{r}, \bar{r}') + \mu_2 g_2(\bar{r}, \bar{r}') \right] \bar{J}_s(\bar{r}') \]
\[ + \frac{i}{\omega} \hat{n} \times \int dS \nabla \left[ \frac{g_1(\bar{r}, \bar{r}')}{\varepsilon_1} + \frac{g_2(\bar{r}, \bar{r}')}{\varepsilon_2} \right] \nabla_s \cdot \bar{J}_s(\bar{r}') \]
\[ -\hat{n} \times \int dS' \nabla \left[ g_1(\bar{r}, \bar{r}') + g_2(\bar{r}, \bar{r}') \right] \times \bar{M}_s(\bar{r}') \]
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MFIE:

\[-\hat{n} \times \mathbf{H}^\text{inc} (\mathbf{r}) = i \omega \hat{n} \times \int_d S' \left[ \varepsilon_r g_1 (\mathbf{r}, \mathbf{r'}) + \varepsilon_r g_2 (\mathbf{r}, \mathbf{r'}) \right] \mathbf{M}_s (\mathbf{r'}) \]

\[+ \frac{i}{\omega} \hat{n} \times \int_d S' \nabla \left[ \frac{g_1 (\mathbf{r}, \mathbf{r'})}{\mu_1} + \frac{g_2 (\mathbf{r}, \mathbf{r'})}{\mu_2} \right] \nabla_s \cdot \mathbf{M}_s (\mathbf{r'}) \]

\[+ \hat{n} \times \int_d S' \nabla \left[ g_1 (\mathbf{r}, \mathbf{r'}) + g_2 (\mathbf{r}, \mathbf{r'}) \right] \times \mathbf{J}_s (\mathbf{r'}) \]

(4.2.56)

The surface electric and magnetic currents are expanded using the basis function as blow,

\[\mathbf{J}_s (\mathbf{r}) = \sum_{\alpha = -\infty}^{\infty} \sum_{n=1}^{N} \left( I^\text{h}_n f_n (t) e^{-i\alpha \phi} \hat{t} (\mathbf{r}) - I^\phi_n \tilde{f}_n (t) e^{-i\alpha \hat{\phi}} (\mathbf{r}) \right) \]

(4.2.57)

\[\mathbf{M}_s (\mathbf{r}) = \sum_{\alpha = -\infty}^{\infty} \sum_{n=1}^{N} \left( I^\text{M}_n g_n (t) e^{-i\alpha \phi} \hat{t} (\mathbf{r}) - I^\phi_n \tilde{g}_n (t) e^{-i\alpha \hat{\phi}} (\mathbf{r}) \right) \]

(4.2.58)

where \(I^\text{h}_n, I^\phi_n, I^\text{M}_n\) and \(I^\phi_n\) are the unknown coefficients for \(n\)th basis function and order \(\alpha\). \(f_n (t)\) and \(g_n (t)\) are the basis functions. It is noted that \(f_n (t)\) and \(g_n (t)\) are 1-D basis function with discretization only in the \(\hat{t}\) direction. Because of rotational symmetry of the object, the function of \(\phi\) is expanded into Fourier series. In this chapter, we let \(f_n (t) = g_n (t) = \frac{T_n (t)}{\rho(t)}\).

Figure IV.4. Definition of \(\hat{t}\) and \(\hat{\phi}\) in BOR (picture from [12, 92]).
The unit vectors in the \( t \) and \( \phi \) directions are

\[
\hat{t} = \sin \gamma \cos \phi \hat{x} + \sin \gamma \sin \phi \hat{y} + \cos \gamma \hat{z} \quad (4.2.59)
\]

\[
\hat{\phi} = -\sin \phi \hat{x} + \cos \phi \hat{y} \quad (4.2.60)
\]

where \( \sin \gamma = \frac{\frac{d\rho}{dz}}{\sqrt{1 + \left(\frac{d\rho}{dz}\right)^2}} \) and \( \cos \gamma = \frac{1}{\sqrt{1 + \left(\frac{d\rho}{dz}\right)^2}} \).

Then, the following properties can be derived,

\[
\hat{\phi} \cdot \hat{t} = \sin \gamma \sin (\phi - \phi')
\]

\[
\hat{t} \cdot \hat{\phi} = -\sin \gamma \sin (\phi - \phi')
\]

\[
\hat{t} \cdot \hat{t} = \sin \gamma \sin \gamma' \cos (\phi - \phi') + \cos \gamma \cos \gamma'
\]

\[
\hat{\phi} \cdot \hat{\phi} = \cos (\phi - \phi)
\]

Also, the derivatives can be derived,

\[
\frac{\partial \hat{\phi}}{\partial t} = 0
\]

\[
\frac{\partial \hat{t}}{\partial t} = \frac{\frac{d^2\rho}{dz^2}}{1 + \left(\frac{d\rho}{dz}\right)^2} \left[-\frac{d\rho}{dz} \hat{z} + \hat{\rho} \right]
\]

\[
\frac{\partial \hat{\phi}}{\partial \phi} = -\cos \phi \hat{x} + \sin \phi \hat{y} = -\hat{\rho}
\]

\[
\frac{\partial \hat{t}}{\partial \phi} = \frac{1}{\sqrt{1 + \left(\frac{d\rho}{dz}\right)^2}} \frac{d\rho}{dz} \hat{\phi}
\]

Using these properties, the following manipulations on the Green’s function are calculated as

\[
\hat{\phi} \cdot \nabla g = -\rho' \sin (\phi' - \phi) \frac{dg}{dR} \frac{1}{R}
\]

(4.2.63)
\[\hat{t} \cdot \nabla g = \left( \rho - \rho' \cos (\phi - \phi) \right) \sin \gamma + \left( z - z' \right) \cos \gamma \frac{dg}{dR} \frac{1}{R} \]  \hspace{1cm} (4.2.64)

\[\hat{n} \cdot \nabla g = \frac{1}{R} \frac{dg}{dR} \left[ \rho \cos \gamma - \rho' \cos \gamma \cos (\phi - \phi) - \sin \gamma (z - z') \right] \]  \hspace{1cm} (4.2.65)

where \( R = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2} \), and \( g(\vec{r}, \vec{r}') = g(R) \).

Next, let

\[\vec{J}_S (\vec{r}') = \hat{\phi} J_{S\phi} (\vec{r}') + \hat{t} J_{S\phi} (\vec{r}') \]  \hspace{1cm} (4.2.59)

\[\vec{M}_S (\vec{r}') = \hat{\phi} M_{S\phi} (\vec{r}') + \hat{t} M_{S\phi} (\vec{r}') \]  \hspace{1cm} (4.2.60)

where the subscript ‘\(\phi\)’ means the current in the \(\phi\) direction while the subscript ‘\(t\)’ means the current in the \(t\) direction.

The \(t\) component of the EFIE can be calculated as

\[E_t^{\text{inc}} (\vec{r}) = \beta_{11} (J_{St}) + \beta_{12} (J_{S\phi}) + \beta_{13} (M_{St}) + \beta_{14} (M_{S\phi}) \]  \hspace{1cm} (4.2.61)

where,

\[\beta_{11} (J_{St}) = -i \omega \int dS' \left[ \mu g (\vec{r}, \vec{r}') + \mu_1 g_1 (\vec{r}, \vec{r}') \right] \left[ \sin \gamma \sin \gamma' \cos (\phi - \phi) + \cos \gamma \cos \gamma' \right] J_{St} (\vec{r}') \]

\[-\frac{i}{\omega} \int dS' \left[ \frac{1}{\varepsilon} \hat{t} \cdot \nabla g (\vec{r}, \vec{r}') + \frac{1}{\varepsilon_1} \hat{t} \cdot \nabla g_1 (\vec{r}, \vec{r}') \right] \left[ \frac{\partial}{\partial t} \left( \rho' \hat{t} J_{St} (\vec{r}') \right) \right] \]

\[\beta_{12} (J_{S\phi}) = i \omega \int dS' \left[ \mu g (\vec{r}, \vec{r}') + \mu_1 g_1 (\vec{r}, \vec{r}') \right] \left[ \sin \gamma \sin (\phi - \phi) \right] J_{S\phi} (\vec{r}') \]

\[-\frac{i}{\omega} \int dS' \left[ \frac{1}{\varepsilon} \hat{t} \cdot \nabla g (\vec{r}, \vec{r}') + \frac{1}{\varepsilon_1} \hat{t} \cdot \nabla g_1 (\vec{r}, \vec{r}') \right] \left[ \frac{\partial}{\partial \phi} \left( \rho' \hat{\phi} J_{S\phi} (\vec{r}') \right) \right] \]

\[\beta_{13} (M_{St}) = \int dS' \left[ \rho \cos \gamma \sin \gamma' \sin (\phi - \phi) \right] \left[ \frac{1}{R} \frac{d}{dR} \left( \frac{R}{3} \right) g (\vec{r}) + \frac{R}{R} \right] M_{St} (\vec{r}') \]

\[\beta_{14} (M_{S\phi}) = \int dS' \left[ -\rho' \sin \gamma \cos \gamma' \sin (\phi - \phi) \right] \left[ \frac{1}{R} \frac{d}{dR} \left( \frac{R}{3} \right) + \frac{1}{R} \right] M_{S\phi} (\vec{r}') \]
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\[
\beta_{14}(M_{S\phi}) = \int dS' \left\{ \cos \gamma \left[ \rho \cos (\phi' - \phi) - \rho' \right] - (z' - z') \sin \gamma \cos (\phi' - \phi) \right\} \\
\times \frac{1}{R} \frac{d\left[ g(R) + g_1(R) \right]}{dR} M_{S\phi}(\bar{r}') 
\]
(4.2.65)

The \( \phi \) component of EFIE is calculated as

\[
E_{\phi}^{inc}(\bar{r}) = \beta_{21}(J_{St}) + \beta_{22}(J_{S\phi}) + \beta_{23}(M_{St}) + \beta_{24}(M_{S\phi}) 
\]
(4.2.66)

where,

\[
\beta_{21}(J_{St}) = -i \omega \int dS' \left\{ \mu g(\bar{r}, \bar{r}') + \mu_t g_1(\bar{r}, \bar{r}') \right\} \left( \hat{\phi} \cdot \hat{e}^\prime \right) J_{St}(\bar{r}') \\
- \frac{i}{\omega} \int dS \left[ \frac{1}{\varepsilon} \hat{\phi} \cdot \nabla g(\bar{r}, \bar{r}') + \frac{1}{\varepsilon_i} \hat{\phi} \cdot \nabla g_1(\bar{r}, \bar{r}') \right] \frac{1}{\rho} \frac{\partial}{\partial t} \left( \rho J_{St}(\bar{r}') \right) 
\]
(4.2.67)

\[
\beta_{22}(J_{S\phi}) = -i \omega \int dS' \left\{ \mu g(\bar{r}, \bar{r}') + \mu_t g_1(\bar{r}, \bar{r}') \right\} \left( \hat{\phi} \cdot \hat{\phi} \right) J_{S\phi}(\bar{r}') \\
- \frac{i}{\omega} \int dS \left[ \frac{1}{\varepsilon} \hat{\phi} \cdot \nabla g(\bar{r}, \bar{r}') + \frac{1}{\varepsilon_i} \hat{\phi} \cdot \nabla g_1(\bar{r}, \bar{r}') \right] \frac{1}{\rho} \left( \frac{\partial}{\partial \phi} J_{S\phi}(\bar{r}') \right) 
\]
(4.2.68)

\[
\beta_{23}(M_{St}) = \int dS' \left[ \frac{1}{R} \frac{dg(R)}{dR} + \frac{1}{R} \frac{dg_1(R)}{dR} \right] \left[ \left( -\rho + \rho' \cos (\phi - \phi') \right) \cos \gamma' \right] M_{St}(\bar{r}') 
\]
(4.2.69)

\[
\beta_{24}(M_{S\phi}) = \int dS' \left[ \frac{1}{R} \frac{dg(R)}{dR} + \frac{1}{R} \frac{dg_1(R)}{dR} \right] \left[ -\sin (\phi - \phi') (z - z') \right] M_{S\phi}(\bar{r}') 
\]
(4.2.70)

Next, let the testing function be

\[
f_{\phi m}^i(\bar{r}) = f_n(t)e^{i\beta_{\phi}t}(\bar{r}) 
\]
(4.2.71)

\[
\bar{f}_{\phi m}(\bar{r}) = f_n(t)e^{i\beta_{\phi}t}(\bar{r}) 
\]
(4.2.72)

Substituting the basis function and the testing function leads to

\[
\int dSf_m(t)e^{i\beta_{\phi}} \beta_{11}(J_{St}) = \sum_{\alpha=-\infty}^{\infty} \sum_{n=1}^{N} \int_{\alpha n}^{(E)} \int_{\alpha n}^{(H)} I_{\alpha n} \]
\[ \int dS_f (t) e^{i\beta \phi} \beta_{12} (J_s) = \sum_{a=-\infty}^{\infty} \sum_{n=1}^{N} L^{(E)}_{mn} I_{an}^{(E)} \] (4.2.73b)

\[ \int dS_f (t) e^{i\beta \phi} \beta_{13} (M_s) = \sum_{a=-\infty}^{\infty} \sum_{n=1}^{N} K^{(E)}_{mn} I_{an}^{(M)} \] (4.2.73c)

\[ \int dS_f (t) e^{i\beta \phi} \beta_{14} (M_s) = \sum_{a=-\infty}^{\infty} \sum_{n=1}^{N} K^{i\phi (E)}_{mn} I_{an}^{M\phi} \] (4.2.73d)

where,

\[ L^{(E)}_{mn} = \int dt \int d\phi \left[ -i\omega \left( \mu g \left( \bar{r}, \bar{r}' \right) + \mu_t g_1 \left( \bar{r}, \bar{r}' \right) \right) T_m(t) T_n \left( t' \right) \right] e^{i\beta \phi} e^{-i\omega \phi} \] (4.2.74)

\[ L^{i\phi (E)}_{mn} = \int dt \int d\phi \left[ -\frac{i}{\omega} \left( \frac{1}{e} \left( g + \frac{1}{e_1} \right) \right) T\left( t \right) T_n \left( t' \right) \right] e^{i\beta \phi} e^{-i\omega \phi} \] (4.2.75)

\[ K^{i\phi (E)}_{mn} = \int dt \int d\phi \left[ \cos \gamma \sin \gamma' \sin \left( \phi' - \phi \right) \right] \frac{1}{R} \frac{d \left( g(R) + g_1(R) \right)}{dR} T_m(t) T_n \left( t' \right) e^{i\beta \phi} e^{-i\omega \phi} \] (4.2.76)

\[ K^{i\phi (E)}_{mn} = -\int dt \int d\phi \left[ \cos \gamma \left( \rho \cos \left( \phi - \phi' \right) - \rho' \right) \left( z - z' \right) \sin \gamma \cos \left( \phi - \phi' \right) \right] \frac{1}{R} \frac{d \left( g(R) + g_1(R) \right)}{dR} T_m(t) T_n \left( t' \right) e^{i\beta \phi} e^{-i\omega \phi} \] (4.2.77)

The integrations can be calculated following [12, 92].

Thus,

\[ \sum_{a=-\infty}^{\infty} \sum_{n=1}^{N} \left( L^{(E)}_{mn} I_{an}^{(E)} + L^{i\phi (E)}_{mn} I_{an}^{(E)} + K^{(E)}_{mn} I_{an}^{(M)} + K^{i\phi (E)}_{mn} I_{an}^{M\phi} \right) = \int dS_f (t) e^{i\beta \phi} E_{inc} (\bar{r}) \] (4.2.78)

Similar manipulations are performed for the \( \phi \) component of EFIE.
Using duality property, the equations for MFIE are obtained.

The integrations of \( \int_0^{2\pi} d\phi' e^{i\beta\phi} e^{-i\alpha\phi} \) gives \( \delta_{\alpha\beta} \) which results in \( \alpha = \beta \).

Finally, in matrix form,

\[
\begin{pmatrix}
L_\alpha & K_\alpha & K_\alpha \\
\phi(E) & \phi(E) & \phi(E) \\
\phi(M) & \phi(M) & \phi(M) \\
-K_\alpha & -K_\alpha & -K_\alpha \\
\phi(M) & \phi(M) & \phi(M)
\end{pmatrix}
\begin{pmatrix}
I_{\alpha n}^E \\
\phi(E) \\
\phi(M) \\
K_{\alpha n}^M \\
\phi(M)
\end{pmatrix}
= 
\begin{pmatrix}
\int dt \int_0^{2\pi} d\phi_T (t) e^{i\alpha\phi} E_{\phi}^{inc} (\vec{r}) \\
\int dt \int_0^{2\pi} d\phi_T (t) e^{i\alpha\phi} E_{\phi}^{inc} (\vec{r}) \\
\int dt \int_0^{2\pi} d\phi_T (t) e^{i\alpha\phi} H_{\phi}^{inc} (\vec{r}) \\
\int dt \int_0^{2\pi} d\phi_T (t) e^{i\alpha\phi} H_{\phi}^{inc} (\vec{r})
\end{pmatrix}
\tag{4.2.80}
\]

where the superscript ‘\((E)\)’ stands for EFIE while ‘\((M)\)’ stands for MFIE.

The formulas for the matrix components are available in [12, 92]. The square matrix in equation (4.2.80) is the \( Z \) matrix using in the FL-BOR calculations.

### 4.3 FL-BOR Compared with HFSS and FL-ICA

First, we calculate the absorption of two and five cylinders in clusters at C-band (5.4 GHz) as shown in Figure IV.5 (a) and (b), respectively.

![Figure IV.5. Top view of the Cylinders.](image)
Typical parameters for grass are used with 1mm radius, 30cm length and permittivity of 30.7+5.5i. The incident angle is $90^\circ$. The averaged absorption cross section of each cylinder for different spacing between the cylinders ($s$) is presented in Table IV-1. The absorption cross section for a single isolated cylinder without the existence of other cylinders is $1.1 \times 10^{-3}$ m$^2$. According to the results from FL-BOR, when the spacing between the cylinders is 0.5 cm (~0.09λ), the averaged absorption cross section is about 35% and 63% less than that of a single isolated cylinder. This means that the internal fields of the cylinder changes when there are other cylinders close by. HFSS is also used to simulate the two cases for comparison. The results for the two cylinders’ cluster are also presented in Table IV-1, which compare well with the FL-BOR results with no more than $10^{-4}$ m$^2$ error. For the five cylinders’ cluster, only the case of $s=1$cm is simulated on HFSS for the sake of time saving. The result is $0.88 \times 10^{-3}$ m$^2$ which compares well with the result of $0.83 \times 10^{-3}$ m$^2$ from FL-BOR. The ratio between the averaged absorption cross section of two cylinders and the absorption cross section of a single cylinder without the other cylinder is plotted in Figure IV.6. Three methods are used: FL-BOR, MoM and HFSS. It is observed that the results of the three methods compared where. It also can be seen that the absorption cross section of the cylinder changes significantly when there is another cylinder close by. Thus, the assumption in RTE/DBA that the absorption cross section of a cylinder is unchanged with the existence of the other cylinders is inaccurate.

In terms of the computation time, our FL-BOR code is much faster than HFSS. The FL-BOR codes used 266s and 267s while HFSS used 1080s and 4942s CPU time for the two cylinders’ cluster and five cylinders’ cluster, respectively. The CPU time required by HFSS increases significantly when the number of cylinders increases. This means HFSS is not suitable for simulations of vegetation layer which contains a large number of cylinders.
Table IV-1. Averaged absorption cross section ($m^2$) of each cylinder for different spacing s for two cases: (a) two cylinders and (b) five cylinders in a cluster.

<table>
<thead>
<tr>
<th>s(cm)</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>FL-BOR ($10^{-3}$)</td>
<td>0.72</td>
<td>1.0</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>HFSS ($10^{-3}$)</td>
<td>0.82</td>
<td>1.1</td>
<td>1.5</td>
<td>1.1</td>
</tr>
<tr>
<td>(b)</td>
<td>FL-BOR ($10^{-3}$)</td>
<td>0.41</td>
<td>0.83</td>
<td>1.0</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Figure IV.6. Comparisons of the ratio between the averaged absorption cross section of two cylinders and the absorption cross section when only one cylinder exists using three methods: FL-BOR, MoM and HFSS.

The Foldy-Lax multiple scattering equations and infinite cylinder approximation (ICA) were combined (FL-ICA) previously for scattering by vertical cylinders [93, 94]. The approach was later applied to scattering by a rice canopy [71, 72]. In the approach [93, 94], the dyadic Green’s function and the fields including incident, exciting, internal and scattered fields are expanded in terms of vector cylindrical waves. The ICA is used to calculate the scattering by each cylinder. An iterative method is used to solve the unknown coefficients of the internal fields. An integration over $dk_z$ is used to represent the fields in various oblique directions. In the integration of $dk_z$ from minus infinity to infinity, evanescent waves in $\rho$ are also included. Here, the results
from the first-order FL-ICA and FL-BOR are compared. The interactions between different cylinders are not taken into account in the first-order solutions.

Following the methods in [93, 94], the first-order solution for FL-ICA is briefly derived here.

The scattered fields of the vegetation at the observation points is the sum of all the scattered fields from all the NL cylinders modelling the vegetation particles.

\[
\vec{E}^s(\vec{r}_o) = \sum_{j=1}^{NL} \vec{E}^s_j(\vec{r}_o)
\]

where \(\vec{r}_o\) is the location of the observation point.

Let the center of the \(j\)th cylinder be \(\vec{r}_j = (x_j, y_j, z_j)\). Using Huygen’s principle [4], the scattered fields from the \(j\)th cylinder are

\[
\vec{E}^s_j(\vec{r}_o) = \int_{L/2}^{L/2} \int_{-\pi}^{\pi} d\phi_{\rho j} d\rho_{\phi j} \left\{ \frac{i\omega \mu \phi_{\rho j} \times \vec{H}^p_j(\vec{r}) \cdot \vec{E}_o(\vec{r}, \vec{r}_j) + \rho_{\rho j} \times \vec{E}^p_j(\vec{r}) \cdot \nabla \times \vec{G}_o(\vec{r}, \vec{r}_j)}{\rho_{\rho j}^2} \right\}
\]

where \(\phi_{\rho j}\) and \(\rho_{\rho j}\) are polar coordinates with center at \(\vec{\rho}_j = x_j \hat{x} + y_j \hat{y}\). \(L\) and \(a\) are the length and radius of the cylinder, respectively. \(\vec{G}_0\) is the free space Green’s function. \(\vec{H}^p_j(\vec{r})\) and \(\vec{E}^p_j(\vec{r})\) are the internal magnetic and electric fields of the \(j\)th cylinder.

Using the infinite cylinder approximation (ICA) [4], the internal fields are expressed in terms of vector cylindrical waves:

\[
\vec{E}^p_j(\vec{r}) = \sum_{n'=\infty}^{\infty} \int_{-\infty}^{\infty} dk' \left[ c_{n',j}^{(M)}(k' \rho_j) \cdot Rg\vec{M}_n(\vec{k}_p, k'_z, \vec{r} - \vec{r}_j) \right]
\]

\[
+ c_{n',j}^{(N)}(k' \rho_j) \cdot Rg\vec{N}_n(\vec{k}_p, k'_z, \vec{r} - \vec{r}_j)
\]

\[
i\omega \mu \vec{H}^p_j(\vec{r}) = \sum_{n'=\infty}^{\infty} k_p \int_{-\infty}^{\infty} dk' \left[ c_{n',j}^{(M)}(k' \rho_j) \cdot Rg\vec{N}_n(\vec{k}_p, k'_z, \vec{r} - \vec{r}_j) \right]
\]

\[
+ c_{n',j}^{(N)}(k' \rho_j) \cdot Rg\vec{M}_n(\vec{k}_p, k'_z, \vec{r} - \vec{r}_j)
\]
where $k_p$ is the wavenumber inside the cylinder and $k_p' = \sqrt{k_p^2 - k_z'^2}$. $c_{n',j}^{(M)}(k_z')$ and $c_{n',j}^{(N)}$ are the unknown coefficients and will be calculated later. $Rg\vec{M}_{n'}$ and $Rg\vec{N}_{n'}$ are vector cylindrical waves calculated as [4]

$$Rg\vec{M}_{n}(k_p, k_z, \vec{r}) = Rg\vec{m}_{n}(k_p, k_z, \vec{\rho})e^{ik_z z + in\phi} \quad (4.3.5)$$

$$Rg\vec{N}_{n}(k_p, k_z, \vec{r}) = Rg\vec{n}_{n}(k_p, k_z, \vec{\rho})e^{ik_z z + in\phi} \quad (4.3.6)$$

with

$$Rg\vec{m}_{n}(k_p, k_z, \vec{\rho}) = \hat{\rho} \frac{in}{k} J_n(k_p \rho) - \hat{\phi} \frac{nk_z}{k_p} J_n(k_p \rho)$$

$$Rg\vec{n}_{n}(k_p, k_z, \vec{\rho}) = \hat{\rho} \frac{ik_p k_z}{k} J_n(k_p \rho) - \hat{\phi} \frac{nk_z}{k_p} J_n(k_p \rho) + 2 \frac{k_z}{k} J_n(k_p \rho)$$

The vector cylindrical waves have the relation that

$$\nabla \times Rg\vec{M}_{n}(k_p, k_z, \vec{r}) = k Rg\vec{N}_{n}(k_p, k_z, \vec{r}) \quad (4.3.9)$$

$$\nabla \times Rg\vec{N}_{n}(k_p, k_z, \vec{r}) = k Rg\vec{M}_{n}(k_p, k_z, \vec{r}) \quad (4.3.10)$$

where $k = \sqrt{k_p^2 + k_z'^2}$.

The free space Green’s function $\vec{G}_0$ can also be expanded using vector cylindrical waves centered at $\vec{r}_j$ as [4]

$$\vec{G}_0(\vec{r}, \vec{r}') = -\frac{2i}{k_0} \delta(\vec{r} - \vec{r}') + \frac{i}{4\pi} \int_0^\infty dk_p \frac{1}{k_z k_p} \sum_{n=-\infty}^{\infty} (-1)^n \cdot$$

$$\begin{cases}
Rg\vec{M}_{n}(k_p, k_z, \vec{r}) Rg\vec{M}_{-n}(k_p, -k_z, \vec{r}') \\
Rg\vec{N}_{n}(k_p, k_z, \vec{r}) Rg\vec{N}_{-n}(k_p, -k_z, \vec{r}') & \text{for } z > z' \\
Rg\vec{M}_{n}(k_p, -k_z, \vec{r}) Rg\vec{M}_{-n}(k_p, k_z, \vec{r}') \\
Rg\vec{N}_{n}(k_p, -k_z, \vec{r}) Rg\vec{N}_{-n}(k_p, k_z, \vec{r}') & \text{for } z < z'
\end{cases} \quad (4.3.11)$$
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Next, equations (4.3.3), (4.3.4) and (4.3.11) are substituted into equation (4.3.2). Since we calculate the scattered fields below the vegetation canopy, we choose the Green’s function expansion for \( \vec{G}_0(\vec{r}, \vec{r}_o) \) which satisfies \( z_o > z \). The final scattered fields are

\[
\vec{E}_j^s(\vec{r}_o) = \sum_{n^t=-\infty}^{\infty} \left(-\frac{L_j}{\pi}\right) \int_{-\infty}^{\infty} dk_z' \int_0^\infty dk_{\rho}' \frac{k_{\rho}'}{k_z'} e^{i(k_z'+k_z)(z_j+d)} \text{sinc}\left((k_z + k_z') \frac{L_j}{z}\right) \cdot
\]

\[
\left\{ \begin{array}{l}
Rg\vec{M}_{n^t}(k_{\rho}', k_z, \vec{r}_o - \vec{r}_j) \\
+ Rg\vec{N}_{n^t}(k_{\rho}', k_z, \vec{r}_o - \vec{r}_j)
\end{array} \right.
\]

\[
\begin{bmatrix}
\mathcal{C}_{n^t, j}^{(M)}(k_z') RgA_{n^t}^{MM}(k_{\rho}, k_z, k_{\rho}', k_z', a_j) \\
+ \mathcal{C}_{n^t, j}^{(N)}(k_z') RgA_{n^t}^{MN}(k_{\rho}, k_z, k_{\rho}', k_z', a_j)
\end{bmatrix}
\]

\[
\begin{bmatrix}
\mathcal{C}_{n^t, j}^{(M)}(k_z') RgA_{n^t}^{NM}(k_{\rho}, k_z, k_{\rho}', k_z', a_j) \\
+ \mathcal{C}_{n^t, j}^{(N)}(k_z') RgA_{n^t}^{NN}(k_{\rho}, k_z, k_{\rho}', k_z', a_j)
\end{bmatrix}
\]

\[
(4.3.12)
\]

where

\[
RgA_{n^t}^{MM}(k_{\rho}, k_z, k_{\rho}', k_z', a) = -\frac{i\pi}{2k_{\rho}^2} \left[k_{\rho}^2 k_{\rho} J_n(k_{\rho}' a) J'_n(k_p a) - k_{\rho}' k_{\rho}^2 J'_n(k_{\rho}' a) J_n(k_p a)\right]
\]

\[
RgA_{n^t}^{MN}(k_{\rho}, k_z, k_{\rho}', k_z', a) = -\frac{i\pi}{2k_{\rho}^2} \left[n J_n(k_{\rho}' k_z - k_z k_{\rho}') J'_n(k_{\rho}' a) J_n(k_p a)\right]
\]

\[
RgA_{n^t}^{NM}(k_{\rho}, k_z, k_{\rho}', k_z', a) = -\frac{i\pi}{2k_{\rho}^2} \left[n J_n(k_{\rho}' k_z - k_z k_{\rho}') J'_n(k_{\rho}' a) J_n(k_p a)\right]
\]

\[
RgA_{n^t}^{NN}(k_{\rho}, k_z, k_{\rho}', k_z', a) = -\frac{i\pi}{2k_{\rho}^2} \left[k_{\rho}^2 k_{\rho} J_n(k_{\rho}' a) J'_n(k_p a) - k_{\rho}' k_{\rho}^2 J'_n(k_{\rho}' a) J_n(k_p a)\right]
\]

For the first-order solution [94],

\[
\mathcal{C}_{n^t, j}^{(M)}(k_z') = \mathcal{C}_{n^t, j}^{(M)}(-k_i z) \delta(k_z' + k_i z)
\]

\[
\mathcal{C}_{n^t, j}^{(N)}(k_z') = \mathcal{C}_{n^t, j}^{(N)}(-k_i z) \delta(k_z' + k_i z)
\]

(4.3.13)  (4.3.14)

where \( \mathcal{C}_{n^t, j}^{(M)}(-k_i z) \) and \( \mathcal{C}_{n^t, j}^{(N)}(-k_i z) \) are obtained using ICA for a single cylinder [39]. After substituting equations (4.3.13) and (4.3.14) to (4.3.12), the first-order scattered fields from cylinder

\[j\]
\[
\vec{E}_j(\bar{r}_o) = \sum_{n=\infty}^{\infty} \left( -\frac{L_j}{\pi} \right) \frac{d k_p}{k_z} e^{i(-k_{iz}+k_{z})/(z_j+d)} \sin c \left( -k_{iz} + k_{z} \frac{L_j}{2} \right) \\
\cdot \left\{ Rg \bar{M}_{n'}(k_p, k_z, \bar{r}_o - \bar{r}) \left[ c_{n',j}^{(M)}(-k_{iz})RgA_{n'}^{MM}(k_p, k_z, k'_p, -k_{iz}, a_j) \right. \\
+ c_{n',j}^{(N)}(-k_{iz})RgA_{n'}^{MN}(k_p, k_z, k'_p, -k_{iz}, a_j) \right\} \\
+ Rg \bar{N}_{n'}(k_p, k_z, \bar{r}_o - \bar{r}) \left[ c_{n',j}^{(M)}(-k_{iz})RgA_{n'}^{NM}(k_p, k_z, k'_p, -k_{iz}, a_j) \right. \\
+ c_{n',j}^{(N)}(-k_{iz})RgA_{n'}^{NN}(k_p, k_z, k'_p, -k_{iz}, a_j) \right\} \\
\] 
\[(4.3.15)\]

Finally, the first-order scattered fields from all the cylinders are obtained by substituting equation (4.3.15) to (4.3.1).

For the first-order FL-BOR, equation (4.2.15) becomes

\[
\vec{E}_{m}^{ex,1st} = \vec{E}_{m}^{inc} 
\] 
\[(4.3.16)\]

The first-order exciting fields are substituted into equation (4.2.39) to find the surface currents without the calculations of \( \vec{P} \). The final scattered electric fields are obtained from equation (4.2.41a). We compute the scattered fields form the vegetation canopy consisting of extended cylinders randomly and uniformly distributed 1 m² area, as shown in Figure IV.1.. Typical parameters for grass are used with 1mm radius, 30cm length and permittivity of 30.7+5.5i. All the cylinders are vertically oriented. The center of the lower boundary of the vegetation layer is \( \bar{r}_{c,bottom} = [0.5 \ m, 0.5 \ m, -d] \) where \( d \) is the layer thickness and is the same as the cylinder length in this case. First, we compare the scattered near fields computed from FL-BOR and FL-ICA. 64 cylinders are used. The observation point is chosen to be 4 cm below the vegetation layer (i.e., the \( z \) component of the observation point \( z_o = -d - 0.04 \ m \) and \( y_o = 0.5 \ m \). The scattered field \( \frac{|\vec{E}_s|}{|\vec{E}_inc|} \) at different \( x_o \) (\( x \) component of the observation point) computed from first-order FL-
BOR and FL-ICA are presented in Figure IV.7. The results are in good agreement. Next, the scattered fields in the far field, $f_{vv}$ are calculated from $\vec{E}^s$

$$f_{vv} = \lim_{|\vec{r}_o| \to \infty} \left[ \frac{\vec{E}^s(\vec{r}_o) \cdot \hat{v}(\vec{r}_o)}{|\exp (i k |\vec{r}_o|)/|\vec{r}_0|} \right]$$

(4.3.17)

where the incident field is normalized to one.

Figure IV.7. Near fields comparison between FL-ICA and FL-BOR with observation points at 4cm below the vegetation layer and the $y$ component of the observation positions is 0.5 m.

Figure IV.8. Far fields comparison between first-order FL-ICA and FL-BOR. The angle $\theta$ is shown in Figure IV.1.
The same parameters of the cylinders are used as before with 100 cylinders for simulation. The observation point is chosen to be far away so that \(|\vec{r}_o - \vec{r}_c| = 500\lambda\), with \(\vec{r}_c = [0.5 \text{ m}, 0.5 \text{ m}, -d/2]\) being the center of the vegetation layer. \(\vec{r}_o\) is also chosen to be below the vegetation layer and in the x-z plane. The results for \(|f_{vv}|^2\) from both FL-ICA and FL-BOR are plotted in Figure IV.8. The scattering angle \(\theta\) is the angle between \(\vec{r}_o - \vec{r}_c\) and \(-\hat{x}\), as shown in Figure IV.1. It can be seen that the first-order FL-ICA results are in agreement with those from the first-order FL-BOR.

### 4.4 Simulation of Transmission, Reflection, Absorption and Field Profile

#### 4.4.1 Simulation Procedures

We use Monte Carlo simulations to calculate the transmission, reflection and absorption of a vegetation canopy composed of dielectric cylinders. For each realization, a large number of cylinders, such as 500, are generated. For each realization, the solutions of electromagnetic fields and equivalent surface currents on the cylinders are calculated by using FL-BOR. The FL-BOR calculations are repeated for each realization. For the calculations of transmission and reflection (Figure IV.1 and Figure IV.2), we use a receiver of area of one square wavelength to calculate the power received in reflection and transmission. In numerical simulations in this section, we simulate this scenario by fixing the position of the receiver and shuffling the positions of the cylinders from realization to realization. The receiver is fixed at the center below the layer for transmission and at the center above the layer for reflection (Figure IV.1 and Figure IV.2).

(a) **Transmission through the Vegetation Canopy**

We first calculate the power received by the receiver of one square wavelength in size. The “receiver” is put at 1cm below the center of the bottom boundary of the vegetation canopy. Thus,
the center of the “receiver” is at \( \vec{r}_{cb} = [L/2, L/2, -d - 0.01] \) where \( L \times L \) is the area occupied by the cylinders. The intensity transmitted downward at the observation point \( \vec{r}_o \) is
\[
I_t(\vec{r}_o) = \frac{1}{2} \Re \left[ \mathbf{E}^{tot}(\vec{r}_o) \times (\mathbf{H}^{tot}(\vec{r}_o))^* \right] \cdot (-\hat{z}) \tag{4.4.1}
\]

with, \( \mathbf{E}^{tot}(\vec{r}_o) = \mathbf{E}^{inc}(\vec{r}_o) + \sum_{n=1}^{N_L} \mathbf{E}^{scat}_n(\vec{r}_o) \) \tag{4.4.2a}
\[
\mathbf{H}^{tot}(\vec{r}_o) = \mathbf{H}^{inc}(\vec{r}_o) + \sum_{n=1}^{N_L} \mathbf{H}^{scat}_n(\vec{r}_o) \tag{4.4.2b}
\]

where the superscript ‘tot’ denotes the total field, which is the sum of the incident and the scattered fields from all the cylinders. The scattered fields are calculated from FL-BOR using equations (4.2.41a) and (4.2.41b).

The transmitted Poynting vector at the observation point \( \vec{r}_o \) is defined as
\[
T_{s,p} = \frac{I_t(\vec{r}_o)}{I_{inc}(\vec{r}_o)} = \frac{\mathbf{S}^{tot}(\vec{r}_o)(-\hat{z})}{\mathbf{S}^{inc}(\vec{r}_o)(-\hat{z})} \tag{4.4.3}
\]

where \( \mathbf{S}^{tot}(\vec{r}_o) \) and \( \mathbf{S}^{inc}(\vec{r}_o) \) are the total and incident Poynting vector, respectively.

We next consider an area of \( \lambda \times \lambda \) to define transmission as follows.
\[
T_s = \iint_{\lambda^2} I_t / \iint_{\lambda^2} I_{inc} \tag{4.4.4}
\]

\( T_s \) is the normalized transmitted power received by a \( \lambda \times \lambda \) “receiver” put right below the center of the vegetation layer (Figure IV.1 and Figure IV.2) which is normalized by the incident intensity. The transmission \( t \) for the vegetation canopy is obtained after averaging over all \( N_r \) realizations:
\[
t_{\beta}(\theta_i) = \langle T_s \rangle = (\sum_{r} T_s) / N_r \tag{4.4.5}
\]

where \( \beta \) is the incident polarization and \( \theta_i \) is the incident angle. \( T_s \) is the normalized transmitted power at each realization. The number of realizations \( N_r \) is chosen to be large enough so that \( t \) converges. It is to be noted that the transmission is calculated by solving the Foldy-Lax equations without the need of defining nor calculating the attenuation rate per unit distance \( \kappa_o \).
(b) Optical Thickness $\tau$ from NMM3D Simulations

Since NMM3D only calculates transmission, we define $\tau$ in NMM3D as

$$\tau_{NMM3D} = -\cos \theta_i \ln (t)$$

(4.4.6)

where $\theta_i$ is the incident angle.

(c) Electric Field Profile inside the Vegetation Canopy

Using FL-BOR, we can calculate the total fields anywhere including inside the vegetation canopy. The electric field profile inside the vegetation canopy is the absolute value of the total electric field of the vegetation canopy. Because the vegetation layer is horizontally statistically invariant, we choose the center line as indicated by the red dashed line in Figure IV.1. From the profile, we can observe the change of the total electric field as the wave propagates through the vegetation canopy. The magnitude of the electric field $\langle |\vec{E}_{tot}(z)| \rangle$ is averaged over $N_r$ realizations

$$\langle |\vec{E}_{tot}(z)| \rangle = \frac{\sum_{N_r} |\vec{E}_{tot}(z)|}{N_r}$$

(4.4.7)

where $z$ is from $z = 0$ to $z = -d$ since the observation point is inside the vegetation canopy. The x and y component of the observation point are both at $L/2$. The electric field is that of outside the cylinder.

The realizations where there is a cylinder located on the center axis are discarded because this corresponds to fields inside the cylinder and not outside the cylinder. The probability for the point to fall inside the cylinder is low since the volume fraction of the scatterers in the vegetation fields is low (0.20% for the extended-cylinders case). Thus only a few realizations are discarded.

(d) Reflection from the Vegetation Canopy

The $\lambda \times \lambda$ “receiver” is placed 1cm above the center of the upper boundary of the vegetation layer, as shown in Figure IV.1 and Figure IV.2 highlighted using purple. (i.e., the $\lambda \times \lambda$
“receiver” is centered at \( \vec{r}_{cu} = [L/2, L/2, 0.01] \). Using the idea of shuffling the cylinders instead of moving the “receiver”, the reflection \( r \) is averaged over realizations
\[
r_{p}(\theta_{i}) = \langle R_s \rangle \tag{4.4.8}
\]
where,
\[
R_s = \frac{\iint S_\vec{s}(\vec{r}_o) \cdot (\hat{z})}{\iint S_\vec{inc}(\vec{r}_o) \cdot (-\hat{z})} \tag{4.4.9}
\]
\( \vec{S}_s(\vec{r}_o) \) is the Poynting vector of the scattered energy, defined as \( \frac{1}{2} \Re \{ \vec{E}^{\text{scat}}(\vec{r}_o) \times (\vec{H}^{\text{scat}}(\vec{r}_o))^* \} \)
where \( \vec{E}^{\text{scat}} \) and \( \vec{H}^{\text{scat}} \) are the scattered electric and magnetic fields which are the sum of the scattered fields from all the cylinders as calculated in equation (4.2.41). It is noticed that the scattered fields are used instead of the total fields since the reflection comes from the scattering by the scatters inside the vegetation canopy. \( \vec{S}_s(\vec{r}_o) \cdot (\hat{z}) \) calculates the intensity going up at \( \vec{r}_o \) which is the reflected intensity.

(e) Absorption by the Vegetation Canopy

Absorption is the power absorbed by all the cylinders in the vegetation canopy. The power absorbed by a cylinder is [39]
\[
P_a = \frac{1}{2} \omega \epsilon'_c \iiint d\nu |E^{\text{int}}|^2 \tag{4.4.10}
\]
where \( \epsilon'_c \) is the imaginary part of the permittivity of the cylinder and \( E^{\text{int}} \) is the internal electric field. Since the radius of the cylinder is small, we approximate the internal electric field by the surface electric field whose magnitude is the same as that of the surface magnetic current. Then,
\[
P_a = \frac{1}{2} \omega \epsilon'_c \sum_{j=1}^{N} \pi a_j^2 \Delta z_j |\vec{M}_j|^2 \tag{4.4.11}
\]
where \( \pi a_j^2 \Delta z_j \) is the volume of section \( j \) and \( \vec{M}_j \) is the surface magnetic current of section \( j \) calculated in FL-BOR.
Next, the averaged absorption for each cylinder inside the center $\lambda \times \lambda$ area (Figure IV.9) in the vegetation canopy is obtained by averaging over many realizations. Finally, the absorption by the vegetation canopy ($a_{\beta}(\theta_i)$) is the total number of cylinders multiplied by the averaged absorption for each cylinder, and then normalized by the incident power,

$$a_{\beta}(\theta_i) = \frac{N_L \langle P_a \rangle}{\iint_S s(\mathbf{r}_o)(-\hat{z})}$$

where $N_L$ is the total number of cylinders simulated, $\langle P_a \rangle$ is the averaged absorption for each cylinder over many realizations, and $S$ is the simulated area.

(f) Emissivity of the Vegetation Canopy

In passive microwave remote sensing, the brightness temperature $T_B$ at angle $\theta_i$ for polarization $\beta$ is [2]

$$T_{B,\beta}(\theta_i) = e_{\beta}(\theta_i)T$$

where $e_{\beta}(\theta_i)$ is the emissivity at angle $\theta_i$ for polarization $\beta$. $T$ is the physical temperature.
The emissivity is equal to one minus the integration of bistatic scattering and transmission of the vegetation canopy over hemispherical solid angles. In the NMM3D simulations of transmission and reflection described previously, the transmission and reflection “receivers” capture all the bistatic transmission and scattering. Thus, the present simulation procedure does not require angular integrations. Then the emissivity of the vegetation canopy is

\[ e_\beta(\theta_i) = 1 - t_\beta(\theta_i) - r_\beta(\theta_i) = a_\beta(\theta_i) \] (4.4.14)

where the transmissivity \( t_\beta(\theta_i) \) is given by equation (4.4.5), reflectivity \( r_\beta(\theta_i) \) is given by equation (4.4.8) and absorption \( a_\beta(\theta_i) \) is given by equation (4.4.12).

### 4.4.2 Simulation Results

In this section, the NMM3D simulation results for the cases of extended cylinders and short cylinders are presented. The simulations are at C-band (5.4 GHz) with V-polarized incident wave, that is \( \beta = V \) and incidence angle \( \theta_i \) is 40 degrees.

(a) NMM3D Simulation Results of Transmission and Comparison with EP/DBA/RTE

The extended-cylinders case

The density of the cylinders in the vegetation canopy is set at 2122 per \( m^2 \), corresponding to vegetation water content (VWC) 1kg/m\(^2\) which is a typical value for grass fields. Note that for such cases the average spacing between cylinders is less than half a wavelength. We compute results for 100 and 500 cylinders \( (N_L) \). They occupy an area \( (S) \) of \( 0.217 \times 0.217 \) m\(^2\) and \( 0.485 \times 0.485 \) m\(^2\), respectively. The side length of the area needed for simulation should be at least \( 2d\tan\theta_i \), where \( d \) is the height of the vegetation layer, as illustrated in Figure IV.10.
Figure IV.10. Illustration of simulation area needed for NMM3D, $\theta_i = 40^\circ$ in this case.

The parameters for the cylinders are the same as those used in section 4.3. The layer thickness $d$ is 0.3 m which is the same as the cylinders’ lengths. Two distributions are simulated: one is uniformly distributed and the other is distributed in clusters with five cylinders per cluster, as shown in Figure IV.11 (a) and (b), respectively. Figure IV.11 (c) shows the top view of a cylinder cluster for the clustered case.

Figure IV.11. Positions of the 500 cylinders on the x-y plane in one realization for (a) uniformly distributed case, (b) clustered case. The scale of both axes is meter. (c) Top view of a cylinder cluster composed of five cylinders with radius $a$. The separation $s$ is 0.5 cm for each cluster.
Figure IV.12. Transmitted Poynting vector at different observation points within an area $\lambda \times \lambda$ centered at $\bar{r}_{cb}$ for two realizations of the uniformly distributed 500 cylinders.

Figure IV.13. Transmitted Poynting vector at different observation points within an area $\lambda \times \lambda$ centered at $\bar{r}_{cb}$ for two realizations of the clustered distributed 500 cylinders.

The transmitted Poynting vector $T_{s,p}$ defined in equation (4.4.3) at different observation points within an area $\lambda \times \lambda$ centered at $\bar{r}_{cb}$ for two realizations using 500 cylinders are shown in Figure IV.12 and Figure IV.13 for the uniform distribution and clustered distribution, respectively. Note that the transmitted Poynting vector can be larger than unity, because of constructive or destructive interferences of the scattered waves from all the cylinders and the incident wave.
(speckle fluctuations). It can be seen that the transmitted Poynting vector fluctuates significantly over the $\lambda \times \lambda$ area. The figure shows that the transmitted Poynting vector in the clustered case fluctuates more than that in the uniform case. This is because the scattered field at the point right below one cluster composed of five cylinders is significantly different from that at the point not below the cluster. In comparison, the fluctuations of the scattered field are less for the uniform case.

(a)

(b)
Figure IV.14. \( T_s \) (power received by the “receiver” below the vegetation canopy) for 100 realizations for the extended-cylinders case using 500 cylinders for simulation: (a) Histogram of \( T_s \) for the uniform distribution, (b) Histogram of \( T_s \) for the clustered distribution.

Figure IV.14 (a) and (b) show histograms of the, for 100 realizations. It is observed that for the clustered case, \( T_s \) has larger fluctuation between realizations than it has for the uniform case. For the simulation using 100 cylinders, the standard deviation of \( T_s \) is 0.2017 for the clustered case and 0.0591 for the uniform case. For the simulation using 500 cylinders, the standard deviation of \( T_s \) is 0.2144 for the clustered case and 0.0385 for the uniform case. The \( T_s \) for each realization is also plotted in Figure IV.15. It can be seen that the transmission for the clustered case has larger fluctuation between realizations than that for the uniform case, as expected. Results are convergent after 100 realizations. The results of transmission \( t \) using NMM3D simulations are listed in Table IV-2. For the uniform case, \( t \) is 0.6874 and 0.6124 for the 100-cylinders simulations and 500-cylinders simulations, respectively. For the clustered case, \( t \) is 0.7527 and 0.7044 for the 100-cylinders simulations and 500-cylinders simulations, respectively. Comparing the NMM3D results for the 100-cylinders and 500-cylinders simulations, there are small differences. A larger number of cylinders with a larger area will be studied in the future to study the sensitivity due to variations of the number of cylinders.
Figure IV.15. $T_s$ for each realization for the clustered case (blue) and uniform case (red).

Table IV-2. Transmission through vegetation layer for the extended-cylinders case with uniform and clustered distributions computed from EP/DBA/RTE and NMM3D simulations. 100 cylinders and 500 cylinders are used in NMM3D simulations.

<table>
<thead>
<tr>
<th>Cylinder No.</th>
<th>L (m) (Area=L²)</th>
<th>EP/DBA/RTE</th>
<th>NMM3D Uniform</th>
<th>NMM3D Clustered</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.217</td>
<td>0.1722</td>
<td>0.6874</td>
<td>0.7527</td>
</tr>
<tr>
<td>500</td>
<td>0.485</td>
<td>0.1722</td>
<td>0.6124</td>
<td>0.7044</td>
</tr>
</tbody>
</table>

For comparison, the transmission through the vegetation canopy is also calculated using EP/DBA/RTE using equation (4.2.8). The extinction $\kappa_e$ is calculated using equation (4.2.4) and the standard procedures are used to calculate $n_0$, $\sigma_a$, and $\sigma_s$ for one cylinder [2, 39, 87, 88]. The $\kappa_e$ is calculated to be 4.4914m⁻¹ and thus the transmission computed from EP/DBA/RTE is 0.1722 which is also listed in Table IV-2. It can be seen that the transmissions from NMM3D simulations of the 500 cylinders are 3.56 times (5.51 dB) and 4.09 times (6.12 dB) larger than that from EP/DBA/RTE, for the uniform distribution and clustered distribution, respectively. Thus, the attenuation of EP/DBA/RTE is much larger than that of NMM3D for the case of extended cylinders.
In EP/DBA/RTE, $\tau = \kappa_e d$. The values for $\tau$ are tabulated in Table IV-3. The results for the extended-cylinders case show that $\tau_{NMM3D}$ from NMM3D 500-cylinders simulations are 3.6 and 5.0 times smaller than the $\tau$ from EP/DBA/RTE for the uniform distribution and clustered distribution, respectively.

Table IV-3. Values of the optical thickness $\tau$ from EP/DBA/RTE and NMM3D simulations for the extended-cylinders case.

<table>
<thead>
<tr>
<th>Cylinder No.</th>
<th>EP/DBA/RTE</th>
<th>NMM3D Uniform</th>
<th>NMM3D Clustered</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.347</td>
<td>0.2871</td>
<td>0.2176</td>
</tr>
<tr>
<td>500</td>
<td>1.347</td>
<td>0.3756</td>
<td>0.2684</td>
</tr>
</tbody>
</table>

The short-cylinders case

NMM3D full-wave simulations are next applied to the short-cylinders case as shown in Figure IV.2 where the short thin cylinders are uniformly distributed in 3D in the vegetation layer. There are 720 cylinders in total. The average spacing between the cylinders is about 10cm (\~1.8\lambda). The simulation area is $1m \times 1m$. The radius and length of the cylinders are 1mm and 3cm, respectively. The total vegetation canopy height is 60cm and the incident angle is $40^\circ$. The histogram of the averaged transmitted Poynting $T_s$ for 100 realizations is presented in Figure IV.16. The standard deviation of $T_s$ is 0.0188. The computed transmission $t$ through vegetation layer using NMM3D is 0.9097. In EP/DBA/RTE, $\kappa_e$ is calculated to be 0.1368m$^{-1}$ and thus the transmission is 0.8984 as calculated using equation (4.2.9). The results for transmission from NMM3D simulations and EP/DBA/RTE agree with each other for the case of short cylinders.
The histogram of $T_s$ (power received by the “receiver” below the vegetation canopy) for 100 realizations for the short-cylinders case.

The optical thickness $\tau_{NMM3D}$ from NMM3D simulations is 0.0725. In comparison $\tau$ from EP/DBA/RTE is 0.0821, which is close to that from NMM3D.

(b) Electric Field Profile Simulations

The profiles for the extended-cylinders case from NMM3D simulations and EP/DBA/RTE are plotted in Figure IV.17. For EP/DBA/RTE, the absolute values of the total effective electric fields inside the vegetation canopy is

$$|\bar{E}_{eff}^{tot}(\bar{r}_o)| = \exp \left( -\frac{1}{2} \kappa_e |z_o| \text{sec} \theta_i \right)$$

(4.4.15)

where $z_o$ is the z component of the observation point $\bar{r}_o$. 
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Figure IV.17. Profile of the averaged total field inside the vegetation canopy composed of extended cylinders. The red-dash line is for NMM3D simulations using uniform distribution, blue line is for NMM3D simulations using clustered distribution, and the black-dot line is for EP/DBA/RTE.

It can be seen that the electric fields computed from EP/DBA/RTE are attenuated more in the vegetation canopy than those from NMM3D simulations. At the bottom of the vegetation canopy (i.e., z = -0.3m), the averaged total electric field from NMM3D simulations is about twice larger than that from EP/DBA/RTE. Since power is electric field squared, it is about four times larger from NMM3D simulations, compared with EP/DBA/RTE. Figure IV.17 shows that the electric field profiles from NMM3D simulations show approximately exponential decay merely at the top 5cm of the vegetation layer (i.e., z = 0 to z = 0.05m). EP/DBA/RTE gives exponential decay for the entire profile. The fluctuations of the total electric fields from NMM3D simulations is due to the interference of the incident field and the scattered fields from all the cylinders.
The profiles for the short-cylinders case from NMM3D simulations and EP/DBA/RTE are plotted in Figure IV.18. It can be seen that the two profiles agree with each other except that there are fluctuations in the NMM3D simulation results.

![Figure IV.18](image)

Figure IV.18. Profile of the averaged total field inside the vegetation canopy composed of short cylinders. The red-dash line is for NMM3D simulations and the blue line is for EP/DBA/RTE.

(c) Simulation Results of Reflection and Absorption, and Energy Conservation Check for both Extended-cylinders and Short-cylinders Cases

The reflection from NMM3D simulations using 500 cylinders for the extended-cylinders case is 0.0020 and 0.0045 for the uniform distribution and clustered distribution, respectively. The absorption from NMM3D simulations is 0.4030 for the uniform distribution. For the clustered distribution, there are 100 five-cylinder clusters and the clusters are uniformly randomly distributed in the vegetation area. We calculate the averaged absorption of the four clusters closest to the center of the vegetation fields in each realization.
The absorption is also calculated by equation (4.4.12) after replacing $N_L$ by the number of clusters and $\langle P_a \rangle$ by the averaged absorption for each cluster over many realizations. The absorption from NMM3D simulations is 0.3249 for the clustered distribution.

For the short-cylinders case, the reflection and absorption from NMM3D simulations are 0.0023 and 0.0920, respectively.

For energy conservation, the sum of transmission, reflection and absorption should be unity. The sums of the transmission, reflection and absorption from NMM3D simulations for the different cases are listed in Table IV-4, which shows 1.0174, 1.0338 and 1.0040 for the extended-cylinders case with uniform distribution, the extended-cylinders case with clustered distribution, and the short-cylinders case, respectively. It can be seen that the results for all of them are close to one.

Table IV-4. Energy conservation check for the extend-cylinders and short-cylinders cases.

The transmission ($t_V$), reflection ($r_V$) and absorption ($a_V$) are normalized to the incident power. The subscript “$V$” stands for V-polarization.

<table>
<thead>
<tr>
<th>Case</th>
<th>Transmission ($t_V$)</th>
<th>Reflection ($r_V$)</th>
<th>Absorption ($a_V$)</th>
<th>$t_V + r_V + a_V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended-cylinders</td>
<td>0.6124</td>
<td>0.0020</td>
<td>0.4030</td>
<td>1.0174</td>
</tr>
<tr>
<td>Uniform</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extended-cylinders</td>
<td>0.7044</td>
<td>0.0045</td>
<td>0.3249</td>
<td>1.0338</td>
</tr>
<tr>
<td>Clustered</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-cylinders</td>
<td>0.9097</td>
<td>0.0023</td>
<td>0.0920</td>
<td>1.0040</td>
</tr>
</tbody>
</table>

(d) NMM3D Simulations of Transmission and Tau of Vegetation for Different VWC and Frequency

We also applied the NMM3D to simulated grass canopies composed of cylinders for different VWC. Figure IV.19 shows the microwave transmission $t$ from the NMM3D simulations for the grass canopy with uniform distribution of cylinders at C-band (5.4 GHz) with 40° incident angle.
as a function of VWC. The transmission generally decreases with VWC. The transmission from NMM3D is much larger than that from RTE/DBA, especially when the VWC is high. The transmission from RTE/DBA decreases exponentially with the increase of VWC while the transmission from NMM3D decrease much slower. For example, at VWC = 1.5 kg/m², the transmission from NMM3D is 0.5372 while it is only 0.0715 from RTE/DBA. In this case, the transmission from NMM3D is 7.5 times larger than that from RTE/DBA. The tau from NMM3D is 0.4760, which is 4.2 times smaller than that of RTE.

The FL-BOR is also applied for NMM3D simulations of small tree trunks at P-band (370 MHz). The incident angle is 40 degrees. Tree height is 4m with diameter of 6cm. The VWC is 8.14 kg/m² with tree density of 4 per m². The results are listed in Table IV-5, which shows that transmission from NMM3D is 4.2 times larger than that from RTE/DBA.

Figure IV.19. Transmission from RTE/DBA and NMM3D vs VWC.

Table IV-5. P-band: The transmission t and optical thickness τ from RTE/DBA and NMM3D for tree trunks.
4.5 Conclusion

In the past, the common approaches of studying propagation of microwaves through vegetation are using the Radiative transfer equation and the distorted Born approximation. We showed that the derivation of RTE is based on the assumption of cylindrical elemental volumes. The concept of cylindrical elemental volumes is applicable to short cylinders and small particles, but is difficult to apply to extended cylinders. We noted that the attenuation constant $\kappa_e$ used in EP/DBA/RTE is based on the assumption of 3D statistically homogenous distribution of the scatterers. The attenuation rate $\kappa_e$ is not a result from Maxwell’s equations. In the calculation of attenuation constants in RTE and DBA, the scattering and the absorption cross sections of entire cylinders are used. The cross sections of such extended cylinders are large, making the attenuation constant a large number. Thus, in this section, we use a new approach of NMM3D full-wave simulations which are used to calculate transmission, reflection and absorption of the vegetation canopy composed of many vertically oriented dielectric thin cylinders. The results are significantly different from past approaches for the case of extended cylinders. The correctness of the FL-BOR simulation method is validated by comparing with FL-ICA and checking the energy conservation. The NMM3D simulations are performed at C-band for vertical polarization and applied to the extended-cylinders case and the short-cylinders case. The results are compared with those from EP/DBA/RTE. The results from the NMM3D and EP/DBA/RTE agree for the short-cylinders case. For the examples of extended-cylinders case, the transmission from the NMM3D

<table>
<thead>
<tr>
<th></th>
<th>NMM3D</th>
<th>RTE/DBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmissivity ($t$)</td>
<td>0.1559</td>
<td>0.0371</td>
</tr>
<tr>
<td>Optical Thickness ($\tau$)</td>
<td>2.5232</td>
<td>1.4237</td>
</tr>
</tbody>
</table>
is 6.12 dB larger than that from EP/DBA/RTE while the optical thickness $\tau$ from the NMM3D is 5.0 times smaller than that from EP/DBA/RTE.

The NMM3D method and results, presented in this section, are studied in the context of airborne and satellite active and passive microwave remote sensing of vegetation-covered surfaces. The significant differences in results from those of RTE and DBA suggest that there is a need to make theoretical predictions using NMM3D simulations to re-evaluate the ability of microwaves to penetrate vegetation canopy of extended cylinders which are characteristic of many vegetation and forest types. The physical process of radiative transfer at microwave frequencies are governed exactly by Maxwell’s equations. The radiative transfer equation (RTE) make assumptions on radiative transfer and such assumptions can be invalid. The NMM3D methodology described in this section can also be used for wireless communications through vegetation canopy, foliage penetration radar, and waves in wire-like metamaterials.

This section presents first results based on a new approach to vegetation effects in microwave propagation, scattering and emission in vegetation. For future studies, other polarizations such as H polarization and cross polarizations should be considered. Orientation distributions should also be considered. The phase shifts of the transmitted wave relative to the incident wave will be calculated.
CHAPTER V

NMM3D Full-wave Simulations of Vegetation/Forest Using Hybrid Method in Fold-Lax Equations with Vector Spherical/Spheroidal/Cylindrical Wave Expansions

In this chapter, a hybrid method is developed for Numerical Maxwell Model of 3D (NMM3D) full-wave simulations of vegetation/trees. The hybrid method combines off-the-shelf techniques for single object and our developed techniques of Foldy-Lax method that include extracting the T matrix for single object, vector translation addition theorem and solving Foldy-Lax multiple scattering equations (FL). Vector spherical, spheroidal and cylindrical waves are used. For vector spherical and spheroidal waves, the commercial software HFSS is utilized to extract the T matrix of a single object. HFSS enables us to perform full-wave simulations of single objects with complicated structures. From the numerical integration of the scattered fields from HFSS with the vector spherical/spheroidal waves, the T matrix is obtained. To perform wave transformations (i.e., addition theorem) for vector spherical/spheroidal waves, we develop robust numerical methods. In solving FL, the coherent wave interactions among the objects are considered and the multiple scattering of all the objects is calculated. For cylindrical scatterers such as tree trunks, the T matrix in vector 3D cylindrical waves are extracted from Infinite Cylinder Approximation (ICA). The extracted T matrices have been verified. The results of the hybrid method have also been verified by the HFSS brute force method for the cases feasible to be run on HFSS. In comparison, the hybrid method is much more efficient than HFSS for vegetation
scattering and applicable to large problems such as full-wave simulations of trees. The hybrid method has been applied to calculate the propagation of microwaves in randomly distributed dielectric cylinders representing tree trunks. In solving FL to calculate statistical moments, we iterate one order of multiple scattering at a time, with averaging over realizations performed after each order. This physically based iterative method of calculating averaged solution converges faster than the traditional iterative method of calculating the exact solution for each realization. Numerical results are illustrated for a large number of cylinders of up to 196 and cylinder lengths of up 94 wavelengths which are typical of forests at L-band. Results of the simulations of the hybrid method show that the transmission coefficient of waves are several times larger than that of the commonly used models of the radiative transfer equation (RTE) and the distorted Born approximation (DBA). The material covered in this Chapter has been partially published in [31].

5.1 Introduction

A large fraction of the soil is covered by vegetation/trees. Thus, understanding the effects of vegetation/trees on microwaves is important for remote sensing of soil moisture: in particular, how much electromagnetic energy can penetrate through the vegetation/trees to reach the soil underneath. In radar remote sensing, understanding the effects of vegetation/forests on microwave propagation, is important for retrieval of soil moisture and snow-wate-equivalent (SWE) below the trees [95, 96]. For passive remote sensing, the transmission coefficient determines the amount of surface emission which can pass through vegetation/forests to reach the radiometer above the vegetation/forest canopy [8] [97]. In terms of wireless communications, transmission through forest can help to model how well the electronic devices such as cell phones and GPS receivers can receive wireless signals under the forest [98].
For three decades, computations of wave propagation coefficient in randomly distributed cylinders have been based on radiative transfer equations (RTE) [4, 28] and the distorted Born approximation (DBA) [6, 11]. In both DBA and RTE, a key parameter is the attenuation rate per unit distance $\kappa_e$. $\kappa_e$ is calculated using $\kappa_e = n_0(\sigma_a + \sigma_s)$, where $n_0$ is the number of scatterers per m$^3$, and $\sigma_a$ and $\sigma_s$ are the scattering cross section and the absorption cross section of a single scatterer, respectively. RTE originates from the applications in clouds and rainfalls where the water droplets have 3D statistical homogeneity [2, 4]. Thus, RTE is regarded commonly as a ‘cloud/droplets’ model to represent the scatterers. There are several assumptions in RTE and DBA that are difficult to justify for modelling a layer of randomly distributed cylinders. Three of the most significant ones are listed as follows: (i) The derivation of the RTE and DBA equations assume that the scatterers were uniformly distributed in 3D. The gaps between tree trunks are ignored. The free propagation of microwaves through the gaps results in an effect that the uniform scattering layer is not able to capture. (ii) The absorption and scattering cross section of the entire objects based on plane wave illuminations are included in the attenuation coefficients and phase matrix. These cannot be justified in tall cylinder environments such as tree trunks because the waves scattered by cylinders affect each other. (iii) RTE/DBA uses the far field approximation in the scattering phase matrix. The far field means distance larger than $\text{length}^2 / \text{wavelength}$. The far field approximation is not valid for the cases of trees at L-band where the far field distance is tens to hundreds of meters. In addition to RTE and DBA, another model is the coherent/branching model [5, 36]. The coherent/branching model is a single scattering approach and the attenuation was not calculated correctly.

In an earlier paper, second order theory was used for Monte Carlo simulations of scattering by vertical dielectric cylinders [94]. Full-wave simulations of dielectric cylinders with random
orientations was also studied using the Method of Moment (MoM) [99]. In chapter IV, a full-wave simulation method combining Foldy-Lax full multiple scattering equations and the impedance matrix of the body of resolution (BOR) was developed for a layer of dielectric cylinders of small radii.

To perform NMM3D full-wave simulations of vegetation and trees, a hybrid method is developed in this chapter. This method is a hybrid of the off-the-shelf technique (e.g. HFSS) and newly developed techniques. The newly developed techniques are the three key steps of the hybrid method: (1) calculating the T matrix of each single object using vector waves, (2) vector wave transformations, and (3) solving Foldy-Lax multiple scattering equations (FL) for all the objects. Vector spherical, spheroidal and cylindrical waves are used. The T matrix relates the incident fields to the scattered fields for an arbitrary-shape scatterer [4]. Previously, vector spherical wave expansions were used for the T matrix for a sphere, where a circumscribing sphere is defined [4]. In this chapter, we extract the T matrix for an arbitrarily-shaped object. When the objects are closely packed, it is impractical to enclose each object by a spherical surface without overlap. In general, spheroidal surfaces are more compact to enclose closely packed objects. Thus, vector spheroidal wave expansions are also used, which are more complicated than the spherical waves. To extract the T matrix for an arbitrary-shape object, the off-the-shelf technique HFSS is used. HFSS enables us to perform full-wave simulations of single objects with complicated structures. To extract the T matrix of the single object from HFSS, we first define a spherical/spheroidal surface (\(\partial S\)) which encloses the object. Then, we excite the object using incident plane waves at different incident angles and polarizations in HFSS. Using the scattered field values on \(\partial S\) from HFSS, the spherical/spheroidal wave expansion coefficients of the scattered waves are obtained. Since the expansion coefficients of the incident plane waves are known, the T matrix is extracted.
The accuracy of the extracted T matrix from HFSS is verified by comparison with the analytical solution for the sphere. It is noted that the T matrix extraction method works for arbitrary-shaped objects. It is noted that the T matrix extraction method also works for those requiring a spheroidal surface with a large aspect ratio (e.g. branches with leaves). Next, we develop robust numerical methods to perform wave transformations for vector spherical and spheroidal waves, which is also called addition theorem. Finally, the extracted T matrices for the single objects are substituted to FL, and the FL is solved with the use of the numerical wave transformations. In solving FL, the multiple scattering of all the objects is calculated. The hybrid method for full-wave solutions of multiple scattering is illustrated using several complicated objects. For three objects, it is feasible to simulate them with the HFSS brute force method to provide validation. However, the HFSS brute force method is impractical computationally for large problems including lots of objects or empty space, while the hybrid method can still operate with available computation resources. The hybrid method is feasible to perform full-wave simulations of vegetation/trees, which has applications in microwave remote sensing of vegetation, vegetation-covered surfaces, and forest.

For trees/tree trunks, the hybrid method with 3D vector cylindrical wave expansions is used. It is because trees/tree trunks can be compactly enclosed by infinite cylindrical surfaces. The vegetation/forest components such as trunks, branches, main stems, stalks, etc. are modeled by dielectric cylinders [9, 77, 100, 101]. We use ICA to extract the T matrix for the cylinder and the analytical expressions for the T matrix are derived. The main purpose is to simulate tall tree trunks at L-band and ICA is of sufficient accuracies. The accuracy of the T matrix is also verified. For 3D vector cylindrical waves, the scattered field formulation of FL is used instead of the usual exciting field formulation. In traditional method of solving such matrix equations of FL, the equations are solved iteratively using conjugate gradient or similar algorithms for each realization.
until the root mean squared error (RMSE) for the coefficients reaches a threshold. Then the averaged solutions of scattering and transmission coefficient are calculated by taking averages over many realizations such as 10 to 40 realizations. For simulating large problems of many tree trunks, we use a physically based iterative method to calculate the averaged solution which is based on the observation that the averaged multiple scattering solutions have a much faster convergence because of inherent averaging. We have implemented the hybrid method on parallel computing. Using the hybrid method, we calculate the transmission of microwaves through the forest canopy, represented by a layer of randomly distributed cylinders. To model tree trunks at L-band, dielectric cylinders of up to 20 meters tall are simulated. The results of hybrid method show that the past models of RTE/DBA significantly overestimate attenuation for a layer of cylinders. The hybrid method predicts transmission coefficient several times larger and and the optical thickness $\tau$ several times smaller than that of the past models.

This chapter is organized as follows. Section 5.2 provides the derivations and formulas for vector spherical, spheroidal and cylindrical waves. Section 5.3 derives the three steps of the hybrid method in detail for all the three kinds of vector waves: (1) T matrix extraction, (2) vector wave transformations, and (3) solving the Foldy-Lax equations. Section 5.4 presents the intermediate results and final results of the hybrid method, as well as discussions.

5.2 Vector Spherical, Spheroidal and Cylindrical Waves

In the Fold-Lax equations, the fields are expanded in terms of vector waves [4]. The vector waves are complete basis functions outside the exclusion volume. As illustrated in Figure V.1: when the two branches are far apart, they can be enclosed by spherical surfaces without overlap. In this case, the exclusion volume is spherical and thus vector spherical wave expansions are used
for fields outside the spherical surfaces. When the two branches are close to each other, they can be enclosed by spheroidal surfaces without overlap. In this case, the exclusion volume is spheroidal and thus vector spheroidal wave expansions are used for fields outside the spheroidal surfaces. Figure V.2 illustrates the infinite cylindrical exclusion volume. The tree trunk (Figure V.2 left) and the whole tree (Figure V.2 right) can be enclosed by infinite cylindrical volume without overlap and thus 3D vector cylindrical wave expansions are used outside the cylindrical surfaces.

Figure V.1. Illustration of spherical and spheroidal exclusion volumes for vector spherical and spheroidal waves, respectively.

Figure V.2. Illustration of infinite cylindrical exclusion volumes for 3D vector cylindrical waves.

The scalar wave equation is
\[
\left( \nabla^2 + k^2 \right) \psi(r) = 0 \quad (5.2.1)
\]

The vector wave equation is
\[
\nabla \times \nabla \times \vec{E} - k^2 \vec{E}(r) = 0 \quad (5.2.2)
\]

The vector spherical, spheroidal and cylindrical waves are the solutions to the vector wave equation in spherical, spheroidal and cylindrical coordinate systems, respectively.

### 5.2.1 Vector Spherical Waves

The three parameters in the spherical coordinate system are \((r, \theta, \phi)\). The outgoing scalar spherical wave is
\[
\psi_{mn}(kr, \theta, \phi) = h_n^{(1)}(kr) P_n^m(\cos \theta)e^{im\phi} \quad (5.2.3)
\]
where \(h_n^{(1)}\) is the spherical Hankel function of the first kind and \(P_n^m\) is the associated Legendre function defined as
\[
P_n^m(x) = \frac{(-1)^m}{2^n n!} \left(1-x^2\right)^{m/2} \frac{d^{n+m}}{dx^{n+m}} \left(x^2-1\right)^n \quad (5.2.4)
\]
where \(m = 0, \pm 1, \pm 2, \ldots, \pm n\), and \(n\) starts with 0.

The regular scalar spherical wave is
\[
Rg\psi_{mn}(kr, \theta, \phi) = j_n(kr) P_n^m(\cos \theta)e^{im\phi} \quad (5.2.5)
\]
where the prefix \(Rg\) stands for regular and \(j_n\) is the spherical Bessel function.

The regular vector spherical waves are
\[
Rg\tilde{M}_{mn}(kr, \theta, \phi) = \gamma_{mn} \nabla \times [\vec{r} Rg\psi_{mn}(kr, \theta, \phi)]
= \gamma_{mn} j_n(kr) \vec{C}_{mn}(\theta, \phi) \quad (5.2.6)
\]
The vector spherical waves $\vec{M}_{mn}$ and $\vec{N}_{mn}$ are obtained by changing the spherical Bessel function to Hankel function of the first kind. $\gamma_{mn}$ is defined as

$$\gamma_{mn} = \frac{(2n+1)(n-m)!}{4\pi n(n+1)(n+m)!}$$

The $\vec{C}_{mn}$, $\vec{P}_{mn}$ and $\vec{B}_{mn}$ are the vector spherical harmonics defined as follows.

$$\vec{C}_{mn}(\theta, \phi) = \left[ \hat{\theta} \frac{im}{\sin \theta} P_n^m(\cos \theta) - \hat{\phi} \frac{d}{d\theta} P_n^m(\cos \theta) \right] e^{im\phi}$$

$$\vec{P}_{mn}(\theta, \phi) = i P_n^m(\cos \theta) e^{im\phi}$$

$$\vec{B}_{mn}(\theta, \phi) = \left[ \hat{\theta} \frac{d}{d\theta} P_n^m(\cos \theta) + \hat{\phi} \frac{im}{\sin \theta} P_n^m(\cos \theta) \right] e^{im\phi}$$

The orthogonality relation for vector spherical harmonics is

$$\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{V}_{mn}^{(\alpha)}(\theta, \phi) \cdot \vec{V}_{mn}^{(\beta)}(\theta, \phi) = \delta_{\alpha\beta} \delta_{mn} \delta_{\phi mn} \delta_{\phi mn}$$

where $\vec{V}_{mn}^{(1)}(\theta, \phi) = \vec{P}_{mn}(\theta, \phi)$, $\vec{V}_{mn}^{(2)}(\theta, \phi) = \vec{B}_{mn}(\theta, \phi)$, $\vec{V}_{mn}^{(3)}(\theta, \phi) = \vec{C}_{mn}(\theta, \phi)$, and

$$z_{1mn} = (-1)^m \frac{4\pi}{2n+1}$$

$$z_{2mn} = z_{3mn} = (-1)^m \frac{4\pi n(n+1)}{2n+1}$$

$$Rg\vec{N}_{mn}(kr, \theta, \phi) = \frac{1}{k} \nabla \times Rg\vec{M}_{mn}(kr, \theta, \phi)$$

$$= \gamma_{mn} \left\{ \frac{n(n+1)}{kr} j_n(kr) \vec{P}_{mn}(\theta, \phi) + \frac{[krj_n(kr)]}{kr} \vec{B}_{mn}(\theta, \phi) \right\}$$

$$= \gamma_{mn} \left\{ \frac{n(n+1)}{kr} j_n(kr) \vec{P}_{mn}(\theta, \phi) + \frac{[krj_n(kr)]}{kr} \vec{B}_{mn}(\theta, \phi) \right\}$$

(5.2.7)

(5.2.8)

(5.2.9)

(5.2.10)

(5.2.11)

(5.2.12)

(5.2.13)

(5.2.14)
5.2.2 Vector Spheroidal Waves

The three parameters in the spheroidal coordinate system are \((\xi, \eta, \phi)\), with \(-1 \leq \eta \leq 1, 1 \leq \xi < \infty, 0 \leq \phi \leq 2\pi\). The transformation between the Cartesian coordinate system and the spheroidal coordinate system is

\[
x = \frac{d}{2} \sqrt{(1-\eta^2)(\xi^2-1)} \cos \phi
\]
\[
y = \frac{d}{2} \sqrt{(1-\eta^2)(\xi^2-1)} \sin \phi
\]
\[
z = \frac{d}{2} \eta \xi
\]

Then, it can be deduced that

\[
\frac{x^2 + y^2}{(\xi^2-1)\frac{d^2}{4}} + \frac{z^2}{\frac{d^2}{4} \xi^2} = 1
\]

(5.2.16)

\[
\frac{z^2}{\eta^2} - \frac{x^2 + y^2}{1-\eta^2} = \frac{d^2}{4}
\]

(5.2.17)

where \(d\) is the interfocal distance. For constant \(\phi\), the plot is a half plane (Figure V.3 (A)), the same as the spherical system. For constant \(\xi\), the plot is a spheroidal surface (Figure V.3 (B)). The major axis length is \(d\xi\) and the minor axis length is \(\frac{d}{2} \sqrt{\xi^2-1}\). For constant \(\eta\), the plot is a hyperboloid (Figure V.4).
Figure V.3. (A) Constant $\phi = \pi/8$ and (B) constant $\xi = 1.05$ in the spheroidal coordinate system.

Figure V.4. Constant $\eta$, (A) $\eta = 0.1$ and (B) $\eta = -0.1$.

The prolate spheroidal scalar wave function is

$$\psi_{mn} = S_{mn}(c, \eta)R_{mn}(c, \xi) \sin(m\phi) \cos(n\xi)$$  \hspace{1cm} (5.2.18)

where $c = \frac{1}{2} kd$. $\sin(m\phi)$ are the odd modes while $\cos(n\xi)$ are the even modes, which are used instead of $\exp(im\phi)$ to follow the formulations in [102]. $S_{mn}(c, \eta)$ is the spheroidal angular function and $R_{mn}(c, \xi)$ is the spheroidal radial function.

The spheroidal angular function $S_{mn}(c, \eta)$ satisfy the following equation,

$$\frac{d}{d\eta} \left[ (1-\eta^2) \frac{d}{d\eta} S_{mn}(c, \eta) \right] + \left[ \lambda_{mn} - c^2 \eta^2 - \frac{m^2}{1-\eta^2} \right] S_{mn}(c, \eta) = 0$$  \hspace{1cm} (5.2.19)

where $\lambda_{mn}$ is the characteristic value.

There are two linearly independent solutions to this equation: spheroidal angular function of the first kind

$$S_{mn}^{(1)}(c, \eta) = \sum_{r=0}^{\infty} d_{r}^{mn}(c) P_{m+r}^{n}(\eta)$$  \hspace{1cm} (5.2.20)

and spheroidal angular function of the second kind
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\[ S^{(2)}_{mn}(c, \eta) = \sum_{r=-\infty}^{\infty} d^{mn}_{r}(c) Q^m_{m+r}(\eta) \]  

(5.2.21)

where \( P^m_{m+r}(\eta) \) is the associated Legendre function of the first kind and \( Q^m_{m+r}(\eta) \) is the Legendre function of the second kind. The prime on the summation means that the summation is over even \( k \) when \( (n-m) \) is even and over odd \( k \) when \( (n-m) \) is odd. In this section, only prolate spheroidal function is used and thus only \( S^{(1)}_{mn}(c, \eta) \) is needed. For simplification, the superscript ‘(I)’ is omitted later in this section.

The coefficient \( d^{mn}_{r}(c) \) can be calculated using the following formula,

\[
A^m_{r}(c)d^{mn}_{r+2}(c) + \left[ B^m_{r}(c) - \lambda^m_{mn}(c) \right]d^{mn}_{r}(c) + C^m_{r}(c)d^{mn}_{r-2}(c) = 0
\]

(5.2.22)

The detailed steps of calculations can be found in [103, 104].

\( S_{mn}(c, \eta) \) for \( m=0, c=5 \) and \( n=0,1,2,3 \) is plotted in Figure V.5 (a) and \( S_{mn}(c, \eta) \) for \( m=1, c=5, \) and \( n=1,2,3,4 \) is plotted in Figure V.5 (b). The plots compare well with those in [103] which validates the correctness of the results.
Figure V.5. \( S_{mn}(c, \eta) \) for different \( n \) at (a) \( m=0, c=5 \) and (b) \( m=1, c=5 \).

For our application, the spheroidal surface is used to enclose vegetation scatterers such as a branch with leaves. In this case, the aspect ratio (i.e., the ratio between the major axis length and minor axis length) is large. In this case, \( \xi \) us close to 1. An example is shown in Figure V.6. For \( d=1m, c=14.76 \) at L-band of frequency 1.41 GHz.

Figure V.6. A branch enclosed by a prolate spheroidal surface (left), spheroidal surface with \( \xi = 1.05 \).
Figure V.7. $S_{mn}(c, \eta)$ for different $n$ at (a) $m=0$, $c=14.76$ and (b) $m=1$, $c=14.76$.

$S_{mn}(c, \eta)$ for $m=0$, $c=14.76$ and $n=0,1,2,3$ is plotted in Figure V.7 (a) and $S_{mn}(c, \eta)$ for $m=1$, $c=14.76$, and $n=1,2,3,4$ is plotted in Figure V.7 (b). $S_{mn}(c, \eta)$ is also plotted for different $c$ as shown in Figure V.8. It can be seen that $S_{mn}(c, \eta)$ decreases with $c$. 
The spheroidal radial function $R_{mn}(c, \xi)$ satisfies the following equation

$$
\frac{d}{d\xi} \left[ (\xi^2 - 1) \frac{d}{d\xi} R_{mn}(c, \xi) \right] - \left[ \lambda_{mn} - c^2 \xi^2 + \frac{m^2}{\xi^2 - 1} \right] R_{mn}(c, \xi) = 0
$$

The solution is as follows
\[ R_{mn}^{(i)}(c, \xi) = \frac{1}{\sum_{r=0,1}^{\infty} i^r d_r^{mn}(c) \frac{(2m+r)!}{r!} \left( \frac{c^2}{\xi^2} \right)^{m/2}} \cdot \sum_{r=0,1}^{\infty} i^r + m - n d_r^{mn}(c) \frac{(2m+r)!}{r!} z_{r+m+c}^{(i)}(c) \] (5.2.24)

where \( i = 1,2,3,4 \) with \( z_n^{(1)}(x) = j_n(x) \), \( z_n^{(2)}(x) = n(x) \), \( z_n^{(3)}(x) = h_n^{(1)}(x) \), \( z_n^{(4)}(x) = h_n^{(2)}(x) \).

Thus,

\[ R_{mn}^{(3)}(c, \xi) = R_{mn}^{(1)}(c, \xi) + i R_{mn}^{(2)}(c, \xi) \] (5.2.25)

\[ R_{mn}^{(4)}(c, \xi) = R_{mn}^{(1)}(c, \xi) - i R_{mn}^{(2)}(c, \xi) \] (5.2.26)

\( R_{mn}^{(1)}(c, \xi) \) for \( m=0, c=5 \) and \( n=0,1,2,3 \) is plotted in Figure V.9 (a) and \( R_{mn}^{(2)}(c, \xi) \) for \( m=1, c=5 \), and \( n=1,2,3,4 \) is plotted in Figure V.9 (b). The plots compare well with those in [103] which validates the correctness of the results.
$R_{mn}(c, \xi)$ for $m=0$, $c=5$ and $R_{mn}(c, \xi)$ for $m=1$, $c=5$, at different $n$.

$R_{mn}^{(1)}(c, \xi)$ for $m=0$, $c=14.76$ and $n=0,1,2,3$ is plotted in Figure V.10 (a) and $R_{mn}^{(2)}(c, \xi)$ for $m=1$, $c=14.76$, and $n=1,2,3,4$ is plotted in Figure V.10 (b). $R_{mn}^{(1)}(c, \xi)$ and $R_{mn}^{(2)}(c, \xi)$ is also plotted for different $c$ as shown in Figure V.8. It can be seen that the oscillation frequency increase with $c$ for both $R_{mn}^{(1)}(c, \xi)$ and $R_{mn}^{(2)}(c, \xi)$.

Figure V.9. (a) $R_{mn}^{(1)}(c, \xi)$ for $m=0$, $c=5$ and (b) $R_{mn}^{(2)}(c, \xi)$ for $m=1$, $c=5$, at different $n$.
(a) $R_{mn}^{(1)}(c, \xi)$ for $m=0$, $c=14.76$ and (b) $R_{mn}^{(2)}(c, \xi)$ for $m=1$, $c=14.76$, at different $n$.

Figure V.10. (a) $R_{mn}^{(1)}(c, \xi)$ for $m=0$, $c=14.76$ and (b) $R_{mn}^{(2)}(c, \xi)$ for $m=1$, $c=14.76$, at different $n$.

The comparisons between the spherical wave function and spheroidal wave function are summarized in Table V-1. When $c \to 0$, or $\xi \to \infty$, the spheroidal wave function approaches spherical wave functions. Both wave functions have the same $\phi$ dependence.
### Figure V.11
(a) $R_{mn}^{(1)}(c, \xi)$ and (b) $R_{mn}^{(2)}(c, \xi)$ for $m=0$, $n=0$, at different $n$.

### Table V-1: Comparisons between the spherical and spheroidal functions.

<table>
<thead>
<tr>
<th>Spherical function $(r, \theta, \phi)$</th>
<th>Spheroidal function $(\xi, \eta, \phi)$ $(c \to 0, \xi \to \infty$: spheroidal $\to$ spherical)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\exp(\text{im}\phi)$</td>
<td>$\exp(\text{im}\phi)$</td>
</tr>
<tr>
<td>$P_n^m(\cos\theta)$</td>
<td>$S_{mn}(c, \eta)$</td>
</tr>
<tr>
<td>$j_n(kr)$</td>
<td>$R_{mn}^{(1)}(c, \xi)$: expansion of $j_n(kr)$</td>
</tr>
<tr>
<td>$h_n^{(1)}(kr) = j_n(kr) + \text{in}_n(kr)$</td>
<td>$R_{mn}^{(2)}(c, \xi)$: expansion of $n_n(kr)$</td>
</tr>
<tr>
<td>$R \psi_{mn} = P_n^m(\cos\theta)j_n(kr)\exp(\text{im}\phi)$</td>
<td>$\psi_{mn}^{(1)} = S_{mn}(c, \eta)R_{mn}^{(1)}(c, \xi)\exp(\text{im}\phi)$</td>
</tr>
<tr>
<td>$\psi_{mn} = P_n^m(\cos\theta)h_n^{(1)}(kr)\exp(\text{im}\phi)$</td>
<td>$\psi_{mn}^{(3)} = S_{mn}(c, \eta)R_{mn}^{(3)}(c, \xi)\exp(\text{im}\phi)$</td>
</tr>
</tbody>
</table>

The vector spheroidal wave functions are calculated from the scalar wave functions as below

\[
\overline{M}_{(c,\alpha)mn}(c; \eta, \xi, \phi) = \nabla \times \left[ \psi_{(c,\alpha)mn}^{(i)} \hat{a} \right] 
\]

\[
\overline{N}_{(c,\alpha)mn}(c; \eta, \xi, \phi) = \frac{1}{k} \nabla \times \nabla \times \left[ \psi_{(c,\alpha)mn}^{(i)} \hat{a} \right] 
\]

where $\hat{a}$ is $\hat{x}$, $\hat{y}$, $\hat{z}$ or $\hat{r}$.
In this section, we use $\hat{r}$. The expressions for the vector prolate spheroidal wave functions are as follows [104].

$$\mathcal{M}^{(i)}_{(e,o)mn} = M^{(i)}_{(e,o)mn,\xi} \hat{\xi} + M^{(i)}_{(e,o)mn,\eta} \hat{\eta} + M^{(i)}_{(e,o)mn,\phi} \hat{\phi}$$

(5.2.29)

with

$$M^{(i)}_{(e,o)mn,\xi} = \frac{m_\xi}{(\xi^2 - \eta^2)^{1/2}} S_{mn}^{(i)} R_{mn}^{(i)} \left[ \sin (m\phi) - \cos (m\phi) \right]$$

$$M^{(i)}_{(e,o)mn,\eta} = \frac{-m\eta}{(\xi^2 - \eta^2)^{1/2}} S_{mn}^{(i)} R_{mn}^{(i)} \left[ \sin (m\phi) - \cos (m\phi) \right]$$

$$M^{(i)}_{(e,o)mn,\phi} = \frac{\xi}{\xi^2 - \eta^2} \frac{1}{2} \eta S_{mn}^{(i)} R_{mn}^{(i)} \left[ \cos (m\phi) \right]$$

(5.2.30)

with

$$N^{(i)}_{(e,o)mn,\xi} = N^{(i)}_{(e,o)mn,\eta} \hat{\xi} + N^{(i)}_{(e,o)mn,\xi} \hat{\eta} + N^{(i)}_{(e,o)mn,\phi} \hat{\phi}$$

$$N^{(i)}_{(e,o)mn,\xi} = \frac{2(1-\eta^2)^{1/2}}{kd(\xi^2 - \eta^2)^{1/2}} \left[ \eta S_{mn}^{(i)} \frac{dR_{mn}^{(i)}}{d\xi} - \eta S_{mn}^{(i)} \frac{dR_{mn}^{(i)}}{d\eta} \right] \left[ \cos (m\phi) \right]$$

$$N^{(i)}_{(e,o)mn,\eta} = \frac{2m^2 \xi}{(1-\eta^2)(\xi^2 - \eta^2)^{1/2}} S_{mn}^{(i)} R_{mn}^{(i)} \left[ \sin (m\phi) \right]$$

$$N^{(i)}_{(e,o)mn,\phi} = \frac{2m(1-\eta^2)^{1/2}(\xi^2 - \eta^2)^{1/2}}{kd(\xi^2 - \eta^2)^{1/2}} \left[ \frac{dS_{mn}^{(i)}}{d\eta} - \frac{1}{\eta^2 - 1} S_{mn}^{(i)} \frac{dR_{mn}^{(i)}}{d\xi} \right] \left[ \sin (m\phi) \right]$$

(5.2.30)

where the upper function of $(m\phi)$ is for even function while the lower sign is for odd function. $S_{mn}$ is function of $\eta$ and $R_{mn}^{(i)}$ is function of $\xi$ which are not written out explicitly for simplicity.
It can be seen that the first and second order derivatives are needed in calculating the spheroidal vector wave functions. The first-order derivative of the spheroidal angular function is

\[
\frac{dS_{mn}(c, \eta)}{d\eta} = \sum_{r=0,1} d_r^{mn}(c) \frac{dP_{mr}(\eta)}{d\eta}
\]

(5.2.31)

\(dS_{mn}(c, \eta)/d\eta\) for \(c=14.76\) and \(m=0\) and \(m=1\) is plotted in Figure V.12.

Figure V.12. \(dS_{mn}(c, \eta)/d\eta\) for (a) \(m=0\), \(c=14.76\) and (b) \(m=1\), \(c=14.76\), at different \(n\).
The second order derivative is calculated using equation (5.2.19),

\[
\frac{d^2 S_{mn}(c, \eta)}{d\eta^2} = \frac{1}{(1-\eta^2)} \left\{ 2\eta \frac{d}{d\eta} S_{mn}(c, \eta) - \left[ \lambda_{mn} - c^2 \eta^2 - \frac{m^2}{1-\eta^2} \right] S_{mn}(c, \eta) \right\} \quad (5.2.32)
\]

d\^2S_{mn}(c, \eta)/d\eta^2 for \(c=14.76\) and \(m=0\) and \(m=1\) is plotted in Figure V.13.

(a) 
![Graph](image1)

(b) 
![Graph](image2)

Figure V.13. \(d^2S_{mn}(c, \eta)/d\eta^2\) for (a) \(m=0, c=14.76\) and (b) \(m=1, c=14.76\), at different \(n\).
The first-order derivative of the spheroidal radial function is

\[
\frac{dR_{mn}^{(1)}(c, \xi)}{d\xi} = \frac{1}{\Sigma_{r=0,1} d_{r}^{mn}(c) (2m + r)!} \sum_{r=0,1} \left( \frac{2m + r)!}{r!} \right) \left( \frac{\xi^2 - 1}{\xi^2} \right)^{m/2} z_{m+r}^{(i)}(c\xi)
\]

(5.2.33)

d\(R_{mn}^{(1)}(c, \xi)/d\xi\) for \(c=14.76\) and \(m=0\) and \(m=1\) is plotted in Figure V.14 and \(dR_{mn}^{(2)}(c, \xi)/d\xi\) for \(c=14.76\), and \(m=0\) and \(m=1\) is plotted in Figure V.15. It observed that the change of \(dR_{mn}^{(1)}(c, \xi)/d\xi\) with \(\xi\) is very different for \(m=0\) and \(m=1\). In comparison, the change of \(dR_{mn}^{(2)}(c, \xi)/d\xi\) with \(\xi\) is similar for \(m=0\) and \(m=1\).
\[ \frac{d^2}{d\xi^2} R_{mn}(c, \xi) = \frac{1}{(\xi^2 - 1)} \left\{ \lambda_{mn} - c^2 \xi^2 + \frac{m^2}{\xi^2 - 1} \right\} R_{mn}(c, \xi) - 2\xi \frac{d}{d\xi} R_{mn}(c, \xi) \] (5.2.34)

Thus, the second order derivative can be calculated using the first-order derivative.
\[ d^2 R^{(1)}_{mn}(c, \xi)/d\xi^2 \] for \( c=14.76 \) and \( m=0 \) and \( m=1 \) is plotted in Figure V.16 and \( d^2 R^{(2)}_{mn}(c, \xi)/d\xi^2 \) for \( c=14.76 \), and \( m=0 \) and \( m=1 \) is plotted in Figure V.17. It observed that the change of \( d^2 R^{(1)}_{mn}(c, \xi)/d\xi^2 \) with \( \xi \) is very different for \( m=0 \) and \( m=1 \). In comparison, the change of \( dR^{(2)}_{mn}(c, \xi)/d\xi \) with \( \xi \) is similar for \( m=0 \) and \( m=1 \).

Figure V.17. \( d^2 R^{(2)}_{mn}(c, \xi)/d\xi^2 \) for (a) \( m=0, c=14.76 \) and (b) \( m=1, c=14.76 \), at different \( n \).

5.2.3 3D Vector Cylindrical Waves

As detailed in [39], the regular scalar 3D cylindrical wave function is

\[
R_g\psi_n(k_\rho, k_z, \varphi) = J_n(k_\rho \rho)e^{ik_z z + i\phi} \tag{5.2.35}
\]

This is called 3D cylindrical waves because it depends on \( k_z \) while there is no \( k_z \) dependence for 2D cylindrical waves. For outgoing waves, the Bessel function is changed to Hankel function:

\[
\psi_n(k_\rho, k_z, \varphi) = H_n^{(1)}(k_\rho \rho)e^{ik_z z + i\phi} \tag{5.2.36}
\]

The regular 3D vector cylindrical wave functions are

\[
R_g\vec{M}_n(k_\rho, k_z, \vec{\rho}) = R_g\vec{m}_n(k_\rho, k_z, \vec{\rho})e^{ik_z z + i\phi} \tag{5.2.37}
\]
\[
Rg\bar{\bar{N}}_n(k_\rho, k_z, \bar{\rho}) = Rg\bar{\bar{n}}_n(k_\rho, k_z, \bar{\rho})e^{ik_zz+im\phi}
\]

(5.2.38)

where

\[
Rg\bar{\bar{m}}_n(k_\rho, k_z, \bar{\rho}) = \frac{\hat{\rho} }{\rho } J_n(k_\rho \rho) - \hat{\rho} k_\rho J'_n(k_\rho \rho)
\]

\[
Rg\bar{\bar{n}}_n(k_\rho, k_z, \bar{\rho}) = \frac{\hat{\rho} }{\rho } \frac{ik_zk^2}{k} J'_n(k_\rho \rho) - \hat{\rho} \frac{nk_zk}{k\rho} J_n(k_\rho \rho) + \hat{\rho} \frac{k^2}{k} J_n(k_\rho \rho).
\]

For outgoing 3D vector cylindrical waves \( \bar{\bar{M}}_n(k_\rho, k_z, \bar{\rho}) \) and \( \bar{\bar{N}}_n(k_\rho, k_z, \bar{\rho}) \), the Bessel function is changed to Hankel function.

### 5.3 The Hybrid Method

The hybrid method for NMM3D full-wave simulations of vegetation combines

(iii) Off-the-shelf techniques for single objects. Off-the-shelf techniques, such as HFSS, BOR (Body of Revolution) [12], ICA (Infinite Cylinder approximation) [4], and FEKO are used to solve Maxwell’s equations for a complicated single object of a moderate size, such as trunks and branches with leaves attached.

(iv) We developed techniques that (a) extract T matrices of single objects from (i), (b) perform translation addition theorem for vector cylindrical and spheroidal waves, and (c) utilize the Foldy-Lax multiple scattering equations to calculate multiple scattering among the single objects.

In NMM3D full-wave simulations, we use the Foldy-Lax multiple scattering equations (FL) with generalized T matrix. Consider an incident wave \( \bar{E}_{inc} \) incident on \( N \) number of scatterers. In the Foldy-Lax equations, one uses \( \bar{E}_{exc}^m \), the final exciting field of scatterer \( m \). Let
there be \( N \) number of scatterers. The coupled equations of \( N \) final exciting fields, \( \mathbf{E}_{ex}^n \), \( n=1,2,3,...N \) are (Figure V.18):

\[
\mathbf{E}_{ex}^m = \mathbf{E}_{inc} + \sum_{n=1, n \neq m}^{N} \tilde{G}_{mn} \tilde{T}_n \mathbf{E}_{ex}^n
\]  

(5.3.1)

where \( \tilde{T}_n \) is the generalized T matrix of scatterer \( n \), \( \tilde{G}_{mn} \) is the Green’s function of propagation of wave from scatterer \( n \) to scatterer \( m \), which can be in the near field, intermediate field or far field. Foldy-Lax equations were rigorously derived from Maxwell’s equations [4].

![Figure V.18. Illustration of the Foldy-Lax equations with six objects.](image)

In the Hybrid Method, we first use off-the-shelf softwares to solve Maxwell’s equations for single objects. This is followed by three steps that we developed: (1) extracting the T matrix of vector cylindrical/spheroidal waves using robust numerical methods; (2) numerical/analytical vector wave transformations where scattered waves from one object are transformed to incident waves on another object; and (3) solving Foldy-Lax equations (FL) and using physical multiple scattering orders of iteration with averaging after each order. The three steps are explained below.
5.3.1 Numerical and Analytical T Matrix Extraction

The exciting fields are expanded in regular vector waves while the scattered waves outside the enclosing surface ($\partial S$) are expressed with outgoing vector waves. Then, the T matrix describes the linear relation between scattering coefficients and the exciting field coefficients [4].

\[
\begin{bmatrix}
\tilde{a}^{S(M)} \\
\tilde{a}^{S(N)}
\end{bmatrix} = 
\begin{bmatrix}
\tilde{F}^{(11)} & \tilde{F}^{(12)} \\
\tilde{F}^{(21)} & \tilde{F}^{(22)}
\end{bmatrix}
\begin{bmatrix}
\tilde{a}^{E(M)} \\
\tilde{a}^{E(N)}
\end{bmatrix} = \bar{T}
\begin{bmatrix}
\tilde{a}^{E(M)} \\
\tilde{a}^{E(N)}
\end{bmatrix}
\]  
\( (5.3.2) \)

where the size of the T matrix (\(\bar{T}\)) is \(2L_{\text{max}} \times 2L_{\text{max}}\). \(L_{\text{max}}\) depends on the number of multipole \((N_{\text{max}})\) used. For example, for vector spherical waves, \(L_{\text{max}} = N_{\text{max}}(N_{\text{max}} + 2)\) [4]. \(N_{\text{max}}\) is decided by the electrical size of the scatterer.

To find \(\bar{T}\) numerically, we excite the scatterer with \(2L_{\text{max}}\) different incident waves (different incident angles and polarizations) and calculate the scatter fields using off-the-shelf techniques such as BOR, HFSS, FEKO, etc. After the expansion coefficients are calculated, \(\bar{T}\) is obtained by

\[
\bar{T} = 
\begin{bmatrix}
\tilde{a}^{S(M)} & \ldots & \tilde{a}^{S(M)} \\
\tilde{a}^{S(N)} & \ldots & \tilde{a}^{S(N)} \\
\tilde{a}^{E(M)} & \ldots & \tilde{a}^{E(M)} \\
\tilde{a}^{E(N)} & \ldots & \tilde{a}^{E(N)}
\end{bmatrix}
\begin{bmatrix}
\tilde{a}^{E(M)} \\
\tilde{a}^{E(N)}
\end{bmatrix}^{-1}
\]  
\( (5.3.3) \)

where \(\tilde{a}^{E}_l\) and \(\tilde{a}^{S}_l\) are the coefficients of exciting field \(l\) and the resulting scattered field, respectively.

Thus, the key steps in extracting the T matrix numerically is calculating the expansion coefficients. Since different vector waves have different properties, different methods are used to find the expansion coefficients, as detailed below.

(a) The T Matrix Extraction for Vector Spherical Waves

The scattered fields are expanded using the outgoing vector spherical waves as
\[ \mathcal{E}^S (\mathbf{r}) = \sum_{m,n} \left[ a^{S(M)}_{mn} \mathbf{M}_{mn} (kr, \Theta, \Phi) + a^{S(N)}_{mn} \mathbf{N}_{mn} (kr, \Theta, \Phi) \right] \]  

(5.3.4)

where the expansion coefficients \( a^{S(M)}_{mn} \) and \( a^{S(N)}_{mn} \) are needed to be obtained.

Next, applying dot product with \( \mathbf{M}_{mn} (kr, \Theta, \Phi) \) and integration over \( \Theta \) and \( \Phi \) to the equation,

\[
\begin{align*}
\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \mathcal{E}^S (\mathbf{r}) \cdot \mathbf{M}_{-m,n} (kr, \Theta, \Phi) \\
= \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \sum_{m,n} \left[ a^{S(M)}_{mn} \mathbf{M}_{mn} (kr, \Theta, \Phi) + a^{S(N)}_{mn} \mathbf{N}_{mn} (kr, \Theta, \Phi) \right] \cdot \mathbf{M}_{-m,n} (kr, \Theta, \Phi)
\end{align*}
\]

(5.3.5)

To calculate the integration on the right hand side, we substitute the expressions for \( \mathbf{M}_{mn} (kr, \Theta, \Phi) \) as listed in section 5.2. Then,

\[
\begin{align*}
\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \mathbf{M}_{mn} (kr, \Theta, \Phi) \cdot \mathbf{M}_{-m,n} (kr, \Theta, \Phi) \\
= \gamma_{-m,n} h_n (kr) \gamma_{mn} h_n (kr) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \bar{C}_{mn} (\Theta, \Phi) \cdot \bar{C}_{-m,n} (\Theta, \Phi) \\
= \gamma_{-m,n} h_n (kr) \gamma_{mn} h_n (kr) \delta_{mn, \delta_{mn}} z_{3mn}
\end{align*}
\]

(5.3.6)

where the orthogonality property is used and \( z_{3mn} = (-1)^m \frac{4\pi n' (n' + 1)}{2n + 1} \). The expressions for \( \gamma \) are in section 5.2.

Next,

\[
\begin{align*}
\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \mathbf{N}_{mn} (kr, \Theta, \Phi) \cdot \mathbf{M}_{-m,n} (kr, \Theta, \Phi) \\
= \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \left\{ \gamma_{mn} \left[ \frac{n(n + 1)h_n (kr)}{kr} \mathbf{P}_{mn} (\Theta, \Phi) + \frac{krh_n (kr)}{kr} \mathbf{B}_{mn} (\Theta, \Phi) \right] \right\} \\
= 0
\end{align*}
\]

(5.3.7)

Substituting into equation (5.3.5) leads to

\[
\begin{align*}
a^{S(M)}_{mn} = \frac{\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \mathcal{E}^S (\mathbf{r}) \cdot \mathbf{M}_{-m,n} (kr, \Theta, \Phi)}{\gamma_{mn} h_n (kr) \gamma_{-m,n} h_n (kr) z_{3mn}}
\end{align*}
\]

(5.3.8)
Similarly, applying dot product with \( \vec{N}_{-m_n} (kr, \theta, \phi) \) and integration over \( \theta \) and \( \phi \) to the equation,

\[
\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{E}^S (\vec{r}) \cdot \vec{N}_{-m_n} (kr, \theta, \phi)
= \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \sum_{m,n} [a_{mn}^{S(M)} \vec{M}_{m_n} (kr, \theta, \phi) + a_{mn}^{S(N)} \vec{N}_{m_n} (kr, \theta, \phi)] \cdot \vec{N}_{-m_n} (kr, \theta, \phi)
\]

(5.3.9)

Since,

\[
\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{M}_{m_n} (kr, \theta, \phi) \cdot \vec{N}_{-m_n} (kr, \theta, \phi) = 0
\]

(5.3.10)

and,

\[
\int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{N}_{m_n} (kr, \theta, \phi) \cdot \vec{N}_{-m_n} (kr, \theta, \phi)
= \gamma_{-m_n} \gamma_{m_n} \delta_{m_n} \delta_{m_n} \left\{ \begin{bmatrix} n' (n' + 1) h_n (kr) \\ kr \end{bmatrix} n(n + 1) h_n (kr) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{P}_{-m_n} (\theta, \phi) \cdot \vec{P}_{m_n} (\theta, \phi) \right\}
+ \left\{ \begin{bmatrix} krh_n (kr) \\ kr \end{bmatrix} \right\} \left\{ \begin{bmatrix} krh_n (kr) \\ kr \end{bmatrix} \right\}
\]

(5.3.11)

Then,

\[
a_{mn}^{S(N)} = \frac{\gamma_{m_n} \gamma_{m'_n} \delta_{m_n} \delta_{m'_n}}{\gamma_{-m_n} \gamma_{m_n} \delta_{m_n} \delta_{m_n} \left\{ \begin{bmatrix} n' (n' + 1) h_n (kr) \\ kr \end{bmatrix} n(n + 1) h_n (kr) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{E}^S (\vec{r}) \cdot \vec{N}_{-m_n} (kr, \theta, \phi) \right\}}
\]

\[
= \frac{\gamma_{-m_n} \gamma_{m_n} \delta_{m_n} \delta_{m_n}}{\gamma_{m_n} h_n (kr) \gamma_{m'_n} h_{n'} (kr) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{E}^S (\vec{r}) \cdot \vec{M}_{-m_n} (kr, \theta, \phi) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{B}_{m_n} (kr, \theta, \phi) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{F}_{m_n} (kr, \theta, \phi) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{P}_{m_n} (kr, \theta, \phi) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{P}_{m'_n} (kr, \theta, \phi)}
\]

(5.3.12)

Since \( m' \) and \( n' \) are dummy variables, we can change them to \( m \) and \( n \). Thus

\[
a_{mn}^{S(M)} = \frac{\gamma_{m_n} \gamma_{m'_n} \delta_{m_n} \delta_{m'_n}}{\gamma_{m_n} h_n (kr) \gamma_{m'_n} h_{n'} (kr) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{E}^S (\vec{r}) \cdot \vec{M}_{-m_n} (kr, \theta, \phi) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{E}^S (\vec{r}) \cdot \vec{B}_{m'_n} (kr, \theta, \phi) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{E}^S (\vec{r}) \cdot \vec{F}_{m'_n} (kr, \theta, \phi) \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \vec{E}^S (\vec{r}) \cdot \vec{P}_{m'_n} (kr, \theta, \phi)}
\]

(5.3.13a)
The scattered fields $E^S(\mathbf{r})$ is obtained using the off-the-shelf techniques for the single scatterer, such as ICA, BOR, commercial software HFSS, FEKO, etc. After that, the integration in the nominator is calculated numerically.

If the tangential scattered fields are used, the scattered field coefficients can also be obtained using

$$a_{mn}^{S(N)} = \frac{\int_0^\pi \sin \theta \int_0^{2\pi} d\phi E^S(\hat{r}) \cdot \bar{N}_{-mn}(kr, \theta, \phi) \gamma_{-mn} \gamma_{mn} \left[ \left( \frac{n(n+1)h_n(kr)}{kr} \right)^2 z_{1mn} + \left( \frac{krh_n(kr)}{kr} \right)^2 z_{2mn} \right]}{\gamma_{-mn} \gamma_{mn}}$$

(5.3.13b)

The derivations for the above equations are similar to those above.

After the scattered field coefficients are obtained, the next step is calculating the incident field coefficients. For incident plan waves $\bar{E}_i = E_{p_i} \hat{p}_i e^{i \hat{k}_i \cdot \mathbf{r}}$, the vector spherical wave expansion coefficients are [4],

$$a_{mn}^{E(M)} = (-1)^m \frac{(2n+1)}{\gamma_{mn}n(n+1)} i^n \left[ E_{p_i} (\hat{p}_i \cdot \bar{C}_{-mn}(\theta_i, \phi_i)) \right]$$

(5.3.15a)

$$a_{mn}^{E(N)} = (-1)^m \frac{(2n+1)}{\gamma_{mn}n(n+1)} i^n \left[ E_{p_i} (\hat{p}_i \cdot (-i\bar{B}_{-mn}(\theta_i, \phi_i))) \right]$$

(5.3.15b)

where the superscript ‘$E$’ means exciting fields. $\hat{p}_i$ is the polarization (either $\hat{v}$ or $\hat{h}$).

The expressions for both the scattered fields and incident fields are obtained. The T matrix with vector spherical wave expansions for arbitrarily shaped objects is can be obtained. It is noted that this numerical method of extracting T matrix works for the object with arbitrary shape since the scattered fields from the object can be obtained using the commercial software such as HFSS and FEKO. Then, the scattered field coefficients are obtained, and the T matrix is extracted.
(b) The T Matrix Extraction for Vector Spheroidal Waves

For vector spheroidal waves, there is no orthogonality property as for the vector spherical waves; therefore, calculating the scattered field expansion coefficients are more complicated than that for the vector spherical waves.

Using the even and odd modes, the scattered field is expanded as

\[ E^s = \sum_{m,n} \left[ a^{(M,e)}_{mn} M^{(3)e}_{e,mm} + a^{(M,o)}_{mn} M^{(3)o}_{o,nn} + a^{(N,e)}_{mn} N^{(3)e}_{e,mm} + a^{(N,o)}_{mn} N^{(3)o}_{o,nn} \right] \]

where ‘e’ stands for the even mode and ‘o’ stands for the odd mode. The superscript ‘(3)’ means the vector spheroidal waves of the third kind, which is the outgoing vector spheroidal waves. The definition of ‘a’ is in section 5.2. In this section, \( a = r \).

Next, finding the tangential fields and applying dot product and integration on both sides,

\[ \int_{\text{S}_\sigma} \hat{\xi} \times E^s \cdot \nabla a^{(3)}_{\sigma,mmn} = \sum_{m,n} \left[ a^{(M,e)}_{mn} \int_{\text{S}_\sigma} \hat{\xi} \times M^{(3)e}_{e,mm} \cdot \nabla a^{(3)}_{\sigma,mmn} + a^{(M,o)}_{mn} \int_{\text{S}_\sigma} \hat{\xi} \times M^{(3)o}_{o,nn} \cdot \nabla a^{(3)}_{\sigma,mmn} \right] \]

where \( \sigma = e \) or \( v \), and \( V = M \) or \( N \). The integration is performed over the spheroidal surface.

To simply the expression, let

\[ \int_{\text{S}_\sigma} \hat{\xi} \times E^s \cdot \nabla a^{(3)}_{\sigma,mmn} = b^{(V,\sigma)}_{mn}, \quad \int_{\text{S}_\sigma} \hat{\xi} \times M^{(3)e}_{e,mm} \cdot \nabla a^{(3)}_{\sigma,mmn} = C^{V,\sigma,M,e}_{m,mmn}, \]

\[ \int_{\text{S}_\sigma} \hat{\xi} \times M^{(3)o}_{o,nn} \cdot \nabla a^{(3)}_{\sigma,mmn} = C^{V,\sigma,M,o}_{m,mmn}, \quad \int_{\text{S}_\sigma} \hat{\xi} \times N^{(3)e}_{e,mm} \cdot \nabla a^{(3)}_{\sigma,mmn} = C^{V,\sigma,N,e}_{mn}, \quad \int_{\text{S}_\sigma} \hat{\xi} \times N^{(3)o}_{o,nn} \cdot \nabla a^{(3)}_{\sigma,mmn} = C^{V,\sigma,N,o}_{mn}, \]

then,

\[ b^{(V,\sigma)}_{mn} = \sum_{m,n} \left[ C^{V,\sigma,M,e}_{mn} a^{(M,e)}_{mn} + C^{V,\sigma,M,o}_{mn} a^{(M,o)}_{mn} + C^{V,\sigma,N,e}_{mn} a^{(N,e)}_{mn} + C^{V,\sigma,N,o}_{mn} a^{(N,o)}_{mn} \right] \]

In matrix form,

\[ \bar{b} = \bar{C} \bar{a} \]

Then, the scattered field coefficients are obtained as
\[ \overline{a}^\delta = \overline{C}^{-1}\overline{b} \]  

(5.3.20)

Thus, the key points are to find the matrix \( \overline{C} \) and the column vector \( \overline{b} \).

There are four combinations for \( \mathcal{V}^{a(3)}_{\sigma,m,n} : M^{a(3)}_{e,m,n}, M^{a(3)}_{o,m,n}, N^{a(3)}_{e,m,n}, \) or \( N^{a(3)}_{o,m,n} \). To simply the integration, a function of \( \eta \) is also multiplied. Thus, \( \mathcal{V}^{a(3)}_{\sigma,m,n} \) becomes \( M^{a(3)}_{e,m,n}g^{Me}(\eta) \), \( M^{a(3)}_{o,m,n}g^{Mo}(\eta) \), \( N^{a(3)}_{e,m,n}g^{Ne}(\eta) \), or \( N^{a(3)}_{o,m,n}g^{No}(\eta) \). The expression of the function will be decided later.

First, let \( \mathcal{V}^{a(3)}_{\sigma,m,n} = g^{Me}(\eta)\overline{M}^{a(3)}_{e,m,n} \).

\[
\hat{\xi} \times \overline{M}^{a(3)}_{e,m,n} = \hat{\xi} \times \left( M^{a(3)}_{e,m,n}\hat{\eta} + M^{a(3)}_{e,m,n}\hat{\xi} + M^{a(3)}_{e,m,n}\hat{\phi} \right) = -M^{a(3)}_{e,m,n}\hat{\phi} + M^{a(3)}_{e,m,n}\hat{\eta} 
\]

(5.3.21)

where the expressions for different components of \( \overline{M}^{a(3)}_{e,m,n} \) are in section 5.2.

Then,

\[ C^{M_{e,M_x}}_{m,m,m} = \int_{SO} \hat{\xi} \times \overline{M}^{a(3)}_{e,m,n} \cdot g^{Me}(\eta)\overline{M}^{a(3)}_{e,m,n} - \int_{SO} g^{Me}(\eta) \left( -M^{a(3)}_{e,m,n} \hat{\phi} + M^{a(3)}_{e,m,n} \hat{\eta} \right) \cdot \left( M^{a(3)}_{e,m,n} \hat{\eta} + M^{a(3)}_{e,m,n} \hat{\xi} + M^{a(3)}_{e,m,n} \hat{\phi} \right) \]

\[ = \int_{SO} g^{Me}(\eta) \left[ -M^{a(3)}_{e,m,n} \hat{\phi} + M^{a(3)}_{e,m,n} \hat{\eta} \right] \cdot \left[ -M^{a(3)}_{e,m,n} \hat{\phi} + M^{a(3)}_{e,m,n} \hat{\eta} \right] \]

\[ = f^2 \left( \hat{\xi}^2 - 1 \right)^2 \int_{0}^{2\pi} d\phi \int_{-1}^{1} d\eta \left( \hat{\xi}^2 - \eta^2 \right)^2 g^{Me}(\eta) \left[ -M^{a(3)}_{e,m,n} M^{a(3)}_{e,m,n} + M^{a(3)}_{e,m,n} M^{a(3)}_{e,m,n} \right] 
\]

(5.3.22)

where \( f = d/2 \) and \( d \) is the interfocal distance.

To simply the expression, let

\[
M^{(i)}_{e,m,n} = f^{M\eta}_{m,n} \sin(m\phi) \\
M^{(i)}_{o,m,n} = -f^{M\eta}_{m,n} \cos(m\phi) \\
M^{(i)}_{e,m,n,\phi} = f^{M\phi}_{m,n} \cos(m\phi) \\
M^{(i)}_{o,m,n,\phi} = f^{M\phi}_{m,n} \sin(m\phi) 
\]

(5.3.23)

By comparing the expressions in section 5.2, we obtain
\[
 f_{mn}^{M\eta} = \frac{m\xi}{(\xi^2 - \eta^2)^{\frac{1}{2}}(1 - \eta^2)^{\frac{1}{2}}} S_{mn} R_{mn}^{(3)} 
\]  
(5.3.24)

\[
 f_{mn}^{M\phi} = \frac{(\xi^2 - 1)^{\frac{1}{2}}(1 - \eta^2)^{\frac{1}{2}}}{\xi^2 - \eta^2} \left[ \xi \frac{dS_{mn}}{d\eta} R_{mn}^{(3)} - \eta S_{mn} \frac{dR_{mn}^{(3)}}{d\xi} \right] 
\]  
(5.3.25)

Thus,

\[
 C_{mmn}^{M, e, M, e} = f^2 (\xi^2 - 1)^{\frac{1}{2}} \left[ \int_0^{2\pi} d\phi \sin(m\phi) \cos(m'\phi) \int_{-1}^{1} d\eta g^{Me} (\eta) \left( \xi^2 - \eta^2 \right)^{\frac{1}{2}} \left( -f_{mn}^{M\eta} (\eta) f_{mn}^{M\phi} (\eta) \right) \right] 
\]

\[
 + \left[ \int_0^{2\pi} d\phi \cos(m\phi) \sin(m'\phi) \int_{-1}^{1} d\eta g^{Me} (\eta) \left( \xi^2 - \eta^2 \right)^{\frac{1}{2}} f_{mn}^{M\phi} (\eta) f_{mn}^{M\eta} (\eta) \right] 
\]

(5.3.26)

It is noted that \( f_{mn}^{M\eta} \) and \( f_{mn}^{M\phi} \) are only functions of \( \eta \), since the \( \xi \) is a constant for a defined spheroidal surface.

Using the property that

\[
 \int_0^{2\pi} \sin(m\phi) \cos(m'\phi) d\phi = 0 
\]  
(5.3.27)

We obtain

\[
 C_{mmn}^{M, e, M, e} = 0 
\]  
(5.3.28)

Next,

\[
 C_{mmn}^{M, e, M, o} = \int_{\text{COS}} \xi^2 M^{(3)} \cdot M^{(3)} - \int_{\text{COS}} \xi^2 M^{(3)} \cdot M^{(3)} g^{Me} (\eta) 
\]

\[
 = f^2 (\xi^2 - 1)^{\frac{1}{2}} \int_0^{2\pi} d\phi \int_{-1}^{1} d\eta \left( \xi^2 - \eta^2 \right)^{\frac{1}{2}} g^{Me} (\eta) \left[ -M_{e,mn}^{(3)} M^{(3)}_{e,mn} + M_{e,mn}^{(3)} M^{(3)}_{e,mn} \right] 
\]

(5.3.29)

Using the property that
\[
\int_0^{2\pi} \sin(m\phi) \sin(m'\phi) d\phi = \begin{cases} 0, & \text{if } m = m' = 0 \\
\pi\delta_{mm'}, & \text{otherwise} \end{cases} \quad (5.3.30)
\]

\[
\int_0^{2\pi} \cos(m\phi) \cos(m'\phi) d\phi = \begin{cases} 2\pi, & \text{if } m = m' = 0 \\
\pi\delta_{mm'}, & \text{otherwise} \end{cases} \quad (5.3.31)
\]

Thus,

\[
C_{m,n,mm}^{M,e,M,n} = \pi\delta_{nn} f^2 \left( \xi^2 - 1 \right)^{1/2} \int_{-1}^{1} d\eta \left( \xi^2 - \eta^2 \right)^{1/2} \g^M(\eta) \left[ f_{mn}^{M\eta}(\eta) f_{mm}^{M\Phi}(\eta) + f_{mm}^{M\eta}(\eta) f_{mn}^{M\Phi}(\eta) \right] \quad (5.3.32)
\]

The integration will be examined later. It is noted that, the case that \( m = m' = 0 \) is excluded here.

Next,

\[
C_{m,n,mm}^{M,e,N,e} = \int_{\mathbb{S}^2} \hat{\xi} \times \tilde{N}_{e,m,n} \cdot \tilde{M}_{e,m,n} \cdot \g^M(\eta) = f^2 \left( \xi^2 - 1 \right)^{1/2} \int_0^{2\pi} d\phi \int_{-1}^{1} d\eta \left( \xi^2 - \eta^2 \right)^{1/2} \g^M(\eta) \left[ -N_{e,m,n}\eta M_{e,m,n}^{a(3)} + N_{e,m,n} M_{e,m,n}^{a(3)} \right] \quad (5.3.33)
\]

To simplify the expressions, let

\[
\begin{align*}
N_{e,m,n}^{r(i)} &= f_{mn}^{N\eta} \cos(m\phi) \\
N_{e,m,n}^{r(i)} &= f_{mn}^{N\eta} \sin(m\phi) \\
N_{e,m,n}^{r(i)} &= f_{mn}^{N\Phi} \sin(m\phi) \\
N_{e,m,n}^{r(i)} &= -f_{mn}^{N\Phi} \cos(m\phi)
\end{align*} \quad (5.3.34)
\]

By comparing with the expressions in section 5.2, we obtain

\[
f_{mn}^{N\eta} = \frac{2 \left( 1 - \eta^2 \right)^{1/2}}{kd \left( \xi^2 - \eta^2 \right)^{1/2}} \left[ \frac{dS_{mn}}{d\eta} \frac{\partial}{\partial \xi} \frac{\xi \left( \xi^2 - 1 \right)}{\left( \xi^2 - \eta^2 \right)^{1/2}} R_{mn}^{(i)} - \eta S_{mn} \frac{\partial}{\partial \xi} \frac{\xi \left( \xi^2 - 1 \right)}{\left( \xi^2 - \eta^2 \right)^{1/2}} dR_{mn}^{(i)} \\
+ \frac{m^2 \eta}{(1 - \eta^2) \left( \xi^2 - 1 \right)} S_{mn} R_{mn}^{(i)} \right] \quad (5.3.35)
\]

\[
f_{mn}^{N\Phi} = \frac{2m \left( 1 - \eta^2 \right)^{1/2} \left( \xi^2 - 1 \right)^{1/2}}{kd \left( \xi^2 - \eta^2 \right)^{1/2}} \left[ \frac{1}{\xi^2 - 1} d\eta \left( \eta S_{mn} \right) R_{mn}^{(i)} - \frac{1}{1 - \eta^2} S_{mn} \frac{d}{d\xi} \left( \xi R_{mn}^{(i)} \right) \right] \sin(m\phi) \quad (5.3.36)
\]

Then,
\[ C_{M,e,N,e}^{m,n,m} = f^2 (\xi^2 - 1)^{1/2} \int_0^{2\pi} d\phi \int_{-1}^1 d\eta (\xi^2 - \eta^2)^{1/2} g^M (\eta) \frac{-f^{N\phi}_{m,n} (\eta) \cos(m \phi) f^{M\phi}_{m,n} (\eta) \cos(m' \phi)}{+f^{N\phi}_{m,n} (\eta) \sin(m \phi) f^{M\phi}_{m,n} (\eta) \sin(m' \phi)} \] (5.3.37)

\[ C_{M,e,N,e}^{m,n,m} = \pi \delta_{m,n} f^2 (\xi^2 - 1)^{1/2} \int_0^{2\pi} d\phi \int_{-1}^1 d\eta (\xi^2 - \eta^2)^{1/2} g^M (\eta) \left[ -f^{N\phi}_{m,n} (\eta) f^{M\phi}_{m,n} (\eta) + f^{N\phi}_{m,n} (\eta) f^{M\phi}_{m,n} (\eta) \right] \] (5.3.38)

Next,
\[ C_{M,o,N,o}^{m,n,m} = \int_{\text{ISO}} \frac{\hat{\xi}}{\xi} \times \hat{N}_{o,n,m}^{(a) M} \cdot \hat{M}_{e,n,m}^{(a) M} g^M (\eta) \]
\[ = f^2 (\xi^2 - 1)^{1/2} \int_0^{2\pi} d\phi \int_{-1}^1 d\eta (\xi^2 - \eta^2)^{1/2} g^M (\eta) \left[ -N^{(a) M}_{o,n,m} M^{(a) M}_{e,n,m \phi} + N^{(a) M}_{o,n,m \phi} M^{(a) M}_{e,n,m} \right] \] (5.3.39)

Thus,
\[ C_{N,o,M,e}^{m,n,m} = 0 \] (5.3.40)

Secondly, let \( \tilde{V}^{(a) M}_{\sigma,n,m} = g^{M_0} (\eta) \hat{M}_{e,n,m}^{(a) M} \). Using similar derivations as (5.3.21) to (5.3.40), we obtain
\[ C_{M,o,N,e}^{m,n,m} = \int_{\text{ISO}} \frac{\hat{\xi}}{\xi} \times \hat{M}_{e,n,m}^{(a) M} \cdot \hat{M}_{e,n,m}^{(a) M} g^{M_0} (\eta) \]
\[ = \pi \delta_{m,n} f^2 (\xi^2 - 1)^{1/2} \int_0^{2\pi} d\phi \int_{-1}^1 d\eta (\xi^2 - \eta^2)^{1/2} g^{M_0} (\eta) \left[ -f^{M\phi}_{m,n} (\eta) f^{M\phi}_{m,n} (\eta) - f^{M\phi}_{m,n} (\eta) f^{M\phi}_{m,n} (\eta) \right] \] (5.3.41)

\[ C_{M,o,N,o}^{m,n,m} = \int_{\text{ISO}} \frac{\hat{\xi}}{\xi} \times \hat{N}_{e,n,m}^{(a) M} \cdot \hat{M}_{e,n,m}^{(a) M} g^{M_0} (\eta) = 0 \] (5.3.42)

\[ C_{M,o,N,o}^{m,n,m} = \int_{\text{ISO}} \frac{\hat{\xi}}{\xi} \times \hat{N}_{o,n,m}^{(a) M} \cdot \hat{M}_{e,n,m}^{(a) M} g^{M_0} (\eta) = 0 \] (5.3.43)

\[ C_{M,o,N,o}^{m,n,m} = \int_{\text{ISO}} \frac{\hat{\xi}}{\xi} \times \hat{N}_{o,n,m}^{(a) M} \cdot \hat{M}_{e,n,m}^{(a) M} g^{M_0} (\eta) \]
\[ = \pi \delta_{m,n} f^2 (\xi^2 - 1)^{1/2} \int_0^{2\pi} d\phi \int_{-1}^1 d\eta (\xi^2 - \eta^2)^{1/2} g^{M_0} (\eta) \left[ -f^{N\phi}_{m,n} (\eta) f^{M\phi}_{m,n} (\eta) + f^{N\phi}_{m,n} (\eta) f^{M\phi}_{m,n} (\eta) \right] \] (5.3.44)

Thirdly, let \( \tilde{\tilde{V}}^{(a) M}_{\sigma,n,m} = g^{N_0} (\eta) \hat{N}_{e,n,m}^{(a) M} \). Similarly, we obtain

228
\[
\begin{align*}
C^{N,e,M,o}_{m,n m n} &= \int_{\mathcal{E} \cap \mathcal{O}} \xi^2 \times \hat{M}^{a(3)}_{e,m,n} \cdot \hat{N}^{a(3)}_{e,m,n} g^{N,e}(\eta) \\
&= \pi \delta_{m n} f^2 (\xi^2 - 1)^{\frac{1}{2}} \int_{-1}^{1} d\eta (\xi^2 - \eta^2)^{\frac{1}{2}} g^{N,e}(\eta) \left[ -f^{M,o}_{m,n}(\eta) f^{N,e}_{m,n}(\eta) + f^{M,o}_{m,n}(\eta) f^{N,e}_{m,n}(\eta) \right] \\
C^{N,e,M,o}_{m,n m n} &= \int_{\mathcal{E} \cap \mathcal{O}} \xi^2 \times \hat{M}^{a(3)}_{o,m,n} \cdot \hat{N}^{a(3)}_{e,m,n} g^{N,o}(\eta) = 0 \\
C^{N,e,N,e}_{m,n m n} &= \int_{\mathcal{E} \cap \mathcal{O}} \xi^2 \times \hat{N}^{a(3)}_{e,m,n} \cdot \hat{N}^{a(3)}_{e,m,n} g^{N,e}(\eta) \\
&= \pi \delta_{m n} f^2 (\xi^2 - 1)^{\frac{1}{2}} \int_{-1}^{1} d\eta (\xi^2 - \eta^2)^{\frac{1}{2}} g^{N,e}(\eta) \left[ -f^{M,o}_{m,n}(\eta) f^{N,e}_{m,n}(\eta) + f^{M,o}_{m,n}(\eta) f^{N,e}_{m,n}(\eta) \right] \\
C^{N,o,N,e}_{m,n m n} &= \int_{\mathcal{E} \cap \mathcal{O}} \xi^2 \times \hat{N}^{a(3)}_{e,m,n} \cdot \hat{N}^{a(3)}_{o,m,n} g^{N,o}(\eta) = 0 \\
\end{align*}
\]

Fourthly, let \( \hat{N}^{a(3)}_{\sigma,m,n} = g^{N,o}(\eta) \hat{N}^{a(3)}_{o,m,n} \). Similarly, we obtain
\[
\begin{align*}
C^{N,o,M,e}_{m,n m n} &= \int_{\mathcal{E} \cap \mathcal{O}} \hat{M}^{a(3)}_{e,m,n} \cdot \hat{N}^{a(3)}_{o,m,n} g^{N,o}(\eta) = 0 \\
C^{N,o,M,o}_{m,n m n} &= \int_{\mathcal{E} \cap \mathcal{O}} \hat{M}^{a(3)}_{o,m,n} \cdot \hat{N}^{a(3)}_{e,m,n} g^{N,o}(\eta) \\
&= \pi \delta_{m n} f^2 (\xi^2 - 1)^{\frac{1}{2}} \int_{-1}^{1} d\eta (\xi^2 - \eta^2)^{\frac{1}{2}} g^{N,o}(\eta) \left[ f^{M,o}_{m,n}(\eta) f^{N,o}_{m,n}(\eta) + f^{M,o}_{m,n}(\eta) f^{N,o}_{m,n}(\eta) \right] \\
C^{N,o,N,o}_{m,n m n} &= \int_{\mathcal{E} \cap \mathcal{O}} \hat{N}^{a(3)}_{e,m,n} \cdot \hat{N}^{a(3)}_{o,m,n} g^{N,o}(\eta) = 0 \\
\end{align*}
\]

In matrix form,
\[
\begin{align*}
\begin{bmatrix}
\bar{B}^{M,e} \\
\bar{B}^{M,o} \\
\bar{B}^{N,e} \\
\bar{B}^{N,o}
\end{bmatrix}
&= \begin{bmatrix}
\bar{C}^{M,e,M,e} & \bar{C}^{M,e,M,o} & \bar{C}^{M,e,N,e} & \bar{C}^{M,e,N,o} \\
\bar{C}^{M,o,M,e} & \bar{C}^{M,o,M,o} & \bar{C}^{M,o,N,e} & \bar{C}^{M,o,N,o} \\
\bar{C}^{N,e,M,e} & \bar{C}^{N,e,M,o} & \bar{C}^{N,e,N,e} & \bar{C}^{N,e,N,o} \\
\bar{C}^{N,o,M,e} & \bar{C}^{N,o,M,o} & \bar{C}^{N,o,N,e} & \bar{C}^{N,o,N,o}
\end{bmatrix}
\begin{bmatrix}
\bar{a}^{S(M,e)} \\
\bar{a}^{S(M,o)} \\
\bar{a}^{S(N,e)} \\
\bar{a}^{S(N,o)}
\end{bmatrix}
\end{align*}
\]
where

$$
\mathbf{c}^W = \begin{bmatrix}
C_{1,1}^{W,V_{\sigma}} & C_{1,2}^{W,V_{\sigma}} & \cdots & C_{1,L_{\max}}^{W,V_{\sigma}} \\
C_{2,1}^{W,V_{\sigma}} & C_{2,2}^{W,V_{\sigma}} & \cdots & C_{2,L_{\max}}^{W,V_{\sigma}} \\
\vdots & \vdots & \ddots & \vdots \\
C_{L_{\max},1}^{W,V_{\sigma}} & C_{L_{\max},2}^{W,V_{\sigma}} & \cdots & C_{L_{\max},L_{\max}}^{W,V_{\sigma}}
\end{bmatrix}.
$$

The combined index is used that \((m,n) \rightarrow l\), where \(l = (n+2)(n-1)/2 + m + 1\). Following is the example of using combined index to map \((m,n)\) to \(l\)

\[
\begin{align*}
    m & \quad 0 \quad 1 \quad 0 \quad 1 \quad 2 \quad 0 \quad 1 \quad 2 \quad \ldots \\
    n & \quad 1 \quad 1 \quad 2 \quad 2 \quad 2 \quad 3 \quad 3 \quad 3 \quad \ldots \\
    l & \quad 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad \ldots 
\end{align*}
\]

Then, \(\mathbf{c}_{l,j}^{W,V_{\sigma}} = C_{m,n}^{W,V_{\sigma}}\). The size of the T matrix is decided by \(N_{\max}\). For example, when

\[
N_{\max} = 2, \quad L_{\max} = \frac{N_{\max}(N_{\max} + 3)}{2} = 6. \quad \text{The size of the T matrix is 24 by 24.}
\]

To calculate \(C_{m,n}^{W,V_{\sigma}}\), the next step is to calculate the integrations over \(\eta\). Following is a summary of the integration needed to be computed.

\[
\begin{align*}
\int_{-1}^{1} d\eta (\xi^2 - \eta^2)^{\frac{1}{2}} f_{mn}^{M\eta} (\eta) f_{mn}^{M\phi} (\eta) g (\eta) \\
\int_{-1}^{1} d\eta (\xi^2 - \eta^2)^{\frac{1}{2}} f_{mn}^{N\eta} (\eta) f_{mn}^{M\phi} (\eta) g (\eta) \\
\int_{-1}^{1} d\eta (\xi^2 - \eta^2)^{\frac{1}{2}} f_{mn}^{N\phi} (\eta) f_{mn}^{M\eta} (\eta) g (\eta) \\
\int_{-1}^{1} d\eta (\xi^2 - \eta^2)^{\frac{1}{2}} f_{mn}^{N\phi} (\eta) f_{mn}^{N\eta} (\eta) g (\eta)
\end{align*}
\]

(5.3.54)

where \(g^{Me} (\eta) = g^{Mo} (\eta) = g^{Ne} (\eta) = g^{No} (\eta) = g (\eta)\).

The analytical solutions of the integrations are not available. Thus, we use numerical integration. The values for the values of \(S_{mn}(c, \eta)\), \(P_{mn}^{(3)}(c, \xi)\) and their first and second derivatives have been computed in section 5.2. Then, \(f_{mn}^{M\eta} (\eta)\) and \(f_{mn}^{M\phi} (\eta)\) are ready to be computed. For
Further computations are conducted (e.g., computations of \( \frac{\partial}{\partial \xi} \left( \frac{\xi (\xi^2 - 1)}{\xi^2 - \eta^2} R^{(i)}_{mn} \right) \)) so that their expressions contain \( S_{mn}(c, \eta), R^{(3)}_{mn}(c, \xi) \) and their first and second derivatives explicitly. The final expression to be computed is as below.

\[
f^{N\eta}_{mn}(\eta) = \frac{2}{kd} \left( 1 - \eta^2 \right)^{\frac{1}{2}} \left( \frac{\xi (\xi^2 - 1)}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} \left[ -\frac{1}{\xi^2 - 1} \left( S_{mn} + \eta \frac{dS_{mn}}{d\eta} \right) R^{(i)}_{mn} \right] \]

\[
f^{N\phi}_{mn}(\eta) = \frac{2m}{kd} \left( 1 - \eta^2 \right)^{\frac{1}{2}} \left( \frac{\xi (\xi^2 - 1)}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} \left[ -\frac{1}{\xi^2 - 1} S_{mn} \left( R^{(i)}_{mn} + \xi \frac{dR^{(i)}_{mn}}{d\xi} \right) \right] \]

To avoid singularity, let \( g^M(\eta) = g^{M0}(\eta) = g^N(\eta) = g^{No}(\eta) = (1 - \eta^2)^{\left( \frac{\xi^2}{2} - \eta^2 \right)^3} \). Thus,

\[
f^{M\eta}_{mn}(\eta) \left( 1 - \eta^2 \right)^{\frac{1}{2}} \left( \frac{\xi^2 - \eta^2}{2} \right)^{\frac{3}{2}} = m\xi \left( \frac{\xi^2 - \eta^2}{2} \right) S_{mn} R^{(i)}_{mn} \]

\[
f^{M\phi}_{mn}(\eta) \left( 1 - \eta^2 \right)^{\frac{1}{2}} \left( \frac{\xi^2 - \eta^2}{2} \right)^{\frac{3}{2}} = \left( \xi^2 - 1 \right)^{\frac{1}{2}} \left( 1 - \eta^2 \right)^{\frac{1}{2}} \left( \frac{\xi^2 - \eta^2}{2} \right)^{\frac{1}{2}} \left[ \xi \frac{dS_{mn}}{d\eta} R^{(i)}_{mn} - \eta S_{mn} \frac{dR^{(i)}_{mn}}{d\xi} \right] \]

\[
f^{N\eta}_{mn}(\eta) \left( 1 - \eta^2 \right)^{\frac{1}{2}} \left( \frac{\xi^2 - \eta^2}{2} \right)^{\frac{3}{2}}
\]

\[
= \frac{2}{kd} \left[ \frac{dS_{mn}}{d\eta} \left( \frac{\xi (\xi^2 - 1)}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} \left( 1 - \eta^2 \right)^{\frac{1}{2}} \left( \frac{\xi^2 - \eta^2}{2} \right)^{\frac{1}{2}} \left[ \xi \frac{dS_{mn}}{d\eta} R^{(i)}_{mn} + \left( \frac{\xi^2 + \xi^2 - (3\xi^2 - 1)\eta^2}{\xi^2} \right) \right] \right] - \eta S_{mn} \left( \frac{\xi^2 - 1}{\xi^2 - \eta^2} \right) \left( \frac{\xi^2 - \eta^2}{2} \right) \left[ \xi \frac{dS_{mn}}{d\eta} R^{(i)}_{mn} + \left( \frac{\xi^2 + \xi^2 - (3\xi^2 - 1)\eta^2}{\xi^2} \right) \right] + \frac{m\eta}{kd} \left( \frac{(\xi^2 - 1)}{(\xi^2 - \eta^2)} \right) S_{mn} R^{(i)}_{mn} \]
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It is observed that there is no singularity in the equations (5.3.57) – (5.3.60). These functions are also plotted below. $f_{mn}^{N\phi}(\eta)\left(1-\eta^2\right)^{1/2}\left(\xi^2-\eta^2\right)^{3/2}$ is plotted in Figure V.19.
Figure V.19. Plot of functions (5.3.57) – (5.3.60), at c=3.8773, $\xi = 1.05$: blue: (m, n) = (0, 1), red: (m, n) = (1, 1), and black (m, n) = (1,2).

It is noted that $f_{mn}^{N\eta}(\eta)\left(1-\eta^2\right)^{1/2}\left(\xi^2-\eta^2\right)^{3/2}$ is plotted instead of $f_{mn}^{N\eta}(\eta)\left(1-\eta^2\right)^{1/2}\left(\xi^2-\eta^2\right)^{3/2}$, because $f_{mn}^{N\eta}(\eta)\left(1-\eta^2\right)^{1/2}\left(\xi^2-\eta^2\right)^{3/2}$ has singularity. However, in the integration as listed in
(5.3.54), \( f_{mn}^{N\eta}(\eta) \) is multiplied with the other functions which gives another \( (\xi^2 - \eta^2) \) to \( f_{mn}^{N\eta}(\eta) \) and makes the resulted functions has no singularity over the whole range of \( \eta \). For example, the integrand \( (\xi^2 - \eta^2)^{\frac{1}{2}} f_{mn}^{N\phi}(\eta) f_{mn}^{N\eta}(\eta) g(\eta) \) is also plotted in Figure V.20, which shows no singularity over the range of \( \eta \).

![Graph](image)

Figure V.20. Plot of the integrand in (5.3.54) at \( c=3.8773, \xi = 1.05, (m', n') = (m, n) : \) blue: \( (m, n) = (0, 1) \), red: \( (m, n) = (1, 1) \), and black \( (m, n) = (1,2) \).

Then, these functions are ready to be integrated numerically to find the matrix \( \bar{C} \). To find the scattered fields coefficients, the next step is to find the column vector \( \bar{b} \). The element of \( \bar{b} \) is defined as \( b_{m,n}^{Y,\sigma} = \int_{S_0} \hat{\xi} \times \hat{E}^s \cdot \nabla_{\sigma,m,n}^{a(3)} g(\eta) \), the integration of the dot product of the tangential components of the scattered fields and the vector spheroidal harmonics. This integration is also performed numerically. The calculations of \( \nabla_{\sigma,m,n}^{a(3)} g(\eta) \) have been discussed above. The scattered fields \( \bar{E}^s \) are obtained from the off-the-shelf techniques. For example, a method applied to generally objects is using the commercial software HFSS. In HFSS, the output scattered fields are
usually defined in the rectangular coordinates $\vec{E} = E_x \hat{x} + E_y \hat{y} + E_z \hat{z}$. Thus, the output scattered fields need to be transformed into spheroidal coordinates $\vec{E} = E_\eta \hat{\eta} + E_\xi \hat{\xi} + E_\phi \hat{\phi}$. The transformations between the rectangular coordinate so prolate spheroidal coordinate are,

$$\hat{\eta} = -\frac{\eta}{(\xi^2 - \eta^2)^{\frac{1}{2}}} \left( \hat{x} \cos \phi + \hat{y} \sin \phi \right) + \frac{\xi}{(\xi^2 - \eta^2)^{\frac{1}{2}}} \hat{z}$$

$$\hat{\xi} = \frac{\xi}{(\xi^2 - \eta^2)^{\frac{1}{2}}} \left( \hat{x} \cos \phi + \hat{y} \sin \phi \right) + \eta \frac{(\xi^2 - 1)^{\frac{1}{2}}}{(\xi^2 - \eta^2)^{\frac{1}{2}}} \hat{z}$$

(5.3.61)

$$\hat{\phi} = -\hat{x} \sin \phi + \hat{y} \cos \phi$$

Thus,

$$E_\eta = \vec{E} \cdot \hat{\eta} = E_x \hat{x} \cdot \hat{\eta} + E_y \hat{y} \cdot \hat{\eta} + E_z \hat{z} \cdot \hat{\eta}$$

(5.3.62)

$$E_\eta = -\eta \frac{(\xi^2 - 1)^{\frac{1}{2}}}{(\xi^2 - \eta^2)^{\frac{1}{2}}} \left( E_x \cos \phi + E_y \sin \phi \right) + \frac{\xi}{(\xi^2 - \eta^2)^{\frac{1}{2}}} E_z$$

(5.3.63)

Similarly,

$$E_\xi = \xi \frac{(1 - \eta^2)^{\frac{1}{2}}}{(\xi^2 - \eta^2)^{\frac{1}{2}}} \left( E_x \cos \phi + E_y \sin \phi \right) + E_z \frac{(\xi^2 - 1)^{\frac{1}{2}}}{(\xi^2 - \eta^2)^{\frac{1}{2}}} \hat{z}$$

(5.3.64)

$$E_\phi = -E_x \sin \phi + E_y \cos \phi$$

(5.3.65)

After the $\vec{b}$ and $\vec{c}$ are obtained, the expansion coefficients for the scattered fields are obtained as $\vec{a}^s = \vec{c}^{-1} \vec{b}$. To find the $T$ matrix, the expansion coefficients for the incident fields are also needed. The incident plane waves are expanded in terms of incoming prolate spheroidal waves [102]. For TE plane wave,
\[ \overline{E}_{plane,TE} = \sum_{n=1}^{N_{max}} \sum_{m=0}^{n} i^n \left[ f_{mn}^{(2)} \overline{M}_{e,mn} + i f_{mn}^{(1)} \overline{N}_{e,mn} \right] \quad (5.3.66) \]

For TM plane wave,

\[ \overline{E}_{plane,TM} = \sum_{n=1}^{N_{max}} \sum_{m=0}^{n} i^n \left[ f_{mn}^{(1)} \overline{M}_{o,mn} - i f_{mn}^{(2)} \overline{N}_{o,mn} \right] \quad (5.3.67) \]

where

\[ f_{mn}^{(1)}(\theta) = \frac{4m}{\Lambda_{mn}} \sum_{r=0,1}^{\infty} \frac{d_{r,mn}^{mn}}{(r+m)(r+m+1)} \frac{P_{m,r}^m(\cos \theta_i)}{\sin \theta_i} \quad (5.3.68) \]

\[ f_{mn}^{(2)}(\theta) = \frac{2(2-\delta_{0m})}{\Lambda_{mn}} \sum_{r=0,1}^{\infty} \frac{d_{r,mn}^{mn}}{(r+m)(r+m+1)} \frac{dP_{m,r}^m(\cos \theta_i)}{d\theta_i} \quad (5.3.69) \]

\( d_{r,mn}^{mn} \) is calculated in section 5.2. The definition of \( \Lambda_{mn} \) is

\[ \Lambda_{mn} = \sum_{r=0,1}^{\infty} \frac{(|m|+m+r)!}{(|m|-m+r)!} \frac{2}{2(|m|+r)+1} d_{r,mn}^{mn}(c) d_{r,mn}^{mn}(c) \quad (5.3.70) \]

The incident plane waves propagate in the xz plane at angle \( \theta_i \) to the z axis. In this section, \( c \) is real and \( d_{r,mn}^{mn}(c) \) is also real. The values of \( d_{r,mn}^{mn}(c) \) at different combinations of \( c, m, n, r \) are listed in Table V-2.

**Table V-2. Example values of \( d_{r,mn}^{mn}(c) \).**

| \( d_{00}^{00}(c = 5) \) | 0.560317604 | \( d_{01}^{01}(c = 10) \) | 0.118899627 |
| \( d_{00}^{00}(c = 5) \) | -0.695612643 | \( d_{31}^{01}(c = 10) \) | -0.234891914 |
| \( d_{40}^{00}(c = 5) \) | 0.215476299 | \( d_{51}^{01}(c = 10) \) | 0.171269083 |
| \( d_{60}^{00}(c = 5) \) | -0.032721208 | \( d_{71}^{01}(c = 10) \) | -0.06961685 |
| \( d_{80}^{00}(c = 5) \) | 0.002935928 | \( d_{91}^{01}(c = 10) \) | 0.018226738 |
| \( d_{10}^{00}(c = 5) \) | -0.000173179 | \( d_{11}^{01}(c = 10) \) | -0.00331058 |
| \( d_{12}^{00}(c = 5) \) | 7.2083067E-06 | \( d_{13}^{01}(c = 10) \) | 0.00048444 |
| \( d_{14}^{00}(c = 5) \) | -2.2270283E-07 | \( d_{15}^{01}(c = 10) \) | -4.6258553E-05 |
| \( d_{16}^{00}(c = 5) \) | 5.3044690E-09 | \( d_{17}^{01}(c = 10) \) | 3.7688459E-06 |
| \( d_{18}^{00}(c = 5) \) | -1.0031759E-10 | \( d_{19}^{01}(c = 10) \) | -2.4845627E-07 |
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It is noted that the superscript ‘(1)’ is used that $\overline{M}_{mn}^{(1)}$, $\overline{N}_{mn}^{(1)}$ because the incident waves are expanded in terms of income vector spheroidal waves.

After the expansion coefficients for both scattered fields and the corresponding incident fields are computed, The T matrix with vector spheroidal waves is obtained.

(c) The T Matrix Extraction for 3D Vector Cylindrical Waves

The scatter fields can be expanded into out-going 3D vector cylindrical waves, while exciting fields can be expanded into in-coming 3D vector cylindrical waves, with expressions as below.

$$
\bar{E}^e(\vec{r}) = \sum_{m} \int_{-\infty}^{\infty} dk_z (\bar{M}_m(k_z, \vec{r})a_m^{(M)}(k_z) + \bar{N}_m(k_z, \vec{r})a_m^{(N)}(k_z))
$$

$$
\bar{E}^ex(\vec{r}) = \sum_{m} \int_{-\infty}^{\infty} dk_z (Rg\bar{M}_m(k_z, \vec{r})w_m^{(M)}(k_z) + Rg\bar{N}_m(k_z, \vec{r})w_m^{(N)}(k_z))
$$

where the expressions for $\bar{M}_m(k_z, \vec{r})$, $\bar{N}_m(k_z, \vec{r})$, $Rg\bar{M}_m(k_z, \vec{r})$, and $Rg\bar{N}_m(k_z, \vec{r})$ are available in section 5.2. $a_m^{(M)}(k_z)$ and $a_m^{(N)}(k_z)$ are the expansion coefficients for the scattered fields while $w_m^{(M)}(k_z)$ and $w_m^{(N)}(k_z)$ are the expansion coefficients of the exciting fields.

The T matrix relates the exciting field coefficients to the scattered field coefficients.

$$
da_m^{(\beta)}(k_z) = \sum_{\alpha=M,N} \sum_{m'} \int_{-\infty}^{\infty} dk'_z T_{mn}^{(\beta,\alpha)}(k_z, k'_z)w_{m'}^{(\alpha)}(k'_z)
$$

where $\alpha, \beta = M$ or $N$ corresponding to the expansion coefficients of the 3D vector cylindrical waves $\bar{M}$ and $\bar{N}$, respectively. This notation is used in the remaining part of this chapter. $T_{mn}^{(\beta,\alpha)}(k_z, k'_z)$ are the elements of the T matrix.

It is noted that the T matrix with 3D vector cylindrical waves are a little different from the T matrix with vector spherical or spheroidal waves, as there is integration over $dk_z$. In numerical
computation, the integration can be transformed into summation. Thus, the integration over $dk_z$ is similar to summation over $n$ in the vector spherical or spheroidal waves.

Generally, the T matrix for an arbitrary-shaped object of moderate size can be extracted for commercial software such as HFSS. Section 5.3.1 (a) and (b) describe the procedures to extract the T matrix from HFSS with vector spherical and spheroidal wave expansions. The procedures to extract the T matrix with 3D vector cylindrical wave expansions are similarly, but the incident fields and the scattered fields on the enclosing cylindrical surface obtained from HFSS are expanded into 3D vector cylindrical waves instead of vector spherical waves. In this section, the hybrid method with 3D vector cylindrical waves are applied to forest of tree trunks which are modeled as tall cylinders that are much larger than a wavelength. For example, at the L-band (1.41 GHz), tree trunks that are 20 meters tall correspond to 94 wavelengths. In this section, the focus is to study forests at L-band. For these cases, the trees are as tall as 94 wavelengths. ICA is valid when the length of the cylinder is much longer than the wavelength. When using Body of Revolution (BOR), the length of the cylinder needs to be discretized into many sections for long cylinders, which requires much memory and computation CPU. For example, for the cylinders with length of 94 wavelength, parallel computing is needed for BOR while ICA can be run on a single computer with results obtained in seconds. For the tree trunks simulated in this section, ICA is much more efficient than BOR and ICA also provides satisfactory accuracies. Thus, we choose to use ICA instead of BOR to obtain the T matrix. Using ICA, the T matrix for a vertically oriented cylinder with radius $A$, length $L$ and relative permittivity $\epsilon_p$ is derived as below.

The first step in extracting the T matrix is finding the scattered field from the cylinder. Without loss of generality, let the cylinder centered at [0,0,0]. According to Huygen's principle, the scattered fields is obtained as
\[ E'(\vec{r}) = \int_S dS' \left( ik\eta \vec{G}(\vec{r}, \vec{r}') \cdot [\hat{n}' \times \vec{H}(\vec{r}')] + \nabla \times \vec{G}(\vec{r}, \vec{r}') \cdot [\hat{n}' \times \vec{E}(\vec{r}')] \right) \]  

(5.3.74)

where \( S' \) is the surface area of the cylinder and \( \hat{n}' \) is the unit normal vector.

The Dyadic Green's function is then expanded using 3D vector cylindrical waves.

\[ \vec{G}(\vec{r}, \vec{r}') = \frac{i}{8\pi} \sum_n (-1)^n \int_{-\infty}^{\infty} dk_z \frac{1}{k_p} \left[ \vec{M}_n(k_z, \vec{r}) Rg\vec{M}_{n+}(-k_z, \vec{r}') + \vec{N}_n(k_z, \vec{r}) Rg\vec{N}_{n+}(-k_z, \vec{r}') \right] \]  

(5.3.75 a)

\[ \nabla \times \vec{G}(\vec{r}, \vec{r}') = \frac{ik}{8\pi} \sum_n (-1)^n \int_{-\infty}^{\infty} dk_z \frac{1}{k_p} \left[ \vec{N}_n(k_z, \vec{r}) Rg\vec{M}_{n+}(-k_z, \vec{r}') + \vec{M}_n(k_z, \vec{r}) Rg\vec{N}_{n+}(-k_z, \vec{r}') \right] \]  

(5.3.75 b)

To extract the T matrix, let the incident wave be

\[ \vec{E}^{inc}(\vec{r}) = Rg\vec{B}_m'(k_z, \vec{r}) \]  

(5.3.76)

Then, using ICA [4], the internal fields of the cylinder are obtained as

\[ \vec{E}^{int}(\vec{r}') = c_m^{(M, \beta)}(k_z') Rg\vec{M}_m(k_{pp}', k_z', \vec{r}') + c_m^{(N, \beta)}(k_z') Rg\vec{N}_m(k_{pp}', k_z', \vec{r}') \]  

(5.3.77)

\[ \vec{H}^{int}(\vec{r}') = -\frac{ik_p}{k\eta} \left[ c_m^{(M, \beta)}(k_z') Rg\vec{N}_m(k_{pp}', k_z', \vec{r}') + c_m^{(N, \beta)}(k_z') Rg\vec{M}_m(k_{pp}', k_z', \vec{r}') \right] \]  

(5.3.78)

where \( k_p = k\sqrt{\varepsilon_p} \) is the wave number inside the cylinder. \( c_m^{(M, \beta)}(k_z') \) and \( c_m^{(N, \beta)}(k_z') \) are the coefficients of the vector cylindrical harmonics of order \( m' \), corresponding to the incident wave. These coefficients are obtained from ICA, as detailed in page 41-44 in [39]. \( k_{pp}' = \sqrt{k_p^2 - k_z'^2} \). \( k_{pp}' \) is writing explicitly in the expressions of \( \vec{M}_m' \) and \( \vec{N}_m' \) to incident they are the vector cylindrical harmonics inside the cylinder with wavenumber \( k_p' \), instead of \( k \) as above.

According to the boundary condition on the cylinder surface,

\[ \hat{n}' \times \vec{H}(\vec{r}') = \hat{n}' \times \vec{H}^{int}(\vec{r}') \]  

(5.3.79)

\[ \hat{n}' \times \vec{E}(\vec{r}') = \hat{n}' \times \vec{E}^{int}(\vec{r}') \]  

(5.3.80)
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Next, substitute the expressions of the Dyadic Green’s function and the internal fields into Huygen’s principle to calculate $\vec{E}'(\vec{r})$. It is noted that the Dyadic Green’s function has summations of two parts, similarly for the curl of the Dyadic Green’s function and the internal electric and magnetic fields. Thus, $\vec{E}'(\vec{r})$ can be calculated as the summation of eight terms,

$$\vec{E}'(\vec{r}) = \sum_{\text{term}=1}^{8} \vec{E}'_{\text{term}} \quad (5.3.81)$$

Each term is calculated as below.

$$\vec{E}_1' = \int_S dS' \left\{ \left[ \frac{-k}{8\pi} \sum_n (-1)^n \int_{-\infty}^\infty dk_z \frac{1}{k_p^2} \vec{M}_n(k_z, \vec{r}) \text{Rg}\vec{M}_{n_\alpha}(k_z, \vec{r}') \right] \right. $$

$$\left. \left\{ -\frac{k_p}{k} c_m^{(M,\beta)}(k_z') \hat{\rho}_p \times \text{Rg}\vec{N}_m(k_{pp}', \vec{r}') \right\} \right\} \quad (5.3.82)$$

The unit normal vector $\hat{n}'$ in this case is $\hat{\rho}_p$, direction at $p'$. This is because the integration to obtain the scattered fields in ICA is over the lateral surface, ignoring the two bases [4].

Substituting the expressions of the vector cylindrical waves as listed in section 5.2.3 and simplification lead to

$$\vec{E}_1' = \int_{-\infty}^\infty dk_z \frac{iAL}{4} c_m^{(M,\beta)}(k_z') \sin((k_z - k_z')L) \frac{k_p^2}{2} \frac{L}{2} \frac{L}{2} \frac{k_p^2}{2} J_m(k_p A) J_m(k_{pp} A) \vec{M}_m(k_z, \vec{r}) \quad (5.3.83)$$

Similarly, for the other seven terms

$$\vec{E}_2' = \int_S dS' \left\{ \left[ \frac{-k}{8\pi} \sum_n (-1)^n \int_{-\infty}^\infty dk_z \frac{1}{k_p^2} \vec{M}_n(k_z, \vec{r}) \text{Rg}\vec{M}_{n_\alpha}(-k_z, \vec{r}) \right] \right. $$

$$\left. \left\{ -\frac{k_p}{k} c_m^{(M,\beta)}(k_z) \hat{\rho}_p \times \text{Rg}\vec{N}_m(k_{pp}', \vec{r}') \right\} \right\} = 0 \quad (5.3.84)$$
\[
\bar{E}_3 = \int_S dS' \left\{ \frac{-k}{8\pi} \sum_n (-1)^n \int_{-\infty}^{\infty} dk' L_n(k', \bar{r}) R g_n((-k', \bar{r}')) \left[ \frac{i}{k} c_m^{(M, \beta)}(k') \bar{\rho}_p \times R g \bar{N}_m(k', \bar{r}') \right] \right\}
\]

\[
\bar{E}_4 = \int_S dS' \left\{ \frac{-k}{8\pi} \sum_n (-1)^n \sum_{i=0}^{n} \int_{-\infty}^{\infty} dk' L_n(k', \bar{r}) R g_n((-k', \bar{r}')) \left[ \frac{i}{k} c_m^{(N, \beta)}(k') \bar{\rho}_p \times R g \bar{M}_m(k', \bar{r}') \right] \right\}
\]

\[
\bar{E}_5 = \int_S dS' \left\{ \frac{-k}{8\pi} \sum_n (-1)^n \int_{-\infty}^{\infty} dk' L_n(k', \bar{r}) R g_n((-k', \bar{r}')) \left[ c_m^{(M, \beta)}(k') \bar{\rho}_n \times R g \bar{N}_m(k', \bar{r}') \right] \right\} = 0
\]

\[
\bar{E}_6 = \int_S dS' \left\{ \frac{-k}{8\pi} \sum_n (-1)^n \int_{-\infty}^{\infty} dk' L_n(k', \bar{r}) R g_n((-k', \bar{r}')) \left[ c_m^{(N, \beta)}(k') \bar{\rho}_p \times R g \bar{M}_m(k', \bar{r}') \right] \right\}
\]

\[
\bar{E}_7 = \int_S dS' \left\{ \frac{-k}{8\pi} \sum_{n=1}^{\infty} (-1)^n \int_{-\infty}^{\infty} dk' L_n(k', \bar{r}) R g_n((-k', \bar{r}')) \left[ c_m^{(M, \beta)}(k') \bar{\rho}_n \times R g \bar{N}_m(k', \bar{r}') \right] \right\}
\]

\[
\bar{E}_8 = \int_S dS' \left\{ \frac{-k}{8\pi} \sum_{n=1}^{\infty} (-1)^n \int_{-\infty}^{\infty} dk' L_n(k', \bar{r}) R g_n((-k', \bar{r}')) \left[ c_m^{(N, \beta)}(k') \bar{\rho}_p \times R g \bar{M}_m(k', \bar{r}') \right] \right\}
\]
\[
\tilde{E}_k' = \int_S dS \left( \frac{ik}{8\pi} \sum_n (-1)^n \int_{-\infty}^{\infty} dk \frac{1}{k^2} \tilde{M}_n (k, \vec{r}) R_{gN} (k, \vec{r}) \cdot \left[ c_m^{(N,\beta)} (k') \hat{\rho}_p \times R_{gN} (k'_{pp}, k, \vec{r}) \right] \right)
\]
\[
= \int_{-\infty}^{\infty} dk \left[ \frac{iAL}{4} c_m^{(N,\beta)} (k') \frac{\sin((k_z - k'_z) L/2)}{k_z - k'_z} \frac{m}{k^2} \left( k_z k^2_{pp} - k^2_{pp} k'_z \right) J_m (k_{pp} A) J_m (k'_{pp} A) \tilde{M}_m (k_z, \vec{r}) \right]
\]
(5.3.90)

The expressions for \( E' (\vec{r}) \) are obtained. After that, these expressions are compared with those of \( \tilde{E}' (\vec{r}) \) obtained from the T matrix method to extract the T matrix for the cylinder. When \( \tilde{E}'^{\text{inc}} (\vec{r}) = R_{gN} \beta_m (k'_z, \vec{r}) \), the scattered fields are as follows according to the T matrix method.

\[
\tilde{E}' (\vec{r}) = \sum_m \int_{-\infty}^{\infty} dk \left[ T_{mm}^{(M,\beta)} (k_z, k'_z) \tilde{M}_m (k_z, \vec{r}) + T_{mm}^{(N,\beta)} (k_z, k'_z) \tilde{N}_m (k_z, \vec{r}) \right]
\]
(5.3.91)

Comparing the \( E' (\vec{r}) \) derived from ICA as in the expressions of the eight terms above, the expressions for the T matrix of the cylinder are obtained as,

\[
T_{mm}^{(M,\beta)} (k_z, k'_z) = \delta (m - m') \frac{iAL \sin((k_z - k'_z) L/2)}{4k^2} \left( k_z k^2_{pp} - k^2_{pp} k'_z \right) J_m (k_{pp} A) J_m (k'_{pp} A)
\]

(5.3.92)

\[
T_{mm}^{(N,\beta)} (k_z, k'_z) = \delta (m - m') \frac{iAL \sin((k_z - k'_z) L/2)}{4k^2} \left( k_z k^2_{pp} - k^2_{pp} k'_z \right) J_m (k_{pp} A) J_m (k'_{pp} A)
\]

(5.3.93)
It is noted that there is a delta function \( \delta(m - m') \) in the expressions of the T matrix. It is because there is summation over \( m \) in the scattered fields obtained from the T matrix method, while there is no summation over \( m \) in the simplified solutions of the scattered fields from ICA (i.e., the eight terms). Then, the delta function \( \delta(m - m') \) is needed to cancel the summation of \( m \) in the results of the T matrix method to match the results from ICA. In the expressions of the T matrix of the cylinder above, \( m' \) is changed to \( m \), which does not change the results because of the delta function \( \delta(m - m') \).

### 5.3.2 Numerical and Analytical Translation Addition Method

The second step in the hybrid method is wave transformations for all the single-objects pairs. To find the scattered fields from object centered at \( \vec{r}_2 \) to object centered at \( \vec{r}_1 \), the outgoing spherical waves centered at \( \vec{r}_2 \) need to be transformed to incoming spherical waves centered at object \( \vec{r}_1 \), as illustrated in Figure V.21 (a). This is also called translation addition theorem. Similarly, the translation addition theorem for vector spheroidal waves and 3D vector cylindrical waves are illustrated in Figure V.21 (b) and (c), respectively.

![Figure V.21. Illustration of translation addition for (a) vector spherical waves, (b) vector spheroidal waves, and (c) 3D vector cylindrical waves.](image-url)
(a) Translation Addition Method for Vector Spherical Waves

For vector spherical waves, the translation addition theorem is formulated as below [4].

\[
\tilde{M}_{mn}(k\tilde{r}_a) = \sum_{\mu\nu} \left\{ A_{\mu v mn}(k\tilde{r}_a)Rg\tilde{M}_{\mu \nu}(k\tilde{r}_b) + B_{\mu v mn}(k\tilde{r}_a)Rg\tilde{N}_{\mu \nu}(k\tilde{r}_b) \right\} 
\]

(5.3.94 a)

\[
\tilde{N}_{mn}(k\tilde{r}_a) = \sum_{\mu\nu} \left\{ B_{\mu v mn}(k\tilde{r}_a)Rg\tilde{M}_{\mu \nu}(k\tilde{r}_b) + A_{\mu v mn}(k\tilde{r}_a)Rg\tilde{N}_{\mu \nu}(k\tilde{r}_b) \right\} 
\]

(5.3.94 b)

where \( \tilde{M}_{mn}(k\tilde{r}_a) \) and \( \tilde{N}_{mn}(k\tilde{r}_a) \) are the outgoing vector spherical wave centered at \( \tilde{r}_a \).

\( Rg\tilde{M}_{\mu \nu}(k\tilde{r}_b) \) and \( Rg\tilde{N}_{\mu \nu}(k\tilde{r}_b) \) are the incoming regular vector spherical waves centered at \( \tilde{r}_b \).

\( A_{\mu v mn} \) and \( B_{\mu v mn} \) are the corresponding translation addition coefficients.

Thus, the key in the wave transformations is calculating the coefficients \( A_{\mu v mn} \) and \( B_{\mu v mn} \).

[4] gives the analytical solutions of \( A_{\mu v mn} \) and \( B_{\mu v mn} \) for vector spherical waves

\[
A_{\mu v mn}(k\tilde{r}_o) = \frac{\gamma_{mn}}{\gamma_{\mu \nu}} (-1)^\mu \sum_p a(m, n | -\mu, \nu | p) a(n, \nu, p) h_p(kr_o) Y^{m-\mu}_p(\theta_o, \phi_o) 
\]

(5.3.95)

\[
B_{\mu v mn}(k\tilde{r}_o) = \frac{\gamma_{mn}}{\gamma_{\mu \nu}} (-1)^{\mu+1} \sum_p a(m, n | -\mu, \nu | p, p-1) b(n, \nu, p) h_p(kr_o) Y^{m-\mu}_p(\theta_o, \phi_o) 
\]

(5.3.96)

The definitions for \( \gamma_{mn} \), \( h_p(kr_o) \), and \( Y^{m-\mu}_p(\theta_o, \phi_o) \) are listed in section 5.2. The remaining parameter is defined as below

\[
a(m, n | \mu, \nu | p) = (-1)^{m+\mu}(2p+1) \left[ (n+m)!/(n-\mu)!(p+m+\mu)! \right]^{1/2} \left[ (n-m)!/(n+\mu)!(p-\mu)! \right] \left( \begin{array}{ccc} n & \nu & p \\ m & \mu & -(m+\mu) \end{array} \right) \left( \begin{array}{ccc} n & \nu & p \\ m & \mu & -(m+\mu) \end{array} \right) \left( \begin{array}{ccc} 0 & 0 & 0 \end{array} \right)
\]

(5.3.97)

\[
a(m, n | \mu, \nu | p, q) = (-1)^{m+\mu}(2p+1) \left[ (n+m)!/(n-\mu)!(p+m+\mu)! \right]^{1/2} \left[ (n-m)!/(n+\mu)!(p-\mu)! \right] \left( \begin{array}{ccc} n & \nu & p \\ m & \mu & -(m+\mu) \end{array} \right) \left( \begin{array}{ccc} n & \nu & q \\ m & \mu & -(m+\mu) \end{array} \right) \left( \begin{array}{ccc} 0 & 0 & 0 \end{array} \right)
\]

(5.3.98)
\[ a(n, \nu, p) = \frac{i^{\nu-n+p}}{2\nu(\nu+1)} \left[ 2\nu(\nu+1)(2\nu+1) + (\nu+1)(n+\nu-p) \cdot (n+p-\nu+1) \right] \]  
\[ (5.3.99) \]

\[ b(n, \nu, p) = -\frac{(2\nu+1)}{2\nu(\nu+1)} i^{\nu+p-n} \left[ (n+\nu+p+1)(\nu+p-n)(n+p-\nu)(n+\nu-p+1) \right]^{1/2} \]  
\[ (5.3.100) \]

where \( \begin{pmatrix} j_1 & j_2 & j_3 \\ m_1 & m_2 & -(m_1+m_2) \end{pmatrix} \) is the Wigner 3j symbols [105].

This analytic method is tedious and is not applicable to other kinds of vector waves such as vector spheroidal waves. Thus, a numerical method for translation addition is developed which is straightforward and robust. This method is similar to the numerical method of calculating the expansion coefficients of the scattered fields. To find \( A_{\nu \nu mn} \), dot product with \( Rg\bar{N}_{-\nu \nu}(k\bar{r}r_b) \) and integration over the spherical surface is applied to both sides of equation (5.3.94 a), with the use of the orthogonality property. To find \( B_{\mu \nu mn} \), dot product with \( Rg\bar{M}_{-\mu \nu}(k\bar{r}r_b) \) and integration over the spherical surface is applied to both sides of equation (5.3.94 a). After simplification, we obtain

\[ A_{\nu \nu mn}(k\bar{r}r_b) = [\gamma_{\mu \nu} j_{\nu}(kR_b)z_{3 \mu \nu}]^{-1} \int_0^\pi d\theta sin\theta \int_0^{2\pi} d\phi \bar{M}_{mn}(k\bar{r}r_a) \cdot \bar{C}_{-\mu \nu}(\theta, \phi) \]  
\[ (5.3.101) \]

\[ B_{\mu \nu mn}(k\bar{r}r_b) = [\gamma_{\mu \nu} \frac{[kR_b j_{\nu}(kR_b)]'}{kR_b}z_{3 \mu \nu}]^{-1} \int_0^\pi d\theta sin\theta \int_0^{2\pi} d\phi \bar{M}_{mn}(k\bar{r}r_a) \cdot \bar{B}_{-\mu \nu}(\theta, \phi) \]  
\[ (5.3.102) \]

where \( \gamma_{\mu \nu} \), \( z_{3 \mu \nu} \), \( \bar{C}_{-\mu \nu}(\theta, \phi) \) and \( \bar{B}_{-\mu \nu}(\theta, \phi) \) are defined in section 5.2. The integrations are conducted numerically.
Figure V.22. $|\overline{M}_{mn}(\overline{r}_j)|$ on the spherical surface centered at $\overline{r}_i$, where $\overline{r}_i = [0,0,0]$, $\overline{r}_j = \left[-\frac{\lambda}{2}, 0, 0\right]$ for (a) m=0, n=1; (b) m=0, n=5; (c) m=5, n=5.

The outgoing spherical harmonics $\overline{M}_{mn}(\overline{r}_j)$ is plotted in Figure V.22. It is observed that, its magnitude increases as m and n increases. However, the power of each order of spherical harmonics is the same, as proved blow.

Let $\overline{E} = \overline{M}_{mn}(kr, \theta, \phi)$. Then,

$$\overline{H} = \frac{1}{i \omega \mu} \nabla \times \overline{E} = -i \frac{1}{\eta} \overline{N}_{mn}(kr, \theta, \phi) \quad (5.3.103)$$

The expressions for $\overline{M}_{mn}(kr, \theta, \phi)$ and $\overline{N}_{mn}(kr, \theta, \phi)$ are available in section 5.2. For convenience in writing, let

$$\overline{M}_{mn}(kr, \theta, \phi) = \gamma_{mn} FMC(n, kr) \overline{C}_{mn}(\theta, \phi)$$

$$\overline{N}_{mn}(kr, \theta, \phi) = \gamma_{mn} FNP(n, kr) \overline{P}_{mn}(\theta, \phi) + \gamma_{mn} FNB(n, kr) \overline{B}_{mn}(\theta, \phi) \quad (5.3.104)$$

where

$$FMC(n, kr) = h_n(kr)$$

$$FNP(n, kr) = \frac{n(n+1)}{kr} h_n(kr)$$

$$FNB(n, kr) = \frac{\left[ h_n(kr) + kr (h_n(kr)) \right]}{kr} \quad (5.3.105)$$
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Then, the pointing vector is

\[ \mathbb{S} = \frac{1}{2} \text{Re} \left( \mathbf{E} \times \mathbf{H}^* \right) = \frac{1}{2} \text{Re} \left\{ i \sqrt{\frac{2}{\mu}} \mathcal{M}_{mn} (kr, \theta, \phi) \times \mathcal{N}_{mn}^* (kr, \theta, \phi) \right\} \]

\[ = \frac{1}{2} \text{Re} \left\{ i \sqrt{\frac{2}{\mu}} \gamma_{mn} h_n (kr) \left[ FNP^* (n, kr) \mathcal{C}_{mn} (\theta, \phi) \times \mathcal{P}_{mn}^* (\theta, \phi) \right] + FNB^* (n, kr) \mathcal{C}_{mn} (\theta, \phi) \times \mathcal{B}_{mn}^* (\theta, \phi) \right\} \]

\[ = \frac{1}{2} \text{Re} \left\{ i \sqrt{\frac{2}{\mu}} \gamma_{mn} h_n (kr) \left[ FNP^* (n, kr) \left( \frac{im}{\sin \theta} P_n^m (\cos \theta) P_n^m (\cos \theta) - \hat{\theta} \frac{dP_n^m (\cos \theta)}{d\theta} P_n^m (\cos \theta) \right) \right] \right\} \]

\[ + FNB^* (n, kr) \left( \hat{r} \left[ \left( \frac{m}{\sin \theta} P_n^m (\cos \theta) \right)^2 + \left( \frac{d}{d\theta} P_n^m (\cos \theta) \right)^2 \right] \right) \]

(5.3.106)

The power for spherical harmonics of order mn is

\[ P_{mn} = R^2 \int_0^{\pi} d\theta \sin \theta \int_0^{2\pi} d\phi \mathbb{S}_{mn} \]

\[ = \pi R^2 \text{Re} \left\{ i \sqrt{\frac{2}{\mu}} \gamma_{mn} (kR) FNB^* (n, kR) \int_0^{\pi} d\theta \sin \theta \left[ \left( \frac{m}{\sin \theta} P_n^m (\cos \theta) \right)^2 + \left( \frac{d}{d\theta} P_n^m (\cos \theta) \right)^2 \right] \right\} \]

\[ = \pi R^2 \sqrt{\frac{\mu}{2 \gamma_{mn}}} \int_0^{\pi} d\theta \sin \theta \left[ \left( \frac{m}{\sin \theta} P_n^m (\cos \theta) \right)^2 + \left( \frac{d}{d\theta} P_n^m (\cos \theta) \right)^2 \right] \text{Re} \left\{ ih_n (kR) \left( \frac{krh_n (kr)}{k} \right)^* \right\} \]

(5.3.107)

The next step is to compute the integration. From section 5.2.1,

\[ \int_0^{\pi} d\theta \sin \theta \int_0^{2\pi} d\phi \left[ \hat{\theta} \frac{im}{\sin \theta} P_n^m (\cos \theta) - \hat{\phi} \frac{d}{d\theta} P_n^m (\cos \theta) \right] e^{im\phi} = z_{2mn} = (-1)^m \frac{4\pi n (n+1)}{2n+1} + \frac{2m}{2n+1} \]

(5.3.108)

Use the following properties,
\[ P_{n}^{m}(\cos \theta) = (-1)^{m} \frac{(n-m)!}{(n+m)!} P_{n}^{m}(\cos \theta) \]
\[ \frac{dP_{n}^{m}(\cos \theta)}{d\theta} = (-1)^{m} \frac{(n-m)!}{(n+m)!} \frac{d}{d\theta} P_{n}^{m}(\cos \theta) \] (5.3.109)

After simplification, we obtain
\[ 2\pi (-1)^{m} \frac{(n-m)!}{(n+m)!} \int_{0}^{\pi} d\theta \sin \theta \left[ \left( \frac{m}{\sin \theta} P_{n}^{m}(\cos \theta) \right)^{2} + \left( \frac{d}{d\theta} P_{n}^{m}(\cos \theta) \right)^{2} \right] = (-1)^{m} \frac{4\pi n(n+1)}{2n+1} \] (5.3.110)

Thus,
\[ \gamma_{mn} \int_{0}^{\pi} d\theta \sin \theta \left[ \left( \frac{m}{\sin \theta} P_{n}^{m}(\cos \theta) \right)^{2} + \left( \frac{d}{d\theta} P_{n}^{m}(\cos \theta) \right)^{2} \right] = \left[ \frac{(2n+1)(n-m)!}{4\pi n(n+1)(n+m)!} \right] \left[ \frac{2n(n+1)(n+m)!}{2n+1(n-m)!} \right] \right] = \frac{1}{2\pi} \] (5.3.111)

Substituting into the expressions for \( P_{mn} \),
\[ P_{mn} = \frac{R^{2}}{2} \sqrt{\frac{\varepsilon}{\mu}} \Re \left( i h_{n}(kR) \left( h_{n}^{*}(kR) \right)^{*} \right) \] (5.3.112)

Next, we will prove that
\[ \Re \left( i h_{n}(kR) \left( \frac{krh_{n}(kR)}{kR} \right)^{*} \right) = \left( \frac{1}{kR} \right)^{2} \] (5.3.113)

Using the following properties for spherical Hankel function,
\[ h_{n}^{'}(kR) = h_{n-1}(kR) - \left( (n+1) / (kR) \right) h_{n}(kR) \]
\[ h_{n}(kR) = \left( (2n-1) / (kR) \right) h_{n-1}(kR) - h_{n-2}(kR) \] (5.3.114)

Then,
\[
\text{Re}\left(ih_n(kR)\left(h_n^*(kR)\right)\right) \\
= -\text{Im}\left(h_n(kR)\left(h_n^*(kR)\right)\right) \\
= -\text{Im}\left(h_n(kR)\left(h_{n-1}^*(kR) - ((n+1)/(kR))h_n^*(kR)\right)\right) = -\text{Im}\left(h_n(kR)h_{n-1}^*(kR)\right) \\
= -\text{Im}\left(((2n-1)/(kR))h_{n-1}(kR) - h_{n-2}(kR)\right)h_{n-1}^*(kR) = \text{Im}\left(h_{n-1}^*(kR)h_{n-2}(kR)\right) \\
= \text{Im}\left(h_{n-2}(kR)\left(((2n-3)/(kR))h_{n-2}(kR) - h_{n-3}(kR)\right)^*\right) = -\text{Im}\left(h_{n-2}(kR)h_{n-3}^*(kR)\right) \\
= \ldots
\]

Thus,
\[
-\text{Im}\left(h_n(kR)h_{n-1}^*(kR)\right) = -\text{Im}\left(h_{n-1}(kR)h_{n-2}^*(kR)\right) = -\text{Im}\left(h_{n-2}(kR)h_{n-3}^*(kR)\right) = \ldots = -\text{Im}\left(h_1(kR)h_0^*(kR)\right)
\]

Hence, \[
(5.3.115)
\]

Then,
\[
\text{Re}\left(ih_n(kR)\left(h_n^*(kR)\right)\right) \\
= -\text{Im}\left(h_n(kR)h_n^*(kR)\right) = -\text{Im}\left(h_1(kR)h_0^*(kR)\right) \\
= -\text{Im}\left[-i\left(\frac{1}{kR}\right)^2 \frac{i}{kR} e^{ikR} \cdot \left(-i\frac{e^{ikR}}{kR}\right)^*\right] = \frac{1}{(kR)^2}
\]

Finally,
\[
P_{mn} = \frac{R^2}{2} \sqrt{\frac{\varepsilon}{\mu}} \left(\frac{1}{kR}\right)^2 = \frac{1}{2\eta k^2}
\]

Thus, the power for each order of vector spherical harmonics is the same and does not depend on the order. \(P_{mn}\) also does not depend on \(R\) which satisfies the energy conservation.

As will be shown in section 5.4, the transformation coefficients obtained from the numerical method agrees with those from the analytical method. But the numerical method is more robust than the analytical method.
(b) Translation Addition Method for Vector Spheroidal Waves

The mathematical expressions for the translation addition theorem for vector spheroidal waves are

\[
\tilde{M}^{(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) = \sum_{\mu, \nu} \left[ A_{(\sigma, mn)\mu\nu}^{(M) e} \tilde{M}^{(1) e}_{\mu, \nu} (k \tilde{r}_r) + A_{(\sigma, mn)\mu\nu}^{(M) o} \tilde{M}^{(1) o}_{\mu, \nu} (k \tilde{r}_r) \right] + \sum_{\mu, \nu} \left[ A_{(\sigma, mn)\mu\nu}^{(N) e} \tilde{N}^{(1) e}_{\mu, \nu} (k \tilde{r}_r) + A_{(\sigma, mn)\mu\nu}^{(N) o} \tilde{N}^{(1) o}_{\mu, \nu} (k \tilde{r}_r) \right]
\]  

(5.3.119 a)

\[
\tilde{N}^{(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) = \sum_{\mu, \nu} \left[ B_{(\sigma, mn)\mu\nu}^{(M) e} \tilde{M}^{(1) e}_{\mu, \nu} (k \tilde{r}_r) + B_{(\sigma, mn)\mu\nu}^{(M) o} \tilde{M}^{(1) o}_{\mu, \nu} (k \tilde{r}_r) \right] + \sum_{\mu, \nu} \left[ B_{(\sigma, mn)\mu\nu}^{(N) e} \tilde{N}^{(1) e}_{\mu, \nu} (k \tilde{r}_r) + B_{(\sigma, mn)\mu\nu}^{(N) o} \tilde{N}^{(1) o}_{\mu, \nu} (k \tilde{r}_r) \right]
\]  

(5.3.119 b)

where \( \sigma \) is either ‘e’ or ‘o’. These equations mean the outgoing vector spheroidal waves \( \tilde{M}^{(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) \) and \( \tilde{N}^{(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) \) centered at \( \tilde{r}_j \) are expressed the incoming vector spheroidal waves \( \tilde{M}^{(1)}_{\sigma, \mu\nu} (k \tilde{r}_r) \) and \( \tilde{N}^{(1)}_{\sigma, \mu\nu} (k \tilde{r}_r) \) centered at \( \tilde{r}_i \).

The transformation coefficients \( A_{(\sigma, mn)\mu\nu}^{(M) e} \), \( B_{(\sigma, mn)\mu\nu}^{(M) e} \), \( A_{(\sigma, mn)\mu\nu}^{(M) o} \), \( B_{(\sigma, mn)\mu\nu}^{(M) o} \), \( A_{(\sigma, mn)\mu\nu}^{(N) e} \), \( B_{(\sigma, mn)\mu\nu}^{(N) e} \), \( A_{(\sigma, mn)\mu\nu}^{(N) o} \), \( B_{(\sigma, mn)\mu\nu}^{(N) o} \). For generally cases, there is no analytical methods available to obtain these coefficients. In this section, a numerical method to find these coefficients will be developed. It is observed that the transformation coefficients are similar to the expansion coefficients of the scattered fields, except that \( \tilde{M}^{(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) \) and \( \tilde{N}^{(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) \) are vector spheroidal waves instead of scattered fields and the expansion basis functions are incoming waves instead of outgoing waves. Thus, similar method of calculating the expansion coefficients of scattered fields in section 5.3.1 can be used here. First, let us consider the translation addition theorem for \( \tilde{M}^{(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) \). Following the method in section 5.3.1, we obtain
It is noted that subscripts ‘(1)’ are used in the C matrices to denote that they are integration of inner product of incoming vector spheroidal waves instead of outgoing vector spheroidal waves as in section 5.3.1. The C matrices are calculated in the same way as described in section 5.3.1, except that the outgoing vector spheroidal waves are replaced by incoming vector spheroidal waves in the calculations. The b vectors are obtained by integrating of the inner product of

\[
\hat{\xi}_i \times \tilde{M}_{\sigma,\mu}^{(3)}(c, \tilde{\xi}_j, \eta_j, \phi_j)\]

and the incoming vector spheroidal waves centered at \( \tilde{r}_j \) over the spheroidal surface also centered at \( \tilde{r}_j \),

\[
b_{\mu\nu}^{M(V,\sigma)} = \int_{\tilde{r}} V_{\sigma,\mu\nu}^{(1)} \left[ \hat{\xi}_i \times \tilde{M}_{\sigma,\mu}^{(3)}(c, \tilde{\xi}_j, \eta_j, \phi_j) \right] \quad (5.3.121)
\]

where the subscript ‘l’ means centered at \( \tilde{r}_l \). In chapter V, ‘a’ is ‘r’.

This integration is performed numerically. The key calculations in this numerical integration are calculating the values of \( \tilde{M}_{\sigma,\mu}^{(3)}(k\tilde{r}_j) \) at the points on the spheroidal surface centered at \( \tilde{r}_j \).
Figure V.23. $|\overline{M}_{\sigma, mn}^{r(3)}(\overline{r}_{r_j})|$ on the spheroidal surface centered at $\overline{r}_i$, where $\overline{r}_i = [0,0,0]$, $\overline{r}_j = [-\frac{\lambda}{2}, 0, 0]$ for (a) $\sigma=e$, $m=0, n=1$; (b) $\sigma=o$, $m=0, n=1$; (c) $\sigma=e$, $m=1, n=2$; (d) $\sigma=o$, $m=1, n=2$.

The magnitude of $\overline{M}_{\sigma, mn}^{a(3)}(k \overline{r}_j)$ is plotted on the spheroidal surface centered at $\overline{r}_i$ in Figure V.23.

It is observed that $|\overline{M}_{o,01}^{r(3)}(\overline{r}_j)| = 0$. This can be verified by substituting $m=0$ and $n=1$ into the expression of $\overline{M}_{o, mn}^{a(3)}$ in section 5.2.1.

The following eight steps to obtain the transformation coefficients are summarized below.

Step 1: Generate quadrature points for integration on the spheroidal surface centered at $\overline{r}_i$. For each point $(\xi_j, \eta_j, \phi_j)$, transform it into the corresponding point $(x_j, y_j, z_j)$ in the rectangular coordinate centered at $\overline{r}_i$, using the following relationship

$$
\begin{align*}
x_j &= \frac{d_l}{2} \sqrt{(1-\eta_j^2)(\xi_j^2-1)} \cos \phi_j \\
y_j &= \frac{d_l}{2} \sqrt{(1-\eta_j^2)(\xi_j^2-1)} \sin \phi_j \\
z_j &= \frac{d_l}{2} \eta_j \xi_j
\end{align*}
$$

(5.3.122)

Step 2: Transform $(x_j, y_j, z_j)$ to the corresponding point $(x_j, y_j, z_j)$ in the rectangular coordinate centered at $\overline{r}_j$. Let $\overline{r}_{r_j} = \overline{r}_i - \overline{r}_j = [\Delta x, \Delta y, \Delta z]$, then
\[
(x_j, y_j, z_j) = (x_i + \Delta x, y_i + \Delta y, z_i + \Delta z)
\]  
(5.3.123)

Step 3: Transform \((x_j, y_j, z_j)\) to the corresponding point \((\xi_j, \eta_j, \phi_j)\) in the prolate spheroidal coordinate centered at \(\vec{r}_j\), using the following relationship

\[
\phi_j = \text{atan2}(x_j, y_j)
\]

\[
\xi_j = \frac{2}{d_j} \sqrt{\left(\frac{d_j^2}{4} + z_j^2 + x_j^2 + y_j^2\right) + \left(\frac{d_j^2}{4} + z_j^2 + x_j^2 \eta_j^2 + y_j^2\right) - d_j^2 z_j^2}
\]  
(5.3.124)

\[
\eta_j = \frac{2z_j}{d_j \xi_j}
\]

where ‘atan2’ is a matlab function which computes the four-quadrant inverse tangent.

Step 4: Calculate \(\tilde{M}_{\sigma,nn}^{(3)}(c, \xi_j, \eta_j, \phi_j)\) using the expressions in section 5.2.2.

Step 5: Transform \(\tilde{M}_{\sigma,nn}^{(3)}(c, \xi_j, \eta_j, \phi_j)\) in the spheroidal coordinate centered at \(\vec{r}_j\) into the rectangular coordinate.

\[
\tilde{M}_{\sigma,nn}^{(3)}(c, \xi_j, \eta_j, \phi_j) = M_{\eta j}(c, \xi_j, \eta_j, \phi_j) \hat{\eta}_j + M_{\xi j}(c, \xi_j, \eta_j, \phi_j) \hat{\xi}_j + M_{\phi j}(c, \xi_j, \eta_j, \phi_j) \hat{\phi}_j
\]

\[
= M_x(c, \xi_j, \eta_j, \phi_j) \hat{x} + M_y(c, \xi_j, \eta_j, \phi_j) \hat{y} + M_z(c, \xi_j, \eta_j, \phi_j) \hat{z}
\]  
(5.3.125)

The following relationship is used.

\[
M_x = M_{\xi j} \left(\xi_j \frac{(1-\eta_j^2)^{1/2}}{(\xi_j^2 - \eta_j^2)^{1/2}} \cos \phi_j\right) + M_{\eta j} \left(-\eta_j \frac{(\xi_j^2 - 1)^{1/2}}{(\xi_j^2 - \eta_j^2)^{1/2}} \cos \phi_j\right) + M_{\phi j} (-\sin \phi_j)
\]

\[
M_y = M_{\eta j} \left(\eta_j \frac{(1-\xi_j^2)^{1/2}}{(\xi_j^2 - \eta_j^2)^{1/2}} \sin \phi_j\right) + M_{\xi j} \left(-\eta_j \frac{(\xi_j^2 - 1)^{1/2}}{(\xi_j^2 - \eta_j^2)^{1/2}} \sin \phi_j\right) + M_{\phi j} (\cos \phi_j)
\]  
(5.3.126)

\[
M_z = M_{\xi j} \left(\eta_j \frac{(\xi_j^2 - 1)^{1/2}}{(\xi_j^2 - \eta_j^2)^{1/2}}\right) + M_{\eta j} \left(\xi_j \frac{(1-\eta_j^2)^{1/2}}{(\xi_j^2 - \eta_j^2)^{1/2}}\right)
\]
Step 6: Transform $\widetilde{M}^{a(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j)$ in the rectangular coordinate into the spheroidal coordinate centered at $\bar{r}$.

$$
\widetilde{M}^{a(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) = M_x (c, \xi_j, \eta_j, \phi_j) \hat{x} + M_y (c, \xi_j, \eta_j, \phi_j) \hat{y} + M_z (c, \xi_j, \eta_j, \phi_j) \hat{z} = M^e_{\sigma} (c, \xi_j, \eta_j, \phi_j) \hat{e}_i + M^l_{\sigma} (c, \xi_j, \eta_j, \phi_j) \hat{l}_i + M^\theta_{\sigma} (c, \xi_j, \eta_j, \phi_j) \hat{\theta}_i
$$

$$
M_{n_i} = -\eta_i \frac{(\xi_i^2 - 1)^{\frac{1}{2}}}{(\xi_i^2 - \eta_i^2)^{\frac{3}{2}}} (M_x \cos \phi_i + M_y \sin \phi_i) + \xi_i \frac{(1 - \eta_i^2)^{\frac{1}{2}}}{(\xi_i^2 - \eta_i^2)^{\frac{3}{2}}} M_z
$$

$$
M_{\xi} = \xi_i \frac{(1 - \eta_i^2)^{\frac{1}{2}}}{(\xi_i^2 - \eta_i^2)^{\frac{3}{2}}} (M_x \cos \phi_i + M_y \sin \phi_i) + M_z \frac{(\xi_i^2 - 1)^{\frac{1}{2}}}{(\xi_i^2 - \eta_i^2)^{\frac{3}{2}}}
$$

$$
M_{\phi} = -M_x \sin \phi_i + M_y \cos \phi_i
$$

Step 7: Calculate the element of b vector $b^{M(V, \sigma)}_{\mu \nu}$

$$
b^{M(V, \sigma)}_{\mu \nu} = \int_{SO_4} \tilde{V}^{a(1)}_{\sigma, \mu \nu} \cdot \left[ \tilde{e}_i \times \tilde{M}^{a(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j) \right].
$$

Step 8: Finally, the transformation coefficients for $\tilde{M}^{a(3)}_{\sigma, mn}$ are obtained as

$$
\begin{bmatrix}
A^{(M), e} & A^{(M), o} \\
A^{(N), e} & A^{(N), o}
\end{bmatrix} =
\begin{bmatrix}
\tilde{C}_{M,e,M,e}^{(1)} & \tilde{C}_{M,e,M,o}^{(1)} & \tilde{C}_{M,e,N,e}^{(1)} & \tilde{C}_{M,e,N,o}^{(1)} \\
\tilde{C}_{M,o,M,e}^{(1)} & \tilde{C}_{M,o,M,o}^{(1)} & \tilde{C}_{N,e,M,e}^{(1)} & \tilde{C}_{N,e,M,o}^{(1)} \\
\tilde{C}_{M,e,N,e}^{(1)} & \tilde{C}_{M,e,N,o}^{(1)} & \tilde{C}_{N,e,N,e}^{(1)} & \tilde{C}_{N,e,N,o}^{(1)} \\
\tilde{C}_{M,o,N,e}^{(1)} & \tilde{C}_{M,o,N,o}^{(1)} & \tilde{C}_{N,o,N,e}^{(1)} & \tilde{C}_{N,o,N,o}^{(1)}
\end{bmatrix}
^{-1}
\begin{bmatrix}
b^{M(M,e)} \\
b^{M(M,o)} \\
b^{M(N,e)} \\
b^{M(N,o)}
\end{bmatrix}
$$

These eight steps are performed for all the combinations of $(\sigma, m, n)$ to obtain the transformation coefficient matrix $\widetilde{A}(k \bar{r}_j)$.

Similarly, methods are used to calculate the transformation coefficients $\tilde{B}(k \bar{r}_j)$ for

$$
\tilde{R}^{a(3)}_{\sigma, mn} (c, \xi_j, \eta_j, \phi_j).
$$
The C matrix is the same as that for calculating \( \vec{A}(k_{rr}) \). The \( \mathbf{b} \) vectors are obtained by integrating of the inner product of \( \frac{\hat{z}}{\pi} \times \vec{N}^{(3)}_{\sigma,\mu} \left( c, \xi, \eta, \phi \right) \) and the incoming vector spheroidal waves centered at \( \vec{r}_i \) over the spheroidal surface also centered at \( \vec{r}_i \),

\[
\mathbf{b}^{N(v,\sigma)} = \int_{(SO)} V^{(1)}_{\sigma,\mu,v} \cdot \left[ \frac{\hat{z}}{\pi} \times \vec{N}^{(3)}_{\sigma,\mu} \left( c, \xi, \eta, \phi \right) \right] \quad (5.3.132)
\]

In calculating \( \mathbf{b}^{N(v,\sigma)} \), the same eight steps are performed except that ‘M’ is changed to ‘N’.

(c) Translation Addition Method for 3D Vector Cylindrical Waves

The analytical expressions translation addition theorem for 3D vector cylindrical waves are [4]

\[
\mathcal{M}_m(k_z, \overline{rr}_p) = \sum_{\mu} \left[ H^{(1)}_{\mu-m}(k_p \mid \overline{r}_p - \overline{r}_q \mid) \exp(-i(\mu - m)\phi_{\overline{r}_q}) \right] \exp(-ik_z(z_p - z_q)) \text{Rg} \mathcal{M}_{\mu}(k_z, \overline{r}_q) \quad (5.3.133)
\]

\[
\vec{N}_m(k_z, \overline{rr}_p) = \sum_{\mu} \left[ H^{(1)}_{\mu-m}(k_p \mid \overline{r}_p - \overline{r}_q \mid) \exp(-i(\mu - m)\phi_{\overline{r}_q}) \right] \cdot \text{Rg} \vec{N}_{\mu}(k_z, \overline{r}_q) \quad (5.3.134)
\]

For 3D vector cylindrical waves, the numerical methods for wave transformations are not needed.
5.3.3 Solving the Foldy-Lax Multiple Scattering Equation

The final step in the hybrid method is solving the Foldy-Lax equations. For vector spherical waves, the Foldy-Lax equation formulation is available in [4]. The extracted T matrix and the transformation coefficients from section 5.3.1 and 5.3.2 are submitted to the Foldy-Lax equations. Similar formulation is used for vector spheroidal waves. For 3D vector cylindrical waves, the scattered field formulation of the Foldy-Lax equation is used instead of the usual exciting field formulation as used for the vector spherical and spheroidal waves. The detailed derivations are presented below.

As derived in chapter 4, the Foldy-Lax equations (FL) for \( N_t \) number of objects are

\[
E^e_q = E^{inc} + \sum_{p=1, p \neq q}^{N_t} E^s_{qp}
\]  

(5.3.135)

where \( E^e_q \) is the final exciting field on object \( q \), \( E^{inc} \) is the incident field and \( E^s_{qp} \) is the scattered field from object \( p \) to \( q \). It states that the final exciting on the object is the incident field plus the scattered fields from all the other objects except itself.

The exciting field is expanded into in-coming 3D vector cylindrical waves as in section 5.3.1. The incident field is also expanded into in-coming 3D vector cylindrical waves. In this chapter, incident plane wave is used which is commonly-used for remote sensing. Let the incident plane wave be

\[
E^{inc} = (\hat{v} E_{v,i} + \hat{h} E_{h,i}) \exp(ik_i \cdot \vec{r})
\]

where \( \hat{v} \) and \( \hat{h} \) are the vertical and horizontal polarization, respectively, and \( \vec{k}_i = \hat{x}k \sin(\theta_i)\cos(\phi_i) + \hat{y}k \sin(\theta_i)\sin(\phi_i) + \hat{z}k \cos(\theta_i) \). The expansion coefficients for the incident plane wave are [4]

\[
\bar{E}^{inc}(\vec{r}) = \sum_m \frac{i^m e^{-im\phi}}{k_{i,m}} [iE_{v,i} R\bar{m}_m(k_{i,c}, \vec{r}) - E_{v,i} R\bar{n}_m(k_{i,c}, \vec{r})]
\]  

(5.3.136)
The scattered field from object p is expanded into out-going 3D vector cylindrical waves, where the expansion coefficients are related to the exciting field coefficients by the T matrix as expressed in section 5.3.1 (c). Then,

$$\vec{E}^s(\vec{r} - \vec{r}_p) = \sum_{\beta=M,N} \sum_{m} \int_{-\infty}^{\infty} dk_i \vec{\beta}_m(k_z, \vec{r}, -\vec{r}_p) \sum_{m'} \int_{-\infty}^{\infty} dk'_z \left[ T^{(\beta,M)}_{mm',p}(k_z, k'_z)w^{(M)}_{m',p}(k'_z) + T^{(\beta,N)}_{mm',p}(k_z, k'_z)w^{(N)}_{m',p}(k'_z) \right]$$

(5.3.137)

where the subscript p means the coefficients and the T matrix are for the object p.

The next step is applying the vector translation addition theorem which transforms the out-going waves centered at $r_p$ to in-coming waves centered at $r_q$, as illustrated in section 5.3.2. After substituting the translation addition theorem into the scattered fields, the scattered field from object p is expanded in terms of in-coming 3D vector cylindrical waves centered at object q. In this way, $\vec{E}_{qE}^{ex}$, $\vec{E}_{inc}$ and $\vec{E}_{qp}^{s}$ in FL are expanded in terms of in-coming 3D vector cylindrical waves.

Matching the coefficients for different orders of waves leads to

$$w^{(\beta)}_{m',p}(k_z) = \frac{i^{m'}\exp(-im'\phi)}{k_{ip}} \exp(i\vec{k}_p \cdot \vec{r}_q) C_{\beta} \times \delta(k_z - k_{i\beta})$$

$$+ \sum_{p=1, p \neq q}^N \sum_{mm'} \int_{-\infty}^{\infty} dk'_z \left\{ \exp(-i(m'' - m)\phi_{\rho_p q})H^{(1)}_{m'' - m}(k_p, |\vec{r}_p - \vec{r}_q|) \exp(-ik_z(z_p - z_q)) \right\}$$

$$\left\{ T^{(\beta,M)}_{mm',p}(k_z, k'_z) \times w^{(M)}_{m',p}(k'_z) + T^{(\beta,N)}_{mm',p}(k_z, k'_z)w^{(N)}_{m',p}(k'_z) \right\}$$

(5.3.138)

where $C_{\beta} = IE_{\beta}$, when $\beta = M$; $C_{\beta} = -E_{\beta}$, when $\beta = N$.

In the above equation of the exciting field formulation of the Foldy-Lax equation, the unknowns to be solved is the final exciting field coefficients of all the objects. It is noted that there is a delta function in the above equation caused by the incident plane wave expansion. To avoid the delta function, this exciting field formulation is modified to scattered field formulation where the unknowns are the final scattered field coefficients as below,
\[
\begin{align*}
    a_{m',q}^{(\beta)}(k_z) &= \sum_{m'} [T_{m'pq}^{(\beta,N)}(k_z,k_{ic})C_N + T_{m'pq}^{(\beta,M)}(k_z,k_{ic})C_M] \frac{i^m \exp(-im'\phi)}{k_{ip}} \\
    &+ \sum_{p=1,p\neq q}^{N} \sum_{m} \int_{-\infty}^{\infty} dk'_{z} \left\{ \exp(-i(m' - m)\phi_{pq}) H^{(1)}_{m'-m}(k'_{p} \mid \bar{p}_{p} - \bar{p}_{q}) \exp(-ik'_{z}(z_{p} - z_{q})) \right\} T_{m'pq}^{(\beta,N)}(k_z,k'_{z})a_{m,p}^{(N)}(k'_{z}) + T_{m'pq}^{(\beta,M)}(k_z,k'_{z})a_{m,p}^{(M)}(k'_{z}) \right\} \\
\end{align*}
\]

(5.3.139)

For rotational symmetric object such as a cylinder, the T matrix has a delta function as in it:

\[
T_{m'pq}^{(\beta,\alpha)}(k_z,k'_{z}) = \delta(m - m') \cdot \delta(m' - m') 
\]

This can simply the above equation into

\[
\begin{align*}
    a_{m,q}^{(\beta)}(k_z) &= [T_{m'pq}^{(\beta,N)}(k_z,k_{ic})C_N + T_{m'pq}^{(\beta,M)}(k_z,k_{ic})C_M] \frac{i^m \exp(-im\phi)}{k_{ip}} \\
    &+ \sum_{p=1,p\neq q}^{N} \sum_{m} \int_{-\infty}^{\infty} dk'_{z} \left\{ \exp(-i(m'' - m)\phi_{pq}) H^{(1)}_{m'-m}(k'_{p} \mid \bar{p}_{p} - \bar{p}_{q}) \exp(-ik'_{z}(z_{p} - z_{q})) \right\} T_{m'pq}^{(\beta,N)}(k_z,k'_{z})a_{m,p}^{(N)}(k'_{z}) + T_{m'pq}^{(\beta,M)}(k_z,k'_{z})a_{m,p}^{(M)}(k'_{z}) \right\} \\
\end{align*}
\]

(5.3.140)

We consider the cases that the cylinders are not that close to each other so that the evanescent waves can be ignored, for the application of Foldy-Lax equations with 3D vector cylindrical wave expansions. This means \( \int_{-\infty}^{\infty} dk'_{z} = \int_{-k}^{k} dk'_{z} \). Next, using the relationship \( k_z = k \cos \theta \), the integration over \( k'_{z} \) is changed to the integration over \( \theta' \), \( \int_{-\infty}^{\infty} dk'_{z} = \int_{-\pi}^{\pi} k \sin \theta' d\theta' \). For the case of cylinders, \( \sin \theta' \) removes the \( \frac{1}{\sqrt{k^2 - k'_{z}^2}} \) singularity of \( T_{m'pq}^{(\beta,\alpha)}(k_z,k'_{z}) \) when \( k'_{z} = k \). It is noted that when \( k'_{z} > k \), the wave becomes evanescent. In this chapter for 3D vector cylindrical waves, we exclude the evanescent waves which are not important for the simulations of vegetation/forest canopy as will be shown in the following sections. Then, \( \int_{-k}^{k} dk'_{z} = \int_{0}^{\pi} k \sin \theta' d\theta' \). Next, multiply \( \sin(\theta) \) on both sides of the above equation and define \( a(k_z) \sin \theta = a(\theta) \), \( a(k'_z) \sin \theta' = a(\theta') \), and \( k \sin \theta T(k_z,k'_{z}) = T(\theta,\theta') \). After that, changing the integration into numerical summation, the above equation becomes
\[ a_{m'',q'}^{(\beta)}(\theta_a) = \left[ T_{m'',q'}^{(\beta,N)}(\theta_a, \theta) C_N + T_{m'',q'}^{(\beta,M)}(\theta_a, \theta) C_M \right] \frac{i^{m''}}{k k \sin \theta_i} \exp(-im'' \phi_i) \exp(ik_i \bar{r}_q') \]
\[ + \sum_{p=1}^{N} \sum_{m\neq m'} (\Delta \theta) \left\{ \exp(-i(m'' - m) \phi_{p}) H_{m''-m}^{(1)}(k \sin \theta_a | \bar{r}_p - \bar{r}_q) \exp(-ik \cos \theta_a (z_p - z_q)) \right\} \left\{ T_{m',q'}^{(\beta,N)}(\theta_a, \theta) a_{m,p}^{(N)}(\theta') + T_{m',q'}^{(\beta,M)}(\theta_a, \theta) a_{m,p}^{(M)}(\theta') \right\} \]

(5.3.141)

where \( \theta_i \) is the incident angle, \( \theta_n = n \Delta \theta \) and \( \theta_{n'} = n' \Delta \theta \). The summation over \( n' \) is from 0 to \( N_{\text{max}} \). In this chapter, uniform discretization is used and thus \( \Delta \theta = \pi / N_{\text{max}} \). The unknowns in the above equation are the scattered field coefficients of the scattered fields from all the objects at two polarizations. Thus, the total number of unknowns are \( 2N_{1}(2N_{\text{max}}+1)N_{\text{max}} \). The unknowns are on both sides of the equation and can be written in the matrix form as \( \bar{a} = \bar{c} + \bar{B} \bar{a} \). Then, the scattered field coefficients are solved as \( \bar{a} = (\bar{I} - \bar{B})^{-1} \bar{c} \).

After the scattered coefficients are solved, the final scattered fields from all the objects at observation point \( \bar{r} \) is

\[ \bar{E}'(\bar{r}) = \sum_{q=1}^{N} \sum_{m,n} (\Delta \theta) k [\bar{M}_m(k \cos \theta_n, \bar{r} - \bar{r}_q) a_{m,q}^{(M)}(\theta_n) + \bar{N}_m(k \cos \theta_n, \bar{r} - \bar{r}_q) a_{m,q}^{(N)}(\theta_n)] \]

(5.3.142)

### 5.4 Results and Discussions

In this section, the results of the three steps of the hybrid method are verified. After that, the hybrid method is applied for NMM3D full-wave simulations of vegetation/forest.

#### 5.4.1 The T Matrix Extraction

First, the extracted T matrix from off-the-shelf techniques is verified. For the T matrix with vector spherical wave expansions, analytical expression of the T matrix for a sphere is available [4]
\[ \bar{T}_{\text{sphere}} = \begin{bmatrix} \bar{T}^{(11)} & 0 \\ 0 & \bar{T}^{(22)} \end{bmatrix} \]  \hspace{1cm} (5.4.1) \\

with \[ T^{(11)}_{mnmn}, T^{(22)}_{mnmn} = \delta_{mn}, \delta_{nn}, T^{(M)}_n, T^{(N)}_n \] 

\[ T^{(M)}_n = -\frac{j_n(k_n a)[ka_n(k_a)] - j_n(k_a)[k_p a_j(k_a)]}{j_n(k_p a)[kah_n(k_a)] - h_n(k_a)[k_p a_j(k_a)]} \]

\[ T^{(N)}_n = -\frac{k_p^2 a^2 j_n(k_n a)[ka_n(k_a)] - k^2 a^2 j_n(k_a)[k_p a_j(k_a)]}{k_p^2 a^2 j_n(k_p a)[kah_n(k_a)] - k^2 a^2 h_n(k_a)[k_p a_j(k_a)]} \]

where \( a \) is the radius of the sphere, \( k \) is the wavenumber in the background and \( k_p \) is the wavenumber inside the sphere.

Figure V.24. T matrix from HFSS extraction (left) and analytical solution (right) for a sphere.

It is observed that the T matrix for the sphere is a diagonal matrix. The T matrix extracted from HFSS is compared with the analytical solution for a sphere with radius of 6 cm and permittivity of 27.22+5.22i at 1.41 GHz. In this case, \( N_{\text{max}} = 2 \) and the T matrix size is 16 × 16. Figure V.24 plots the absolute values of the T matrix from both methods. It is observed that the T matrix for the sphere extracted from HFSS is also a diagonal matrix and agrees well with the analytical solution. For the off-diagonal elements, the Root Mean Squared Error (RMSE) between the two solutions is 1.11 × 10^{-4}. It is noted that this numerical method of extracting the T matrix works for arbitrarily
shaped object such as complicated branches with leaves, as will be shown later. A sphere is used here only for verification.

For vector spheroidal waves, the analytical expression for the T matrix is not available. To verify the T matrix, we use the extracted T matrix to calculate the scattered fields and compare the scattered fields with those from HFSS. For incident plane wave, the expansion coefficients of the incident waves are detailed in section 5.3.1. Using the extracted T matrix, the expansion coefficients of the scattered waves are obtained using equation (5.3.2). Then, the scattered fields are

\[
\mathbf{E}^s = \sum_{n=1}^{N_{\text{max}}} \sum_{m=0}^{n} \left[ a_{mn}^{S(M)\sigma} \mathbf{M}_{e,mm} + a_{mn}^{S(N)\sigma} \mathbf{N}_{e,mm} \right] + \sum_{n=1}^{N_{\text{max}}} \sum_{m=1}^{n} \left[ a_{mn}^{S(M)\sigma} \mathbf{M}_{o,mm} + a_{mn}^{S(N)\sigma} \mathbf{N}_{o,mm} \right]
\]

(5.4.2)

It is noted that the even and odd functions are written into two parts and the summation indexes are different for the even and odd functions. The m for the odd functions starts from m=1 instead of m=0. This is because for m=0, the odd functions are zero, as explained before in section 5.3.2. This can also be verified by substituting m=0 to the expressions for the odd functions in section 5.2.2.

Here, we want to compare the RCS. For RCS, \( \xi \rightarrow \infty \). In this case, \( l\xi \rightarrow r \) and \( \eta \rightarrow \cos \theta \). Then,

\[
\hat{n} = -\eta \left( \frac{\xi^2 - 1}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} (\hat{x} \cos \phi + \hat{y} \sin \phi) + \xi \frac{1}{\xi^2 - \eta^2} \hat{z}
\]

\[
\rightarrow -\eta \left( \hat{x} \cos \phi + \hat{y} \sin \phi \right) + (1 - \eta^2)^{\frac{1}{2}} \hat{z}
\]

(5.4.3 a)

\[
= -\hat{x} \cos \phi \cos \theta - \hat{y} \sin \phi \cos \theta + \sin \theta \hat{z} = -\hat{\theta}
\]

\[
\hat{\xi} = \xi \left( \frac{1 - \eta^2}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} (\hat{x} \cos \phi + \hat{y} \sin \phi) + \eta \frac{1}{\xi^2 - \eta^2} \hat{z}
\]

\[
\rightarrow (1 - \eta^2)^{\frac{1}{2}} \left( \hat{x} \cos \phi + \hat{y} \sin \phi \right) + \eta \hat{z}
\]

(5.4.3 b)

\[
= (\hat{x} \cos \phi \sin \theta + \hat{y} \sin \phi \sin \theta) + \cos \theta \hat{z} = \hat{r}
\]
\[ \hat{\phi} = -\hat{x}\sin \phi + \hat{y}\cos \phi \]  

(5.4.3 c)

Thus, in the far field direction,

\[ E_v = E_{\eta}^*; \quad E_h = E_{\phi} \]  

(5.4.4)

The asymptotic forms of \( \mathbf{M}_{(e,o),mn}^{(3)} \) and \( \mathbf{N}_{(e,o),mn}^{(3)} \) are [106]

\[
M_{(e,o),m,n,\eta}^{(3)} \to (-i)^{n+1} \frac{mS_{mn}(\cos \theta) \exp(ikr)}{kr} \begin{bmatrix} \sin(m\phi) \\ -\cos(m\phi) \end{bmatrix} 
\]

(5.4.5 a)

\[
M_{(e,o),m,n,\phi}^{(3)} \to (-i)^{n+1} \frac{dS_{mn}(\cos \theta) \exp(ikr)}{d\theta} \begin{bmatrix} \cos(m\phi) \\ \sin(m\phi) \end{bmatrix} 
\]

(5.4.5 b)

\[
N_{(e,o),m,n,\eta}^{(3)} \to (-i)^n \frac{dS_{mn}(\cos \theta) \exp(ikr)}{d\theta} \begin{bmatrix} \cos(m\phi) \\ \sin(m\phi) \end{bmatrix} 
\]

(5.4.5 c)

\[
N_{(e,o),m,n,\phi}^{(3)} \to (-i)^n \frac{mS_{mn}(\cos \theta) \exp(ikr)}{kr} \begin{bmatrix} \sin(m\phi) \\ -\cos(m\phi) \end{bmatrix} 
\]

(5.4.5 d)

Thus, in the far field region,

\[
E_{s,\eta} = \exp(ikr) \sum_{m,n} \frac{\left(\alpha_{mn}^{M,e} \sin(m\phi) - \alpha_{mn}^{M,o} \cos(m\phi)\right) (-i)^{n+1} \frac{mS_{mn}(\cos \theta)}{\sin \theta}}{kr} 
\]  

(5.4.6)

\[
E_{s,\phi} = \exp(ikr) \sum_{m,n} \frac{\left(\alpha_{mn}^{N,e} \cos(m\phi) + \alpha_{mn}^{N,o} \sin(m\phi)\right) (-i)^n \frac{dS_{mn}(\cos \theta)}{d\theta}}{kr} 
\]  

(5.4.7)

Finally, using the relationship that \( \begin{bmatrix} E_v^e \\ E_h^e \end{bmatrix} = \exp(ikr) \begin{bmatrix} S_{vv} & S_{vh} \\ S_{hv} & S_{hh} \end{bmatrix} \begin{bmatrix} E_v^i \\ E_h^i \end{bmatrix} \) and \( \sigma_p = 4\pi |S_{pq}|^2 \), the RCS of the scatterer using the T matrix with vector spheroidal wave expansions is obtained.
Figure V.25. (a) a branch with complicated leaves for simulation; RCS from HFSS compared with that from the T matrix for (b) $\sigma_{vv}$ and (c) $\sigma_{hh}$.

The RCS are computed using two methods for a branch with complicated leaves (Figure V.25 (a)): the T matrix method as explained above, and directly computed from HFSS. The results are shown in Figure V.25 (b) and (c). The length of the center stalk of the branch is 8cm and the permittivity is $27.22+5.22i$ with frequency at 1.41 GHz. The T matrix is extracted from HFSS using
the method in section 5.3. It can be seen that the results from the T matrix and HFSS compares well. This verifies the correctness of the T matrix with vector spheroidal wave expansions.

For 3D vector cylindrical waves, the correctness of the T matrix is verified by comparing the scattered or total fields from one cylinder calculated with three different methods: (a) using the T matrix to calculate the scattered field coefficient and then calculate the scattered fields; (b) using ICA to calculate the scattered fields directly as in [4]; (c) using the commercial full-wave solvers HFSS or FEKO to calculate the fields. The total fields are the scattered fields plus the incident fields. The total field $|E_{{tot}}|$ is the incident field plus the scattered field. Radar Cross Section (RCS) is also calculated which is defined as $\sigma = \lim_{r \to \infty} 4\pi r^2 \frac{|E_r|^2}{|E_i|^2}$. Method (a) calculates RCS by making the observation points at the far field region. Method (b) uses the far field approximation of the Green's function as detailed in [4].

The results are shown in Figure V.26 (a) for the RCS of a cylinder with radius 2cm and length 1.5m; and Figure V.26 (b) for the near field of a cylinder with radius 6cm and length 5m. The center of the cylinder is at [0,0,0]. the permittivity of the dielectric cylinders is set to be 30.7+5.5i, the incident angle $\theta_i$ is 140°, the incident polarization is V-pol, the cylinder is vertically oriented and the frequency for simulation is L-band at 1.41 GHz.

The results from the T matrix matches those from ICA which shows the correctness of the T matrix derived from ICA. The results of ICA and the T matrix are also in good agreement with those from the commercial software. The errors are caused by the assumptions in ICA: the cylinder is considered as infinite cylinder in receiving the exciting fields and radiating as a finite cylinder without considering the top and bottom of the cylinder [4]. This error can be eliminated by extracting the T matrix of the cylinder from BOR. However, BOR [12, 92] needs to be made more
efficient for long cylinders such as 94 wavelengths in length. We simulate tall tree trunks up to 94 wavelengths. For these cases, ICA provides satisfactory accuracy with good efficiency. The main application of the hybrid method in this section is calculating the transmission and tau of forest for Earth remote sensing and ICA has been widely used in vegetation models for Earth remote sensing. The main purpose of this section is to develop the new method of Foldy-Lax with 3D vector cylindrical wave expansions for random media instead of extracting the T-matrix of a single object. This new method computes the multiple scattering of many objects instead of the scattering from a single object. Because of these reasons, we use the T-matrix extracted from ICA instead of BOR in this section.

(a) RCS at $\phi_s = 0$. 

![Graph showing RCS at $\phi_s = 0$.]
Figure V.26. Comparisons between the methods using the T matrix, ICA and commercial full-wave solvers for one cylinder.

5.4.2 Translation Addition Theorem

After the T matrix extraction is validated, the next step is verifying the numerical translation addition theorem. First, for vector spherical waves, we randomly choose \( \vec{r}_a = [0.1, 0.1, 0.1] \) and \( \vec{r}_b = [0, 0, 0] \) without the loss of generality. Let the size of \( A_{\mu \nu mn}(k \vec{r}_b \vec{r}_a) \) and \( B_{\mu \nu mn}(k \vec{r}_b \vec{r}_a) \) both be \( 8 \times 8 \). The results from the analytical and numerical solutions and their absolute errors are plotted in Figure V.27. It shows that the absolute errors for the matrix elements are all less than \( 10^{-15} \). The RMSE between the two methods are \( 4.73 \times 10^{-16} \) and \( 2.35 \times 10^{-16} \) for \( A_{\mu \nu mn}(k \vec{r}_b \vec{r}_a) \) and \( B_{\mu \nu mn}(k \vec{r}_b \vec{r}_a) \), respectively. It means that the robust numerical method for wave transformations is accurate.
(a) $|A_{\mu\nu mn}|$ from analytical method (left) and numerical method (left)

(b) $|B_{\mu\nu mn}|$ from analytical method (left) and numerical method (left)

(c) Absolute error between the analytical and numerical wave transformation matrix: $A_{\mu\nu mn}$ (left), $B_{\mu\nu mn}$ (right).

Figure V.27. Analytical and numerical translation addition comparisons for vector spherical waves.
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For vector spheroidal waves, there is no analytical translation addition theorem available for general cases. The $\mathcal{C}_{(1)}$ matrix needed in the numerical translation addition method as in equation (5.3.120) can be verified. To verify $\mathcal{C}_{(1)}$, we replace $\mathcal{M}_{mn}(k\vec{r}_2)$ by incident plane wave $\vec{E}^{inc}$ in the numerical translation addition method. With the same $\mathcal{C}_{(1)}$, when $\vec{b}$ is integration using $\vec{E}^{inc}$, the resulting $\vec{A}$ and $\vec{B}$ are the expansion coefficient for incident plane waves. For incident plane waves, the analytical solutions of the expansion coefficients are available as listed in section 5.3. The expansion coefficients from the numerical method are compared with analytical solutions in Figure V.28, for both TE and TM polarizations. The incident plane waves are of $\phi_i = 0$ and $\theta_i = 10^\circ$ and $40^\circ$. For $\theta_i = 10^\circ$, the real part of the expansion coefficient is in red while the imaginary part is in blue. For $\theta_i = 40^\circ$, the real part of the expansion coefficient is in magenta while the imaginary part is in green. The circle marker indicates the results of the analytical method while the cross marker indicates the results of the numerical method. It is observed that the results from analytical and the numerical method matches well. This means that the $\mathcal{C}_{(1)}$ and the way of calculating $\vec{b}$ for the translation addition method is correct.
Figure V.28. Vector spheroidal wave expansion coefficients for incident plane waves using numerical method (maker of cross) and analytical method (maker of circle) for (a) TE and (b) TM polarizations.
5.4.3 Solving Foldy-Lax Equations

The methods developed in the first two steps (i.e., the T matrix extraction and numerical translation addition) of the hybrid method have been validated. Then, the resulted T matrix and translation addition matrix are submitted into the Foldy-Lax equations and we are ready to solve the equations to find the full-wave solutions of many vegetation scatterers. First, only serval vegetation scatterers are simulated which are feasible to be run on the commercial full-wave solvers such as HFSS and FEKO to provide validation. We calculate the scattering by three complicated branches attached with many irregular-shape leaves as shown in Figure V.29 (a). The permittivity of the vegetation scatterers is 27.22+5.22i and the simulation frequency is 1.41 GHz. The center position of the three branches are at [-7cm,0,0] [7cm,0,0], [0,8cm,8cm], respectively.

![Figure V.29](image_url)

(a) Scattering of three complicated branches using hybrid method and HFSS brute force method; (b) Absolute value of the final exciting fields for one of the branches.

In the hybrid method, the T matrix of each branch is extracted from HFSS. Then the T matrices are substituted into FL, with numerical wave transformations applied. By solving the FL for the three branches, the wave interactions among them are taken into account. Let the incident plane wave at $40^\circ$ with magnitude 1. Figure V.29 (b) plots the final exciting fields ($|\vec{E}_{\text{m}}|$) of the branch at lower right-hand-side on a spherical surface with diameter 12 cm enclosing the branch. It is
observed that the magnitudes of the exciting fields vary a lot. Thus, the exciting fields for the branches are not plane waves due to the influence of the other two branches.

Figure V.30. Absolute value of the scattered fields on the enclosing sphere in Figure 7 for V-pol, from: hybrid method (left), HFSS brute force method (right).

Figure V.31. Absolute value of the scattered fields on the enclosing sphere for H-pol, from: hybrid method (left), HFSS brute force method (right).

The total scattered fields from the three branches resulted from the hybrid method are compared with the HFSS brute force method. The HFSS brute force method simulates the three branches together in HFSS. For three branches, the HFSS brute force method is feasible. The scattered near fields on the enclosing sphere (shown in Figure V.29 (a) with radius 16 cm) are plotted in Figure V.30 and Figure V.31 for both V-pol and H-pol incident waves, respectively. The radar cross
sections $\sigma_{VV}$ and $\sigma_{HH}$ are also obtained and plotted in Figure V.32, for both methods. It can be seen that the results from the hybrid method agree with those from the HFSS brute force method.

When simulating the case including a large number of objects or lots of empty space, the hybrid method is more efficient than the HFSS brute force method in terms of the CPU time and memory. Two reasons are discussed here. Firstly, the HFSS brute force method discretizes the whole volume including the empty space between the objects into tetrahedrons (as shown in Figure V.33, the rectangular box is the perfect matched layer (PML) defined in HFSS acting as an artificial absorbing boundary). In comparison, for the hybrid method, only the single object within the enclosing volume is discretized, when extracting the T matrix for each single object from HFSS. (i.e., Most of the empty space between the objects is not discretized in the hybrid method.) Secondly, the hybrid method uses the T matrix to account for the scattering properties of the objects while the HFSS brute force method calculates all the internal and surface fields of the objects. Figure V.34 (a) shows the total surface fields on the branch simulated using HFSS. Figure V.34 (b) shows the
total fields on the enclosing spherical / spheroidal surface of the branch which are used to extract the T matrix. It is observed that the fields shown in Figure V.34 (a) is much more complicated than those shown in Figure V.34 (b), since the near fields interaction is proportional to $1/distance^3$ [4]. Thus, the T matrix is much less complicated than the internal fields. Then, the use of the T matrix in the hybrid method significantly decreases the number of unknowns to be solved, compared with the HFSS brute force method.

![Image](image1.png)

Figure V.33. The whole volume was discretized in HFSS.

![Image](image2.png)

Figure V.34. (a) Surface fields on a branch; (b) Fields on the enclosing spherical and spheroidal surface of the branch in (a).

Next, we simulate the case of 10 branches whose positions are shown in Figure V.35 (a). Each branch is similar to that in Figure V.29 (a). The simulations are performed a single PC with Intel
Core i7-4790 CPU and 32 GB RAM. The HFSS shows out of memory when simulating the 10 branches all together. However, it is feasible to simulate the 10 branches using the hybrid method. The T matrix for each branch is of size $48 \times 48$ ($N_{\text{max}} = 4$). Simulating each branch at different incident plane waves in HFSS for the T matrix extraction takes around 10 minutes each. Extracting the T matrix for each branch using the scattered fields exported from HFSS takes around 1 second each. Then, the T matrices for all the branches are stored for use in step 3 of the hybrid method (memory required is $48 \times 48 \times 10$). Finally, performing wave transformations and solving FL for the 10 branches takes around 5 seconds. The largest matrix stored and solved is of size $480 \times 480$, which is much less than the memory limit of the single PC. The radar cross sections $\sigma_{VV}$ and $\sigma_{HH}$ of the 10 branches calculated using the hybrid method are plotted in Figure V.35 (b).

![Figure V.35](image)

(a) Positions of the ten branches for simulation; (b) $\sigma_{VV}$ (left) and $\sigma_{HH}$ (right) at different scattered angles for the 10 branches.

This example of full-wave simulation of 10 branches illustrated that the hybrid method is much more efficient than the HFSS brute force method for large problems. For the vegetation canopy/trees, the volume fraction of the vegetation scatterers is typically less than 1% (i.e., more than 99% is air). It means that the volume discretized in the HFSS brute force method would be approximately 99 times more than that discretized for the T matrix extraction in the hybrid method.
Thus, the hybrid method is much more efficient than the HFSS brute force method for simulating the vegetation field. Full-wave simulations for vegetation/trees including a large number of objects are nearly impossible using the HFSS brute force method. However, the hybrid method can be readily used for these problems. Another advantage of the hybrid method is that the T matrix extraction for each single object which is the time-consuming part only needs to be conducted once. It is because the T matrix only depends on the geometry and material of the object, and is not related to the other properties such as the position of the object and the incident wave. The positions of the objects and the incident waves are taken into account by FL. Thus, if the positions of the objects are changed, the hybrid method only needs to solve FL again without re-calculting the T matrices, while the HFSS brute force method needs to re-calculate the whole problem again. This property of the hybrid method will save lots of time in the Monte Carlo simulations for vegetation/trees.

For 3D vector cylindrical waves, we simulate the case of two cylinders where there are interactions among cylinders. Each cylinder has a radius 2cm and length 1.5m, at the location of [0,0,0] and [0.3m,0,0], respectively. The permittivity of the cylinder is 30.7 + 5.5i, the simulation frequency is 1.41 GHz and the incident angle is vertical polarization at $140^\circ$. The scattered/total fields are calculated using the hybrid method detailed in section 5.3 and compared with those from the full-wave solvers. The results are shown in Figure V.36 for both far fields (RCS $\sigma_{VV}$) and near fields. It is noticed that there are small differences in the results from the commercial software HFSS and FEKO. This can be caused by that different methods are used in HFSS and FEKO: HFSS uses Finite Element Method while FEKO uses the Method of Moment. It can be seen that the results from the hybrid method agree with those from the commercial full-wave solvers. This means the hybrid method is correct.
(a) $\sigma_{VV}$ at $\phi_s = 0$.

(b) Near Fields $|E_{tot}|$ plotted against $z$ (m) at $x=0.15$ m and $y=0$ m.

(c) Near Fields $|E_{tot}|$ plotted against $x$ (m) at $y=0$ and $z=-0.75$ m.

Figure V.36. Comparisons of the hybrid method and commercial full-wave solvers for two cylinders.
5.4.4 NMM3D Simulation Results of Vegetation/Forest

In this section, we apply the hybrid method for NMM3D full-wave simulations of vegetation/forest and calculate the transmission and optical thickness tau through the vegetation/forest canopy.

The normalized transmitted energy is defined as the transmitted energy at the bottom of the cylinders normalized by the energy when there are no cylinders,

\[ T = \frac{1}{S} \oint_S S^\text{tot}(\vec{r}) \cdot (\hat{z}) - S^\text{inc}(\vec{r}) \cdot (\hat{z}) \]  

(5.4.8)

where \( S(\vec{r}) = \text{Re} \{ \vec{E}(\vec{r}) \times \vec{H}^\prime(\vec{r}) \} / 2 \). S is the size of the NMM3D ‘receiver’, put right below the vegetation/forest canopy.

The transmission is obtained by moving the ‘receiver’ all over the simulation area and then taking the average over the T at different locations. But there are edge effects when the ‘receiver’ is close to the edge of the simulation area. Edge effects are artificial effects caused by using finite area to simulate the infinite area of vegetation/forests. To avoid the effects, instead of moving the ‘receiver’, we fix the ‘receiver’ at the center of the simulation area and shuffling the plants/trees. Thus, the transmission t is obtained using Monte Carlo simulations by averaging over realizations,

\[ t = \frac{1}{N} \sum_{n=1}^{N} T_n \]  

(5.4.9)

where N is the total number of realizations.

A. Simulation setup

The dielectric cylinders can be used to represent tree trunks (Figure V.37). The parameters for the two simulation cases are shown in Table V-3. The simulations are performed at 1.41 GHz and the incident wave is vertical polarization. The simulation area needed depends on the height
of cylinders and the incident angle and the minimum length of the area \( L \times L \) is \( L = 2h \times \tan \theta_i \).

We simulate two cases and the parameters are listed in Table V-3.

![Figure V.37. Tree trunks (left) are modeled as dielectric cylinders (right).](image)

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height (h)</td>
<td>20 m</td>
</tr>
<tr>
<td>Diameter</td>
<td>12 cm</td>
</tr>
<tr>
<td>Density</td>
<td>0.17 m(^2)</td>
</tr>
</tbody>
</table>

The minimum total number of cylinders needed for simulations is \( N_i = L^2 \times \text{Density} \), which is 192 and 155 for Case 1 and 2, respectively. For the convenience of generating uniform distribution in a square area, we use 196 and 169 cylinders, the square root of which is integer, for Case 1 and 2, respectively. Uniform distribution is used for both cases. The top view of the centers of the cylinders in Case 2 for one realization is shown in Figure V.38. For Case 1, the number of discretizations in \( \theta \) is 800 and the number of harmonics in \( \phi \) is 9. Since there are two polarizations, the total number of unknown coefficients for each tree is \( 800 \times 9 \times 2 = 14,400 \). Thus, the total number of unknown coefficients are \( 196 \times 14,400 = 2,822,400 \). Thus, the matrix to be solved is of size \( 2,822,400 \times 2,822,400 \). For Case 2, the number of discretizations in \( \theta \) is 200,
the number of harmonics in $\phi$ is 5 and the matrix to be solved is of size $338,000 \times 338,000$. Parallel computing is used to solve the matrix.

Figure V.38. Top view of the centers of the cylinders in Case 2 with ‘receiver’ of different sizes in the center.

**B. Physically based iterative method for statistical moments**

In the traditional approach, the exact solution of Maxwell's equation is obtained for each realization using conjugate gradient on the matrix equations. But such exact solution may not be useful because of random fluctuations from realization to realization. The results of many realizations are smoothed by taking average over realizations. In stochastic multiple scattering problems, the useful results are the statistical moments of the fields. In this paper, we use a new iterative method of determining the statistical moments of fields. Usually, statistical moments up to the 4th moments are useful.

In traditional method of solving such matrix equations, the equations are solved iteratively using conjugate gradient or similar algorithms for each realization. For example, when solving $\vec{x} = \vec{b}$, the iterations terminate when $\| \vec{x}_n - \vec{b} \| < err$, where $\vec{x}_n$ is the solution at $n^{th}$ iteration and $err$ is a sufficiently small residual. This means Maxwell’s equations are solved exactly for
each realization. The number of iterations for problems of the size of several millions are several thousands. To obtain statistical averaged, the solutions of Maxwell’s equations of all these realizations, such as 5 to 20 realizations, are averaged. Thus, the total number of iterations for the averaged result would be tens of thousands. For example, for 10 realizations and 1000 iterations for each realization, there are a total of 10,000 iterations. The physically based iteration method are based (i) The exact solution of Maxwell equation for each realization may not be useful as the solution fluctuate from realization to realization and fluctuate at different locations of the receiver area, and (ii) In classical analytical theory such as radiative transfer theory, the averaged result is calculated and these averaged results converge usually in a few orders of multiple scattering. Thus, we expect that on that the averaged multiple scattering solutions converge much faster. This turns out to be the case as shown in the examples below.

![Diagram of physically based iterative method for statistical moments over N realizations and the receiver area. ‘EME’ is short for ‘Exact solutions of Maxwell’s Equations’.

Figure V.39. Illustration of physically based iterative method for statistical moments over N realizations and the receiver area. ‘EME’ is short for ‘Exact solutions of Maxwell’s Equations’.

We iterate one multiple scattering order at a time. The averaging over 5 to 20 realizations and averaging over the receiver area are performed for each order. The averaged results usually
converge in several orders such as 4th of multiple scattering. Thus for 10 realizations, the total number of iterations is only 40, which is 250 times less than the traditional method of 10,000 iterations.

The physically multiple scattering iterated approach for averaged results is illustrated in Figure V.39. The traditional iterative method iterates until convergence of solution of Maxwell equation for each realization is achieved. The physically based iterative method for statistical moments iterates until the convergence of averaged result is achieved. In calculating the transmission $t$, the results is obtained as long as the averaged result is converged and thus the physically based iterative method can be applied. It is noted that, there are two kinds of statistical average in calculating the transmission: one is averaging over realizations of Monte Carlo simulations, and the other is integrating over the ‘receiver’ area since integration divided by the fixed area is the average. Figure V.40 shows the convergence of $T$ over the order of multiples scattering for one realization of Case 2, where $T$ is the integration over the receiver area of $2m \times 2m$ (red dash square in Figure V.38). It is observed that the value of $T$ converges at 4th order of iteration.

![Figure V.40. Convergence of $T$ over the order of multiple scattering.](image-url)
Figure V.41 shows the convergence of $t$ over the number of realizations in Monte Carlo simulations of Case 2, where $t$ is the transmission as defined above. It is observed that the transmission converges at around 8 realizations. In this case, total number of iterations to calculate the transmission using the physically based iterative method is only $4 \times 8 = 32$.

### C. Size of the receiver area

We examine the choice of the size of the ‘receiver’ in calculating the transmission. The receiver size is a numerical parameter as the physical transmission should be independent of the choice of the numerical parameter. However, the receiver size cannot be too large to cause the edge effects, since the infinite canopy area is simulated using a finite area. We calculate the transmission of Case 2 using four different sizes of ‘receiver’: $2m \times 2m$, $1m \times 1m$, $0.5m \times 0.5m$, and $0.21m \times 0.21m$ (i.e., $\lambda \times \lambda$), as illustrated in Figure V.38. The $T$ at different realizations is plotted in Figure V.42 for these different receiver sizes.
It is observed that larger receiver size results in smaller fluctuations of $T$ over different realizations. The standard deviation of $T$ over the 16 realizations is listed in Table V-4, which shows the same conclusion that larger receiver size results in smaller standard deviations (i.e. less fluctuations). Smaller fluctuations of $T$ means less number of realizations of Monte Carlo simulations are needed to calculate $t$. This is reasonable as explained below. When measuring the transmission, the receiver is moved all over the simulation area. The larger the receiver size is, the less number of movements are needed to cover all the simulation area. As illustrated in the beginning, to avoid the edge effects, we fixed the receiver at the center of the simulation area and shuffling the scatterers. The number of movements is positively correlated with the number of realizations of shuffling the scatterers in Monte Carlo simulations. Thus, less number of realizations is needed when receiver of larger area is used.

Table V-4. Receiver sizes and the standard deviation of $T$ over 16 realizations.

<table>
<thead>
<tr>
<th>Size</th>
<th>$2m \times 2m$</th>
<th>$1m \times 1m$</th>
<th>$0.5m \times 0.5m$ (i.e., $\lambda \times \lambda$)</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0871</td>
<td>0.1308</td>
<td>0.1734</td>
<td>0.2420</td>
</tr>
</tbody>
</table>
Next, $T$ is averaged over realizations to calculate the transmission $t$. The value of average $T$ as a function of total number of realizations is plotted in Figure V.43, for these different sizes of receivers. Comparing the red line with circle marker and the blue line with square marker, it is clear that larger receiver size needs less number of realizations to converge: $2m \times 2m$ receiver needs around 8 realizations to converge while $0.21m \times 0.21m$ needs around 16 realizations to converge. It is also observed that the averaged $T$ converges to the about same value 0.45 for different receiver sizes. This shows that this method of calculating transmission is robust and does not depends on the receiver size as long as the receiver is not too large to cause the edge effects.

D. Comparisons with RTE/DBA for transmission and $\tau$

In RTE/DBA, the transmission through randomly distributed cylinders are calculated as

$$t_R = \exp(-\tau_R \sec(\theta_i))$$

where the subscript $R$ represents the method ‘RTE/DBA’ and $\tau$ is the optical thickness. $\tau$ of RTE/DBA is calculated as

$$\tau_R = n_0(\sigma_s + \sigma_a)d$$
where \( n_0 \) is the number of cylinders per m\(^3\) which is the number of cylinder per m\(^2\) divided by the length of the cylinder. The \( n_0 \) is 0.0085 m\(^3\) and 0.44 m\(^3\) for Case 1 and 2, respectively. \( \sigma_s \) and \( \sigma_a \) are the scattering cross section and absorption cross section of one cylinder, which are calculated using the plane wave illumination. The length of the cylinder is represented by \( d \).

As illustrated above, the transmission from the hybrid method for Case 2 is 0.45. For Case 1, following the simulations described above, the transmission is 0.66. The integrand of T for two realizations are plotted in Figure V.44. The receiver size is \( 2m \times 2m \) (i.e., \( 9.406\lambda \times 9.406\lambda \)). The blank hole in the top figure shows a cylinder right above in the receiver area in this realization. The T for these two realizations (left and right of Figure V.44) is 0.6340 and 0.6434, respectively. The blank hole indicates the cross section area occupied by the cylinder which is excluded from the integration to obtain T. Thus, this area is left blank without plotting the integrand.

Using Maxwell’s equations, we calculate transmission not \( \tau \). In order to compare with RTE/DBA, we define the ‘\( \tau \)’ of the hybrid method by \( \tau_H = -ln(t_H)\sec(\theta) \), where the subscript \( H \) represents the hybrid method.

Table V-5. Transmission coefficient from RTE/DBA and the hybrid method.
Transmission | RTE/DBA | Hybrid Method
--- | --- | ---
Case 1 | 0.35 | 0.66
Case 2 | 0.089 | 0.45

Table V-6. Optical thickness tau from RTE/DBA and the hybrid method.

<table>
<thead>
<tr>
<th>Tau</th>
<th>RTE/DBA</th>
<th>Hybrid Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.80</td>
<td>0.32</td>
</tr>
<tr>
<td>Case 2</td>
<td>1.85</td>
<td>0.61</td>
</tr>
</tbody>
</table>

The results for Case 1 and 2 from RTE/DBA and the hybrid method are tabulated in Table V-5 and Table V-6 for transmission and $\tau$, respectively. For Case 1, the transmission from the hybrid method is around twice larger than the transmission from RTE/DBA while the $\tau$ from the hybrid method is only 40% of the $\tau$ computed using RTE/DBA. For Case 2, the transmission from the hybrid method is around five times larger than the transmission from RTE/DBA while the $\tau$ from the hybrid method is only 33% of the $\tau$ computed using RTE/DBA. Thus, the transmission from the hybrid method is much larger than that from RTE/DBA while the $\tau$ is much smaller than that from RTE/DBA. Because of the influences of the other cylinders, the final exciting fields on the cylinders are not plane wave anymore. Generally, the fields exciting on the bottom of the cylinder is less than those exciting on the top of the cylinder due to the attenuation. However, the $\sigma_s$ and $\sigma_a$ in RTE/DBA are calculated using plane wave exciting, which overestimates $\sigma_s$ and $\sigma_a$. Thus, RTE/DBA overestimates $\tau$ and underestimates transmission. The results from the hybrid method also illustrates that the microwaves can penetrate through the gaps that are larger than the microwave wavelengths which are not accounted for in RTE/DBA based on the concept of homogenization.
5.5 Conclusions

The hybrid method combines the off-the-shelf techniques and the developing computational electromagnetics techniques, consisting of three steps: (1) the generalized T matrix extraction, (2) wave transformations, and (3) wave interactions among single objects. Vector spherical, spheroidal and cylindrical waves are used for the wave expansions. The T matrix extraction technique is applicable for arbitrary-shape objects which have no analytical solutions. The technology of extracting T matrix from HFSS with vector spherical wave expansions is validated using a sphere which has the analytical solutions for the T matrix. The extracted T matrix with vector spheroidal wave expansions is verified by comparing the scattered fields computed from the T matrix to those from the HFSS, for a branch with complicated leaves. For 3D vector cylindrical waves, the analytical expressions of the T matrix for a dielectric cylinder are derived and the correctness of the T matrix calculated from ICA is verified. The technique of numerical wave transformations is verified by the analytical solutions for vector spherical waves, resulting in RMSE on the order of $10^{-15}$. The numerical method is more robust than the analytical method. The numerical method for wave transformations are also applied to spheroidal waves where the analytical method is not available. The results of the hybrid method are checked by the HFSS brute force method using three complicated branches attached with leaves. The full-wave simulation results from the hybrid method agree with those from the HFSS brute force method for both near fields and radar cross sections. The hybrid method is much more efficient in terms of CPU time and memory than the HFSS brute force method when simulating the case including a large number of objects or lots of empty space, such as vegetation canopy/trees. One reason is that the HFSS brute force method discretizes the whole volume including the empty space between the objects while the hybrid method only discretizes the single objects. When extracting the T matrix, each
single object is simulated on HFSS alone without the other objects. The multiple scattering of waves among the single objects are accounted for by solving FL. The hybrid method is also illustrated using 10 branches which cannot be simulated by the HFSS brute force method on the single PC. The hybrid method also has the advantage of only one-time computations of the T matrices since the T matrices are independent of positions and incident waves. This saves time when performing Monte Carlo simulations by randomly shuffling the objects. For 3D vector cylindrical waves, the scattered fields formulation of FL is used. Examples of cylindrical scatterers are illustrated and the correctness of the method is verified by HFSS. Both far and near fields are in good agreement with those from HFSS. The hybrid method is applied to calculate the transmission through a layer of dielectric cylinders representing tree trunks at L-band. Physically iterative method is developed to calculate the statistical moments by taking averages over each multiple scattering order. There are two kinds of averages to calculate the transmission: averages over the receiver area and averages over Monte Carlo simulations. It is found that the larger receiver size results in smaller fluctuations over realizations and thus smaller number of realizations needed for convergence. However, the receiver size does not affect the transmission in this simulation method which is robust. The transmission from the hybrid method is much larger than that from RTE/DBA while the optical thickness tau from the hybrid method is much smaller than that from RTE/DBA.

In the future, the hybrid method will be applied for modelling of irregularly shaped objects by extracting the T matrix from the commercial software which is suitable to irregularly shaped single object of moderate size such as a corn/soybean plant and a small tree with branches and leaves.
CHAPTER VI

Conclusions

This thesis focuses on electromagnetic modelling of vegetation/forests at microwave frequencies which is used for remote sensing of soil moisture. Both analytical and numerical models for vegetation/forests are studied. Chapter II and III are about the analytical models for vegetation-covered surfaces, using the distorted Born approximation (DBA), an improved coherent model and a unified model for combined active and passive, which were used for soil moisture retrieval in SMAP. Chapter IV and V are about Numerical Maxwell Model in 3D (NMM3D) full-wave simulations of vegetation/forests. The main contributions and novelty of this thesis are the development of the hybrid method for NMM3D full-wave simulations of vegetation/forest canopy, based on the generalized T matrix of the single object and Foldy-Lax equations of multiple scattering among many objects. This hybrid method is efficient for large-scale full-wave simulations of vegetation/forest. In NMM3D full-wave simulations, plants’ structures gaps, heterogeneity and the wave interactions among scatterers are accounted for. We showed that the NMM3D results predict transmissions several times larger than that of the past two models. For passive remote sensing, a larger microwave transmission means the emission from soil can pass through the vegetation/forests to reach the radiometer. For radars, a much larger microwave transmission means the microwave can penetrate vegetation/forest canopy and thus can sense the soil moisture below. The advanced radiative transfer theory using NMM3D provides
the basis for improved physical model based retrievals of soil moistures from the satellite measurements such as SMAP and combined SMAP and NISAR measurements.

The DBA is derived from the Foldy-lax equation with first-order iteration using the half-space Green’s function. DBA is incoherent scattering model and it includes three scattering mechanisms: volume scattering, double-bounce scattering and surface scattering. The surface scattering in DBA is computed by the attenuation of the vegetation canopy times the bare surface scattering from NMM3D. Wheat and canola data-cubes are generated based on this analytical scattering model to support soil moisture retrieval for the Soil Moisture Active Passive (SMAP) mission. The backscattering coefficients of the data-cubes compare well with the UAVSAR data collected during the SMAP validation experiment 2012 (SMAPVEX12) field campaign over a wide range of VWC and soil moisture. The data-cube based time-series retrieval algorithm for the SMAP mission is implemented to retrieve the soil moisture. The retrieved soil moisture is in good agreement with the in-situ soil moisture from SMAPVEX12. A coherent model with conditional probabilities is developed to compute the radar scattering from soybean fields. With the use of conditional probabilities, the unrealistic overlap of two branches at the same location is avoided. The new model is closer to the reality than the previous models, and produces smaller scattering compared with the previous coherent model predictions. However, it also generates significantly larger scattering than the incoherent model such as DBA. By comparisons with SMAPVEX 12 data, it is shown that this improved coherent model agrees well with observations in both the absolute values of backscattering and the polarization ratios between VV and HH backscattering coefficients. The accuracy of the time-series retrieval of soil moisture also improves by using the new data-cube based on the coherent model with conditional probabilities, compared with the incoherent data-cube.
A consistent model for combined active and passive microwave remote sensing is formulated in which the same physical model NMM3D-DBA (i.e., NMM3D for rough surfaces combined with DBA for vegetation) is used to calculate both backscatter and brightness temperature. The emissivity is obtained by integration of the bistatic scattering over the hemispherical solid angle. The novel feature of this combined active and passive approach is its use of the same model NMM3D-DBA and physical parameters for both active and passive for vegetation-covered surfaces to achieve a consistent modeling framework. In comparison, current approaches generally use different models and different parameters for active and passive with the tau-omega model most frequently used as the passive model with empirical input parameters. The NMM3D-DBA model results are validated using coincident airborne PALS low-altitude radiometer data and UAVSAR data taken during the SMAPVEX12 field campaign. On comparisons with the passive data, the results from NMM3D-DBA are comparable or better than those from the tau-omega model.

The analytical models such as radiative transfer equation (RTE) and DBA are based on some assumptions that are hard to justify for vegetation/forest, such as uniform random position of vegetation scatterers, uniform illumination of entire scatters and far field distance between each two scatterers. The physical process of radiative transfer at microwave frequencies are governed exactly by Maxwell’s equations. The radiative transfer equation (RTE) make assumptions on radiative transfer and such assumptions can be invalid. Because of these issues, the new numerical approach of NMM3D full-wave simulations is developed. For the vegetation canopy composed of many vertically oriented dielectric thin cylinders, we develop the method of Foldy-Lax equations combined with the Z matrix of BOR (FL-BOR). The correctness of the FL-BOR simulation method is validated by comparing with the commercial software HFSS and the method FL-ICA.
and by checking the energy conservation. The NMM3D simulations are performed at C-band for vertical polarization and applied to the extended-cylinders case and the short-cylinders case. The results are compared with those from effective permittivity (EP)/DBA/RTE. The results from the NMM3D and EP/DBA/RTE agree for the short-cylinders case. Because the short-cylinder case satisfies the assumptions of EP/DBA/RTE. For the examples of extended-cylinders case which resembles the grass canopy, the transmission from the NMM3D is 6.12 dB larger than that from EP/DBA/RTE while the optical thickness $\tau$ from the NMM3D is 5.0 times smaller than that from EP/DBA/RTE.

FL-BOR is limited to rational symmetric object and it is hard to be extended to cylinders with large radii. These limitations are resolved by the hybrid method developed in chapter V. The hybrid method is efficient for NMM3D full-wave simulations of vegetation/forest with realistic vegetation structures such as branches with complicated leaves. The hybrid method combines the off-the-shelf techniques (e.g. commercial software HFSS, FEKO; available computer codes ICA, BOR, ect.) and the developing computational electromagnetics techniques, consisting of three steps: (1) the generalized T matrix extraction, (2) wave transformations, and (3) wave interactions among single objects. Vector spherical, spheroidal and cylindrical waves are used for the wave expansions. The numerical T matrix extraction technique is applicable for arbitrary-shape objects which have no analytical solutions. A robust numerical method is developed for the translation addition theorem for vector spherical and spheroidal waves. The multiple scattering of waves among the single objects are accounted for by solving the Foldy-Lax equations (FL). For 3D vector cylindrical waves, the scattered fields formulation of FL is used instead of the usual exciting field formulation. The results of the hybrid method are verified by the HFSS brute force method using three complicated branches attached with leaves. The hybrid method is much more efficient in
terms of CPU time and memory than the HFSS brute force method when simulating the case of including a large number of objects or lots of empty space, such as vegetation canopy/trees. One reason is that the HFSS brute force method discretizes the whole volume including the empty space between the objects while the hybrid method only discretizes the single objects. The hybrid method also has the advantage of only one-time computations of the T matrices since the T matrices are independent of positions and incident waves. This saves time when performing Monte Carlo simulations by randomly shuffling the objects. The hybrid method is applied to calculate the transmission through a layer of dielectric cylinders with up to 100-wavelength length and large radius, representing tree trunks at L-band. Physically iterative method is developed to calculate the statistical moments by taking averages over each multiple scattering order. There are two kinds of averages to calculate the transmission: averages over the receiver area and averages over Monte Carlo simulations. The transmission from the hybrid method is much larger than that from RTE/DBA while the optical thickness $\tau$ from the hybrid method is much smaller than that from RTE/DBA. A much larger microwave transmission means the microwave can better penetrate vegetation canopy and thus it can be used to retrieve soil moisture.

For future studies, the hybrid method with 3D vector cylindrical wave expansions will be combined with HFSS to perform full-wave simulations of crops such as wheat, soybean, corn, and canola. In addition to transmission, the NMM3D model will also be used to calculate the phase shift through the vegetation/canopy, which is important for SAR polarimetry and SAR interferometry. The NMM3D simulations also be extended to compute the passive information of brightness temperature. Brightness temperature is the physical temperature times emissivity. Because of the thermal equilibrium, the energy emitted equals the energy absorbed (i.e., emissivity equals absorption). Integration of the Poynting vector over the surface areas gives the absorption. This
method avoids the tedious integration of the bistatic scattering over all the hemispherical solid angle. This research work will help to build the next generation radiative transfer model which will be based on Maxwell’s equations without RTE. Besides the current satellite mission such as Soil Moisture Active/Passive (SMAP) and Cyclone Global Navigation Satellite System (CYGNSS), this full-wave model can also be useful for future satellite missions such as NASA-ISRO Synthetic Aperture Radar (NISAR) and The Copernicus Imaging Microwave Radiometer (CIMR). CIMR is planned to launch CIMR-A in 2027 and CIMR-B shortly afterwards to provide enhanced global coverage. The CIMR mission will utilize radiometeris at multi-frequencies including L-, C-, X-, Ku-, and Ka-band. The observations at L-, C- and X-band can be useful for mapping of global soil moisture. Further enhancement can also be included such as including P-band and using broad-band radiometry at 0.5 ~3 GHz. Electromagnetic modelling of vegetation/forest at multiple frequencies is important for CIMR mission. The past RTE/DBA model has three key assumptions that are invalid and can cause large errors, as discussed in Chapters IV and V in detail. The problem becomes even more serious for multi-frequency models requiring different parameter tunings at the two frequencies. The hybrid method for full-wave simulations of vegetation/forest can provide us reliable simulation results under different conditions at multiple frequencies. The analysis of data with hybrid method will help us to define lookup tables and algorithms for multi-frequency soil moisture retrieval.
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