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ABSTRACT

Due to Earths ionosphere, it is not possible to image the sky below 10 MHz. Any waves

below this cutoff frequency are absorbed by the plasma in Earths ionosphere, whose free electron

density determines the cutoff. A constellation of small spacecraft above the ionosphere could

enable radio imaging from space at frequencies below this cutoff, but the logistics and costs of

doing this imaging using multiple satellites that are kilometers apart in a precise enough manner

to form a radio array has until recently been unfeasible. With the lowering costs and increasing

reliability of smallsats, the use of radio arrays in space is finally set to open up this new window

through which we may observe the universe in a new light. For complex sources in the sky,

analytical formulas are not enough to predict array performance; full simulations must be done to

evaluate potential array configurations. Simulated outputs must be compared to a realistic input

model to make sure that a given array configuration can meet its defined scientific requirements.

Space-based arrays also introduce additional challenges in understanding novel data processing

and errors from location retrieval of the receivers and budgeting for data transmission.

In this thesis I demonstrate the feasibility for different space-based radio arrays by simulating

their performance under realistic conditions. I outline the science goals involving radio imaging

below 10 MHz for a range of solar, astrophysical, and magnetospheric targets. I then outline

different strategies for creating synthetic apertures in space that are well suited for each of these

targets. I describe the calculations needed for each style of correlation and create a data processing

and science analysis pipeline for showcasing the imaging performance of each simulated array.

xi



I show that the SunRISE and RELIC array concepts are both able to meet their main scientific

goals of localizing solar radio bursts and mapping radio galaxies respectively. I describe a novel

way in which I use magnetohydrodynamic simulations of a solar eruption alongside real radio data

to predict the sky brightness patterns of the radio bursts for input to the SunRISE pipeline across

different theories of particle acceleration. This technique provides initial predictions of the location

of solar type II burst generation in a coronal mass ejection that SunRISE can potentially confirm.

I also demonstrate the feasibility of a lunar near side array powerful enough to image the Earths

synchrotron emission, along with a zoo of brighter auroral emissions. Synchrotron measurements

would provide a unique proxy measurement of the global energetic electron distribution in the

Earths radiation belts. Such an array could also pinpoint the location of brighter transient events

such as Auroral Kilometric Radiation with high precision, providing local, small scale electron

data in addition to global data.

The time finally seems ripe for low frequency radio astronomy to make its move to outer

space. Increased feasibility of small satellites is a huge game changer for the entire space industry,

incentivizing mission designs that can take advantage of the distributive nature of multiple small

inexpensive spacecraft to do the jobs traditionally done, or unable to be done, by larger, more

costly single spacecraft. In that same spirit, this work acts as a helpful starting point for the general

mission design, data processing, and science analysis required for distributed space-based radio

arrays.
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CHAPTER 1

Introduction

The field of radio astronomy began in 1932 with the accidental detection of galactic radio emission

by Karl G. Jansky [9] at 20 MHz, in a range now commonly called the low frequency radio.

Ever since then, radio astronomy has grown rapidly, catching up with higher frequency optical

observations that have been going on for centuries longer. Another breakthrough was the utilization

of radio interferometry, where groups of antenna separated by large distances are used to create a

synthetic aperture, providing a way to scale up the sensitivity and resolution of radio observations

[10] [2]. This can intuitively be thought of as an extension of the regular resolution formula for

optical observations:

ΘHPBW ≈ 1.22
λ

D
(1.1)

For a observing dish of size D meters, and an observing wavelength of λ meters, ΘHPBW is

the angular size in radians of the Half Power Beam Width (HPBW), defining the resolution on

the sky. The actual mathematics for radio interferometry are a little more involved, as we are

attempting to synthesize a fraction of a large full dish with only scattered points across a mostly

empty area. This process is also called aperture synthesis. For radio interferometry, the furthest

distance between any two receivers in an array defines its resolution, taking the place of D in

Equation 1.1. Radio interferometry has allowed amazing feats such as creating synthetic apertures

as large as the Earth itself to image radio emission from the black hole M87 with the Event Horizon
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Telescope at millimeter and sub-millimeter wavelengths [11] [12] [13]. Such an array is the result

of worldwide collaboration and the combined effort of hundreds of scientists and engineers. Less

than 100 years have passed since its genesis, yet it could be said that radio astronomy is nearing its

limits on the ground.

This is not to say there is not still much to be learned from the ground; existing observatories

and techniques can be expanded to add more sensitivity and resolution to existing arrays. Sky

surveys of increasingly better resolution and sensitivity may be done, and better detection systems

for transients such as Fast Radio Bursts may answer some open scientific questions, but there are

some inherent limitations that all Earth bound arrays share. They are of course limited by the size

of the Earth itself, limiting their potential resolution. There is also the matter of Earth’s atmosphere,

whose turbulence and opacity can corrupt measurements, and completely prevent them below 10

MHz. This lower limit is due to the Earth’s ionosphere, whose free electrons prevents celestial

radio waves below 10 MHz from reaching the ground and also makes measurements up to 30 MHz

noisy and difficult. This has been demonstrated with many arrays; [14] reviews the issue in context

of the Very Large Array (VLA). There is also the confusion limit, inherent to all arrays [15] [16],

which limits the maximum density of reliably detectable and individually countable sources to

about one source per 25 beam areas. Any denser of an imaging field and there will be inaccuracies

in the resulting images from the interference of nearby clusters of point sources.

The obvious answer to this limitation is to put radio receivers into space where they can record

data free of the influence of Earth’s atmosphere. This has been done before with single antennas

on spacecraft like Wind and STEREO, which have revealed a wealth of astrophysical processes

that produced emissions in this low frequency radio range. We now know that there are emissions

from the interactions of electrons with the Earth’s magnetosphere, electron acceleration from solar

eruptions, and from the galaxy itself. A plot from [1] is shown in Figure 1.1 that summarizes the

frequency range and flux density of different sources as seen from Earth. Single antenna obser-

vations can measure the total flux density of such events, but cannot pinpoint where the emission

is coming from. In order localize this low frequency emission and make images in this frequency
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Figure 1.1: Plot from Zarka [1] that shows the strength of low frequency radio sources in the sky
as seen from Earth over frequencies just above and below the Ionospheric cutoff, indicated by the
dashed line at 10 MHz.

regime for the first time, many antennas will have to be sent to space and have their data combined

to make a synthetic aperture. The Astronomical Low-Frequency Array (ALFA)[17] and the Solar

Imaging Radio Array (SIRA) [18] are examples of early concept arrays that would overcome the

ionospheric cutoff to target novel science at these low frequencies by putting multiple spacecraft

with radio receivers into space. Interest in this area has only increased in recent years, with con-

cepts for space-based arrays from teams all over the world being dreamed up, including NOIRE

[19], CURIE [20], DSL [21], OLFAR [22], and more. In this thesis I demonstrate the feasibility for
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three different space based radio arrays by simulating their performance under realistic conditions,

showing that they can achieve specific scientific goals. The arrays discussed here are SunRISE,

RELIC, and an unnamed lunar near side array.

There are simple formulas for Signal to Noise ratios (SNRs) that hold for a point source on

the sky of spectral flux density Sν W/m2/Hz and a single receiver with system temperature Tsys,

effective areaAe, and system efficiency ηs that is focused on that point source. Spectral flux density

is often presented in the derived unit 1 Jansky (Jy) = 10−26 W/m2/Hz. The receiver system has a

finite frequency bandwidth δν Hz, and integrates the measurement for a period of δT seconds. The

system temperature and effective area can also be tied together in a single parameter called the

system equivalent flux density (SEFD). These formulas can be seen in Equation 1.2.

S

N
=
SνAeηs

√
∆ν∆T

2kBTsys
=
Sνηs
√

∆ν∆T

SEFD
(1.2)

We can extend this for an array of Na antenna observing a point source. Each pair of antenna

will yield us a single measurement, so the total number of measurements will be proportional to

N2
a . There will also be a measurement for each polarization, captured in the term Npol. The SNR

of an antenna array observing a single point source is shown in Equation 1.3. Vidal et al. [23]

has shown how localization better than the array’s beamwidth can be achieved provided there is

a strong SNR. This overresolution is proportional to SNR−0.5. This phenomena will be reviewed

in depth in Chapter 5 in the context of bright transients. One may use these formulas to naı̈vely

estimate how many antenna an array would need to detect a given point source brightness Sν . One

could also naı̈vely assume that that fitting an m parameter model to the emission would only take

an Na such that Na(Na-1)/2 > m. For instance, this would imply that only Na=5 antenna are

needed to fit emission to an elliptical Gaussian (m = 6), since 5 ∗ 4/2 > 6. However, we will see

that not all radio measurements are equal.
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S

N
=
SνAeηs

√
Na(Na − 1)Npol∆ν∆T

2kBTsys
=
Sνηs

√
Na(Na − 1)Npol∆ν∆T

SEFD
(1.3)

In the realm of low frequency interferometry, these simple formulas do not always hold, since

every pair of antenna are sampling a different Fourier component of the sky. This concept will

be more rigorously spelled out in section 1.2 on interferometry. Equation 1.3 is for point source

sensitivity, and is valid because the Fourier transform of a delta function has a constant non-zero

amplitude. For diffuse structures in the sky, the Fourier transform of the sky brightness pattern is

non-constant. This means the amount of signal added from a given pair of antenna is not constant,

and imaging software like Common Astronomy Software Applications (CASA) [24] is needed

to understand what the SNR would be for a given array configuration imaging diffuse structures

with realistic noise. However, traditional radio astronomy software like CASA is hard coded to

assume an Earth based array. To circumvent this, I have created an altered version of CASA that

can simulate space based arrays. My version takes new space based sources of localization error

into account, and can accurately track the changing array configuration from an evolving orbital

constellation, as opposed to the standard of Earth rotation synthesis. This simulation pipeline

will be leveraged to make sure the concept arrays described in the text can meet their scientific

objectives.

The chapters of this thesis grow in scope as one progresses. After a introduction to the basic

techniques commonly used in radio astronomy, I will describe the methodology changes that must

be made for a space based array, and describe the pipeline used for simulating the array and ana-

lyzing its data. We note that there are differences in data processing and noise calculations for our

main options of lunar surface arrays and free flying orbiting arrays compared to terrestrial arrays.

Different hardware and data transmission costs are analyzed to find an optimal strategy for a given

target in the sky.

We then look to small initial arrays that will be the first ones built for their low cost. These
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arrays will be suited towards detecting and imaging the brightest transients in the low frequency

radio sky: solar radio bursts. We will describe the current theory for different types of solar

radio bursts, and then describe the Sun Radio Interferometer Space Experiment (SunRISE) mission

that hopes to answer some open scientific questions. Briefly put, SunRISE would detect Type II

and III radio bursts, which are associated with Solar Energetic Particles (SEPs) accelerated into

space by solar flares and Coronal Mass Ejections (CMEs). These solar radio bursts are thought

to track the site of particle acceleration as it moves through the heliosphere. SunRISE hopes to

answer where this site of particle acceleration creating the type II burst is in relation to the CME

around it by providing low frequency radio images for the first time that we can compare with

simultaneous coronagraph data. SunRISE also hopes to clarify to what extent electron jets fan

out from a particular source region on the solar surface by tracking all the the type III bursts that

originate from it. We also describe the extra things SunRISE might do as interesting extra radio

science that could be expanded on with larger arrays.

As this thesis build in scope with larger arrays, it also turns its attention to dimmer targets that

need the extra sensitivity of more antennas. The next set of objects in the sky described are orders

of magnitude below solar radio bursts, and are mainly due to synchrotron radio emission from

energetic electrons trapped in the magnetic fields of other galaxies. These are known as Double

Radio Sources Associated with Galactic Nuclei (DRAGNs). These are the targets of RELIC,

a concept for an array significantly past SunRISE in complexity and scope. RELIC will have

improved resolution and sensitivity that allows it to measure astrophysical objects that are not

detectable with smaller arrays. I demonstrate with realistic simulations that RELIC would be able

to image the emission from large lobes on either side of a galactic center.

Then I move on to designing my own concept array on the Lunar near side that would be

powerful enough to detect and image the Earth’s synchrotron emission. Such an array would

undoubtedly require a huge amount of infrastructure on the Moon, and is rivaling the scope of the

largest arrays on Earth with 1000s of antennas. Such an array would be sensitive to all known

low frequency emissions from Earth, and could serve as a near real time space weather monitoring
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station. By imaging the faint global synchrotron emission from the Earth, we would have a unique

measure of global electron content in the radiation belts. We would also be sensitive enough to

localize transient bursts to high precision, giving us an unprecedented understanding of the Earth’s

electron environment at both small and global scales.

The analysis and simulation techniques described here are applicable to any space based array

concept. The use of radio arrays in space is set to open up a new window through which we may

observe the universe in a new light. This new window promises to answer questions about particle

acceleration near the Sun, and increase our understanding of the energetic electron environments

both at Earth and all the way out to distant galaxies. Hopefully this work acts as a helpful starting

point for the mission design, data processing, and science analysis required for space based radio

arrays.

1.1 General Techniques

1.1.1 Antennas and Basic Formulas

All radio receivers record electromagnetic radiation by measuring the variation in voltage induced

at the ends of the antenna. This voltage time series Vt is then typically treated with a Fourier

transform and squared to get a voltage power spectral density V 2
f that is then transmitted for further

processing. V 2
f can also be defined as an autocorrelation, as it is in Equation 1.4.

V 2
f = 2

∫ ∞
−∞

< V (t)V (t+ τ) > ei2πfτdτ (1.4)

where brackets indicate a time averaged quantity. τ here is typically restricted to a single

integration period before taking a Fourier transform. In order to compare the output of different

receiver systems, we must translate V 2
f into an external standard unit. Most common are the units

of spectral flux density (Watts/meter2/Hz) or brightness (Watts/Meter2/Hz/Steradian). A common
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derived unit in radio astronomy is the Jansky (Jy), which is 1 · 10−26 Watts/meter2/Hz. To convert

V 2
f to a physically meaningful unit, one generally calibrates the antenna with a source with a

known brightness. This allows a frequency dependent understanding of the effective area Ae of an

antenna.

We assume a lossless antenna that has a complex impedance Za = Rr + X ∗ i with a real

part Rr, called the radiation resistance, and a imaginary part X called the reactance. This quantity

is dependent on the properties of the antenna and frequency f . For an antenna connected to a

receiver of infinite impedance, the voltage power spectral density Vf can be described in terms of

the antenna temperture T as described by Nyquist’s 1928 formula:

V 2
f = 4kBTRr (1.5)

kB is Boltzmann’s constant and relates the kinetic energy of particles in a gas to the temperature

in Kelvin of the gas.

One can relate antenna temperature in Kelvin, brightness, and flux density with the following

equations. Following Plank’s Law, or equivalently the Rayleigh-Jeans Law at low frequencies

(valid for f ≤ 10s of GHz), we relate temperature and brightness with

Bf = 2
kBT

λ2
(1.6)

Substituting Equation 1.6 into Equation 1.5, we can relate brightness to induced voltage and

expand it for expressions over the whole sky.
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V 2
f =2Rrλ

2Bf (1.7)

=2Rr

∫
Ωsky

B(Ω)Ae(Ω)dΩ (1.8)

=2Rr

∫ 2π

0

∫ π

0

B(θ, φ)Ae(θ, φ) sin(θ)dθdφ (1.9)

=2Rr

∫ 2π

0

∫ π

0

B(θ, φ)
λ2

4π
G(θ, φ) sin(θ)dθdφ (1.10)

Here, Ae is the effective area at that point in the sky. Since the total area of all lossless antenna

is λ/4π, we can alternatively write Ae(θ, φ) = λ2

4π
G(θ, φ), where is G is the defined as the gain,

and defines the directionality of an antenna.

We can relate brightness to flux density by integrating its area in the sky. For a uniform bright-

ness that covers the whole sky (approximately the case of galactic brightness at low frequencies),

the flux density is Sf = BfΩS with ΩS = 4π for the whole sky. The isotropic observing area

is λ2/(4π), and the deviation from that average is represented by the antenna gain in a given di-

rection, G(θ, φ). This collecting area is conserved, so any increase in gain for a given direction

means less is available for other directions. This directionality of an antenna can be modeled using

Method of Moment (MoM) simulation codes such as the Numerical Electromagnics Code NEC2

to predict the directional response and resistance of an antenna over a wide frequency range. For

a handful of cases, such as an electrically short dipole, a half wavelength dipole, and 5/4 wave-

length dipoles, analytical expressions can describe the ideal response of the antenna. We will now

sketch out these equations for the case of the electrically short dipole where L << λ, which is

a useful one to consider for low frequency astronomy, where for 0.1-30 MHz, the corresponding

wavelength range is λ = 3000− 10 meters

We can now substitute in the definitions for G and Rr for a short dipole. For a electrically short

dipole antenna , the radiation resistance is given by standard texts such as [25].
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Rr =
2π

3
Z0

(
leff
λ

)2

(1.11)

where Z0 =
√
µ0/ε0 ≈ 120π is the impedance of free space and leff is the effective electrical

length of the dipole antenna. [25] also gives the gain pattern of a short dipole as

G(θ, φ) =
3

2
sin2(θ) (1.12)

The factor of sin2(θ) comes from the fact that for a short dipole, the induced voltage from a

current from a particular direction is projected with a basic sin(θ) dependence. The power in the

resultant Poynting vector will then be proportional to sin2(θ). As the length of a dipole increases,

the antenna becomes inductive, and reaches a resonance at a length of λ/2. This will change the

radiation resistance Rr and the antenna’s gain pattern G(θ, φ), making it more directional, with

increased sensitivity to radiation coming in perpendicular to the antenna’s polarization.

The actual voltage recorded by an antenna on a spacecraft is affected by the impedance of

the receiver along with the stray/base impedance of the antenna base, amplifier, and connector

cables. A shortened antenna will exhibit a capacitively reactive impedance, yielding a negative

X reactance value, indicating that we need to add inductive reactance to cancel this capacitive

reactance. This impedance matching process allows the accurate recording of the voltage that

is proportional to the incoming brightness or current. Imperfections in this matching can reduce

the gain in a receiver. This effect can be quantified with Γ = | Zs

Za+Zs
| for antenna impedance Za

and stray impedance Zs. A given inductor unit’s performance varies over frequency, leading to

a frequency dependence in the gain parameter. This makes the effective received voltage power

spectral density V 2
r
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V 2
r =

∣∣∣∣ Zs
Za + Zs

∣∣∣∣2V 2
f ≡ Γ2V 2

f (1.13)

All the electronics in the receiver produce noise, depending on the hardware itself as well

as the impedance of the antenna connected to it. This can be represented with a voltage term

V 2
noise = |ZI2

noise| that can also be conceptualized as a current source Inoise. This means that the

overall voltage recorded will be

V 2
r = V 2

noise + Γ2V 2
f (1.14)

Combining all these equations allows us to predict the induced voltage for a constant sky bright-

ness Bf , as it is for the galactic brightness at low frequencies, the response of a short dipole would

be

V 2
r = V 2

noise + Γ22Rr

∫ 2π

0

∫ π

0

B(θ, φ)
λ2

4π
G(θ, φ) sin(θ)dθdφ (1.15)

= V 2
noise + Γ22Rr

λ2

4π
Bf

3

2

∫ 2π

0

∫ π

0

sin3(θ)dθdφ (1.16)

= V 2
noise + Γ22Rr

λ2

4π
Bf

3

2

8π

3
(1.17)

= V 2
noise + Γ22

2π

3
Z0

(
leff
λ

)2
λ2

4π
Bf

3

2

8π

3
(1.18)

= V 2
noise +

4π

3
Z0Γ2l2effBf (1.19)

which matches the expression used in [26] to calibrate S/WAVES.
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1.1.2 Radio Interferometry

Radio interferometry is the act of combining the signals from different radio antenna to estimate

the sky brightness pattern of a given frequency. The mathematics and theory of this field has been

fleshed out in classic textbooks such as Thompson et al.’s Interferometry and Synthesis in Radio

Astronomy [2]. Stated informally, the basic insight to understand is that for a group of antennas,

the cross correlation of any pair of antennas will yield the information of a single 2D Fourier

coefficient of the sky brightness pattern. The exact spatial 2D wave that is sampled depends on

the separation between the given pair of radio receivers in units of wavelength of the observing

frequency. The further apart the receivers are in a certain coordinate system oriented towards the

imaging target, the higher the spatial frequency sample will be provided, giving higher resolution

details at small scales. Conversely, the closer a pair of receivers are in that same reference frame,

the lower the spatial frequency sampled, yielding larger scale structure information at a lower

resolution.

This can intuitively be thought of as an extension of the regular resolution formula for optical

observations:

ΘHPBW ≈ 1.22
λ

D
(1.20)

For a observing dish of size D meters, and an observing wavelength of λ, ΘHPBW is the angular

size of the Half Power Beam Width, defining the resolution on the sky. For radio interferometry,

the furthest distance between any two receivers in an array defines its resolution, taking the place

of D in Equation 1.1. The actual mathematics for radio interferometry are a little more involved,

as we are attempting to synthesize a fraction of a full aperture with only scattered points across a

mostly empty area. This process is also called aperture synthesis.
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The two-dimensional Fourier transform between f(l,m) and F (u, v) can be written

F (u, v) =

∫ ∞
−∞

∫ ∞
−∞

f(l,m) exp−j2π(ul+vm) dldm (1.21)

f(l,m) =

∫ ∞
−∞

∫ ∞
−∞

F (u, v) expj2π(ul+vm) dudv (1.22)

If l and m are in radians, then u and v are in units of cycles/radian. We write symbolically

f(l,m)←→ F (u, v) (1.23)

The 3D coordinate system used is called the (u, v, w) frame. This is simply an (x, y, z)/λ

frame, naturalized to the observing wavelength, done in an idealized spectral 0 bandwidth frame-

work. This frame is showed in Figure 1.2. An arbitrary point in the sky is deemed the phase center,

to which the z, or w, axis of the frame is pointed. The sky brightness pattern around the source

under observation is I(l,m), where (l,m, n) are the direction cosines from the (u, v, w) coordinate

system. This leads to a natural origin of (0, 0) at the phase center. The antenna baseline vector,

measured in wavelengths, has length Dλ and components (u, v, w) = (∆x,∆y,∆z)/λ.

This separation of a pair of antenna (u, v, w) is called a baseline. After adding a phase lag for

propagation effects, one correlates the signals to get the Fourier sample, called a visibility. One can

obtain this visibility either by first cross correlating the analog signals and then Fourier transform-

ing the resulting distribution (called XF correlation), or by first Fourier transforming the signal and

then multiplying the corresponding channels (called FX correlation). Digital signal processing and

the Fast Fourier Transform (FFT) have made it easy to do FX correlation, as the cross correlation

(X). step in Fourier space is merely a multiplication of each pair of Fourier Coefficients. However

it is done, the resulting visibility data, can then be inverse Fourier transformed into a dirty image at

each frequency. One can use also fit the visibility data directly to various shapes of emission using

an iterative algorithm to hone in on parameters of the shape. Both of these techniques are used and
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Figure 1.2: Taken from Thompson[2], this diagram shows the standard (u, v, w) reference frame
used when observing the sky with a radio interferometer. An arbitrary point in the sky is deemed
the phase center, to which the z, or w, axis of the frame is pointed. The sky brightness pattern
around the source under observation is I(l,m), where (l, m, n) are the direction cosines from
the (u, v, w) coordinate system. This leads to a natural origin of (0, 0) at the phase center. The
antenna baseline vector, measured in wavelengths, has length Dλ and components (u, v, w) =
(∆x,∆y,∆z)/λ .

discussed in depth in Chapter 4.

For a planar array observing small field of view on the celestial sphere, one can use a 2D ap-

proximation, relating a visibility V with baseline (u, v, w = 0), sky brightness pattern Iν(l,m), and

normalized antenna primary beam pattern Aν(l,m) with a relation that is essentially a 2D Fourier

transform. This result relating the 2D visibility function, also known as the mutual coherence be-

tween 2 antenna, to the Fourier transform of the sky Intensity pattern I(l,m) is known as the van

Cittert-Zernike theorem [2].

Vν(u, v) =

∫ ∫
Aν(l,m)Iν(l,m)√

1− l2 −m2
e−2πi(ul+vm)dldm (1.24)
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The full 3-D interferometry equation that relates a visibility V with baseline (u, v, w) and sky

brightness pattern I(l,m) is

Vν(u, v, w) =

∫ ∫
Aν(l,m)Iν(l,m)√

1− l2 −m2
e−2πi(ul+vm+w(n−1))dldm (1.25)

This notation is standard and has been fine so far because ground based telescopes always have

half of their collecting area towards the ground, so every (l,m) pair corresponds to a single point

in the sky and assumes a positive n coordinate. In space there is nothing blocking the antenna, so

this expression falls short since there are 2 points on the sky with the same (l,m) coordinates, with

opposite n coordinates. For this reason it is necessary to integrate over n as well, seen below where

n′ = n− 1 is a helper variable to rewrite it as a 3D Fourier transform.

Vν(u, v, w) =

∫ ∫ ∫
Aν(l,m)Iν(l,m)√

1− l2 −m2
δ(
√

1− l2 −m2 − n′ − 1)e−2πi(ul+vm+wn′)dldmdn′

(1.26)

=

∫ 0

−1

∫ 1

−1

∫ 1

−1

Aν(l,m)Iν(l,m)√
1− l2 −m2

e−2πi(ul+vm+wn′)δ(
√

1− l2 −m2 − n′ − 1)dldmdn′

+

∫ −1

−2

∫ 1

−1

∫ 1

−1

Aν(l,m)Iν(l,m)√
1− l2 −m2

e−2πi(ul+vm+wn′)δ(
√

1− l2 −m2 + n′ + 1)dldmdn′

(1.27)

The integrals in the final line are constructed to cover both halves of the celestial sphere, with

n ∈ [0, 1] ≡ n′ ∈ [−1, 0] in the first integral and with n ∈ [−1, 0] ≡ n′ ∈ [−2,−1] in the second

integral.
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CHAPTER 2

Designing a Space Based Array

In this chapter I analyze existing technology and simulate possible work flows to find the best

hardware and data processing strategies for the position solving and correlation steps of space

based radio arrays at various scales. I will assume these arrays are composed of many free flying

spacecraft, and accurate knowledge of their relative positions is necessary for proper data analysis.

Alternatively, we may have a radio array on the Lunar surface, where positional uncertainty is

not a problem with a static array configuration, in which case the noise budget remains similar in

principle with any ground based array. This topic will be investigated in Chapter 6. For now, I will

assume free flying spacecraft that constantly updating positional awareness, either by using signals

from existing Global Navigation Satellite System (GNSS) satellites in the case of SunRISE [27],

or cross spacecraft ranging in the case of RELIC [28].

In this spacecraft ranging scenario, each spacecraft must emit a homing signal to its neighbours

to keep each other updated to every ship’s position. This system is not reliant on being near GPS

satellites, so it is likely the best strategy for an array located further than a few Earth radii. In

either case, each individual spacecraft may record data that can be used to solve for precise orbit

determination (POD) solutions to determine the relative propagation delays between each space-

craft pair. Any errors in the position are translated into phase error of the complex correlation data

following the equations laid out in the last chapter. The acceptable limits of error in position before

harming the localization of the radio array are tested, using localization performance of SunRISE

as a test case. This work help sets requirements for future space based arrays, particularly the
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quality of GNSS signal/ranging signal needed on each spacecraft as well as correlator capabilities.

It is found that there are several feasible hardware and software combinations available today that

could constitute a space based array, and recommendations are provided on which combinations

would be well suited for various correlation strategies.

Synthetic aperture interferometers in space would have a variety of applications, from atmo-

spheric sounding, to tracking particle acceleration by imaging the radio emission associated with

coronal mass ejections in the inner heliosphere [29] [27], to imaging distant radio galaxies en-

abling the determination of magnetic fields and astrometric measurements [28], and studying mag-

netospheric emission from extrasolar planets. Studying the magnetospheres of both solar system

planets and extrasolar planets was a topic that was mentioned multiple times at the recent Plan-

etary Sciences Vision 2050 workshop [30]. Space-based radio arrays will operate above Earth’s

ionosphere, opening a new window (<10 MHz radio) to study the physical processes previously

blocked for ground based radio arrays.

A key aspect of any synthetic aperture is the correlator, which is responsible for forming the

synthetic aperture by appropriate combination of the signals from the individual antennas. JPL

and the University of Michigan have teamed on two space based synthetic aperture concepts, the

Geostationary Synthetic Thinned Aperture Radiometer III (GeoSTAR-III) [31] and the Sun Radio

Imaging Space Experiment (SunRISE) [27], which took very different approaches to their corre-

lators. GeoSTAR-III envisioned correlating signals in space while SunRISE proposes to downlink

all of the data and correlate on the ground. GeoSTAR-III is a set of relatively small antennas

that could all be mounted on a single spacecraft bus. Such an approach would not be feasible for

constellation of free-flying spacecraft for which the antennas are large nor would it be feasible for

future, larger synthetic apertures. Moreover, it is not clear if the SunRISE approach (downlinking

all data to the ground) would be feasible for future larger arrays, necessitating on-board correlation.

The objectives of this Chapter are to:

1. Establish the feasibility of on-board correlation for space-based radio arrays.

2. Develop a model for a space based correlator, including the geometric, instrumental, and
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propagation delays between each spacecraft pair.

3. Determine the breakpoints between the different approaches of correlation for space-based

radio arrays with a particular focus on how to implement correlators for constellations of

free-flying spacecraft.

Much of this chapter is taken from [32]. ©2019 IEEE. Reprinted, with permission, from

Hegedus et al., Correlators for Synthetic Apertures in Space, 2019 IEEE Aerospace Conference.

Figure 2.1: 3 Strategies of Correlation: Distributed-Mothership (DM), Distributed-Earth (DE),
Multiple Antenna (MA)

Table 2.1: Data Processing and Transmission Steps over Correlation strategies

Time Flows ↓ Strategy DM Strategy DE Strategy MA

Daughtership
Calculations

O(N log N) multiplies for FT O(N log N) multiplies for FT Send data from connected antennas
parallel across each spacecraft parallel across each spacecraft to Central Processor O(SC*50MHz)

Send Data to mothership Send data to ground

Mothership
Calculations

Receive B frequency channels
for each S/C

Receive raw data
for each S/C

Optional: Correlate
O(SC2*B) data * O(SC*N log N) multiplies for FTs

Transmit visibilities to ground Correlate O(SC2*B) data
Transmit visibilities to ground

Ground
Calculations

Receive O(SC2*B) visibilities Receive SC*B Fourier channels Receive O(SC2*B) visibilities
Correlate O(SC2*B) data

An outline of the Chapter is as follows: in Section 1 we describe various correlation strategies,

in Section 2 we describe how we model space based correlators, including the positional uncer-

tainty from localization imperfections. We showcase our end to end model for SunRISE to see how
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performance degrades as the error increases. In section 3 we examine different hardware options

for space based correlation, finding space ready options well suited for different correlation styles.

In section 4 we break down the communication costs of different bands and correlation strategies

for various sized arrays and comment on when switching correlation strategies is cost effective.

Past work in conceptualizing different space based correlator options has been done recently,

including work from 2013 by a Dutch group lead by Rajan [33] [34]. [33] was a in depth overview

describing different correlator styles, including XF, FX, and HFX and their computational require-

ments. This classification is similar to ours in section 2, though we describe fewer categories and

focus on FX correlation. [34] focuses on the synchronization requirements for a space based corre-

lator, solving for the clock jitter requirements for a given SNR. They also provide a table of space

qualified clocks and their masses and power needs. Both of these papers are focused on advancing

the Orbiting Low Frequency Antenna Array (OLFAR) array concept [35].

The novelty in this paper is that we provide a list of processors for doing the correlation process,

along with relevant space based parameters. We provide recommendations as to which processors

are well suited to which correlation styles. We also compare different communication bands and

their effect on data transmission prices to provide a larger trade study to determine when different

correlation and transmission styles become optimal. We also use an end to end pipeline to test

how much clock errors affect the localization performance of the array. As seen in section 2, the

dominating source of error is the GNSS localization, which is typically in the nanoseconds, while

clock jitter is in the picoseconds.

2.1 Correlation Strategies

Radio arrays consist of a constellation of individual radio receivers. Each receiver pair in the

constellation forms a Fourier component of the radio brightness in the sky, the visibility, in standard

notation, V (u, v, w; ν, t) = F [I(l,m; ν, t)], where (l,m) are angular displacements on the sky, the

spacecraft separations are measured in wavelengths (u, v, w) = (∆x/λ,∆y/λ,∆z/λ) [2]. The
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visibility data V are functions of both time t and frequency , and F(·) indicates a Fourier transform

(FT). A correlator involves 2 computational steps, the Fourier Transform (the ‘F’ portion), and a

cross correlation step (the ‘X’ portion). They can be done either order, but digital signal processing

has made it easy to do FX correlation, as the X step in Fourier space is merely a multiplication of

each pair of Fourier Coefficients. The FX correlator returns samples of the visibility data, which is

then inverse Fourier transformed into a dirty image at each frequency.

Figure 2.2: Flowchart Showing the Correlation Process for Space Based Array SunRISE

We focus our study to three options for the correlation of radio signals for space-based arrays,

illustrated in Figure 2.1. They will be referred to as Distributed-Mothership (DM), Distributed-

Earth (DE), and Multiple Antenna (MA). Distributed-Mothership (DM): Each spacecraft computes

the first portion of correlation, the Fast Fourier Transform, individually. This data is then sent to a

single spacecraft, which then may or may not perform the cross-multiplication, which is typically

less demanding than the FT step. The resulting output is downlinked to Earth with a higher quality

mothership antenna. Distributed-Earth (DE): The correlator is implemented partially in space and
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partially on the ground. Each spacecraft individually computes the Fast Fourier portion and then

transmits this data to the ground. The data is cross-correlated on the ground. Multiple Antenna

(MA): All of the correlator is implemented in space on a single spacecraft. Raw data from each

antenna is sent to a central processor, which then computes the Fast Fourier transform portion and

cross-multiplication of correlation.

The data processing and transmission steps that each strategy takes is detailed in Table 2.1. N

is the number of samples per duty cycle, and is assumed to be 32,768 in this paper. This study

assumes 64 frequency channels will be used per duty cycle out of a 4096 Polyphase Filterbank

(PFB) are being transmitted for each spacecraft [36]. A PFB is a common alteration to a FT

to decrease leakage of the signal across channels, and takes multiple samples per channel. We

assume a factor of 4 to arrive at 32768 samples in total. SC is the number of individual receivers;

assumed to be 1 per spacecraft in correlation strategies DM and DE, but multiple antenna for a

single spacecraft in correlation strategy MA.

A critical issue for the correlator of any synthetic aperture is to have accurate positions for

the individual antennas so as to be able to combine the signals from the individual antennas in

phase. This issue is mitigated for a ground-based system, for which there are well-developed tech-

niques for determining antenna positions referenced to the geoid, or a GeoSTAR-III like spacecraft

employing correlation strategy MA, in which the antennas are mounted to a boom and remain rel-

atively stable. This strategy is ideal for higher radio frequencies such as GeoSTAR-III’s 153-180

GHz band. The stability the spacecraft provides ensures that the antenna separations are known to

a high precision needed for the short observing wavelengths. This strategy cannot be used for low

frequency radio interferometry (<10 MHz) where the wavelengths are meters to kilometers, so to

get acceptable resolution the receivers must distributed in a free flying constellation (strategies DM

and DE).

For free-flying spacecraft in a synthetic aperture, the positions of the individual antennas need

to be determined continuously. GNSS-based precise orbit determination (POD) offers a potential

solution to do that determination, but it requires that the correlator for the array is capable of in-
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gesting such POD solutions to produce cross correlated visibility products. Receivers on board

each spacecraft may record the radio emission and GNSS signals, keeping track of the time stamps

of the arrival of the radio signals from which the relative propagation delays will be determined

for correlation. Specifically, spacecraft can record carrier phase and pseudo-range data from any

GNSS satellites they can see (usually at least 2, from GEO graveyard orbits, per SunRISE analy-

ses). There are 2 levels of GPS solutions for space based radio arrays. One is to have Real Time

Gipsy (RTGx) running on all of the spacecraft, this gives an approximate location to within 22 ns

that is good enough to synchronize the taking of data between the duty cycles of all the spacecraft

[37].

The next level is using GIPSY/OASIS-II (GOA-II) software, or its modern iteration GipsyX,

to do post processing on the GNSS data to solve for even more precise locations down to 2

nanoseconds. Intense testing of this stage of processing was outside the scope of this report, but it

has been demonstrated that RTGx can easily run on a Zynq 7020 FPGA. For array setups involving

a mothership doing correlation on board, we will assume such a CPU is available for this further

reduction of GNSS data to usable POD solutions.

2 nanoseconds corresponds to about 60 cm of positional uncertainty. This is because the signal

they are getting from GNSS satellites is coming from a weaker sidelobe, and even with four Haigh-

Farr COSMIC radio occultation antennas to pick up the signal, we can achieve better results on

the ground with the full strength of the GNSS transponders. With 14 days worth of ground based

data, the 3D rms positional error from GOA-II is 2.5 cm for GPS satellites, and 5 cm with 2 hours

of data [38].

2.2 Modeling a Space Based Correlator

Cross-correlation of the radio signals enables a coherent combination of the signals forming a syn-

thetic aperture. A correlator for a space based free flying radio array must be capable of ingesting

GPS-derived antenna position and timing solutions to correctly produce the cross product visibility
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Figure 2.3: Realistic Localization Performance of 4, 5, and 6 Spacecraft in the SunRISE Array
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data. Our model for space-based correlation is based on ground-based correlators, but with con-

tinuous updating of the receiver’s relative positions. The model describes the spacecraft signals

and computes phase delays, outputting the radio visibilities. The visibility data can then be Fourier

inverted to form an image. We have built a version of this correlator pipeline, which takes in a

GOA-II pos goa file and correctly delays the incoming DH radio data to add it coherently across

the entire array.

Uncertainties in the GNSS-derived POD and timing solutions could introduce phase errors in

the cross-correlated signals, and, if not modeled accurately, they would introduce distortions in the

final image, potentially shifting or distorting the apparent location of the radio emission. Imaging

analysis of the performance was done to determine if GPS POD solutions of various qualities can

be used to do successful correlation. This process is shown in Figure 2.2, with a specific focus

on implementation for the 6 spacecraft SunRISE array employing correlation strategy DE. The

process begins with a Fourier Transform (F step) of each of the antenna’s data, followed by a

frequency dependent phase shift calculated from the projected distances between receivers. Each

Fourier coefficient is then pairwise multiplied (X step) to obtain the radio visibility data. This

model for space based correlation takes in Earth Centered Earth Fixed (ECEF) coordinates, along

with a target in the sky and computes the necessary phase delays to correctly correlate the data.

The data is then sent off for imaging and analysis, which for SunRISE is described more in [39].

For the correlation strategy MA, the data processing & transmission reduces to that of strat-

egy DM, only with a rigid formation of receivers and all processing already internal to a single

spacecraft.

Table 2.2: List of Possible Hardware Options for doing Correlation Processing for Space Based
Radio Arrays.

Processor type Clock Speed
Max Multiplies/

50 MHz clock cycle
Power

Needed (W)
Total Ionizing Dose

(TID) kRad
FX Correlation

for 50 Spacecraft?
Zynq 7020

CubeSat Space Processor 667 MHz 2900 2 30 Yes
Virtex-5QV 360 MHz 2300 6 1000 Yes
Zynq 7100

CubeSat Space Processor 667 MHz 26000 9.5 30 Yes
Cubic Aerospace GPU 2 GHz 4000 <25 30 Yes
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(a) 4 Spacecraft over a range of Phase Errors (b) 5 Spacecraft over a range of Phase Errors

(c) 6 Spacecraft over a range of Phase Errors

Figure 2.4: Localization Performance as a Function of Positional Uncertainty and Dis-
tance/Frequency. The color scale is maxed out at a normalized error of 1.0, so anything 1.0 and
above will show up as red, which means there is too much error to meet the array’s specified
localization performance.

.
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A conversion from the ECEF frame (the native frame for GNSS localizations) to the Earth

Centered Inertial (ECI) frame must be done. This is a standard calculation and has been imple-

mented in python [40]. Once in the ECI frame, it is a simple manner to rotate the axes so that the

z direction is pointing towards the source the array is trying to image, given by an ephemeris of

the target. The separations in this new z axis are important to note, as they must be treated as the

propagation delays that allow coherent adding throughout the array. Any errors or uncertainties

in the new z direction are translated into frequency dependent phase errors of the visibility data,

where the same error (measured in seconds of light travel time) will affect the data more at higher

frequencies with lower wavelengths, because the error is a larger fraction of the wavelength. This

error is typically more consequential in strategies DM and DE, as the relative uncertainties are a

larger fraction of the wavelength than for high frequency static arrays employing strategy MA like

GeoSTAR-III.

The signals are then cross correlated in unique pairs to create the visibilities. We have used

the SunRISE science pipeline as a test case, imaging Gaussian sources in the sky to act as the

data behind the radio visibility data. This pipeline will be examined in more detail in Chapter 4,

but we use it here as a stand in for an arbitrary array to show why this modeling is required in

the first place. Figure 2.3 shows localization performance of the SunRISE array in 7 frequencies

throughout its observing band, including realistic thermal noise and phase noise from positional

uncertainty. The localization performance of SunRISE is compared to its requirements of 1/3 the

width of a Coronal Mass Ejection at various solar distances and corresponding frequencies. The

model developed for space based correlation was used here, taking in GNSS data along with the

associated errors in spacecraft position. This positional error affects higher frequencies more due to

their small wavelengths, thus introducing more phase error, seen here as a decrease in performance

for 15 MHz compared to the overall trend. The averages and error bars reflect the distribution of 80

trials in localizing a Gaussian in the sky over constellation orbital phase and location of the burst

in the sky.

GipsyX post processing on the ground gets the position error down to about 2 nanoseconds
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(0.6 m). Performance is shown relative to the size of Coronal Mass Ejections at that frequency, and

1/3 of that size is set as SunRISE’s requirement. Figure 2.3 shows the fact that even if SunRISE

loses 1 or 2 spacecraft, it can meet baseline requirements. More details on the SunRISE imaging

process may be found in [39].

Figure 2.4 shows results of similar simulations where the positional error has been varied.

Heatmap plots are normalized to the baseline requirements, illustrating how much positional error

can be tolerated by a 4, 5, or 6 spacecraft array. The distance in solar radii corresponds to the same

frequency scale of 15 - 0.25 MHz in Figure 2.3. Plots like this can be used to help define positional

accuracy requirements for future free flying space based radio arrays.

2.3 Mapping the Trade Space of Space Based Radio Array Hard-

ware

We have examined several current hardware setups and found that many options have the capability

to do all the signal processing for the FX correlation of a 50 antenna array, as seen in Table 2.2.

We have computed the number of multiplies and adds each operation takes, and taken into account

clock speeds and number of digital signal processing blocks to verify the hardware in question is

suitable for correlation. We assume a 50 MHz antenna sampler to get a maximum frequency of 25

MHz. Anything higher than this is more easily and cheaply done on the ground. Most FGPAs and

GPUs run at a higher speed than this, so it may do several iterations of operations for every sample

of data that comes in, allowing better than real time processing for many spacecraft. Table 2.2 also

includes approximate power usage rates, given by Xilinx Power Estimators for the various FPGAs

[41] [42], and taken from a Technical Specifications Sheet for the GPU [43].

The Virtex-5QV FPGA is especially radiation hard, using a special wafer manufacturing pro-

cess to increase its protection against latch up in the event of high energy particle bombardment. It

has single event latch up immunity for radiation up to 100 MeV·cm2/mg, in addition to having the

highest Total Ionizing Dose (TID) tolerace. This translates to a Single-event functional interrupt in
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a GEO 36,000 km orbit of 2.76E-07 upsets/device/day. These properties mean that the Virtex-5QV

may be useful for longer term missions, or for a mothership processor that would be safe even if

it lost a couple daughterships with more radiation soft processors. The Zynq 7020 and 7100 are

good candidates for processors for shorter term missions, or for correlation strategies that involve

disposable daughterships doing parts of their own signal processing. The Cubic Aerospace GPU

requires a bit more power than the FPGAs but in turn gains flexibility of operations. This hardware

could be used in spacecraft with many components that require processing for many subsystems,

not just simple signal processing.

Table 2.3: Data Rates, Hours to Transmit Data/Week, and Yearly Total Cost of 6 and 8 Spacecraft
Arrays over DSN Bands

Property/Observing Band X Band Regular Ka Band Near Earth Ka Band
Downlink Frequency 8.4 GHz 26 GHz 26 GHz
Equivalent Data Rate 2 Mbps 10 Mbps 150 Mbps

DE Hours to Transmit 6 SC 10 hours (2 x 3 MSPA) * *
DM Hours to Transmit
6 SC Space Correlation 75 hours 15 hours 1 hour
DM Hours to Transmit

6 SC Ground Correlation 30 hours 6 hours 0.4 hours
DE Total 1 Year Price 6 SC $9627624 * *

DM Total 1 Year Price
6 SC Space Correlation $26244956 $13249012 $10216632
DM Total 1 Year Price

6 SC Ground Correlation $16497972 $11299636 $10086684
DE Hours to Transmit 8 SC 10 hours (2 x 4 MSPA) * *

DM Hours to Transmit
8 SC Space Correlation 138 hours 28 hours 2 hour
DM Hours to Transmit

8 SC Ground Correlation 40 hours 8 hours 0.5 hours
DE Total 1 Year Price 8 SC $12836832 * *

DM Total 1 Year Price
8 SC Space Correlation $42323852 $18064812 $12404352
DM Total 1 Year Price

8 SC Ground Correlation $20663980 $13732796 $12115544
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2.4 A Crossover in Optimal Correlation Strategies

We have examined the trade off between DE and DM (breaking DM into correlating in space

vs correlating on the ground) as we increase the number of spacecraft. By spending more on a

more powerful mothership, one may allocate a better communication antenna to communicate at

a faster rate with the ground. A compiled list of Deep Space Network (DSN) frequencies and

corresponding data rates is shown in Table 2.3 [44]. In calculating hours to transmit the data, an

optimal setup of Multiple Spacecraft Per Antenna (MSPA) is assumed for the DE strategy. Doing

MSPA allows data capture of multiple spacecraft for half the usual rate, for up to 4 simultaneous

connections at twice the base cost. For instance, with 6 spacecraft, an MSPA of 3 is used, and for

multiples of 4, an MSPA of 4 is used. As an example for the trade study, we have assumed a 1

year mission, using the DSN catalogue’s pricing formulas for weekly data downloads with 100%

margin on transmission time. GNSS data is on the order of 10% the volume of the DH radio data,

and is assumed to be taken care of with the transmission margin. The basic form of the equation is

shown below.

AF = RB

[
AW

(
0.9 +

FC
10

)]
(2.1)

AF here is the hourly Aperture Fee, RB is the flat hourly rate ($1037 for FY2010), AW is the

aperture weighting (4 for the 70 m dishes), and FC is the number of station contacts per week.

The price of daughterships is assumed to be 1 million dollars each, and only has a less expensive

X band transmission antenna. A mothership with a better Ka band antenna is assumed to be 5

million dollars. The DSN Ka band has the capacity to do a 150 Mbps downlink at near Earth

distances, but can only do 10 Mbps at further distances (such as for Lunar orbiting arrays). A

given constellation is assumed to have only 1 mothership that does the data transmission and/or

the correlation. The only items included in the total cost summation are the data transmission and

the costs of the spacecraft. We publish the options of 6 and 8 spacecraft, showcasing a shift in

optimal strategy for the assumed baseline costs and bandwidths. The most cost effective strategy
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for 6 spacecraft and below is to apply the Distributed-Earth (DE) strategy. Above 6 spacecraft

and 64 channels, the most cost effective strategy is to apply the Distributed-Mothership (DM)

strategy with Near Earth Ka band to transmit Fourier data, where correlation is done on the ground

to minimize data transmission costs. If the data is correlated pre-transfer, the data transmitted

goes from from O(N) Fourier data for N spacecraft to O(N(N-1)/2) cross correlated visibilities, an

unnecessary increase for no additional information that can’t be cheaply extracted on the ground

post-transfer. This crossover in price is seen in Table 2.3.

2.5 Trade Study Conclusions

All the pieces for space based radio interferometers are finally coming together, decades after they

were first conceived of. Low cost smallsat parts along with ever smaller, more powerful computers

have enabled the design process to proceed in earnest. The results of this paper contribute to the

enabling of such arrays, sketching out different strategies and hardware that may be used. Multiple

space qualified processor options were found that could do FX correlation for 50 spacecraft with a

duty cycle of 32768 50 MHz samples every 100 ms. Simulated arrays were run with a range of er-

rors in positional accuracy of individual spacecraft to demonstrate how acceptable error limits may

be set depending on the various mission specific parameters such as signal strength and number of

spacecraft. Much of the software and analysis done here is applicable to SunRISE, a University

of Michigan and JPL led effort to create the first low frequency space based interferometer with

the target of imaging solar radio bursts. The analysis done here also looks further to the future,

finding hardware and software combinations that will enable even larger and more powerful ar-

rays. We find that for arrays larger than a certain number (6 for our simple spacecraft cost model),

the most cost effective strategy with DSN communication switches from every ship transmitting

it’s own data to the ground, to having a mothership with a more powerful Ka-band transmission

antenna sending every ship’s data down for ground based correlation. These price analyses provide

a starting point for making informed design choices of larger future arrays.

30



CHAPTER 3

Solar Physics for Radio Emission

3.1 Solar Energetic Particles

Solar Energetic Particles (SEP) are space weather events that can have a range of harmful effects

on Earth, from reducing GPS accuracy, to causing widespread blackouts. They are also potentially

dangerous to astronauts or robots outside Earth’s protective atmosphere. That same atmosphere

also constrains us from viewing telltale signatures of SEPs in the lowest frequencies below 15

MHz. SEP events give off bright radiation further from the sun, scaling down with the local plasma

frequency as the SEPs travel outward. In this range, we can see what are called type II and III solar

radio bursts. These two types of bursts also nicely correspond to the main types of SEP events:

gradual and impulsive, as reviewed in [45]. The local plasma frequency is only dependent on the

density of electrons ne, and so these accelerated particles mark a trail down through frequency

space as they soar out from the Sun. The full formula for the local plasma frequency ωpe is shown

in Equation 3.1.

ωpe =

√
nee2

meε0
= 8.98kHz

√
ne/cm3 (3.1)

In Equation 3.1 above, the elementary charge of an electron e, the mass of an electron me and

the permittivity of free space ε0 are all constants. SEPs are the main reason why it’s important for us

to fully understand the radio bursts associated with them, giving us an important and bright target
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Figure 3.1: SOHO C2 coronagraph image of a 2005 ”Halo” CME that is headed towards Earth.
This event was associated with a sustained type II burst, seen in Figure 3.6.

to image in the low frequency sky. As mentioned before, SEPs and their origin and transport are the

major scientific motivators for SunRISE. Figure 3.1 shows a 2005 Coronal Mass Ejection (CME).

CMEs are thought to be major source of SEPs. This particular CME was radio loud for over 24

hours and has been extensively modeled, as the next couple chapters will reveal.

3.2 Type II Bursts and Gradual SEP Events

Gradual SEP events make up the majority of SEPs seen at Earth, and are generated around shock

waves from CMEs that are violently ejected from the sun. There are large eruptions of hot plasma

creating a shockwave that can significantly impact the magnetic field structure of the surrounding

environment. Type II bursts are associated with all strong gradual SEP events, and the frequency

profile of the burst generally traces the height of the CME as it moves through the heliosphere,

shocking the local plasma, and accelerating some of the downstream plasma to create SEPs. As

reported by Winter et al. in [46], every single SEP event seen by Wind WAVES from 2010-2013

with a peak ≥10 MeV flux above 15 protons cm2s1sr−1 are associated with a type II burst and
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Figure 3.2: Radio Spectral Data from Wind/WAVES. Type II and III bursts are identified by their
speeds of descent in frequency. Type II bursts follow along shockwaves moving out from the Sun,
and descend slowly, while type III bursts follow a fast electron jet that descends far more quickly
due to the higher speed of the jet.
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virtually all SEP events, 92%, are also associated with a type III radio burst. Type III radio bursts

that occur along with a Decametric-Hecametric (DH) type II burst are shown to be an important

diagnostic that can be used to forecast SEP events. Type II and III bursts recorded by Wind WAVES

are shown in Figure 3.2 in the 100 kHz to 10s of MHz range, though type III bursts can have a

starting frequency higher than that [5].

They are thought to have their origin in Coronal Mass Ejections (CMEs). [47] shows a statisti-

cal analysis of type II bursts seen by the Wind WAVES instrument from 1997 to 2003. They show

that they show a bandwidth to frequency to ratio (BFR) of between 0.1 - 0.4 in the frequency range

0.03 to 14 MHz of the RAD1 and RAD2 antennas.

The exact nature of the association of SEP events with CMEs and Type IIs are unknown in many

respects. Basic questions about where in the geometry of the CME particles are being accelerated

from perhaps one of the largest outstanding issues. There are a few classes of theories: the first

one is acceleration at the shock front of the CME, described in [48] [49] [50], second is SEP

generation with CME expansion and acceleration in the low corona [51], third is acceleration

happening below the flux rope, at the current sheet [52] [53], and finally fourth is the possibility

that a non-local acceleration is happening all occurring diffusely over a broad region as coronal

plasma is diverted and compressed by the expanding filament [54].

3.3 Type III Bursts and Impulsive SEP Events

Impulsive SEP events are more numerous than gradual events, but overall create fewer energetic

particles. Impulsive events are short lived bursts travelling quickly outward from a flare or jet on

the surface of the Sun. These impulsive events are associated with type III bursts that also trace

out the plasma frequency of the local plasma as they move outward, though they are far steeper

in frequency as the electrons released from the jets are moving faster than the typical CME. A

spectrum with an example of a type II and III burst can be seen in Figure 3.2. Due to their common

nature, plenty of statistical studies have been done on type III bursts, characterizing their burst
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Figure 3.3: This plot from Leblanc et al. [3] shows the relationship between local electron den-
sity, local plasma frequency, and distance from the Sun. Each X is a distance-frequency fit of a
frequency channel from 1 of 11 type III events. The line is the average fit of the electron density
model.

duration, frequency drift rate, source flux, and more [5].

A famous paper from Leblanc et al. [3] traces the path of type III bursts through the heliosphere

to 1 Astronomical Unit (1 AU is 1.496·108 kilometers) to create a model of the electron density

in the central plane of the Sun. Figure 3.3, taken from [3], offers an intuitive way to see the

relationship between distance from the Sun, and decreasing electron density and plasma frequency.

There has also been some appreciation recently of the high structure in time and frequency

structure of these bursts, even past the normal variability expected from a faster drift rate. Figure

3.4 shows a set of spectra from LOFAR, a ground based low frequency array. With LOFAR’s high
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Figure 3.4: Taken from [4] this figure shows a fine time and frequency resolution spectra on a type
III burst. Panel b zooms into the box on panel a; one can see the fine structure originating from the
turbulent transport of the plasma.

time and frequency resolution, they see the fine structure of type III bursts, thought to originate

from the turbulent transport of the plasma.

3.4 Current Theories

The prevailing physical theory for these radio bursts is the plasma emission mechanism, first put

forward in 1958 by Ginzburg and Zhelezniakov [55]. The theory has been refined by them and

many others over the years, as reviewed by Melrose in [6] and references therein. The basic idea

is that the radio bursts are created in a multi-step process that starts with an electron beam, or

a subpopulation of electrons that are much faster than their neighbors. In the case of impulsive

SEP events, the jettisoned material itself is the beam, while for gradual SEP events, the beam is

formed by acceleration of particles at a fast, strong CME driven shock. The fast Fermi model of

acceleration is where the shockwave in the plasma reflects the incoming protons and electrons [56].

This leads to the formation of an electron beam upstream of the shock due to the fact that there is

a minimum escape speed that is needed to move past the shock front. This imposes a sharp feature

in the electron velocity distribution function that nature wants to smooth out.
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Figure 3.5: Taken from [5], adapted from [6], this flowchart describes the plasma emission mech-
anism, the widely accepted theory of radio burst generation given an electron beam either from
energized particles at an CME driven shock, or from jettisoned material from a flare.

Once the electron beam is there, it is unstable to wave-particle interactions, and can generate

Langmuir (plasma) waves with frequencies around the local plasma frequency via the standard

bump-on-tail instability. The waves that are the right frequency to resonate with the beamed elec-

trons convert energy from the electron beam to the plasma waves, relaxing the distribution function

to a smoother profile. Then these Langmuir waves are converted to electromagnetic radio waves at

some efficiency. There are many theories how this happens, but the leading one is called the plasma

emission mechanism, and is described in Figure 3.5. Through a combination of 3 wave decay, ion

scattering, and coalescence, a fraction of the power in the Langmuir waves can be converted into

radio waves.

Pulupa et al. [57] shows that best predictor of Langmuir activity is the de HoffmannTeller

speed, a result consistent with the fast Fermi model of electron acceleration. de Hoffmann-Teller

frame velocity is the frame where the convection electric field vanishes on both sides of the shock.

The angle between the shock normal and the magnetic field, ΘBN , is also thought to important in
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deciding the acceleration zone. We know from single antenna observations that these bursts have

a small 10% spread in frequency, but simulations of CME shocks have shown that if the entire

shock surface was emitting a Type II burst, the frequency spread would be far larger.

3.5 MHD Simulations

In the past century or so, the scientific community has realized that space weather, dominated by

the Sun, can have important effects here on Earth. One of these effects are Coronal Mass Ejections

(CMEs). Coronal Mass Ejections are an eruption of highly magnetized plasma from the Sun that

can cause disruptions when they reach Earth by shutting down satellites, global communications

systems, airline control systems, and occasionally electric power grids. The largest CMEs, like the

Carrington Event of 1859, or the 2012 CME that missed us by about a week could cause extensive

blackouts, with a total economic impact of 1-2 trillion dollars. There is an estimated 12% chance

that we will be hit by one of these in the next 10 years, and the most troubling part is that it could

happen at any time [2]. However, if we are given enough warning, we can prevent catastrophic

losses by taking the electrical grid offline. This is why space weather prediction models are essen-

tial for the survival of our technology centered society in the long term. In the past decades we

have finally sent out spacefcraft to get in situ measurements of the solar wind and we can do certain

observations such as measuring the magnetic field of the surface of the sun with instruments on

the ground, but these are only pieces of the puzzle. We currently have no way of seeing how the

plasma in the solar wind acts as it travels between the sun and the Earth, but we can make a good

guess using the Magnetohydronamic (MHD) Equations. By using various measurements such as

magnetograms (which measure magnetic field strength on the surface of the sun), space weather

models such as the Space Weather Model Framework (SWMF) [58] (created and maintained here

at Michigan) the model can propogate forward plasma through the heliosphere, eventually linking

it up with models of Earth, and seeing how it interacts. By using a model to link up various inputs

and solving the MHD equations between them, we can get a good guess at a unified picture of the
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entire environment.

3.5.1 MHD Equations

Magnetohydrodynamic models may be used to simulate the overall activity from the heliosphere.

These rely on a numerical discretization of Maxwell’s equations to take an initial configuration and

march it forward in time. A Solar magnetogram that tells the magnetic field strength and polarity

of the surface of the sun is used to initialize the simulation. Below are the simplified MHD partial

differential equations in their symmetrizable formulation; the equations are respectively for mass

conservation, momentum conservation, the induction equation, and the energy equation [59].

∂U

∂t
+ (∇ · F)T = Q (3.2)

where U is the vector of conserved vector quantities

U =



ρ

ρu

B

Emhd


(3.3)

F is the flux dyad

F =



ρu

ρuu + (p+ 1
2µ0
B2)I− 1

µ0
BB

uB−Bu

u(Emhd + p+ 1
2µ0
B2)− 1

µ0
(u ·B)B



T

(3.4)
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Here, Emhd is the magnetohydronamic energy, given by

Emhd =
1

2
ρu2 +

1

γ − 1
p+

1

2µ0

B2 (3.5)

and Q are the sources.

Q = −∇ ·B



0

1
µ0
B

u

1
µ0
u ·B


(3.6)

This Q term is 0 in the conservative formulation, but adding these terms gives the system

some good qualities. First off, it makes the system symmetrizable. An n × n matrix A is said

to be symmetrizable if there exists an invertible diagonal matrix D and symmetric matrix S such

that A = DS. Symmetrizable matrices are known to have an inverse, so codes can use state

of the art inversion and diagonalization algorithms, greatly decreasing computational complexity

and increasing the speed of the simulation, making this class of matrices very favorable to work

with. A system without the source term, while conservative, is not Gallilean invariant, and has

a zero eigenvalue in the Jacobian matrix, making the matrix non-invertible. Secondly, with this

formulation, one can derive another conservation law for entropy s = log(p/ργ),

∂(ρs)

∂t
+
∂(ρsux)

∂x
+
∂(ρsuy)

∂y
+
∂(ρsuz)

∂z
= 0 (3.7)

which is how entropy behaves in most physical systems. This formulation also makes the

system Galilean invariant, a nice property that says all waves propagate at speeds u ± c, where c

is the wave speed, specified by the Alfvén speed, or the slow or fast magnetosonic speeds.
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Another problem this Q term solves is the constraint that ∇ · B = 0. This is also called the

”Eight-wave scheme” and its discretization leads to enhanced stability and accuracy. One can think

of it as propagation of jumps in the normal component of the magnetic field. However, if there

are regions in the flow where∇ ·B is large, the numerical errors can generate unwanted magnetic

fields. Adding this term helped stabilize the simulation.

3.5.2 Volume Discretization Scheme

Systems of equations in conservative form like what we have here are well handled by finite vol-

ume discretizations. We split a computational domain up into individual 3D cells, where each cell

is represented by an average value for the conserved quantities within that cell. By simply calcu-

lating the total flux in/out for every cell, if the cells are small enough, we can get accurate results,

which hold up even in near discontinuous situations such as shock waves. The detail that can make

or break a simulation when using a finite volume scheme is how the spatial derivatives are calcu-

lated. The most straightforward methods involve symmetric-centered differences, but these lead to

numerically unstable schemes.

A better way to do it is to use an approximate Riemann solver, which is more accurate in

interpolated values of fluxes at boundaries of cells. Many modern schemes use a method from van

Leer called the monotone upstream-centered scheme for conservation laws (MUSCL) approach.

Specifically, the equations are

qi+ 1
2

= qi +
1

2
φ(ri+1/2)(ui − ui−1) (3.8)

ri+1/2 =
ui − ui−1

ui+1 − ui
(3.9)

φ(r) =
r + r2

1 + r2
(3.10)

Again, these were more accurate than just using a basic centered difference approximation.
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3.5.3 Time Discretization Scheme

Different time stepping schemes are possible in these sorts of models, each having their own uses.

Explicit time stepping schemes give the measurement of the conserved vector at the next time step

as a function of only past values. This scheme is simple, doesn’t require solving any complex

equations, but has a shorter time step compared to other methods. However, explicit time methods

can capture the behavior of shocks quite well.

Explicit time steps are limited by the Courant-Friedrichs-Lewy (CFL) condition, which ensures

that no information travels more than one cell size during a time step. This condition represents a

nonlinear penalty for highly resolved calculations, because finer grid resolution not only results in

more computational cells, but also in smaller time steps.

To do explicit time stepping, we simply solve the following equation for every cell i and time

step n

Un+1
i = Un

i + ∆tni (−∇ · F +Q)i (3.11)

where the time step ∆t is determined by the local CFL condition

∆tni = C
∆xi

cfasti

= |ui| (3.12)

for Courant number C ≈ 1 and cfasti is the fastest speed anything can move in the cell, given

by u+ vf for fast magnetosonic speed vf
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vf =
1

2
((a2

s + v2
A)−

√
(a2
s + v2

A)2 − 4a2
sV

2
An

) (3.13)

a2
s =

γp

ρ
(3.14)

VA =
B
√
µ0ρ

(3.15)

where a2
s is the acoustic speed, VA is the Alfvén speed, and VAn is the normal component of

the Alfvén speed.

For adaptive grids like the ones that BATS-R-US uses, the time step is set to be inversely

proportional to cell size, so that finer cell typically makes two half time steps while the coarser

cell makes only one full time step. In this method, a global stability condition determines the time

steps compared with local time-stepping in which time steps are set on a cell-by-cell basis

The other main category of time stepping methods are implicit methods. These methods are

used in places where the plasma is not as dynamic, and allows a time step around 1000-10000 times

larger than that of explicit time stepping. The trade-off is that to do so one must solve a system

of nonlinear equations for all flow variables at each time step, which requires 20-30 times more

CPU time per time step than explicit time stepping. Modern iterations of the BATS-R-US model

automatically analyzes the problem and uses the most optimal choice between explicit, implicit, or

point-implicit time stepping schemes [58].

3.5.4 The AWSoM Model

The Alfvén Wave Solar Model (AWSoM) was recently developed at the University of Michigan

and acts as an upgrade to the physics running on the SWMF [60]. AWSoM includes a general-

ization of the Alfvén wave turbulence to counter-propagating waves on both open and closed field

lines. The outward propagating waves are now partially reflected by the Alfvén speed gradients

and field-aligned vorticity. The balanced turbulence at the apex of the closed field lines is ac-

counted for. AWSoM also generalized separate electron and ion temperatures to anisotropic ion
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temperatures and isotropic electron temperatures. To distribute the turbulence dissipation to the

coronal heating of the three temperatures, we use the results of the linear wave theory and non-

linear stochastic heating as presented in Chandran et al. (2011) [61]. AWSoM also incorporates

collisionless heat conduction into ites treatment of isotropic electron temperature.

Compared with the two temperature solar wind model, the AWSoM model is a three-temperature

MHD model that considers the anisotropy of ion temperature in the solar corona and the inner he-

liosphere. The coronal heating and solar wind acceleration are addressed with low frequency Alfvn

wave turbulence. The Alfvn waves are partially reflected by the Alfvn speed gradient and the vor-

ticity along the field lines, which may be important in close proximity of the active region. At the

inner boundary, Alfvn wave energy whose Poynting flux was proportional to the magnetic field

strength is injected. This all leads to a more realistic simulation that better matches real data.

3.5.5 Simulating the 2005/05/13 CME

The AWSoM model was used to model the inner corona, and was coupled to a heliospheric model

with the Space Weather Modeling Framework (SWMF) to model the CME from 2005/05/13 [62].

Radio spectra for this event can be seen in Figure 3.6, where the type II burst has been identified

with a white dashed line. The ambient solar wind is structured with a GONG synoptic magne-

togram to produce the conditions of CR 2029. The CME is driven by a magnetic flux rope that

possesses common characteristics of pre-event structures, including a dense helmet streamer with a

cavity and core threaded by the flux rope. The CME is expelled from the corona with a peak speed

of nearly 2000km/s, closely matching the speed observed in the corona, and propagates beyond

Earth orbit. Snapshots from this simulation are shown in Figure 3.7.

3.6 Simulating Radio Bursts on top of MHD

I propose that we can use MHD simulations to predict what radio bursts would look like for differ-

ent theories of particle acceleration around CMEs, utilizing different data cutsfor each of the main
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(a) Long time frame

(b) Short time frame

Figure 3.6: Sustained Type II burst from a CME on 2005/05/13. This was a halo (heading straight
toward Earth) CME that was radio loud for over 25 hours, tracing out the location of particle
acceleration on the shockwave.
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Figure 3.7: Snapshots from a AWSoM 2-Temperature MHD Simulation of a Radio-Loud CME on
May 13, 2005

theories. Figure 3.7 shows some derived quantities of the points on the MHD simulated shock

from an AWSoM simulation of the May 13 2005 CME.

I was given snapshot data from this simulation, each file containing a subset of the points of

the run for each timestep that were all meeting some criteria, along with the plasma parameters

for them. I received 3 main data cuts: points identified to be in the current sheet from a 3.5 MK

isosurface, points that were shocked to a factor of 4 or more in their density compared to before

the shockwave, and points that had a large change in entropy compared to before the shockwave.

I had a set of points for each of these categories, over the 2 hours of the simulation. The time

cadence for these snapshot data was every 2 minutes in the beginning of the run, transitioning to

every 5 minutes later in the run for a total of 35 snapshots over 120 minutes.

I have below made 4 different data cuts corresponding to the 4 classes of hypotheses for particle

acceleration in CMEs: Shock Front, Flank, Current Sheet, and diffuse acceleration. Each of these

data cuts contains a multitude of points that each have their own set of plasma parameters. Aside

from the Current Sheet data cut, which was made with a 3.5 MK temperature selection, all the other

data cuts were made using an angular slice of the simulation that corresponds to a theorized area

of particle acceleration. Using the plasma parameters in each data cut, we can calculate the plasma

frequency with equation 3.1. We then look at the distribution in frequency over time for each data

cut. These can then be made into a sort of synthetic spectra, showing the possible frequencies

that each data cut could emit in over time. The colors in these spectra correspond not to intensity,
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(a) Shock Front Data Cut (b) Shock Flank Data Cut

(c) Current Sheet Data Cut (d) Non-local Acceleration Data Cut

Figure 3.8: Synthetic spectra generated from datacuts near the shock front of the 2005/05/13 CME
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Figure 3.9: Cartoon plot of how scattering effects low frequency plasma emission

but to number of points with that particular frequency and time. This way we can bypass the

exact physics that are creating the bursts, and only look to what areas of the CME most highly

correspond to the actual frequency curve of the real data. These synthetic spectra for the 4 models

of acceleration are seen in Figre 3.8.

We see that the shock front matches the actual frequency spectra best, matching the gradual

downward curve in frequency over time. The current sheet spectra stays mostly in the high fre-

quency portion of the figure, reflecting the fact that the current sheet stayed close in to the sun even

as the flux rope driving the shock moved outwards. The shape of this emission roughly matches

that of a solar type IV radio noise storm [63]. This may be proof that these radio storms originate

from the current sheet formed behind a large solar shockwave. The shock flank synthetic spectra

shows the correct general shape of the type II burst, but is far too wide. This could be a problem

with the data cut being too inclusive, but it does mostly overlap with the correct spectrum. The

non-local acceleration synthetic spectra is appropriately wide in frequency, and again seems to be

too inclusive when comparing to the relatively thin bandwidth-frequency ratio (BFR) of the actual

spectra.

3.6.1 Diffraction & Scattering

Diffraction and scattering are known to happen to solar radio bursts due to the fact that the plasma

around the site of generation is perfectly primed to scatter radiation of the surrounding plasma
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Figure 3.10: Taken from [7] this figure shows a single 975 kHZ channel of STEREO A and B. The
exponential decay time in flux of a type III burst can be used to estimate the size of the scattered
emission in the sky.

frequency. Once the radiation travels outward from the sun to areas of less dense plasma, the local

plasma frequency decreases, and the radiation is free to continue in its current path with little more

deflection. This effect means that one can model the scattering effects with a scattering screen, as

described by Bastian in [64]. This effect is captured in the cartoon shown in Figure 3.9.

One can look at the exponential decay time of type III bursts and assume a simple model to

gauge the extent of the scattering. This exponential decay time is shown in Figure 3.10, which

shows the power received in a single channel both in STEREO A and B, and how it exponentially

decays once reaching its peak.

Taking only singly scattered photons into account, from the cartoon in Figure 3.9, a simple

relation may be derived that the Gaussian width of the scattered light Θ from a point source that

has flux with an e-folding time τ is

Θ ≈ arctan
( τc

1 AU

)
≈ τc

1 AU
(3.16)

This approximation is good for τc << 1 AU, which is true down to about 0.3 MHz. Using this

formula, one will expect a scattering width of Θ = 6.8◦ at τ = 60 sec at 1 MHz. Therefore, with

a 1.0 second time resolution, a point source at 1 MHz in the Solar wind would appear to be .113

degrees wide. This would be a good physical justification for setting engineering requirements for

an array that would image this emission. We could use this result to inform input truth data and
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evaluate the array’s performance in reconstructing the emission. This is just the sort of thing I will

do in the next chapter for the SunRISE array.
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CHAPTER 4

Operational Pipeline Design for Free Flying Radio

Interferometers

4.1 SunRISE Overview

The Sun Radio Interferometer Space Experiment (SunRISE) mission concept is a low-cost mission

(< $55M for Phase A-E, including launch costs) that was proposed to NASA’s Heliophysics Small

Explorer (SMEX) Mission of Opportunity (MoO) program and was selected for a Step 2/ Phase A

one-year study in September 2017. SunRISE would be a space-based interferometer composed of

a passive formation of six SmallSats in an orbit just above the geostationary orbit (GEO), called a

GEO graveyard orbit. The spacecraft would detect Type II and III radio bursts, which are associated

with Solar Energetic Particles (SEPs) accelerated into space by solar flares and Coronal Mass

Ejections (CMEs). Despite their importance in understanding our Sun and predicting the dangers

of potential solar storms, these processes by which SEPs are created and travel through our solar

system are poorly understood.

The SunRISE mission concept has recently been described at a high level in [29] and [27]. Most

of this chapter through 4.3 will be taken from [39]. ©2019 IEEE. Reprinted, with permission, from

Hegedus et al., The Data Processing Pipeline and Science Analysis of the Sun Radio Interferometer

Space Experiment, 2019 IEEE Aerospace Conference. This chapter goes into more detail in the

data processing and science analysis that would be done for the real mission. A high level view

of the steps taken for testing and analysis is seen in Figure 4.1. We have constructed a pipeline
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to do these steps, and have tested it with realistic simulations. We go step by step in the pipeline,

showing how we go from input data that the spacecraft will send down, to the final science data

products, along with all intermediate steps taken. The test Decametric-Hecametric (DH) radio

data has been informed by state of the art Magnetohydrodynamic (MHD) simulations of a real

Coronal Mass Ejection from 5/13/2005 that was radio loud [62] over SunRISE’s range of 2 − 20

Solar radii. The model used is the University of Michigan Alfvén Wave Solar Model (AWSoM)

[60]. This model takes in Solar Magnetogram data and solves for an global model of the upper

chromosphere to the corona and the heliosphere. It has advanced physics such as separate electron

and ion temperatures that allow it to reproduce general features of CMEs and other solar output.

Figure 4.1: High Level Overview of the Data Processing in Testing the SunRISE Pipeline

We test different hypotheses by applying different cuts to the data for every moment in time,

identifying possibilities such as the evolution of the nose of the shock, or the CME’s flank, or its

current sheet. The MHD simulations compute parameters of the plasma at these areas, including

the plasma frequency, which would be the frequency of radio emission emitted there if it was the

source of particle acceleration. A frame of these simulations may be seen in the left panel of Figure

4.1. These simulation driven radio brightness models are then input to the simulation of SunRISE.

The middle panel of Figure 4.1 shows a simulation of the SunRISE orbit, and how that moment
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in the formation leads to a particular set of spacecraft spacing in plane normal to the Sun-SunRISE

line. These separations determine the exact response of the array, and affect how well the array

can fit the emission to a Gaussian.

The processing done on the ground, mostly at the Science Operation Pipeline are indicated

by the right panel of Figure 4.1. The accompanying figure shows an example of the SunRISE

reconstructions over time and frequency for different emission hypotheses. We will describe how

this figure is generated, and how it shows that SunRISE can complete its mission in discerning

between various hypotheses of type II burst generation.

It is found that SunRISE has the ability to successfully discern between different possible sites

of type II burst emission. This by extension means it can also map type III radio emission, which

is an order of magnitude brighter, and comes from flare accelerated electron packets as opposed to

CMEs.

Figure 4.2: Detailed View of SunRISE Testing Pipeline
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4.2 Simulating SunRISE

Most radio interferometry simulation software depends on the measurement equation, where Jones

matrices are used to represent the measured voltage and sky brightness for a given baseline and

model the noise effects happening to it with different operations on the matrix. Thermal noise

is added directly to the brightness matrix, but for all other effects such as modeling the gain and

phase errors the brightness matrix on the left and right are multiplied with the conjugate transposes

of the transformation matrices. The resulting matrix is the voltage matrix which models what the

actual measurements will be.

The level of system noise in the Solar DH radio signal chain was calculated from the Galactic

background, the antenna plasma noise, and the characteristics of the instrument. Signal strengths

were estimated from previous single antenna observations of type II events from Wind and STEREO.

To calculate the root mean square, RMS, on the Gaussian thermal noise to add, one usually looks

at the levels of different instrumental sources of noise as described in classic texts [2]. In this fre-

quency range, the galactic noise is the major limiting factor. We used Cane’s 1979 measurements

in [65] to get the Tsys temperatures from the frequency dependent galactic noise, which is turned

into noise RMS using the following standard formula:

σ =
2kBTsys

ηsAeff
√
Na(Na − 1)Npolτ∆ν

(4.1)

Figure 4.3: Snapshots from a AWSoM 2-Temperature MHD Simulation of a Radio-Loud CME on
May 13, 2005
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4.2.1 Antennas and Noise

4.2.2 Orbits

We have constructed a simulation of the orbits of the spacecraft (S/C) for the notional SunRISE

orbit. For a specific realization, we sample the instantaneous positions of the S/C at a given time in

the orbit or orbital phase. These positions are taken as truth positions. Orbit simulations were done

with the JPL Mission Analysis, Operations, and Navigation Toolkit Environment (MONTE) [66],

which has been successfully leveraged on many S/C, including Cassini, Mars Science Laboratory,

and Juno. The orbits created are represented in the middle panel of Figure 4.1. The lines on the

circle represent the projected baselines to the plane perpendicular to the Sun-SunRISE line. These

projected separations are important, and will be used later in the pipeline to simulate the synthetic

beam of the array.

Using models of the GNSS sidelobes and expected signal strengths at the SunRISE altitude, we

generate a set of (3-D) position and timing uncertainties for each S/C. These values were given by

the GNSS-Inferred Positioning System and Orbit Analysis Simulation Software package (GipsyX)

[37]. This software has been successfully leveraged for many Low Earth Orbiting missions such

as Jason-1, Jason-2/OSTM, and GRACE. Specifically, spacecraft can record carrier phase and

pseudo-range data from any GNSS satellites they can see (usually at least 2, from GEO graveyard

orbits, per SunRISE analyses). There are 2 levels of GPS solutions for space based radio arrays.

One is to have Real Time Gipsy (RTGx) running on all of the spacecraft, this gives an approximate

location to within 22 ns that is good enough to synchronize the taking of data between the duty

cycles of all the spacecraft.

The next level is using GIPSY/OASIS-II (GOA-II) software, or its modern iteration GipsyX,

to do post processing on the GNSS data to solve for even more precise locations down to 2

nanoseconds. For SunRISE, this post-processing is done on the ground, and the accurate spacecraft

positions are then used for further science processing.
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Figure 4.4: This plot shows the ellipticity of the instantaneous beam of the current configuration
of the spacecraft. It is a measure of how the similar the distance between the Eastern and Western
most receivers, and the distance between the Northern and Southern most receivers. Configurations
of the spacecraft array with equally long separations in both directions has an ellipticity of 0. The
major axis is the longer of the 2 directions, and can be used with the ellipticity to solve for the
minor axis.

.

Figure 4.5: This plot shows the relative scale sizes on the sky that SunRISE is sensitive to at
10 MHz over the course of its nominal 25 hour orbit. These scale sizes are proportional to the
wavelength of the observing frequency.

.
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Figure 4.6: Flowchart Showing the Correlation Process for Space Based Array SunRISE

4.2.3 CME Radio Burst Simulation

The 2-temperature AWSoM model was used to simulate the first two hours of the 2005 May 13

CME event that produced a sustained type II radio burst. For each test, a specific region of the

CME corresponding to one of the hypotheses under consideration (e.g., shock front or flank) was

stimulated to produce radio emission at the local plasma frequency. The locations of these ra-

dio emissions in the sky as a function of frequency were used to construct truth images over the

course of the event. These images were made for each 6.1 kHz frequency bin to match SunRISE’s

frequency resolution.

These MHD simulations reveal a lot about the plasma parameters of different regions of the

heliosphere at the time of the event. Some are shown in Figure 4.3, though there are many corre-

lated plasma parameters with type II burst observations [57], including de Hoffmann-Teller frame

velocity and shock speed. Each parameter may be computed and used to cut the data in some way.

57



Figure 4.3 shows 3 panels at 20 minutes into the simulation; the left panel shows magnetic field

lines colored for the plasma frequency of the region as well as a diffuse density enhancement from

the event like wise colored by plasma frequency. The middle panel similarly shows magnetic field

lines colored for plasma frequency, but also a entropy-jump determined shock that has been col-

ored for the angle between shock normal and the upstream magnetic field (ΘBN ). The right panel

shows only the magnetic field lines, demonstrating how the buildup of magnetic field is driving

the event out from the sun. In addition to generating useful test data, MHD simulations will also

help to inform the actual measurements of SunRISE, pointing to specific plasma parameters that

are past certain thresholds at the site of the type II. The simulated velocity at Earth matches real

corresponding observations of 1600 km/s, lending trust to the model.

4.3 Simulated Science Operation Center Pipeline

4.3.1 DH Data

DH Data: A set of at least 40 frequency sub-bands (channels) for the baseline mission are selected

for further processing. The plan is to transmit to the ground 64 channels/0.1 second, giving a full

sweep of the 4096 channels every 6.4 seconds. Data transmissions would be done on a weekly

basis. In our test pipeline, each frequency sub-band’s truth signal was corrupted by adding the

appropriate level of system radio noise from thermal considerations and positional uncertainty in

the GNSS measurements.

To get the proper simulated measurements from the input truth images I(l,m), we used the

simpler 2-D interferometry equation [2] to solve directly for the visibilites. This is justified because

the only part of the sky SunRISE cares about for its main science is that near the Sun, and it only

cares about imaging solar radio bursts which are by far the brightest things in the sky when they
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Figure 4.7: Left: UV Coverage of a 5 S/C SunRISE Right: The Point Spread Function for this
Snapshot

happen. This allows us to make a 2-D assumption based off of this.

Vν(u, v) =

∫ ∫
Aν(l,m)Iν(l,m)√

1− l2 −m2
e−2πi(ul+vm)dldm (4.2)

This provides the visibility for each pair of spacecraft, from which the corresponding phase

differences between receivers may be calculated. These radio visibilities are later used for imaging.

4.3.2 Baselines (S/C Pairwise Separations)

The following set of steps replicate the processing that will occur following the transmittal of the

data to the SOC. The unique S/C pairs are identified, and their simulated positions (i.e., includ-

ing the level of position uncertainties expected from the GNSS analysis) are used to construct the

antenna separations. These antenna separations are then converted to spatial frequenciesu-v coor-

dinatesby dividing by the appropriate wavelength corresponding to each frequency sub-band. An

example of instantaneous UV coverage for a five-element SunRISE array is shown in Figure 4.7.
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4.3.3 Correlate (Visibilities)

The simulated/real DH data from each S/C are cross-multiplied, and then the metadata of the u-

v coordinates and frequency are added to form Measurement Sets in the standard format. More

details are shown in Figure 4.6 showing the correlation process for SunRISE and the location of

Science Data Products in the pipeline. The process begins with a Fourier Transform (F step) of each

of the antennas voltage time series data in space, of which 64 frequency channels are sent down

to the ground. There, the channels are treated with a frequency dependent phase shift calculated

from the projected distances between receivers. The model takes in ECEF coordinates from GNSS

localization data, along with a target in the sky, given by an ephemeris for the Sun, and computes

the necessary phase delays to correctly correlate the data. This conversion from the ECEF frame

to the ECI sky frames is standard and has equations defined to do so in [40]. Adding in the proper

phase delays effectively steers the synthetic beam to point at the Sun. Each Fourier coefficient

is then pairwise multiplied (X step) to obtain the radio visibility data, which is a Level 2 Data

Product. These visibilities and S/C positions are then sent to a CASA script for further analysis to

create the Level 3 Data Products, solar images and burst locations.

A parallel correlator has already been created at Michigan using the xGPU software that can

perform the X step of the FX correlation process faster than real time (64 channels 5 S/C 10/s)

Figure 4.8: CASA Imaging Pipeline going from Input Truth to Dirty Image to CLEANed Image
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Figure 4.9: 2D Gaussian Fit from uvmodelfit at 1.5 MHz

for the SunRISE array. The correlator correctly phases up the DH data for each frequency channel

and outputs the visibility data.

4.3.4 Dirty Images

The visibility data are Fourier inverted, using standard routines contained in the astronomical soft-

ware package CASA [24], pictured in Figure 4.8, producing dirty images for each frequency sub-

band. An important step in producing these data includes computing the dirty beam of the array,

also called the point spread function (PSF). The spacing of the antennas decides the shape of the ar-

ray’s synthetic beam, creating a wavelength dependent pattern also called the point spread function

(PSF). An example of the SunRISE PSF is shown alongside its UV coverage in Figure 4.7.

4.3.5 CLEAN Images

The dirty images are processed using the standard CLEAN algorithm [67], in order to remove

the effects of the point spread function (beam). These images are produced for each frequency

sub-band. An example of a CLEANed image is shown in Figure 4.8.
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4.3.6 Fit Bursts

The width of the CLEANed image shows the width of the beam at that frequency, but due to our

expected signal to noise ratio (SNR) of>10, SunRISE can actually localize to a higher degree than

expected from a basic λ/D beamwidth calculation. We can take the position of the brightest point

in the CLEANed image as a starting point for a CASA native iterative fitting algorithm uvmodelfit

that fits the visibility data to a 2D Gaussian on the sky. This fitting algorithm outputs RA &

Dec in the sky, total brightness, major axis, minor axis, and position angle, and predicts a shape

far closer to the smaller truth emission. Figure 4.9 shows a reconstructed Gaussian on top of a

LASCO coronagraph image of a CME. The right is a zoomed in portion of the left, where we have

plotted the input truth in black and the reconstruction in red. The reconstruction is directly on top

Figure 4.10: SunRISE Reconstructions of 4 Different Type II Emission Hypotheses
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Figure 4.11: Realistic Localization Performance of 4, 5, and 6 Spacecraft in the SunRISE Array

of the truth and only slightly larger. The black bars over the reconstruction on the right represent

the average localization error expected from 80 instances of the testing pipeline. The size of the

emission is visibly smaller than the beamwidth seen in Figure 4.8. The total set of fit radio bursts

over frequency and time will be released to the public as a Level 3 Data Product.
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(a) 4 Spacecraft Event Localization Success (b) 5 Spacecraft Event Localization Success

(c) 6 Spacecraft Event Localization Success

Figure 4.12: Localization Success Rates
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4.3.7 Pipeline Testing

To test the SunRISE science pipeline, state of the art MHD simulations were done to track various

aspects of a 2005/05/13 CME all the way from 2 − 20 solar radii, SunRISE’s operating range.

Radio emission whose frequency and shape was derived from the MHD data was modelled on top

of various parts of the shock over time and fed into the analysis pipeline to see if it can distin-

guish between the various hypotheses for Type II bursts. Figure 4.10 shows the result of this test,

demonstrating that SunRISE provides a first of its kind measurement that can clearly see the dif-

ference between competing hypotheses for type II burst generation. The blue curve is a smoothed

representation of the shock of the CME. The dashed lines are at 2 and 20 solar radii, SunRISE’s

operating range. The morphological differences in the path traced out over time both in sky posi-

tion and frequency provide a unique view to distinguish between competing hypotheses for type II

burst generation.

Not biasing our testing by only analyzing a single event, we have run this localization analysis

pipeline throughout 10 places in SunRISE’s orbit, each testing CMEs going out at eight different

propagation angle locations for seven frequencies to come up with an average localization error.

The mean error and root mean square of the errors are shown in Figure 4.11 for all frequencies,

showing that we meet the localization requirements.

One may also look at the data for each simulated CME to see if it was localized sufficiently

over its entire emitting range. In Figure 4.12, each line corresponds to a single time in the orbit

and a propagation angle of the CME. By looking the localization performance over frequency for

each event, one can see that even if a single snapshot did not correctly localize to the true source, it

is easy to fill in any holes by looking at all the other snapshots at different frequencies of the event

together. In this way SunRISE shows robustness to any single faulty localization, and can rely on

the sheer number of snapshots over time and frequency to create a continuous map of where the

type II is coming from with reference to the CME. Of the 80*7 = 560 reconstructions over various

frequencies, times in the orbit, and CME propagation angles, over 99% succeed for 5 and 6 S/C,

and 97.5% succeed for the threshold mission of four S/C.
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The bottom line obtained from 560 reconstructions over various frequencies, times in the or-

bit, and CME propagation angles, is that with 5 or 6 spacecraft SunRISE meets its localization

requirements more than 99% of the time, and the threshold mission of 4 spacecraft meets its re-

quirements 97.5% of the time. As seen in Figure 4.10, this means SunRISE has the ability to map

where type II bursts are coming from, and when combined with Coronagraph images and MHD

simulations, can answer the question of where on a CME they are being generated. This in turn

will reveal where solar energetic particles are being accelerated in CMEs, an important result for

space weather prediction.

4.4 Extended Science for SunRISE

SunRISE also has the capabilities of measuring several other bright radio sources in the sky. These

would be the first such measurements of the bodies in these low frequencies, and would lay the

groundwork for larger arrays such as RELIC that would have even more sensitivity and resolution.

Due to constraints in telemetry, the instrument acquires 0.66 ms of data every 100 ms and only

saves 64 out of the 4096 frequency sub-bands (6.1 kHz each) in the spectrum. The snapshot

sensitivity for each acquisition is
√
T int∆f ' 2. For radio astronomical imaging, the data will be

integrated over longer periods of time but with a duty cycle of 0.66%. As stated before, the Solar

radio bursts that are SunRISE’s main science are by far the brightest things in the low frequency

sky when they occur, which is why a relatively small mission is sufficient. Only the brightest

and closest things in the low frequency radio sky are estimated to be bright enough to detect over

SunRISE’s lifetime.

4.4.1 Sensitivity Estimates

The main noise budget of SunRISE is composed of 3 main factors: amplifier noise, galactic noise,

and plasma noise. As seen in Figure 4.13, at some point within the operational bandwidth of

SunRISE, each of these sources become the dominant term. Therefore understanding the frequency
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Figure 4.13: Top: Background fluxes and Bottom: the equivalent noise voltage spectrum in the
front-end amplifier. for a 5 meter full-length dipole and a ZL ' 12.8 kΩ front-end impedance. The
amplifier noise is based on a model of the OPA656 provided by the manufacturer. The Galactic
noise uses the model of Cane 1979. The plasma noise model is from Meyer-Vernet & Perche 1989
as implemented by Zaslavsky et al. 2011 for modeling the performance of the STEREO/WAVES
instrument.

dependence of each source is critical for accurate sensitivity calculations.

We have extended the regular SunRISE pipeline, usually just meant for snapshots, so that it

can integrate over the entire orbit to produce a longer exposure picture of the sky. The SunRISE

orbits are designed so that at any given time, there is a pair of baselines with ≥ 6.5 km separation

in the projected plane normal to the array and the Sun. Note that the array is not coplanar so it

is expected that this condition will be met, with perhaps a few exceptions, in any given direction

although it is only required in the direction of the Sun. Among the few bodies expected to be

detectable are Cygnus A, Centaurus A, and Virgo A. All of these are radio galaxies that are among

the brightest in the sky, but SunRISE doesn’t have the resolution to resolve them to more than a

point source, so the mapping that can be done is limited. In the case of Cassiopeia A, there may be

some useful science that simple low frequency flux measurements could accomplish, as described

in the following section.

Just as for ground based arrays, integration of a space based array also leads to a better syn-

67



0.1 1 10 100
Frequency, MHz

102

103

104

105

106

107

108

Fl
ux

, J
y

1 day
1 mo6 mo
1 yr

Sky Avg.

Cas ACyg A
Cen A

Virgo ACrab nebula

M31
3C 273

Figure 4.14: SunRISE sensitivity various integration times (1 day to 1 year in increasing line
thickness) compared to extrapolated fluxes for the brightest objects in the sky. Shaded regions
below each sensitivity line indicate fluxes not detectable by SunRISE. The sky average is from
Cane 1979. The integrated Centaurus A flux is from Alvarez et al. (1999), A&A 355, 863. The
rest of the fluxes are obtained from Kraus’s Radio Astronomy textbook.

thesized beam with more sampled baselines. Figure 4.15 shows the progression of the 5 MHz

synthesized beam as SunRISE integrates over an entire orbit. One can see that in panel a), there

are significant sidelobes that decay as we increase the integration time to 2 hours in panel b), and

disappear entirely into a ≈ 5% rms variation outside the main lobe after 24 hours in panel c). Fig-

ure 4.16 shows the integrated synthesized SunRISE beam after 24 hours from 3 different angles in

the sky. This shows how the synthesized beam is similarly good at any angle in the sky, a result of
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the orbital design that is evenly spread across 3 dimensions.

4.4.2 Supernova Remnant Cassiopeia A

It is widely accepted that radio emission from supernova remnants (SNRs) is due to synchrotron

radiation. However, it is still debated whether electrons are accelerated by Fermi processes caused

by turbulent wakes generated in the surrounding medium by the motion of fast-moving knots [68]

or by turbulence generated through hydromagnetic instabilities [69] [70]. Low frequency images

of the Supernova remnant Cassiopeia A (Cas A) could reveal the locations and evolution of particle

accelerating regions. However, Cas A spans ∼ 5.3 arcminutes, which is not resolvable with the

SunRISE array. The simulated performace of SunRISE as it integrates an image of Cas A is seen

in Figure 4.17

Another potential way to probe the behavior of particle acceleration is by obtaining a time

series of fluxes at low frequencies. Analysis of 51 years of data from Cas A have shown that the

flux at at 38 MHz has up to 4 modes of oscillation with frequencies of 24, 9.9, 5.1, 3.1 [71]. At

higher frequencies, a secular decrease in the spectrum is observed with no evidence of oscillations.

It is not clear whether the parameters of the four-cosine fit are due to stochastic variations, but

regardless, this behavior may hint at mechanisms such as the interaction of shock fronts with ejecta

and the external medium. SunRISE will have the ability to monitor the fluctuations of the spectrum

at lower frequencies almost continuously (except of occultation of the Earth and Sun) during the

nominal mission duration of 1 year and possibly longer with an extended mission. Although the

duration of these observations is shorter than the modes of oscillation observed at 38 MHz, it is

expected that the frequency of emission is proportional to the magnetic field strength and energy of

electrons. It is possible that faster variations in the flux occur for for weaker shocks or turbulence

that accelerate particles.

The best-fit frequency spectrum of Cas A from a study by Arias et al., 2018 [72] is shown in

Figure 4.14. The low frequency cutoff is due to the presence of a molecular cloud in the line of

site to Cas A. Based on these expectation, it will be possible to obtain daily flux curves above ∼7
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(a) 5 MHz Beam after 1 hour integration (b) 5 MHz Beam after 2 hours integration

(c) 5 MHz Beam after 25 hours integration

Figure 4.15: Example of how the synthesized beam improves as integration progresses over the
spacecrafts’ orbit. All 3 panels here point towards the same point in the sky, the origin of the J2000
system.
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(a) 5 MHz Beam at 90◦ Declination (b) 5 MHz Beam at 30◦ Declination

(c) 5 MHz Beam at −30◦ Declination

Figure 4.16: 24 Hour Orbit Integrated Synthesized Beams at different declinations in the sky. This
shows how the synthesized beam is similarly good at any angle in the sky, a result of the orbital
design that is evenly spread across 3 dimensions.
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MHz up to ∼20 MHz.

4.5 Low Frequency Astrophysics with RELIC

4.5.1 Mission Overview

Besides the few examples mentioned previously, most static objects in the low frequency sky are

too weak to be detected with just a few antenna. We need many more antenna with much higher

separations in order to get high resolution, high contrast images. SunRISE may be able to see only

the brightest example of an astrophysical category, eg SNRs with Cas A and radio galaxies with

Cygnus A and a couple others, but there are many more things in the sky waiting to be imaged at

low frequencies for the first time. The 3CR catalogue [8] shows that there are many feasible radio

galaxies to image, if only we had the resolution and sensitivity.

RELIC hopes to be the array that does this for the first time, using a mothership with 32

daughterships in a Lunar orbit. Each daughtership would have dual-polarization dipole antennas,

similar to the SunRISE design. In a paper published in Experimental Astronomy in which I was

a co-author [28], we sketched out many aspects of the mission concept. The tables and figures

in this section are reprinted with permission from Springer Nature, Experimental Astronomy, A

space-based decametric wavelength radio telescope concept, Belov et al., ©2018. In Table 4.1, the

requirements for the orbits of the 32 spacecraft is shown.

4.5.2 DRAGN Science

Radio galaxies can frequently have large lobes of radio emission that are far larger than the galaxy

itself. These lobes are thought to be from jets of energetic particles originating from the black holes

at the galactic center. There is hypothesized to be a shockwave at the end of the jet that generates

the cloud of emission. These bodies are called Double Radio sources Associated with a Galactic

Nuclei (DRAGN). An example can be seen in Figure 4.20 panel a.
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Figure 4.17: Left Column: Point spread functions over 30 minutes, 2 hours, and 24 hours for
the SunRISE synthetic aperture pointed in the direction of Cas A. Middle Column: Noisy dirty
image of Cas A at 10 MHz made by the SunRISE array after 30 minutes, 2 hours, and 24 hours
of integration. Cas A was modeled as a point source with a flux density of 105 Jy imaged over a
system equivalent flux density (SEFD) of 2.5 · 107 Jy over a bandwidth of 6.1 kHz, a duty cycle
of 6.6 milliseconds/second, and a correlator efficiency of 90%. Right Column: UV coverage in
the frame pointed towards Cas A of a 6 element SunRISE array after 30 minutes, 2 hours, and 24
hours of integration. One can see the progression of the relative separations between spacecraft
as they progress throughout their orbit, almost coming back around to their original position after
24/25 hours of its periodic orbit has passed.
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Table 4.1: Science Driven Requirements for RELIC

Requirement Science Implied Mission Requirements
Angular resolution 10′′ 620 km max S/C separation

Largest angular scale 30′
12 km min S/C separation
Non-repeating baselines

32 S/C minimum

Frequency bandwidth
0.1-10 MHz + 30 MHz
Best science < 10 MHz

Overlap with ground: 30 MHz
Data rate

Image S/N ratio 10 Min source obs. time 3 hours
Frequency resolution 16 kHz PFB Speedups

Spectral windows > 64 Integration time & Data Transmission
Dynamic range 103–104 Expected S/N ratios

In order to set high-level science requirements for the RELIC concept, we selected the nearest

85 DRAGNs from the 3CR sample [8]. Figure 4.18 from [28] summarizes the range of angular

scales observed in DRAGNs, scaled to 10 MHz. The mean size is approximately 100′′ and 80%

of the sources being in the range 10′′ to 500′′. In addition to the intrinsic sizes of DRAGNs,

at the frequencies of interest, significant angular broadening due to density fluctuations in the

interstellar medium occurs [73]. This propagation effect limits to approximately 10′′ the finest

angular resolution that is required. Figure 4.19 from [28] shows the distribution of flux densities

at 10 MHz for our sample. Most DRAGNs in our sample are predicted to be at least 100 Jy at 10

MHz.

4.5.3 RELIC Simulations

The plots in Figure 4.20 were created with a data processing pipeline to emulate the performance of

the 32 element RELIC array. We tested an average DRAGN for the array, 100 arcsec wide, 100 Jy

total brightness, and used a detailed picture of Cygnus A at 21 cm to provide realistic complexity

to the truth image. We are integrating for 35 minutes, which is 2100 seconds, again a typical

expectation. The spacecraft would be using ranging techniques to gauge the relative separations

between spacecraft. Any uncertainty and error from this process gets translated to errors in the

baselines and visibility data we use in the imaging pipeline. We assume a 5 nanosecond phase
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Figure 4.18: Size distribution of DRAGNs selected from the 3CR catalogue [8]

Figure 4.19: Flux densities of our double radio sources associated with a galactic nuclei (DRAGNs)
sample, as selected from the 3CR survey [8] and scaled to 10 MHz. The truncation at low flux
densities represents the completeness limit of the parent catalog from which our sample is drawn

uncertainty per spacecraft, and galactic noise at 10 MHz. We are using CASA’s CLEAN algorithm

to create the image and have w-projection turned on. We have shrunk the baselines by a factor

of 10, which gives us an image 10x larger than our prescribed 100 arcsec. This was done since

CASA crashes if the baselines are too large. But the relative scales are the same, so it provides
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an accurate sense of RELIC’s performance. These simulations show that RELIC will be able to

map and image the sample of DRAGNs chosen from the 3CR survey. This would be a huge leap

towards mapping the entire low frequency sky, a heroic feat.
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(a) Truth Image of 100 arcsec 100 Jy DRAGN, from Cyg A (b) Synthesized beam from 35 minutes of integrated orbits

(c) Smoothed recovered dirty image after 35 minutes of in-
tegration

(d) Root Mean Squared Error (RMSE) of the recovered dirty
image over time

Figure 4.20: Images showing the CASA simulated performance of RELIC on a 100 arcsecond
wide, 100 Jy total bright DRAGN. This was done with part of the orbit where the maximum
baseline is 370 km, which corresponds to a resolution of roughly 15-20 arcsec. This resolution
can be seen in effect in panel c, where the 100 arcsecond image is visibly only 5 or so beamwidths
across.
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CHAPTER 5

Low Frequency Earth Emissions

In the following sections, I will review transient low frequency emission sources originating from

Earth’s magnetosphere. These will be the target science of the lunar surface concept array in

Chapter 6. Thus alongside the typical measured flux densities of each class of emission at the

distances they were measured at, I have accordingly scaled the flux density out to lunar distances.

5.1 Auroral Kilometric Radiation

Auroral Kilometric Radiation (AKR) is typically found in frequencies from 50-500 kHz and can

sometimes go up to 800 kHz. AKR is a powerful natural radio source emitting 107 to 108 W, and

can exceed 109 in some events [74]. It is typically generated at magnetic latitudes greater than 65◦

at altitudes from 5000-15000 km. Its power generally increases with magnetospheric activity, es-

pecially when substorms develop. Reported in [74], the Interplanetary Monitoring Platform (IMP)

8 satellite observed AKR at a distance of 25.2 RE on December 20 1973 with a peak emission

of 10−14 W/m2/Hz at 100-200 kHz. Applying a r−2 law, this predicts spectral flux densities of

∼ 1.4 · 10−15 W/m2/Hz = 1011 Jy at the position of the Moon. While this emission is transient, it

far outshines the Radiation Belt emission.

The source of this emission is thought to be the electron maser instability [75]. The cyclotron

maser mechanism provides the following characteristic predictions: (1) emission occurs near the

local electron cyclotron frequency Ωe defined in Equation 5.3; (2) the plasma frequency ωpe =
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√
nee2

meε0
for electron density ne, elemental charge e, electron mass me, and permittivity of free

space ε0 in the source region must be much smaller than Ωe; (3) generation of the radiation occurs

primarily in the right-hand extraordinary (R-X) mode. There is now evidence to back all of these

features in the form of an identification of an AKR source region by [76].

[77] used data from the 4 spacecraft Cluster array to determine a typical AKR angular beaming

pattern. They found that individual events were highly confined latitudinally (typically ±20◦ from

the magnetic field tangent direction), but much wider longitudinally, i.e., along the cavity. The

emission is also subjected to strong refraction upwards as it travels, implying that not every event

will be detectable from lunar orbit. By looking at the average beaming of the emission over many

days worth of events, we can predict what the emission may look like from the lunar surface.

[78] provides a statistical study of AKR as seen from Cassini as it passed by Earth in 1999. Us-

ing data out to several thousandRE , they observe an average beaming of the Northern and Southern

AKR consistent with conical beams each tilted towards the nightside, illuminating approximately

a hemisphere each, with only sporadic observations from the day side. Past the shadow zone below

12 RE on the nightside, emission from both poles is seen at magnetic latitudes lower than 12◦ or

so [78, Fig. 2]. Since the Moon’s orbit is inclined∼ 28.5◦ relative to the Earth’s magnetic Equator,

this means that observations of AKR from the Moon are predicted to sample all 3 regions: only

Right Handed (RH) emission from the north pole, only Left Handed (LH) emission from the south

pole, and a combination of both when its orbit is near the Earth’s magnetic equator. [78] reports

AKR occurence rates for this region having a nonperiodic average recurrence time of 2-4 hours,

with each burst lasting 1-3 hours. The bursts are distributed log-normal in power with the likeliest

power being 107 W, which is in agreement with the CMI triggering process. This implies that

AKR can be expected to corrupt measurements of the synchrotron emission about 50% of the time

on the nightside, so roughly 25% overall.
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5.2 Other Auroral Transients

Related to AKR is auroral hiss, reviewed in [79]. This is mostly recorded in the evening and

night hours in the auroral oval region. The continuous auroral hiss stays below 30 kHz. The

impulsive auroral hiss is in the 100s of kHz range and can sometimes go up above 500 kHz, usually

lasting less than 5 minutes. The likely main energy source of auroral hiss emissions is electrons

at energies below 100 eV at heights greater than about 5000 km above the aurora/ ionosphere

precipitating downward. Maximum spectral flux densities of ∼ 1·10−11 W/m2/Hz = 1015 Jy seen

from elevations of 1-2 RE by satellites such as Injun-5 and Alouette-2 from 2500 km above the

surface. This scales to a maximum spectral flux density of around 6.1·10−18 W/m2/Hz = 6.1 ·108

Jy at lunar distances. [80] shows the space based occurrence rates of auroral hiss from the ISIS-2

satellite being between 30-50% of the time, depending on latitude and geomagnetic local time.

Medium Frequency (MF) bursts are also prominent sources near these frequencies. MF bursts

are correlated with auroral hiss and they are both thought to be associated with the substorm

expansion phase [81]. They have a frequency range of about 1.5-4.3 MHz, and usually last

around 10 minutes, though they are actually made up of many wave packets lasting 200-300 mi-

croseconds each. Assuming a source altitude of 500 km, on ground brightest packets yield 1-2

microvolt/m/
√

Hz, but over 100 ms, the average signal is at most 750 nanovolts/m/
√

Hz. The wave

packet nature of MF Bursts may be due to nonlinear wave processes or bursty characteristics in the

precipitating auroral electrons. The maximum spectral flux density at the lunar surface would be a

couple orders of magnitude below that of AKR at around 10−18 W/m2/Hz = ·108 Jy . [81] reports

the occurrence rates of MF bursts as once every 6 to 20 hours, depending on Kp.

Auroral roar is another class of low frequency emission that is usually found between 2.8 and

3.0 MHz and only has a bandwidth of a few hundred kHz. It is highly structured and induces

voltages of about 1-2·10−13 V2/m2/Hz [82] and lasts around 10 minutes. They are thought to

occur at about twice the local electron cyclotron frequency, at an altitude of around 250 km. This

emission has a typical strength of 1 microvolt/m, and may be beamed. AKR in same place is 10-

100 millivolts/m implying that auroral roar’s total flux density is couple orders of magnitude below
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that of AKR at around 10−18 W/m2/Hz = ·108 Jy. [83] reports on the latitudinal dependence for

auroral roar occurrence rates, showing that it occurs once every 3-5 hours, and is correlated with

Kp.

These last 3 sources are sometimes highly localized, with a signal decrease of 35 dB between

observations 200 km away [81]. This indicates there may some inherent beaming or directional

scattering in these processes that may further decrease the signal seen from the lunar near side.

There also may be a degree of absorption from the ionosphere between the signal source and the

lunar surface. A pathfinder antenna on the lunar near side would be helpful in quantifying how

many of these events are detectable from the lunar surface, and how strong they are.

Table 5.1: Characteristics of Earth originating transients as seen from a lunar based radio array

Transient
Source

Frequency
Range

Lunar Flux
Density 1 MHz

Occurrence
Rate

10 km
(Over)resolution

Auroral
Kilometric
Radiation 50 - 800 kHz 1010 Jy 50% on night side

0.2-0.4◦ at
500 kHz

10x better

Auroral Hiss 100 - 600 kHz 6 · 108 Jy
30-50%

Kp correlation
0.3◦ at

500 kHz
Medium

Frequency
Bursts 1.5-4.3 MHz 106 Jy

10 minutes
every 6-20 hours
Kp correlation 0.7◦ at 3 MHz

Auroral Roar 2.8-3.0 MHz 106 Jy

10 minutes
every 3-5 hours
Kp correlation 0.7◦ at 3 MHz

Terrestrial
Continuum
Radiation 30 - 200 kHz 105 Jy 60%

N/A
low frequency

5.3 Terrestrial Continuum Emission

[84] analyzes data from the Dynamics Explorer 1 (DE1) spacecraft and provides an overview of

Terrestrial Continuum Emission (TCE). Virtually all continuum events have their sources near the

magnetic equator between 2.0 and 4.0 Re geocentric distance and occur at frequencies between

30 and 200 kHz, with little emission expected at angles less than 20◦ from the magnetic equator.

The radiation is beamed outward in a broad beam directed along the magnetic equator with a beam
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width of about 100◦.

DE1 was 5 Earth Radii away from the Earth, and about 2 Earth Radii away from sources that

were more than 2-4 orders of magnitude above the Galactic background. This implies at lunar

distances the flux densities will be 0.1% of the brightness at DE1, on the order of the Galactic

background around 10−21 W/m2/Hz = ·105 Jy. Unlike the tight beaming of auroral transients in the

previous subsection, TCE’s wide, equatorial beaming ensures that a lunar near side array would see

the majority of TCE events occuring on the visible half of Earth. [84] also reports the occurrence

frequency of TCE as 60% of the time. The occurrence rates increase sharply at the midnight

meridian, and increases toward the dawnward direction.

5.4 Overresolution of Bright Transients

[23] shows how localization better than the beamwidth can be achieved provided there is a strong

Signal to Noise Ratio (SNR). This can be used to estimate the degree to which the array can

localize any strong transient emissions. ΘM represents the true minimum size of a source that can

still be resolved by the interferometer. β is a constant that depends on the exact configuration of

the array, but is usually between 0.5-1.0. λc is the value of log-likelihood corresponding to the

critical probability of the null hypothesis taking a value of 3.84 for a 2 sigma cutoff, and 8.81 for

a 3 sigma cutoff. The null hypothesis in this case is that the source is a true point soruce, so ΘM

can also be thought of as the largest source that could be confused with a point source for a given

SNR, giving a measure of the true resolution of an array. This measure is given relative to the

Full Width Half Maximum (FWHM) in radians of the synthesized beam of the array, which is the

regular method of determining the array’s resolution depending on the observing wavelength λ and

the longest projected distance between receivers D.
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FWHM = 1.22
λ

D
(5.1)

ΘM = β

(
λc

2(SNR)2

) 1
4

· FWHM (5.2)

For bright transients like strong Auroral Kilometric Radiation, this implies that the array will

be able to localize in the plane of sky far better than its beamwidth. In fact, for all of the following

transient signals the ability for a high degree of localization from our array would be interesting

science topics in themselves. The level of overresolution possible for a given SNR transient is

listed in Table 5.1, alongside other relevant quantities such as occurrence rates and frequency

ranges. Transient emission is difficult to characterize to the 1 Jy level, so it is assumed that any

data flagged to contain a transient source will be removed for the analysis of the synchrotron

emission.

5.5 Earth Synchrotron Emission

5.5.1 Synchrotron Physics

Understanding the energetic electron environment below 6 Earth radii has long been an area of

scientific interest as well as practical concern. This information helps us to understand the radiation

dosages that spacecraft at different orbits are likely to see over time, which in turn goes into the

Total Ionizing Dose (TID) the spacecraft is designed to be tolerant to. The response of the radiation

belts to solar input can elicit a variety of responses, complicating the calculation of how much

radiation a given spacecraft has actually been exposed to so far. In order for spacecraft industries

to track the predicted remaining lifetimes of all their satellites, it would be useful to have some real

measure of how many energetic electrons were in Earth’s radiation belts at any given time. This

is especially useful for the many satellites that do not have energetic particle detectors to measure

their received radiation dose. Even with detectors, existing satellites can give only single point
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in situ measurements of the electron distribution from a stable orbit. Measurements of the global

synchrotron emission could yield a view of the bigger picture by providing a proxy measurement of

the global electron distribution, providing useful constraints for space weather forecasting models

and TID calculations. An array capable of such measurements would also be able to localize

auroral transient events with high precision, providing local, small scale electron data in addition

to global data.

Many planets with magnetic fields have radiation belts from trapped electrons to some degree.

However, Jupiter is the only outer planet that has had synchrotron emission detected from its

radiation belts, making it a good case to look at in order to understand what to expect in observing

the Earth’s synchrotron emission. Jupiter’s strong magnetic field traps high energy electrons up

to 10s of MeV [85], and these stable energetic electron belts produce synchrotron emission in the

decimeter (DIM) wavelength range [86]. The physics of synchrotron emission are well understood

at this point [87]: an electron at a certain energy will release photons at a broad spectrum of

frequencies corresponding to the the envelope of the summation of harmonics of the cyclotron

frequency. The cyclotron frequency fc is the frequency in Hz at which a charged particle such

as an electron with mass m and charge q gyrates around a magnetic field with field strength B in

Gauss (G).

fc =
qB

2πm
(5.3)

An electron with energy E in Mega electronvolts (MeV) and pitch angle α will emit a broad

range of frequencies corresponding to the envelope of the summation of cyclotron harmonics, with

a maximum at around fmax MHz, where

fmax ≈ 4.8E2B sinα (5.4)
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It is important to note that fmax is the frequency at which the maximum amount of photons are

being emitted, not the highest frequency with any emission.

The energy of the Jovian radiation belt electrons that contribute to the DIM emission typically

ranges from hundreds of keV (i.e., barely relativistic electrons) to several hundred MeV (i.e., ultra-

relativistic electrons). It is generally accepted that at Jupiter this synchrotron emission from high-

energy electrons dominates at frequencies 100-3000 MHz, while thermal emission overtakes it at

higher frequencies. This synchrotron emission is characterized by large angular extent relative to

the visible disk and by its high degree of linear polarization.

With the basic physics of synchrotron emission pinned down, a challenge in recent years was to

deduce the spatial and energy distribution of electrons to allow to best reproduction of the observed

2D and 3D maps of radio emission [88, 89]. This has been achieved with synthetic 2D radio maps

that have excellent agreement with radio observations [90, 91, 92]. These results used a version

of the Salammbô code tuned to Jupiter’s environment to model the physics in the radiation belt

emissions [93] [94] [95].

Observation of the Jovian radiation belt synchrotron emissions has enabled major progress

in the understanding of the radiation belts physics and average distribution ([92] and references

therein). They also enabled the study of short time scale changes (hours to months) in the electron

distributions near Jupiter related to cometary impacts [96] or to the solar wind [97]. Long time

scale dynamics (years) linked to the solar wind have also been revealed [98].

Earth’s radiation belts also have keV and MeV electrons as confirmed by [99] using the EPT

(Energetic Particle Telescope) onboard the satellite PROBAV, as well as measurements from THEMIS

[100]. These energetic electrons should also produce synchrotron emission, the brightness of which

reveals the electron distribution across different energy levels. In theory, one could use measure-

ments from an array with sufficient sensitivity to measure the brightness spectrum in small band-

widths from 1 MHz and below, and back out a detailed proxy for the current global electron energy

distribution. In reality, signal to noise concerns mean that for initial arrays, large bandwidths will

have to be combined in order to make good detections. Even with large bandwidths, this would
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still be valuable information for understanding the global response of the Earth’s radiation belts to

space weather. In this work we design an initial array that could do some baseline imaging of the

radiation belts from the lunar sub-Earth point.

5.5.2 Simulations

As seen in Equation 5.4, the peak emission frequency for a given electron energy level is propor-

tional to electron energy E2 and B, the strength of the planetary magnetic field. The magnetic

moment of Jupiter is 1.59 ·1030G/cm3, while Earth’s is 2.10 ·1025G/cm3 [101]. Jupiter has a peak

flux of ≥ 1 MeV electrons of 108 electrons/cm2/s while Earth has a peak flux of ≥ 1 MeV elec-

trons of 107 electrons/cm2/s. The most energetic electrons in Earth’s magnetosphere at 6 Earth

radii are below 10 MeV, while the most energetic electrons in Jupiter’s magnetosphere at 9.5 Jovian

radii are above 1000 MeV [101, Fig. 3]. This implies that the expected emission at Earth will be

at a far lower frequency than seen at Jupiter. It is partially for this reason that progress on imaging

the Earth’s radiation belts has been significantly slower than for those of Jupiter, since there is not

Figure 5.1: Integrated Spectral Flux Density of Synchrotron Radiation from Lunar Orbit

86



a straightforward way to image the global structure of the belts when you are trying to do it from a

small portion of the globe itself. There is also the issue of the ionospheric cutoff, which precludes

radio waves below 10 MHz from making all the way through the ionosphere to the Earth’s surface.

This means that 1 MHz signals generated near the topside ionosphere could not make it down to

the ground for detection.

A lunar near side array would be uniquely positioned to measure the belts, and provide a near

real time measure of how the Earth’s radiation belts are responding to the current solar input.

The Salammbô code solves the three-dimensional phase-space diffusion equation while modeling

Coulomb collisions with neutral and plasma populations around Earth, wave-particle interactions,

radial diffusion and magnetopause shadowing induced dropouts. It models the radiation belts in

a computational domain that extends from L=1 to L=10 and uses the International Geomagnetic

Reference Field (IGRF) decentered tilted dipole magnetic field model. The simulation starts 50

days before the two target dates with empty radiation belts. At L=10, the modern iteration of

the Salammbô code uses the Time History of Events and Macroscale Interactions during Sub-

storms/Solid State Telescope (THEMIS-SST) data set of electron distributions up to several hun-

dred keV as an outer boundary condition [102]. The SST instruments aboard THEMIS provide

measurements of omnidirectional electron flux in 11 energy channels ranging from 31 keV to 720

keV, as well as unidirectional ones resolving eight pitch angles between 0◦ and 180◦ [100]. The

model also takes Kp as an input, which parameterizes radial diffusion strength and plasmapause

position. An Ensemble Kalman Filter (EnKF) is employed by the model for data assimilation,

leading to improvements in the predictions. The output is a global model of the trapped electrons

in the radiation belts from 1 keV to 100 MeV.

be seen on 11th of October 2016, and a “storm time” on 1st of November 2016 when electron

fluxes were higher as a result of the impact of solar wind structures onto the Earth’s magnetosphere.

Only these two dates are used as a research target in this study. A thorough investigation of the

synchrotron radiation emitted by the radiation belts in more extreme configurations, identifying the

lowest and highest possible electron fluxes, is left for future work, as are the time dynamics and
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response of synchrotron radiation to solar wind events. The output of these two simulated periods

are then analyzed to provide realistic predictions of the brightness of the synchrotron emission up

to 1 MHz. To do so, the synchrotron emission simulator developed at ONERA for Jupiter and

Saturn has been adapted to Earth (for details on the synchrotron simulator, see [92] and references

therein). The synchrotron emission simulator takes the electron distribution in the belts as input, as

well as the magnetic field of the planet and the position of the observer. The output is a 2D image

of the total intensity (first Stokes parameter) of the synchrotron emissions for a given frequency.

Figure 5.2: Simulated Radiation Belt Emission & Fourier Transform. Top: Truth image of syn-
chrotron emission from radiation belts at Lunar Distances. This is what goes into the simulated
array pipeline and is compared to the output. Brightness map created from Salammbô electron
simulation data. The 1.91◦ Earth is added in for a scale indicator.Left: 2D Fourier Transform
Amplitude. Right: 2D Fourier Transform Phase (radians).
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It is expressed as brightness temperatures (in Kelvin) and can be converted to Jansky/beam or

Jansky/pixel. For lunar distances, the output images are 400x400 .038 degree pixels, for a total

area in the sky of 15.2 degrees. On average, the angular size of Earth from the lunar surface is 1.91

degrees, so 1 Earth radius is about 25 pixels in this scale.

We generated brightness maps from 0.1 to 1 MHz scaled to lunar distances with an overall

spectral flux density in the 1 - 3.75 Jy range. These spectral flux density totals at lunar distances

are seen in Figure 5.1. An example of the brightness map for a stormy period at 736 kHz is seen in

Figure 5.2 (a). The other parts of Figure 5.2 show the 2D Fourier Transform of the sky brightness

pattern, which is what the synthetic aperture described in Section 4 will be sampling. One should

note that the synchrotron intensities are directly proportional to the flux of trapped electrons at a

given energy, and a variation of a factor of 10 is easily encountered in the Earth radiation belts

during extreme solar wind events.

Brightness maps of Earth synchrotron emissions can exhibit and confirm what has been ob-

served by the Van Allen Probes, that found an “impenetrable” barrier at L=2.8, below which en-

ergetic electrons cannot penetrate [103]. This barrier has been observed over the course of many

years [104], and is thought to originate from a magnetically confined bubble of very low frequency

(VLF) wave emissions of human origin [105]. Equation 5.4 implies that at the highest synchrotron

frequencies, most the contribution comes from the highest energy electrons at the strongest mag-

netic field strengths. This emission, seen in Figure 5.2a, maps the synchrotron brightness at 734

kHz, on the high end of Earth’s synchrotron emission. As expected, brightest emission is near

the footpoints of the magnetic L shells where the magnetic field is stronger, and there is almost

no emission below the barrier of L=2.8 at these highest frequencies, implying a lack of energetic

electrons in agreement with observations from the Van Allen Probes.
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CHAPTER 6

Lunar Arrays

A Lunar near side array would be the ideal location in many ways for a low frequency Earth

observing array. The near side is always facing Earth, and if situated near the sub-Earth point,

the Earth would stay nearly fixed in the sky’s zenith. A static array configuration would get rid of

problems with positional uncertainty that plagues free flying arrays. There is space on the surface

to spread out, and as long as the hardware is built to last through the large temperature swings of

day and night, all it has to do is survive and transmit data. The wealth of interesting Earth science

described in the last chapter is waiting to be imaged in the low frequency for the first time, if

we could only build the array to see it. In this develop a novel concept array that would be large

enough to detect the faintest emission described in the previous chapter: synchrotron emission. We

choose this as a focal point for array design because if our array can image synchrotron emission,

it will have the resolution and sensitivity to see most other magnetospheric emission.

The high kinetic energy electrons that populate the Earth radiation belts spontaneously emit

synchrotron emissions (the relativistic counterpart of cyclotron emissions) because of their inter-

action with the planetary magnetic field. The brightness of the Earth’s synchrotron emission from

its radiation belts reveals the electron distribution across different energy levels. A lunar near side

array would be uniquely positioned to image this emission and provide a near real time measure

of how the Earth’s radiation belts are responding to the current solar input. The Salammbô code

is a physical model of the dynamics of the three-dimensional phase-space electron densities in the

radiation belts, allowing the prediction of 1 keV to 100 MeV electron distributions trapped in the
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belts. This information is put into a synchrotron emission simulator which provides the bright-

ness distribution of the emission up to 1 MHz from a given observation point. We run simulations

on a “quiet time” which represents what can be seen on 11th of October 2016 (midnight) and a

“storm time” (1st of November 2016). These yield brightness maps from 0.1 to 1 MHz for a Lunar

observer with a overall spectral flux density in the 1 - 3.75 Jy range.

Using Digital Elevation Models from Lunar Reconaissance Orbiter (LRO) Lunar Orbiter Laser

Altimeter (LOLA) data, we select a set of locations near the Lunar sub-Earth point with minimum

elevation variation over various sized patches where we simulate radio receivers to create a syn-

thetic aperture. We consider realistic noise sources from amplifier noise, quasithermal noise from

electrons on the Lunar Surface, Galactic foreground, Blackbody radiation, Earth Auroral Kilomet-

ric Radiation, Auroral Roar, Auroral Hiss, Medium Frequency Bursts, and Terrestrial continuum

radiation. We decide on a science bandwidth of 500-1000 kHz to avoid most of the transient in-

terference. By using various post processing techniques and order of magnitude arguments, we

reduce the noise problem to amplifier noise and electron quasithermal noise. The latter of these is

contested in its intensity, and we have thus created an optimal, moderate, and conservative noise

budget by varying the level of electron quasithermal noise.

We then use a custom CASA code to image and process the data from our defined array. We find

that for a moderate lunar surface electron density of 250/cm3, the radiation belts may be detected

in 1-2 times a day with a 16384 element array over a 10 km diameter circle. Lunar surface electron

densities in the 1000s mean there will be too much quasithermal noise to observe the radiation

belts in a reasonable time frame. Such high densities are only theoretically possible at low Solar

Zenith Angles, and would fall off towards the night side. If functional at Lunar night, such an array

could make a snapshot of Earth’s radiation belts 10-20 times a day.
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6.1 Noise Environment

We follow [26] which gives the equations needed for calibrating the response of a short dipole an-

tenna. They use these equations to do the antenna calibration of the STEREO/WAVES (S/WAVES)

radio instrument [106] onboard the STEREO spacecraft [107], using the Galactic radio background

as a reference source. They considered 3 main sources: amplifier noise, quasithermal noise from

free electrons, and Galactic background radiation from the Milky Way. Out study will include

all relevant potential sources of noise for measurements requiring sensitivity on the order of 1 Jy.

These competing sources can be put into 3 classes of signals: removable constants, transients, and

unavoidable noise.

6.1.1 Removable Constant Background Radiation

These noise sources are static in nature and must be understood to the sub-1 Jy level in order to

remove them and detect the synchrotron emission from Earth’s radiation belts.

6.1.1.1 Galactic Background Radiation

Galactic Thermal Noise from the Milky Way has been characterized extensively before [65] [108].

The model from [108] is seen in Figure 6.1 alongside other large noise sources. From spinning an-

tenna experiments, it’s been thought that the Galactic brightness below 10 MHz is mostly isotropic.

Modulations as a function of the observed solid angle are around 20% at 0.3 MHz, and decreases

down to near 0% at 3.6 MHz [109], with the Galactic poles having a slight brightness enhancement.

This implies for nonzero baselines, there is a maximum power of 20% of the average Galactic

brightness. In order to detect the radiation belts, this is a foreground source that will needed to be

understood to around a 10−5 level in order to not confuse it with the weaker synchrotron emission.

This will be a mapping effort that has happened at higher frequencies, but never to such a degree

for the lowest frequency radio sky. Because Galactic background radiation is the largest static

source in the low frequency sky, it is also the most useful for calibration of the antennas [26].
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6.1.1.2 Blackbody Noise

There are 3 main blackbody Sources to consider: the Earth, the Sun, and the lunar surface itself.

Earth has an equivalent blackbody temperature of 288 K. Following Plank’s law [110], a maximum

blackbody brightness is found to be 8.8·10−26 W/m2/sr/Hz at 1 MHz, and decreases for lower

frequencies. One can multiply these values by 4π · ( RE

DEM
)2 to account for the inverse square

decrease in intensity from the Earth’s surface to the Moon and convert to spectral flux density

units W/m2/Hz to make a Jansky comparison. This decreases the total signal from the Earth’s

blackbody output to an integrated 30.4 mJy for 1 MHz at lunar distances and is less strong at lower

frequencies. This effect is small and fairly constant and may be subtracted out of the data on a

per channel basis. In the scale of our truth images, this 30.4 mJy signal is spread throughout the

1960 or so pixels that make up the Earth, giving an average of about 0.0156 mJy/pix. This over

an order of magnitude below the peak mJy/pix values for the radiation belt, and is ignored in our

simulations.

The Sun has a blackbody temperature of 5800 K, giving a maximum surface brightness of

1.78·10−24 W/m2/sr/Hz at 1 MHz. The mean radius of Sun is 696,000 kilometers and 1 AU is

1.496·108 kilometers. Multiplying again by ( r1
r2

)2 · 4π yields 4.838·10−28 W/m2/Hz or 48 mJy

for the flux density at the Moon. This originates from a 0.2 degree circular source, and would

correspond to to about 2.5 mJy/pixel when spread through the 20 or so pixels the sun would take

up in the resolution of our truth images. These levels are similar to those in the signal in the Earth’s

synchrotron emission at lunar distances, and will thus have to be removed in post processing with

CLEAN [67] or a similar algorithm if it is close to the Earth in the sky. A more advanced multiscale

method like MultiScale-CLEAN (MS-CLEAN) [111] may also be used to remove the Sun from

the image, using the known size of the Sun as an input to facilitate an direct removal of that sized

feature. Peeling methods [112] may also be used to remove the influence from this known source

in the visibility domain, before the imaging process.

The Moon has an average black body temperature of 271 K, but can have temperatures of

373 K in the daytime (yielding a 1 MHz blackbody noise of 1.14·10−25 W/m2/sr/Hz or 1.44·10−24
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W/m2/Hz = 144 Jy) and 100 K at night (yielding a 1 MHz blackbody noise of 3.06·10−26 W/m2/sr/Hz

or 3.85·10−25 W/m2/Hz = 38.5 Jy). Since this is from the surface of the Moon itself, and not from

a small area in the sky, this blackbody noise will add random thermal noise to our system, but is

less than 3 orders of magnitude below other noise sources even in optimistic amplifier limited noise

regimes. We will therefore not include it in our simulations. A summary of the basic characteristics

of these constant background radiation noise sources can be seen in Table 6.1.

Table 6.1: Characteristics of constant sources as seen from a lunar based radio array

Constant Source
Lunar Flux

Density 1 MHz Notes
Galactic

Brightness 5 · 106 Jy Acts like correlated noise
Earth

Blackbody 3 · 10−2 Jy
1.9◦ circle from the Moon

273 K
Lunar

Blackbody
38 - 144 Jy

Night to Day
Added to background noise

100 - 373 K
Solar

Blackbody 4.84 · 10−2 Jy
0.5◦ circle from the Moon

5800 K

6.1.2 Unavoidable Noise

These are noise sources that drive the integration time required for a good detection. There is no

way to subtract it out or get around it.

6.1.2.1 Amplifier Noise

This is receiver dependent noise that will not be fully understood until actual hardware prototypes

are built. [113] goes through the process of characterizing the noise and impedance of the amplifier

and other electronics of the receiver for the Long Wavelength Array antenna. Similar techniques

would be used to analyze the response of our chosen antenna for a lunar based array. As a stand in,

we choose a level of amplifier noise with equivalent flux density of 10−20 W/m2/Hz/sr. This was

chosen to roughly match the amplifier noise of other space based antennas such as SunRISE and

STEREO/WAVES.
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6.1.2.2 Quasithermal Noise

Below 750 kHz plasma thermal noise is a non-negligible factor in solar wind conditions, and

dominates the noise levels below 500 kHz. For a lunar surface with an enhanced electron density

from photoionization from Solar photon flux on the dayside, this noise can become the dominant

factor. For electrically short antenna, the formula for the induced voltage by these free electrons is

given by [114] and [115], where ne and Te are the local electron density (cm3), f is the observing

frequency, and L the physical length (m) of one boom (or arm) of the dipole. We assume for each

receiver, each boom is 5 m long.

V 2
QTN = 5 · 10−5neTe

f 3L
(6.1)

This is the voltage at the ends of the antenna, so the actual received variations will be multiplied

by the gain parameter/wave reflection coefficient from impedance mismatch Γ2 which we take as

0.52 in our calculations, matching S/WAVES [26, Eqn. 7]. In Equation 6.2, V 2
r is the received

spectral voltage power, V 2
noise is the amplifier noise, Rr is the radiation resistance of the antenna, λ

is the observing wavelength, and Bf is the average spectral sky brightness.

V 2
r = V 2

noise + Γ2V 2
QTN + 2Γ2Rrλ

2Bf (6.2)

In order to apply this formula to estimate the level of quasithermal noise on the lunar surface,

we have to have expected values for the electron density and temperature. There has never been a

radio antenna that could measure the true level of quasithermal noise on the surface of the Moon,

so we survey the predictions from theory and remote sensing experiments. The first experiments

that provided an estimate of lunar electron density on the surface were observing radio refractions

from the crab nebula [116] [117]. From these measurements they inferred the presence of a lunar
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ionosphere above the sunlit lunar surface with peak electron concentrations ne ≈ 500 - 1000 /cm3.

A few years later, Soviet spacecraft also did a radio refraction timing experiment [118] [119]

[120]. Luna 19 and 22 estimated radial density profiles from radio refraction timing data finding the

surprising result that the lunar surface may host a stable electron density on the order of 1000/cm3

observed on the sunlit side, including regions near the terminator.

Lunar Prospector data from 1998−1999 used a Electron Reflectometer to measure Te and ne at

altitude ranges of 30−115 km. The Reflectometer collected data for electrons from 7 eV to 20 keV

for 19 months [121]. On the day side, ne ≈ 8/cm3 and Te ≈ 12 eV. At the night side ne decreases

exponentially and Te reaches to 50 eV. On the lunar night side ne shows a range of 2–0.002/cm3

and Te has a range of 15-50 eV. Lunar surface potential is found to be highly dependent on electron

temperature, which varies with solar input, and may be especially dependent on crustal magnetic

fields.

A more recent experiment with LRS (Lunar Radio Science) on Kaguya-SELENE by the Japanese

space agency has found evidence of transient enhancements in surface electron density around

250/cm3 but only within a solar zenith angle of 60 degrees. They used radio occultation experi-

ments with multiple spacecraft to probe the lower lunar atmosphere [122]. SELENE did not find

a large persistent enhancement like Luna over the whole dayside. An additional factor that may

explain the discrepancy is the amount of ultraviolet radiation at the times of the experiments [123].

The F10.7 index is a measure of the noise level generated by the sun at a wavelength of 10.7 cm at

the earth’s orbit, and acts as a useful proxy for ultraviolet radiation from the Sun. The F10.7 index

was particularly low at 70 solar flux units (1 sfu = 10−22 W m2 Hz−1) during the SELENE mission

at solar minimum. On the other hand, during the Luna 19 and 22 missions the index was in a range

between 75–125 sfu.

There have also been several theory driven approaches to estimating electron conditions at the

lunar surface. [124] did a calculation of the photoelectron sheath finding a surface electron density

of 60/cm3, using a Maxwellian distribution for the photoelectrons. This may be outdated by [125]

and [126], which use a more physically motivated half Fermi Dirac (F-D) distribution for velocities
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Figure 6.1: Noise budgets with different quasithermal noise assumptions. These include the main
unavoidable static noise sources for a lunar surface radio array over the range 100-1000 kHz.
Top: Optimal 250/cm3, Amplifier Dominated Noise Budget. Left: Moderate, 250/cm3 Electron
Quasithermal Noise Dominated. Right: Conservative, 1000/cm3 Electron Quasithermal Noise
Dominated. The sum of these noise sources is multiplied by 4π steradian to compute the System
Equivalent Flux Densities (SEFDs) which we use to compute Signal to Noise ratios.

of the photoelectrons. These analyses find a electron densities on the order of 1000/cm3, and up to

7000/cm3 and higher depending on the solar wind input and photoelectric efficiency of the surface.

Both of these theories predict the reduced photon flux in late afternoon or nighttime will lead to a

corresponding decrease in electron density.

We can plug these values into Equation 6.1 to get conservative (1000/cm3 ne), moderate

(250/cm3 ne), and optimistic (8/cm3 ne) values for the plasma noise portion of the noise bud-

get that dominates the lower band. A electron temperature of 12 eV will be used for all noise

budgets, which is justified since the only time it is known to be higher than that is on the night
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side when ne is also much lower, so the product of neTe from Equation 6.1 is equivalent to the

optimistic case. Figure 6.1 shows the equivalent brightness of all the unavoidable noise sources

together with a model of the Galactic brightness for reference.

6.1.3 Deciding on an Operational Science Band

In order to avoid most of the transient sources, we are setting the observing range to 500-1000

kHz. This range avoids most of the AKR, Auroral Hiss, and Earth Continuum Emission that

occurs below 500 kHz, and almost completely avoids the Auroral Roar and MF Bursts that occur

above 1.5 MHz. There were no Salammbô simulations done to predict the radiation belts above

1.0 MHz, but 1.0-1.5 MHz is likely to be a useful extension of our observing range since there are

normally no more transients than there are in the 500-1000 kHz range. But for the rest of the paper,

we assume a operational bandwidth of 500-1000 kHz. Averaging over this range, the optimistic

noise budget gives an average brightness of 1.1·10−20 W/m2/Hz/sr which we multiply by 4π for a

system equivalent flux density (SEFD) of 1.38·10−19 W/m2/Hz = 1.38 ·107 Jy. The moderate noise

budget gives an average brightness of 3.66·10−20 W/m2/Hz/sr which we multiply by 4π for a SEFD

of 4.6·10−19 W/m2/Hz = 4.6·107 Jy. The conservative noise budget gives an average brightness of

1.16·10−19 W/m2/Hz/sr which we multiply by 4π for a SEFD of 1.46·10−18 W/m2/Hz = 1.46 · 108

Jy. If there are any transients that leak into this operating range, we will have to have some system

to recognize the extra flux, and filter the data from that bandwidth and time period from the data

that will go into the synchrotron imaging. The data could be processed at high spectral resolution

to flag interference before integrating across the observing band for imaging.

6.2 Designing a Mock Array

Predicted brightness maps have to be run through simulated lunar arrays with realistic noise to

see what array size/ configuration will be needed to image the emission of the belts. However,

traditional radio astronomy software is hard coded to assume an Earth based array. To circumvent
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this, we manually calculate the antenna separations and insert them along with the simulated visi-

bilities into a Common Astronomy Software Applications (CASA) Measurement Set (MS) file for

analysis [24]. These MS files contain the information of the array configuration, alignment with

the sky, and visibility data. This is a standard format that can be used with a wide range of existing

imaging and analysis algorithms.

The mathematics and theory of creating images with radio arrays has been fleshed out in classic

textbooks such as Thompson et al.’s Interferometry and Synthesis in Radio Astronomy [2]. Stated

informally, the basic insight to understand is that for a group of antennas, the cross correlation of

any pair of antennas (a visibility) will yield the information of a single 2D Fourier coefficient of

the sky brightness pattern. The exact spatial 2D wave that is sampled depends on the separation

between the given pair of radio receivers in units of wavelength of the observing frequency. The

further apart the receivers are in a certain coordinate system oriented towards the imaging target,

the higher the spatial frequency sample will be provided, giving higher resolution details at small

scales. Conversely, the closer a pair of receivers are in that same reference frame, the lower the

spatial frequency sampled, yielding larger scale structure information at a lower resolution.

In order to solve for the antenna separations, or baselines, a set of locations were chosen using

data from the Lunar Reconnaissance Orbiter (LRO) [127]. We use Lunar Orbiter Laser Altimeter

(LOLA) data [128] which provides high-resolution Lunar Topography (SLDEM2015) data, giving

the altitude for any given longitude and latitude. The data is in the Moon Mean Earth/Polar Axis

(ME) frame, which has the Sub-Earth point at Longitude 0◦ Latitude 0◦. The Moon ME frame is

standard for all lunar data in the Planetary Data System (PDS). We use SPICE [129] to align the

Moon ME frame to the celestial sky in order to track its relative position with the Sun and Earth.

By having the array near the sub-Earth point, the array will be very close to planar all the time due

to the orbital lock of the Moon with Earth. The Earth will be directly overhead near the center of

the sky at all times, with only slight variations in the projected baselines from the wobbling of the

lunar rotation, which is accurately tracked by SPICE.

With this simulation pipeline in hand, the simulated synchrotron map may be propagated
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through a model of a distributed radio array on the Moon to produce dirty images that approx-

imate the performance of the array. A dirty image is an array’s imperfect representation of the

true sky brightness pattern that has been corrupted by the inherent sparseness of a distributed radio

array. The configuration of the array determines the dirty beam, or the point spread function (psf),

that is the combination of unweighted Fourier samples obtained from each pair of antennas. The

dirty image is mathematically equivalent to a convolution of the true sky brightness pattern with

the dirty beam. Any sidelobes or imperfections in the beam will translate into imperfections in the

dirty image.

6.2.1 Array Locations

We will test out 3 array sizes: 6 km diameter, 10 km diameter, and 20 km diameter. In order to

find a good place for the center of each array, we zoom in on the area around the Sub Earth point

at 0◦ Longitude 0◦ Latitude. We limit our search to the area of ±2◦ Longitude and Latitude around

the Sub-Earth point. At the equator, each degree of Longitude is 29.67 km, so the approximate

area considered was 14085 km2. Within this area, patches of land with low variance in elevation

were found in order to base various sized arrays. We found the 5×5 km2, the 10×10 km2, and the

20×20 km2 patches that had the lowest variance in elevation according to the SLDEM2015 data

with a resolution of 128 pixels per degree. These locations and their root mean square (RMS) in

elevation are shown in Figure 6.2 (b)-(e).

6.2.2 Array Formation

Now that we have locations for the arrays, we have to decide on the configuration of the array. We

assume that we are using 5 m dual-polarization dipole antennas for all our receivers, and that there

is a minimum distance of 15 m between receivers. This limits the maximum density of receivers

to ∼ 4400 antennas/km2. Though that dense of a distribution won’t be needed everywhere, a large

amount of receivers are needed to detect a low frequency synchrotron emission signal that is at

least 5 orders of magnitude below the noise.
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Figure 6.2: Top: Center of array at sub-Earth point, 0◦ Longitude, 0◦ Latitude in the Mean
Earth/Polar Axis (ME) frame used for all modern lunar data. An array near here will have the
Earth in the zenith of its sky continuously. Middle Left: Lowest elevation variation array location
candidates near the Sub Earth Point for 6, 10, and 20 km arrays. Middle Right: 10 km radius
Array, Elevation σ = 13.5 m. Lower Left: 5 km radius Array, Elevation σ = 5.6 m. Lower Right:
3 km radius Array, Elevation σ = 2.8 m. These elevation maps show different 1024 element array
configurations of logarithmically spaced concentric circles. This configuration is relatively unop-
timized, but provides many short baselines where most of the signal for diffuse structures are. The
logarithmic aspect also provides some non-uniformity, increasing the array’s UV coverage.
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There exist several algorithms for the optimization of array configuration for a given number

of antenna and location. Iterative algorithms for specific topographies [130] and imaging targets

[131] may be used to find a high performing configuration better than simple arrangements such

as logarithmically spaced circles. These techniques may be extended in different ways to take

obstacles such as craters into account [132], or minimize certain parameters like cable length [133].

These cables are used to transmit data from each receiver to a central facility for data processing

and transmission.

Minimizing cable length helps decrease construction costs, but an alternative to using cables

in the first place is to have a central tower that has a Line of Sight (LOS) view of every antenna

that would facilitate communication via a higher frequency antenna. The equation for the horizon

distance is d =
√
h(2R + h) for radius R and height of observation h. For lunar radius 1,737.5

km and d = 10 km, this equation can be solved for h = 28.8 meters. So a tower roughly 30 m or

100 ft tall could be seen by every antenna station out to 10 km. Though to actually transmit data

at an acceptable rate it would need to be taller since transmitting directly to the horizon leaves

little room for error. Fortunately, monopole towers up to 200 feet are commonly used on Earth

for a myriad of uses, including wireless communication. These towers have a small footprint and

foundation, and are relatively fast and easy to erect.

The decision for the configuration of a radio array should also take the point spread function

into account and assure that an array has sufficient UV coverage. It has been shown that non-regular

arrays such as hierarchical arrays that introduce small tweaks into their array geometry can give

better signal to noise ratios or less sidelobe interference than more uniformly spaced arrays[134].

Previous experiments with array design have also showed one can employ a sequential optimization

strategy to your layout and reach near theoretical limits on sidelobes [135] [136].

Another powerful technique that might be utilized for the configuration of a large scale lunar

array is hybrid arrays. These are getting more popular on the ground with low frequency telescopes

like the MWA [137], LOFAR [138], and LWA [139] all employing a version of this strategy. Hybrid

arrays consist of a mixture of single elements and clusters of elements that have been phased up
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to act as a single element. Nearby groups of antennas are made to act like a single phased array,

and then one employs interferometry to use many of these groups of antennas that spread far away

from each other. This yields both short and long baselines while maintaining a tractable way to

handle all the data processing that’s spread over many kilometers.

As an initial stand in for a more optimized array design, we opt for an array shape of log-

arithmically spaced circles. By logarithmically spacing the antennas in each arm of the array,

more baselines are concentrated in the shorter ranges that provide more signal for imaging the

diffuse synchrotron emission belts. The logarithmic aspect of the layout also adds a layer of non-

uniformity to the design, increasing the array’s UV coverage. We simulate a 1024 element array

with 32 arms with 32 logarithmically spaced antennas each, and calculate the noiseless visibilities

from the synchrotron brightness model. We did this for a 6 km, 10 km, and 20 km array to see

the noiseless response of different synthesized beam responses. The 1024 element layouts are seen

over their respective lunar location in Figure 6.2. A more refined optimization of the array config-

uration that takes into account specific lunar geometries, cable length, point spread functions, and

more is left for future work, and is described briefly in the Future Work section of the paper.

6.2.3 Imaging Performance

The noiseless recovered images of ∼ 2 Jy stormy periods are seen in Figure 6.3. An important

thing to note is the maximum of the colorbars in each of the panels. As the array is made smaller,

the beam grows, reducing the resolution of the recovered image, but also making the features

brighter because the beam takes in more signal. The sweet spot may be an array of 10 km since

at that resolution 4 main synchrotron lobes are resolved unlike the 6 km array, but the lobes are

twice as bright (albeit less well separated) than for the 20 km array. Images were made with a

Briggs weighting scheme with a robustness parameter of -0.5, focusing more on resolution than

noise reduction.

Now we add realistic noise to the radio visibilities. From [10], the interferometric noise for a

single polarization can be calculated with
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Figure 6.3: Noiseless Response of Different Sized Arrays to Synchrotron Emission of Stormy
Radiation Belts. Top: Noiseless response of 20 km array. The 1.91◦ Earth is added in for a scale
indicator. Left: Noiseless response of 10 km array. Right: Noiseless response of 6 km array.
Images were made with a Briggs weighting scheme with a robustness parameter of -0.5.

σ =
SEFD

ηs
√
Nant(Nant − 1)∆ν∆T

(6.3)

ηs is the system efficiency or correlator efficiency, which we have conservatively assumed to

be 0.8. This efficiency is a function of how the correlator does its quantization, with more levels

of quantization leading to less signal loss, but more computation with increasing sample rates.

[140] provides a table of this correlator efficiency for a number of quantization levels, showing

that for a Nyquist sampled voltage waveform, anything over 3 level quantization will lead to a

correlator efficiency of over 0.8. This should not be a limiting factor since modern arrays such as
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the Very Large Array (VLA) use 8 bit sampling, leading to 256 quantization levels, and a correlator

efficiency over 0.9. The System Equivalent Flux Density (SEFD) is a useful way to talk about a

radio antenna’s total noise because it ties in both the effective area and the system temperature,

giving a simple way to compare the signal and the noise. We take the SEFD as the average noise

over our operational science band described in section 3.4 and take ∆ν to be 500 kHz.

Equation 6.3 is for point source sensitivity, and is valid because the Fourier transform of a delta

function has a constant non-zero amplitude. For diffuse sources in the sky such as the radiation

belts, the distribution of baselines is important. For the synchrotron emission belts, Figure 5.2 (b)

Figure 6.4: Recovered Dirty Images after 4 hours Integration with Optimal, Amplifier Limited
Noise. Top: Noisy response of 20 km array, σ = .0318 Jy/beam =⇒ SNR ≈ 3.93 for each lobe.
The 1.91◦ Earth is added in for a scale indicator. Left: Noisy response of 10 km array, σ = 0.041
Jy/beam =⇒ SNR≈ 5.85 for each lobe. Right: Noisy response of 6 km array, σ = 0.073 Jy/beam
=⇒ SNR ≈ 6.44 per lobe. Images were made with a Briggs weighting scheme with a robustness
parameter of -0.5, and are showed here completely unCLEANed.
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shows that most of the power is in a couple 10s of wavelengths, with generally more power the

shorter the baseline. This means the amount of signal added from a baseline is not constant, and

imaging software like CASA is needed to understand what the SNR would be for a given array

configuration imaging diffuse structures such as the synchrotron emission from radiation belts.

The units for the Signal and Noise in the recovered images from an interferometer are Jy/beam.

Figure 5.2 (c) also shows that the 3 areas of UV space that the most power have phases close to

either 0◦, 180◦, or −180◦. This will be a useful check on the real measurements, and may be used

to detect errors in phase measurement. However, we will not go into this advanced level of array

calibration for this paper.

We treat the values with an appropriate amount of noise, using Equation 6.3 with NAnt = 2

for each visibility. Equation 6.3 also tells us that overall noise decreases roughly linearly with in-

creasing NAnt. We can use our 1024 element model to estimate a 16384 element array by dividing

the noise by 16, as long as we assume the expanded array has a similar distribution of baselines.

Under this assumption, a 16384 element array has ∼256 similar baselines for every 1 baseline of a

1024 element array. So when adding all the visibility data to create an image, the Fourier sample

for that baseline will have its noise decreased by a factor of
√

256 = 16 when compared to the

single corresponding baseline for a 1024 element array. So by dividing the noise from our 1024

element arrays by 16, we have simulated a 16384 element array spread over 6, 10 and 20 km.

Recovered dirty images of stormy period synchrotron emission for a 4 hour integration time using

16384 receivers in an optimal, amplifier limited noise environment are seen in Figure 6.4. With the

SNR in Jansky/beam from these simulations, we can come up with predicted times it would take

to reach a given SNR for a particular noise environment. Data were imaged using a Briggs weight-

ing scheme [141] with a robustness parameter of -0.5, so more on the uniform weighting side as

opposed to natural weighting. This seemed to make the best images for this imaging target, with

larger robustness values giving up too much resolution, while more negative values being noisier.

The images are otherwise uncleaned, with 0 iterations of any sort of CLEANing algorithm.

From Figure 5.1, the average integrated spectral flux density for the radiation belts in a noisy
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storm period is 2 Jy over 500-1000 kHz, while for a calm period it is 1.4 Jy. The translates into

needing an integration time roughly twice as long in order to reach a similar SNR for a given array.

There is roughly a factor of 3.3 between optimal and moderate noise, and a factor of 3.16 between

moderate and conservative noise. This means that to reach the same SNR takes ∼10 times longer

in moderate environment than in the optimal, and also (at least) 10 times longer in the conservative

regime over the moderate environment. So if the antenna array can be powered during lunar night,

snapshots could be taken of the radiation belts every couple hours. On the other hand, electron

densities over 1000/cm3 at low Solar zenith angles (near lunar noon) could overwhelm the array

to the small signal that the radiation belts give off. The expected integration times for a 16384

element array for our various noise budgets and array sizes is shown in Table 6.2.

Table 6.2: Expected Integration Times for 16384 Element Arrays of Various Sizes

Integration Time (minutes) for
16384 Element Array over 500 kHz 6 km array 10 km array 20 km array

Optimal Noise 3 σ Lobe Detection Calm 104 126 280
Optimal Noise 3 σ Lobe Detection Storm 52 63 140
Moderate Noise 3 σ Lobe Detection Calm 1132 1372 3050
Moderate Noise 3 σ Lobe Detection Storm 566 686 1525

Conservative Noise 3 σ Lobe Detection Calm 11096 13442 28873
Conservative Noise 3 σ Lobe Detection Storm 5548 6721 14936

6.3 Discussion

Imaging the synchrotron emission from the Earth’s radiation belts at regular intervals would go a

long way towards understanding the global response of Earth to variable Solar input. However,

due to the relative weakness of the signal compared to the unavoidable noise sources from the

lunar ionosphere and receiver electronics, thousands of antennas would be needed to get good

measurements at a decent cadence. This paper outlines many of the transient noise sources and

provides estimates of what it would take to achieve useful results, but it is only a first attempt at

answering the problem. Many antenna design & implementation details would have to be taken

into account for a real mission, a few of which are listed in the Future Work section.
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Table 6.2 outlines the integration times needed for successful detections of the synchrotron

emission under different conditions, saying that the data equivalent needed for a certain level of

detection is X minutes times 500 kHz. There is an implicit optimism here because in reality, a

flagging system would need to be implemented that could take out noisy channels that have other

sources of unknown strength overpowering the synchrotron signal. This would mean it would

likely take longer than stated in the table to actually reach the amount of data needed for a given

SNR. Another important factor not mentioned so far is duty cycle. Most antennas are not recording

data 100% of the time. A system where every antenna has a 50% duty cycle means that it would

take twice as long to collect the same amount of signal.

Some useful takeaways from this paper are that ∼10 km seems to be a good compromise in

array size because at that resolution 4 main synchrotron lobes are resolved, but are still relatively

bright. A 10x10 km patch could hold over 440000 antennas if densely packed, but a circular dis-

tribution with many logarithmically spaced arms could make do with 16384 elements. Several low

variance altitude regions near the Sub Earth point of the lunar surface were identified as promising

array locations. This work also demonstrates a data processing pipeline combining SPICE, lunar

surface data from LRO, and CASA that can generate the dirty images for a lunar array. The inte-

gration times required for detections are predicted to be highly dependent on Solar Zenith Angle,

since less incident Sunlight will lead to fewer photoionized electrons, which will mean less qu-

asithermal noise. This results in faster snapshots of the synchrotron emission as you move from

lunar noon, to lunar late afternoon, to lunar night. This provides an incentive for a power supply

system that can power the system as late as possible into the lunar night. This will require either

highly efficient solar panels and batteries, or a radioisotope thermoelectric generator.

6.4 Future Work

As discussed in the Array Formation section, there are a number of optimizations that could be

made to the array configuration. Logarithmically spaced circles are used as a stand-in, but in
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reality we would want to optimize the configuration, avoiding any small craters at the array site,

minimizing key parameters such as total cable length, and designing the point spread function to

have good UV coverage. In addition to increasing the imaging performance of the array, these

optimizations can also help decrease construction costs.

Improvements in the simulations could be made by including a channel dependent simulated

foreground removal for removable constant noise sources such as blackbody signals and Galactic

background structure. The data processing pipeline could also use a fleshed out transient event

detection scheme that removes flagged channels from the data that goes into the synchrotron emis-

sion imaging. The pipeline could then be tested on imaging these transient signals to demonstrate

the degree of localization possible for a given SNR transient.

As discussed in the Amplifier Noise section, there is hardware specific characterization of the

noise and impedance of the receiver to be done. [113] provides a useful guide to look to as they go

through these processes for the Long Wavelength Array (LWA) antenna. Similar techniques would

be used to analyze the response of our chosen antenna for a lunar based array. Mutual coupling and

Galactic noise correlation can lead to a decrease in sensitivity for arrays with receivers less than a

few wavelengths away from one another, as discussed in [142]. This is reflected in a increase in

expected SEFD for the array, especially for beams formed over 10◦ from zenith. For beams near

zenith the effects of coupling is frequency dependent, and may be better or worse than expected.

For the purpose of imaging the Earth’s synchrotron emission, the consequences from coupling are

minimal since the array’s location ensures that the Earth will always be near the sky’s zenith. In

order to unlock the array’s full potential, studies of the expected SEFD as a function of elevation

angle and frequency will have to be done, as [142] did for the LWA.

The NASA SMD recently chose the Radio wave Observations on the Lunar Surface of the

photoElectron Sheath (ROLSES) mission with PI Robert MacDowall to put a STEREO WAVES

inspired radio antenna on the lunar near side [143]. This will be an excellent pathfinder for many

engineering aspects of the array not described in this paper, and will also finally provide direct

measurements of the photoelectron sheath density near the surface over the course of the lunar
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day. This will solidify the noise budget in Figure 6.1, and will help drive requirements for signal

to noise levels for all future lunar radio arrays. It will also provide occurrence rates and flux

density levels for transient events detectable on the lunar near side. The instrument will be flown

as part of the Commercial Lunar Payload Services (CLPS) program, where private landers will

robotically deliver and deploy selected payloads. The expected Payload Delivery Date is August

2020. Another CLPS mission is Solar Cell Demonstration Platform for Enabling Long-Term Lunar

Surface Power will demonstrate advanced solar arrays for longer mission duration. The expected

Payload Delivery Date is March 2020.

110



CHAPTER 7

Conclusions

Low frequency radio astronomy is rapidly catching up with higher frequency astronomy. The

field is soon set to break past the limits of Earth, and into space, free from the bounds of Earth’s

ionosphere that limits measurements below 10 MHz. This thesis has sketched out much of the data

analysis pipelines and science analysis needed for radio arrays to detect a wide range of physical

phenomena that create low frequency emissions. With this new leap into space comes a host of

new challenges. In the realm of low frequency interferometry, simple signal to noise ratio (SNR)

formulas do not always hold, since every pair of antenna is sampling a different Fourier component

of the sky, the specific coherence pattern determined by the 3D separation between the antenna and

the observing frequency.

For diffuse (i.e. non point like) structures in the sky, the Fourier transform of the sky brightness

pattern is non-constant. This means the amount of signal added from a given pair of antenna is not

constant, and imaging software like CASA [24] is needed to understand what the SNR would be

for a given array configuration imaging diffuse structures with realistic noise. However, traditional

radio astronomy software like CASA is hard coded to assume an Earth based array.

To circumvent this, I have created an altered version of CASA that can simulate space based

arrays. My version takes new space based sources of localization error into account, and can accu-

rately track the changing array configuration from an evolving orbital constellation, as opposed to

the standard of Earth rotation synthesis. I have also created a version that employs lunar topologi-

cal maps with orbital tracking software to make a version for lunar surface arrays. This simulation
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pipeline has been leveraged to make sure the concept arrays described in the text can meet their

scientific objectives.

I have taken the reader through trade space studies in Chapter 2, showing how optimal com-

munication strategies can change as one scales up the number of spacecraft in an array. In Chapter

3, I reviewed the current theory for Solar type II and III bursts, which are low frequency emis-

sions caused from energetic particles from the Sun. I described how we can take the cutting edge

physics to describe the dynamics of the inner corona of the Sun and propagate their solutions in

time, recreating real events in simulations. I then showed how one can take plasma data from these

simulations and create synthetic spectra to compare to the real spectra. I found that of the various

theories of the location of the burst generation of type II bursts, the shock nose matched the shape

of the real burst.

I then used these same data cuts of the 4 categories of theories of particle acceleration in Chap-

ter 4 as input to test the proposed space based radio interferometer, SunRISE. SunRISE is the Sun

Radio Interferometer Space Experiment that would for the first time directly image these type II

and III bursts in the low radio frequencies. I have outlined the data processing and science analysis

for this mission, tracking all the the sources of noise, and taking physically inspired test data from

the MHD simulations to make sure that SunRISE could fulfill its mission requirements. On top

of tracking regular thermal noise sources, novel aspects of the mission, specifically the positional

awareness system, has its own set of uncertainties that carry over errors into the data. This fre-

quency dependent phase noise from positional uncertainty was accounted for in the simulations.

It was found to be slightly harmful at the upper range of 20 MHz, but did not stop SunRISE from

completing its mission in simulated trials. We also outlined several other astrophysical targets that

would be within SunRISE’s sensitivity to detect. The pipeline used to simulate these measure-

ments required a custom addition to the industry standard radio astronomy software, CASA. My

addition allows the calculation of key parameters of the simulated array in a space based setting,

including the projected baselines and visibility data.

This same pipeline architecture allows the simulation of larger arrays, such as RELIC. RELIC
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would be made of 32 spacecraft. An array of this size has high enough data transmission costs

that having a mothership to transmit data for all the spacecraft is most economical, as shown in

principle by the trade study in Chapter 2. A RELIC pipeline was created, again with realistic noise

sources including positional uncertainty. I show that RELIC can image radio emission from galac-

tic sources down to 100 arcsec wide, with 100 Jy total brightness. This sensitivity and resolution

will open up an entirely new window into the universe, providing a detailed look at the lowest

frequency sky for the first time.

I added additional elements to my space based radio pipeline, using LRO LOLA data to sim-

ulate radio arrays on the Lunar surface, using SPICE to align the Lunar frame to that of the Sky.

This pipeline has enabled some simulation of powerful arrays pointed towards the Earth to image

a range of low frequency magnetospheric emissions. Among the zoo of transient emissions such

as AKR from the magnetosphere that are above the noise floor, there is a tantalizing target in the

form of Synchrotron emission. Characterization of this emission with a large Lunar near side array

would allow unprecedented proxy measurements of the global electron energy distribution. I was

given realisitic models of the Earth’s synchrotron emission from Lunar distances, and I propagated

them through the defined Lunar array to show that this emission is detectable in theory. I have iden-

tified candidate sites for the arrays on the Lunar surface, near the sub–Earth point. I have sketched

out a noise budget that will be solidified in 2020 once the ROLSES mission sends a radio antenna

to the Lunar surface. There is plenty of work to be done on Lunar arrays, from understanding

how to deal with the harsh thermal environment, to fine tuning array configurations, to simulating

individual antenna response on top of the lunar regolith and deciding whether to include elements

such as a ground plane.

Rarely does a single work push the field towards a previously unknown ripe area of research.

Great minds of the past have often imagined things deemed fanciful and impractical in their original

time, only to have the fruit of their idea grow ripe as the decades pass. In this vein, space based

radio arrays have been dreamed about for over 30 years [144], and now many factors are pointing

towards the idea that the time finally seems ripe for low frequency radio astronomy to make its
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move to outer space. Both the reliability and decreasing costs of small satellites is a huge game

changer for the entire space industry, incentivizing mission designs that can take advantage of the

distributive nature of multiple small inexpensive spacecraft to do the jobs traditionally done by

larger, more costly spacecraft. Because of the long wavelengths of the radiation of interest, low

frequency radio astronomy requires the distance between receivers on the scale of kilometers, far

exceeding the practical size of a single spacecraft. Industry has finally caught up with the dreamers,

which means it’s time for the dreamers to become the makers. This thesis is a step towards making

the dream of space based radio arrays a reality.
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