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ABSTRACT

This thesis describes experimental and computational efforts to develop diagnostic tools,

investigate magnetic field generation, and probe the dynamics of magnetic fields driven by

high power lasers.

Proton beams accelerated via the target normal sheath acceleration (TNSA) mechanism

can be used to diagnose electric and magnetic fields present in high power laser-produced

plasmas. In experiments using the OMEGA EP laser system, measurements were made

of proton beams generated by up to 100 ps, kilojoule-class laser pulses having relativistic

intensities. By systematically varying the laser pulse duration, degradation of the accelerated

proton beam quality was measured as the pulse length increased. Two dimensional particle-

in-cell (PIC) simulations and simple scaling arguments suggest that ion motion during the rise

time of the longer pulses leads to extended preformed plasma expansion from the rear target

surface and strong filamentary field structures which can deflect ions away from uniform

trajectories, leading to large emittance growth. Optimal laser pulse conditions for proton

radiography applications were identified.

Proton radiography was used to explore both moderate (IL = 2 × 1014 Wcm−2) and

high (IL > 1019 Wcm−2) intensity lasers interacting with foil targets. The strength, spatial

profile, and dynamics of self-generated magnetic fields were measured as the target material

was varied between plastic (CH), aluminum and copper. In the case of moderate intensity

pulses, radiation-driven double ablation fronts in higher Z targets initiate multiple regions

of Biermann battery (∇Te × ∇ne) magnetic field generation. Results were compared to

xiv



extended magnetohydrodynamics (MHD) simulations with radiation transport which repro-

duced key aspects of the experiment. At high intensities, rapid expansion of the magnetic

fields was observed, as well as enhanced filamentation in lower Z, insulator targets. 2D PIC

simulations were used to probe the underlying physics of high intensity laser-driven magnetic

field generation, including the impact of preformed plasma scale length.

Finally, each of these elements were brought together to study a highly asymmetric

laser-driven reconnection geometry established by focusing a high intensity pulse alongside a

moderate intensity long pulse. After the long pulse plasma and associated magnetic field has

evolved, the high intensity pulse arrives on target producing a relativistic, highly magnetized

plasma. Proton radiography captures the dynamic interaction of the strong, impulsive mag-

netic field generated by the high intensity pulse and the relatively slowly evolving Biermann

battery fields. Quantitative measurements of the magnetic field dynamics and 3D particle-

in-cell simulation results show signatures of a magnetized interaction potentially indicative

of shock formation and asymmetric magnetic reconnection.

xv



CHAPTER 1

Introduction

Modern laser technology can create high energy density (HED) conditions in the laboratory

[5]. At these extreme temperatures and pressures, electrons can be stripped from the atoms,

producing a plasma. Much of the known universe is in the plasma state, and the HED

conditions accessed by laser-produced plasmas enable laboratory-based experiments to probe

fundamental astrophysical processes [6].

Strong magnetic fields of order 1 to 100 Mega-Gauss (MG) (100 to 10,000 Tesla) can

be spontaneously generated within laser-produced plasmas [7–10]. Despite the strong fields,

these HED plasmas are typically thermally dominated (i.e., the ratio of thermal pressure to

magnetic pressure exceeds unity, β = nekBTe/(B
2/2µ0) � 1). As a result, magnetic fields

were largely neglected during the initial development of HED theory and modeling [11].

However, improved experimental measurements and computational tools have demonstrated

that generation and evolution of such magnetic fields can have important consequences for

energy transport in HED systems [12–16]. Because charged plasma particles gyrate around

field lines, magnetic fields can act to guide or confine the plasma.

One of the principal applications of laser-driven HED plasmas is inertial confinement

fusion (ICF) [17]. High power lasers are used drive the implosion and compression of fuel

to fusion conditions either through direct illumination [18] or indirectly by producing a

thermal x-ray bath within a hohlraum (typically a high-Z metal cylinder) [19]. Application

of an external magnetic field may improve fusion performance by suppressing electron heat
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conduction during the implosion [20]. Self-generated magnetic fields have been shown to

impact energy flow in the hohlraum [21,22] and strong fields generated during the implosion

can influence hydrodynamic instabilities [23] and the heat flow within the fusion fuel [24].

In addition to impacting the dynamics and energy transport of ICF-relevant plasmas,

strong laser-driven magnetic fields facilitate exploration of magnetized astrophysical phe-

nomena, such as magnetic reconnection [25], in an HED setting. Across the broad scope of

HED research, there is a need to improve the characterization and understanding of mag-

netic field generation and dynamics. With this motivation, experimental and computational

efforts presented in this thesis are dedicated to developing diagnostic capabilities, examin-

ing the physics of laser-driven magnetic field generation, and probing dynamic magnetized

interactions.

Magnetic Reconnection

Magnetic reconnection is a plasma process by which magnetic field energy is converted to

plasma energy through changes in the field topology (see reviews by Zwiebel et al. [26] and

Yamada et al. [27], and references therein). As opposing magnetic fields are driven together

by flowing plasmas, the field lines will break and reconfigure into a lower energy state. Excess

energy is converted to plasma thermal or kinetic energy. While reconnection is expected to

power a number of astrophysical phenomena - such as solar flares, coronal mass ejections,

or gamma ray bursts - the underlying mechanisms governing changes to the magnetic field

topology and energy transfer are poorly understood.

The nearest example of reconnection in a natural setting is observed in the interaction

of Earth’s magnetosphere with the solar wind. An illustration of this interaction is shown

in Figure 1.1. As the solar wind moves toward Earth, it carries along magnetic fields from

the Sun. A bow shock forms as the wind slows and is diverted around the magnetosphere.

The magnetopause marks the boundary between solar and terrestrial fields. While forbidden

under idealized assumptions, magnetic reconnection at the day-side allows the solar wind to
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shock
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wind

magnetopause

Figure 1.1: An illustration of the solar wind and the Earth’s magnetosphere adapted from [1]
in accordance with the Creative Commons license [2]. The solar wind carries solar magnetic
field lines (yellow). A bow shock forms as the wind encounters Earth’s magnetosphere. Rect-
angular regions indicate where reconnection is often observed at the day-side magnetopause
(a), and in the magnetotail (b). Closed field lines of the magnetophsere are shown in green,
while reconnected “open” field lines are shown in pink.

penetrate the magnetosphere. In addition, the Earth’s magnetic field lines are swept back

to the night-side, where reconnection can also occur in the elongated magnetotail. Particles

energized by reconnection can drive geomagnetic storms and potentially damage satellites

and other Earth-based technology, or cause a large scale power blackout.

Magnetic reconnection is also thought to play an important role in extremely energetic

astrophysical phenomena such as gamma ray bursts (GRBs), relativistic pulsar wind emis-

sions and jets from active galactic nuclei [28–30]. In such systems, the magnetic fields can

be so strong that the energy density of the field exceeds the relativistic mass-energy density

of the plasma (i.e., σ = B2/µ0nemec
2 > 1). As a result, reconnection can drive relativistic

outflows and extreme particle acceleration, potentially explaining the origin of high energy

cosmic rays observed throughout the universe [31].
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Laser-driven magnetic reconnection

Laboratory-based experiments can help illuminate the fundamental physics of reconnec-

tion [27]. Laser-driven, HED reconnection complements the work of more traditional exper-

iments based on magnetic discharges, such as the magnetic reconnection experiment (MRX)

at Princeton Plasma Physics Laboratory [32], by facilitating exploration two-fluid effects,

magnetic island formation, and particle acceleration in strongly driven reconnection [33]. A

schematic of the typical laser-driven reconnection geometry is shown in Figure 1.2. Two

high power laser pulses are focused side-by-side on solid targets. Opposing self-generated

magnetic fields are forced together by the expanding plasmas, driving reconnection.

Numerous experiments and simulations have examined magnetic reconnection driven by

high power laser pulses with nanosecond durations [25, 33–42]. When focused to moderate

intensities (IL ≈ 1014 Wcm−2), nanosecond laser pulses ablate the surface of solid targets.

Misaligned temperature and density gradients in the plasma plume generate a strong az-

imuthal magnetic fields (∼1 MG) due to the Biermann battery effect (dB
dt
∝ ∇Te × ∇ne ).

Compared to traditional experiments, the high temperature of laser-driven plasmas enables

exploration of strongly driven reconnection with super-Alfvénic inflows [33]. Due to relatively

high densities, the laser-driven system sizes can be much larger than critical length scales,

such as the ion skin depth (di = c/ωpi). In addition, the experimental geometry permits

instantaneous measurements of the global magnetic field topology through proton imaging,

as well as characterization of energized particles far from the reconnection region [43].

Recent experiments have extended laser-driven magnetic reconnection to high intensities

(IL ∼ 1018 to 1019 Wcm−2) [44,45]. At these intensities, the electric field of the laser pulse can

accelerate electrons to relativistic velocities. Rapid expansion of relativistic electrons along

the target surface establishes a strong target-normal sheath electric field and generates an

azimuthal magnetic field surrounding the focal spot. In contrast to the nanosecond pulse

experiments described above, the magnetic fields generated by high intensity pulses are

orders of magnitude stronger (O100MG) and driven together at velocities near the speed
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Figure 1.2: Sketch of the laser-driven magnetic reconnection geometry. Two laser pulses are
focused side-by-side. Self-generated magnetic fields (black) are driven together by expanding
plasmas (red arrows). A reconnection region is established in the midplane (gray).

of light [9, 44]. The magnetic fields are so strong that these high intensity experiments

approached the relativistic magnetic reconnection regime relevant to extremely energetic

astrophysical phenomena. Additionally, the mean-free-path between particle collisions is

expected to be larger than the system size, so reconnection driven by high intensity laser

pulses can potentially test reconnection theory in the collisionless regime.

Laser-driven HED reconnection can make important contributions to the broad suite of

laboratory experiments, simulations and satellite missions dedicated to deepening our under-

standing of this fundamental plasma process. However, the mirco-physics of the reconnection

region is strongly linked to initial conditions of the global system. Despite first measurements

of self-generated fields dating back decades [7,46], improved experimental and computational

tools continue to shed new light on the rich physics governing field generation and transport

across both intensity regimes [8, 9, 47]. To advance HED reconnection, it is important to

develop a more complete understanding of magnetic field generation and evolution driven

by high power lasers.
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Proton imaging

Experiments described in this thesis are devoted to time-resolved measurements of the gener-

ation, evolution and interactions of magnetic fields driven by high power lasers. These large

amplitude, self-generated magnetic fields typically form in a relatively thin layer near the

surface of the foil targets, and the peak field strengths are located in regions of relatively high

plasma density. This makes optical techniques for magnetic field measurement challenging.

Instead, charged particle imaging (also known as deflectometry or radiography) is often the

preferred technique for diagnosis of electric and magnetic fields in the HED plasmas.

The fundamental approach for charged particle imaging in HED experiments is to use a

secondary laser pulse to accelerate a beam of particles, typically protons or electrons [9,48,49].

As the beam passes through the principal interaction, the particle trajectories will be altered

by the electric and magnetic fields present in the plasma. These deflections are recorded by

stacks of film or scintillating screens.

When focused to high intensities (IL > 1018 Wcm−2) on solid foil targets, high power

lasers can drive a burst of high energy ions [50–52] accelerated via the target normal sheath

acceleration (TNSA) mechanism [53]. To date, TNSA is most studied, robust, and best

characterized laser-driven ion acceleration mechanism. With modern laser technology, ions

are too massive to be directly accelerated by the laser field. Instead, the laser pulse excites

fast electrons which establish strong, quasi-static accelerating field structures along the target

surface. As a result, the TNSA mechanism can accelerate protons and other ions to energies

approaching 100 MeV per nucleon [54].

These laser-driven ion beams exhibit a number of properties that make them an excellent

source for charged particle imaging. The acceleration time is short (typically ranging from

100s of fs to 10s of ps), enabling high temporal resolution measurements. Nearly laminar

propagation [55,56] and a small, virtual source size [57] lead to very high spatial resolutions,

especially compared to D3He fusion [58,59], an alternate HED proton imaging source.

Another feature of protons beams accelerated via the TNSA mechanism is a broad,
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quasi-Maxwellian energy spectrum. During transit between the proton source and the main

interaction, the initially short burst of protons will be stretched in time, with faster protons

arriving earlier than slower protons. Each proton energy will effectively sample a different

time in the main interaction evolution. As a result, the broad spectrum makes possible

single shot, time-resolved measurements of ultrafast electromagnetic field dynamics with

picosecond temporal resolution (as shown in references [10] and [60]).

In addition to measurements presented in this thesis, TNSA protons beams have been

instrumental in measuring a number of HED electromagnetic phenomena including magnetic

field generation [8, 10], magnetic self-organization [61, 62], high power laser channeling [60],

and laboratory magnetic reconnection [25,36,63].

Thesis Outline

The work presented in this thesis investigates the physics of laser-driven proton acceleration,

magnetic field generation, and magnetized interactions. As described above, proton beams

accelerated via the TNSA mechanism are an important tool for diagnosing electromagnetic

fields in HED plasmas. Recent simulations and experiments have revisited the physics of

TNSA in the context of kilojoule-class laser systems and have observed enhanced proton

energies using high intensity laser pulses with multipicosecond durations [64–68]. However,

the work presented here in Chapter 4 demonstrates significant degradation of proton beam

quality as the pulse duration is increased. For imaging applications, any potential gains in

maximum proton energy afforded by using multipicosecond laser pulses could be outweighed

by degraded beam quality. In addition to discussion of the physical mechanisms impact-

ing beam quality, the results are used to identify optimal conditions for proton imaging

experiments.

Next, the optimized proton source is used to measure the influence of target material on

magnetic field generation driven by both moderate and high intensity lasers. For moderate

intensities, previous high resolution imaging of the magnetic fields has generally been limited
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to low-Z, plastic targets [8]. However, experiments and simulations presented in Chapter

5 demonstrate that radiation effects in higher-Z plasmas can impact the magnetic field

evolution. The influence of radiation on field generation can have important consequences

for a number of HED experiments, especially within high-Z hohlraums used for indirect drive

ICF research.

For high intensity pulses, the proton imaging captures enhanced filamentary field forma-

tion for lower-Z, insulating targets. While previous experiments have used shorter, lower

energy pulses [9,10,69], the results presented here are some of the first direct observations of

magnetic field generation driven by multipicosecond, kilojoule-class laser pulses. In addition

to guiding design and interpretation of high intensity laser-driven magnetic reconnection

experiments, these measurements illuminate the temporal evolution of magnetic and electric

fields relevant to ion acceleration.

Finally, the TNSA proton source is used to image the dynamics of a highly asymmet-

ric laser-driven reconnection geometry. As seen with the interaction of the solar wind with

Earth’s magnetosphere (Figure 1.1), magnetic reconnection is typically asymmetric in as-

trophysical systems. A highly asymmetric magnetic interaction can be produced in the

laboratory by focusing a high intensity pulse in close proximity to an evolving moderate

intensity laser-produced plasma. The proton imaging captures the evolution of the global

system, as well as the details of the magnetic field interaction dynamics.

Each chapter in this thesis is centered around developing and interpreting experiments

performed at the OMEGA EP laser system at the Laboratory for Laser Energetics of the

University of Rochester. After introducing relevant theoretical background and experimen-

tal methods, subsequent chapters will progressively build up understanding of laser-driven

proton acceleration for imaging applications, magnetic field generation and dynamic field

interactions. The thesis is structured as follows:

• Chapter 2: Relevant theoretical background is reviewed, with an emphasis on high

power laser-solid interactions, magnetic field generation, and reconnection.
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• Chapter 3: Key methods used throughout the thesis work are detailed, including a

description of the OMEGA EP laser system, proton detection, spectrum reconstruction

and image analysis methods.

• Chapter 4: Experiments to develop and characterize a laser-driven proton source on

OMEGA EP are presented, and optimal laser conditions are identified. Particle-in-cell

simulations help illustrate beam quality degradation for longer laser pulse durations.

Work presented in this chapter has been accepted for publication in New Journal of

Physics [70].

• Chapter 5: The high energy proton source developed in Chapter 4 is used to di-

agnose magnetic field generation driven by either high or moderate intensity laser

pulses. Double ablation front formation is observed in the proton images and extended-

magnetohydrodynamics simulations of moderate intensity interactions as the target Z

is increased. At high intensity, enhanced filamentation is observed in low-Z, insulator

targets and particle-in-cell simulations illuminate the physics of magnetic field gener-

ation and the effect of target pre-expansion.

• Chapter 6: Elements from Chapters 4 and 5 are brought together. The proton source

is used to image a highly asymmetric magnetic interaction driven by high and moderate

intensity pulses focused side-by-side in a reconnection geometry. A dynamic magnetic

interaction is observed in both the proton images and simplified 3D particle-in-cell

modeling.

• Chapter 7: The thesis conclusions are summarized and potential future work is dis-

cussed.

The majority of the experimental design and analysis presented here was carried out by

the author, in addition to all of the particle-in-cell simulations. A number of collaborators

made invaluable contributions to the work. The initial conception and development of the
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2D proton image inversion code presented in Chapter 3 was led by Professor Alexander G.

R. Thomas. Further implementation and testing was performed by the author. The 1D po-

lar coordinates inversion approach developed by the author was inspired by a 1D Cartesian

method created by Dr. Gennady Fiksel. Calibration of radiochromic film described in Chap-

ter 3 was performed in collaboration with Michael Pillainayagam and Dr. Dale Litzenberg in

the department of Radiation Oncology at Michigan Medicine. The author was aided in film

scanning by Krishen Ratnayaka. Extended magneto-hydrodynamics simulations presented

in Chapter 5 were performed by Dr. Christopher Walsh of Imperial College London. Proton

scattering analysis used in Chapter 6 and shown in Appendix D was carried out by Dr.

Charlotte Palmer of the University of Oxford.
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CHAPTER 2

Theoretical Background

In this chapter, the fundamental theory of laser-plasma interactions will be reviewed, with a

particular emphasis on laser-solid interactions. Unless otherwise stated, the primary refer-

ences for this chapter are the excellent textbooks by William Kruer [71], Paul Gibbon [72],

and R. Paul Drake [5], as well as the PhD thesis by Louise Willingale [73]. In addition,

the physics of laser-driven magnetic field generation and magnetic reconnection are intro-

duced. More complete discussions can be found in Chapters 5 and 6, and recent reviews on

reconnection by Yamada et al. [27] and Zweibel et al. [26].

2.1 Laser plasma interactions

2.1.1 Interaction with a single electron

To gain insight into the underlying physics of laser-plasma interactions, it is instructive to

begin with the interaction of a plane wave with a single electron. The laser wave propagates

in the ẑ and is described by the vector potential,

~A(z, t) = A0 sin(kLz − ωLt)x̂ (2.1)

where kL = 2π/λL is the wave vector and ωL = 2πc/λL is the frequency for a laser with

wavelength λL. The electric and magnetic fields can be derived from the vector potential in
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the as

~E = −∂
~A

∂t
= ωLA0 cos(kLz − ωLt)x̂ (2.2)

~B = ∇× ~A = kLA0 cos(kLz − ωLt)ŷ. (2.3)

The force experienced by an electron is described by the Lorentz force,

d~p

dt
= −e( ~E + ~v × ~B) (2.4)

where p = γmev with γ = (1 − (v/c)2)−1/2 =
√

1 + (p/mec)2. Substituting equations (2.2)

and (2.3) into (2.4), and using the vector identity ~v × (∇ × ~A) = ∇(~v · ~A) − (~v · ∇) ~A, an

equation of motion for the electron can be expressed in terms of the laser vector potential,

d~p

dt
= −e

(
− d ~A

dt
+∇(~v · ~A)

)
, (2.5)

where the total derivative is defined d
dt

= ∂
∂t

+ (~v · ∇).

First, considering the x̂ direction and noting that ∂A/∂x = 0, the equation of motion

can be integrated to solve for px. Normalizing by mec,

px
mec

=
eA

mec
= a (2.6)

where a = eE
ωLmec

is the normalized vector potential.

In the ẑ direction, the energy-momentum relation

γ2 =
( px
mec

)2
+
( pz
mec

)2
+ 1 (2.7)

and work equation,

mec
2 dγ

dt
= −e~v · ~E (2.8)
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can be combined with the equation of motion to give

pz
mec

=
1

2
(
px
mec

)2 =
1

2
a2. (2.9)

From equations (2.6) and (2.9), the electron motion is governed by the normalized vector

potential, a. When a > 1, the quiver motion of the electron becomes relativistic. Using

IL = ε0c
2
E2, the peak intensity threshold for relativistic interactions can be derived,

a0 =

√
I0λ2

µm

1.387× 1018 (Wcm−2µm2)
> 1 (2.10)

where I0 is the peak intensity in units of Wcm−2 and λµm is the laser wavelength in microns.

2.1.2 Ponderomotive force

While an infinite plane wave was used in section 2.1.1, experiments typically use short

pulses focused to small spots, resulting in strong transverse and longitudinal gradients in

the field strength. During the interaction, electrons can move into a weaker field region

where the restoring force will be insufficient to complete the quiver motion. On average,

over subsequent laser cycles, electrons will drift toward weaker fields and will eventually be

completely expelled from the high field region. This push due to spatial gradients in the

field strength is known as the ponderomotive force.

Combing equations (2.5) and (2.6) and taking the time average over the fast oscillation

cycle yields an expression for the ponderomotive force of the laser,

FP =
−e2

2〈γ〉me

∇(〈A2〉) =
−mec

2

2〈γ〉
∇(〈a2〉) (2.11)

where 〈〉 denotes a time averaged values. For linear polarization, 〈a2〉 = 1
2
a2, while for circular

polarization 〈a2〉 = a2. Recalling a2 ∝ IL, equation (2.11) demonstrates that electrons will

be expelled from regions of high intensity. Noting 〈γ〉 =
√

1 + 〈a2〉, equation (2.11) can be
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rewritten

FP =
−mec

2

2〈γ〉
∇(〈γ2〉 − 1). (2.12)

From this expression and F = −∇U , the ponderomotive potential can be derived

UP = mec
2(〈γ〉 − 1). (2.13)

If a� 1 (i.e., non-relativistic limit), the ponderomotive potential for linearly polarized light

reduces to

UP =
e2E2

4meωL
. (2.14)

2.1.3 Ionization by intense lasers

To produce a plasma, the laser must ionize the target material by stripping electrons from

the ions. At high frequencies, the laser light can directly ionize target electrons if the photon

energy is matched to the ionization potential energy (photoelectric effect). However, the

frequency of intense lasers is typically below the ionization threshold and the ionization

mechanism depends on the laser intensity. At lower intensities, electrons can be ionized by

absorbing multiple photons. As the intensity increases, the laser potential can substantially

modify the Coulomb potential allowing the electron to tunnel through the potential barrier.

This intensity dependence is captured by the Keldysh parameter which is the ratio of the

“tunneling time” to the laser period,

γK =
(2Uime)

1/2ωL
eE

'
√
Ui
UP

(2.15)

where Ui is the ionization potential, ωL is the laser frequency, E is the laser electric field

strength, and UP is the ponderomotive potential. As described in section 2.1.2, the pondero-

motive potential is related to the laser intensity. Therefore, the Keldysh parameter can be
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(a) (b) (c)

Figure 2.1: Schematics of mechanisms for ionization by intense lasers: (a) multi-photon,
(b) tunneling, (c) barrier-suppression. The original Coulomb potential is represented by the
gray dashed line, while the laser potential is the red dashed line. The modified potential
experienced by the electron is shown in green.

expressed as a function of intensity

γK ≈
2.3× 106

λµm

√
Ui(eV)

IL
, (2.16)

where λµm is the laser wavelength in microns, IL is the laser intensity in units of Wcm−2,

and the ionization potential is in units of eV. When γK > 1, multiple photons must be ab-

sorbed to ionize the atom (multi-photon ionization (MPI)). For γK < 1, tunneling ionization

dominates. As the laser field becomes even stronger (i.e., γK � 1), the Coulomb barrier

can be suppressed such that the electron can escape directly without tunneling (so-called

barrier-suppression or field ionization).

These ionization mechanism are compared schematically in Figure 2.1. The intensity at

which the ionization mechanism transition from MPI to tunneling is

IL(Wcm−2) > 5.4× 1012Ui(eV)

λ2
µm

. (2.17)

For the experiments described in this thesis, the peak intensity often exceeds 1019 Wcm−2

and each of these mechanisms likely plays a role at different stages as the intensity increases

at the front edge of the pulse. Unlike the other mechanisms, field ionization will dominate
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because it is not a statistical process.

2.1.4 Laser absorption

This section will describe key mechanisms mediating transfer of laser energy to the plasma.

In addition to the textbooks mentioned above, the review on laser absorption by Wilks and

Kruer [74] was used for reference. Due to the broad laser intensity and pulse duration range

investigated in this thesis, mechanisms for both moderate intensity, long pulses (IL ∼ 1014

Wcm−2) and high intensity pulses (relativistic, IL > 1018 Wcm−2) are introduced here.

Resonance absorption

Consider the interaction of a laser wave with a plasma density gradient characterized by the

scale length Ln = |∇ne/ne|−1. If the laser is p-polarized and propagates with an incidence

angle θi, a component of the laser electric field can oscillate electrons across the density

gradient and drive plasma waves with frequency ωpe =
√
e2ne/ε0me. When ωL = ωpe, the

plasma waves are resonantly excited. The density at which this occurs is called the critical

density,

nc =
ε0m

∗
eω

2
L

e2
(2.18)

where m∗e = 〈γ〉me for relativistic laser intensities. At densities greater than nc, the wave

is effectively screened by the plasma response, so the laser reflects from the critical density

surface.

The fraction of energy transfered from the laser to resonantly excited waves is given by

fRA ≈
φ2(τ)

2
(2.19)

where φ(τ) = 2.3 τ exp(−2τ 3/3) and τ relates the gradient scale length to the angle of in-

cidence τ = (ωLLn/c)
1/3 sin θi. The excited waves transfer energy to hot electrons through

Landau damping or wave-breaking. Based on numerical simulations, the hot electron tem-
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perature in keV was found to scale as

Thot[keV] ≈ 10
[
TkeVI15λ

2
µm

]1/2
, (2.20)

where TkeV is the background electron temperature in keV, I15 is the incident laser intensity

in units of 1015 Wcm−2, and λµm is the laser wavelength in microns.

Inverse Bremsstrahlung

Also known as collisional absorption, Inverse Bremsstrahlung occurs when electrons oscil-

lating in the laser field collide with an ion, damping the oscillation and heating the plasma.

The damping rate, which depends on density, Z and temperature is given by

κIB ∝
Zn2

e

T
3/2
e (1− ne/nc)1/2

. (2.21)

Damping is largest for low temperatures, high Z, and for densities approaching nc.

For a linear density gradient, the absorbed fraction is given

fIB = 1− exp
(
− 32

15

νei(nc)

c
Ln
)

(2.22)

where νei(nc) is the electron-ion collision frequency evaluated at the critical density. The

collision frequency preserves the dependence on plasma Z and temperature from equation

(2.21),

νei(nc) ∝
Znc

T
3/2
e

. (2.23)

The absorption is maximized for long scale lengths, high Z and low electron temperatures.

In addition, since nc ∝ ω2
L, absorption is enhanced for higher laser frequencies. Inverse

bremsstrahlung is typically the dominant absorption mechanism for UV, nanosecond laser

pulses, such as those produced by OMEGA EP or the National Ignition Facility (NIF).
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Vacuum heating (Brunel effect)

Conceptually similar to resonance absorption, vacuum heating occurs when a laser pulse

oscillates electrons across a density gradient. However unlike resonance absorption, the

density gradient is very short (Ln < λL), and there is no region of resonant coupling to

plasma waves. Instead, electrons are dragged out into vacuum by the laser field before being

injected back into the overdense target.

At the target surface, the driving electric field is the summation of incident and reflected

waves,

Ed = [1 + (1− fvh)1/2]EL sin θi = αEL sin θi, (2.24)

where α = [1+(1−fvh)1/2] , and fvh is the absorbed fraction defined as the ratio of absorbed

intensity to incident intensity, fvh = Ia/IL.

The absorbed intensity can be estimated as the number of electrons accelerated per unit

area, divided by the oscillation period, and multiplied by the electron kinetic energy. Using

the ponderomotive potential of Ed for the electron energy, (in CGS units)

Ia =
Ne

A

ωL
2π
Up =

αEL sin θi
4πe

ωL
2π

mec
2(γd − 1) (2.25)

where Gauss’s law has been used to relate the surface charge density to the driving electric

field and

γd = (1 +
v2
d

c2
)1/2 = (1 + [α a0 sin θi]

2)1/2. (2.26)

Using IL = cE2
L/8π, the full, relativistic vacuum heating absorption fraction can be derived

fvh =
1

πa0

α
[
(1 + α2a2

0 sin2 θi)
1/2 − 1

] sin θi
cos θi

. (2.27)
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In the low intensity limit, a0 � 1, this expression reduces to

fvh ≈
a0

2π
α3 sin3 θi

cos θi
. (2.28)

and the absorption can be as high as 70%. However, at very high intensity, a0 � 1, the

absorption saturates at around 10 − 15%, and the expression for the absorbed fraction

becomes

fvh ≈
α2

π

sin2 θi
cos θi

. (2.29)

The electron temperature should scale with the ponderomotive potential of the laser.

J ×B heating

At relativistic intensities, the electron oscillation velocity approaches the speed of light (vos ∼

c) and the v×B term in the Lorentz force becomes significant. The absorption is similar to

vacuum heating, electrons are accelerated across the density interface into the dense target.

A signature of J ×B heating is that electrons are injected at a frequency 2ωL. This can be

understood by considering the ponderomotive force from equation (2.11),

Fp ∝ 〈A2
0 sin2(ωLt)〉 → 〈

A2
0

2
(1 + cos(2ωLt)〉 (2.30)

Electrons will be kicked into the dense plasma by the ponderomotive force of the laser

at a frequency of 2ωL. The hot electron temperature for J × B heating is given by the

ponderomotive potential, and scales with laser intensity as

Thot = mec
2

[√
1 +

ILλ2
µm

2.8× 1018
− 1

]
(2.31)

where the intensity is in units of Wcm−2 and the wavelength is in mircons.
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2.2 Ion acceleration

With current laser technology, all laser-driven ion acceleration is indirect. The laser first

accelerates plasma electrons, and the resulting electric fields accelerate the ions. The most

well studied laser-driven ion acceleration mechanism is target normal sheath acceleration

(TNSA) [50–53]. During a high intensity laser-solid interaction, the laser accelerates a pop-

ulation of hot electrons (as described in the previous sections). Hot electrons will stream

through the target and expand into vacuum. The resulting charge imbalance produces a

strong electric field along the target surface which accelerates ions in the target normal di-

rection. Due to the high charge to mass ratio, protons from hydrocarbon contaminants on

the target surface will be preferentially accelerated.

The strength of the sheath electric field can be estimated with a 1D model of plasma

expansion into vacuum driven by hot electrons [75–78]. In the model presented by Mora [78],

the electron density is given by

ne(x) = ne0 exp
(
eφ(x)/kBTe

)
(2.32)

where φ is the electrostatic potential and kBTe is the hot electron temperature. The Poisson

equation can be used to relate the potential to the electron density

∂2φ(x)

∂x2
= −ρ/ε0 = e(ne − Zni)/ε0 (2.33)

where ε0 is the vacuum permittivity and Z is the ion charge. More details of the model are

discussed in Appendix A, but the key results are summarize here.

The electric field is given by E = −∂φ(x)/∂x, and integration of the Poisson equation

yields

E =
√

2
kBTe
eλ∗D

, (2.34)

where λ∗D is the local Debye length (λ∗D = λD0(ne0/ne)
1/2, with λD0 =

√
ε0kBTe/ne0e2).
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The Mora model predicts an energy spectrum for ions per unit surface given by

dN/dEi =
ni0cst√
2EiE0

exp
(
−
√

2Ei/E0

)
(2.35)

where ni0 is the ion density, cs =
√
ZkBTe/mi is the ion sound speed, Ei is the ion kinetic

energy, and E0 = ZkBTe. The spectrum exhibits a well defined cutoff energy at

Emax = 1/2miv
2
f = 2E0[ln(τ +

√
τ 2 + 1)]2. (2.36)

where vf is the velocity of the expansion and τ = ωpit/
√

2eN with ωpi =
√
ne0Ze2/miε0 . A

reasonable estimate of the ion spectrum and maximum energy can be obtained by assuming

the acceleration time is approximately the laser pulse duration, t ≈ tp [79].

This 1D model certainly does not capture the complicated physics of the laser-plasma

interaction, time dependence of the electron temperature, the effect of magnetic fields, or

multidimensional effects. However, the Mora model provides key insight into the relation-

ship between the hot electron temperature and the maximum electric field and subsequent

maximum ion energy. In addition, the maximum energy diverges as the laser pulse duration

(acceleration time) increases, making the model unsuitable for longer pulse durations.

An alternative approach for describing the TNSA mechanism was developed by Schreiber

et al. [4]. Unlike the plasma expansion model used by Mora, this model is on based a disk

of charge located on the target surface. The model assumes the laser pulse accelerates an

electron bunch containing Ne particles with a length L = ctp. At the rear target surface, the

charge is uniformly distributed within a radius

B = rL + d tan θ,

where rL is the laser focal spot radius, d is the target thickness and θ is the divergence angle

of the hot electrons. Using this charge distribution, solution of Poisson equation yields an
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electric field given by

E(x) =
kBTe
eλD0

[
1− x/B√

1 + (x/B)2

]
(2.37)

which agrees with the results from the Mora plasma expansion model at x = 0 but stays

finite as x→∞. Again, λD0 is the Debye length at the peak hot electron density (ne0).

The maximum ion energy that could theoretically be achieved in such a field is found to

be

Ei,∞ = ZkBTeB/λD0. (2.38)

Noting that laser energy EL, is absorbed into hot electrons with an efficiency η such that

NekBTe = ηEL, the maximum energy expression can be rewritten in terms of the absorbed

laser power,

Ei,∞ = 2Zmec
2(ηPL/PR)1/2, (2.39)

where PL = ELtp, PR = mec
3/re = 8.71 GW is the “relativistic power”, and re is the

classical electron radius. Based on experimental results, the conversion efficiency for 1 µm

light can be approximated by η = 1.2 × 10−15 I
3/4
L , with IL = PL/(πr

2
L) in Wcm−2, up

to a maximum value of η = 0.5. Finally, an expression relating the laser pulse duration

and maximum experimentally observable ion energy (Em) can be found by integrating an

equation of motion,

tp
t0

= X

(
1 +

1

2

1

1−X2

)
+

1

4
ln

(
1 +X

1−X

)
, (2.40)

where X = (Em/Ei,∞)1/2, and t0 = B/v∞ is the ballistic time, with v∞ = (2Ei,∞/mi)
1/2.

While this is a relatively opaque result, this expression can be used to make reasonable

estimates of the maximum measured ion energy. Unlike the plasma expansion model used

by Mora, this expression saturates as the acceleration time increases. For this reason, the

Schreiber model was used to interpret ion acceleration results using very long pulse durations

in Chapter 4. In addition, this model only depends on the laser parameters and other

parameters which can, in principle, be experimentally measured (electron divergence angle,
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conversion efficiency).

While TNSA is the only mechanism discussed in detail in this thesis, many other mech-

anisms for laser-driven ion acceleration have been identified. As with TNSA, laser energy is

first absorbed into hot electrons which then establish accelerating field structures. A more

complete discussion of ion acceleration mechanisms can be found in reviews by Macchi et

al. [80] and Daido et al. [81], however a few mechanism are mentioned here primarily to

draw contrasts with TNSA. In particular, alternative approaches can yield peaked spec-

tra, with quasi-monoenergetic features which may be better suited to future applications of

laser-driven ion sources.

For example, rather than using intact solid foils, collisionless shock acceleration (CSA) can

be driven using near-critical density targets with specially tailored profiles [82–84]. The high

intensity laser pulse heats electrons and the ponderomotive pressure steepens the electron

density profile, driving a collisionless shock into the target. As the shock propagates, the

accompanying electric field structure can reflect ions to twice the shock velocity. The result

is a quasi-monoenergetic ion beam with energy Ei ≈ 2miv
2
shock.

2.3 Magnetic field generation

The experiments described in this thesis explored laser-driven magnetic field generation in

two distinct intensity regimes. While the details will be described in more depth in Chapter

5, this section will introduce the basic concepts of magnetic field generation with either

moderate or high intensity laser pulses.

Moderate intensity lasers: Biermann battery mechanism

Rapid heating during the interaction of a moderate intensity laser pulse with an overdense

target ablates the surface. Within the ablated plasma plume, strong temperature and density

gradients can spontaneously generate strong magnetic fields. The origin of such fields can
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be understood by combining the pressure term in Ohm’s law and Faraday’s law.

The electric field is related to the electron plasma pressure by

~E = −∇Pe
ene

. (2.41)

Substituting into Faraday’s law and taking Pe = nekBTe,

∂ ~B

∂t
= −∇× ~E =

1

e
∇×

(∇Pe
ne

)
= − kB

ene
∇ne ×∇Te (2.42)

This result is known as Biermann battery (or ∇ne ×∇Te) mechanism [85], and shows that

misalignment of density and temperature gradients in the plasma can drive magnetic field

generation.

In a laser-produced plasma, the density gradient is primarily oriented toward the target

surface, while the temperature gradients are oriented radially, pointing inward toward the

center of the ablated plasma. As a result, an azimuthal magnetic field is generated in the

regions with strongest gradients [7, 86, 87]. Measurements made using Faraday rotation

[86, 87] or proton imaging [8, 16, 47, 58, 88] have observed MegaGauss field strengths. The

fields expand radially with the thermal plasma and are advected by fast electrons with speeds

on the order of the sound speed, cs [16]. A schematic representation of the field generation

geometry is shown in Figure 2.2(a).

High intensity lasers

As described in previous sections, high intensity laser pulses with a0 > 1 can accelerate

a population of relativistic electrons. A strong sheath electric field is established as hot

electrons expand into vacuum from the target surface. This sheath field is strong enough

that many electrons are turned back toward the target and confined to expand radially.

The result is a radial relativistic electron current which drives the sheath field across target

surface with a velocity near the speed of light [89]. Accompanying the radially expanding
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Figure 2.2: Schematic descriptions of magnetic field generation by the interaction of (a)
moderate or (b) high intensity laser pulses with overdense targets.

sheath is an inductive magnetic field [9, 10].

Returning to Faraday’s law, the inductive magnetic field is related to the sheath electric

field by

∂ ~B

∂t
= −∇× ~E ⇒ ∂Bθ

∂t
=
∂Ez
∂r

. (2.43)

Therefore, transverse gradients in the electric field generate an azimuthal magnetic field. A

schematic of the field generation is shown in Figure 2.2(b).

Experimental measurements of such fields using relativistic electron [9] or proton imag-

ing [10] have ∼ 100 MG peak field strengths, orders of magnitude stronger than those

generated during moderate intensity interactions. In addition, speed of light magnetic field

expansion velocities were observed. New measurements and simulations of the magnetic field

generation, as well as more details about the generation mechanism can be found in Chapter

5.

2.4 Magnetic reconnection

Magnetic reconnection is a process by which magnetic energy is converted into plasma ki-

netic or thermal energy. Reconnection is traditionally considered in magnetohydrodynamics
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Figure 2.3: Diagram of Sweet-Parker magnetic reconnection. Magnetic field lines break and
reconnect within the diffusion region, and an out-of-plane current sheet is established. The
diffusion region is characterized by the length L and width δ.

(MHD) systems where the magnetic field is “frozen” into the plasma flow. When opposing

fields are driven together, the fields will slip from the plasma in a small region with fields

lines breaking and reconnecting at speeds faster than classical diffusion rates. The fields re-

arrange into a lower energy configuration, and the excess energy is transferred to the plasma

particles.

Reconnection plays an important role in numerous astrophysical processes, such as solar

flares [90], and is thought to be responsible for more exotic particle acceleration phenomena,

including gamma ray bursts [28]. Reconnection is also found in laboratory plasmas, such

as self-organization of fusion plasma [91, 92]. Numerous dedicated laboratory reconnection

experiments have been developed to examine the underlying physics, including using laser-

driven magnetic fields. While not the principal aim of the majority of the work in described in

this thesis, reconnection motivated the exploration of laser-driven magnetic field generation.

For this reason, the fundamental physics of reconnection is briefly described in this section.

More complete discussions can be found recent reviews by Yamada et al. [27] or by Zweibel

et al. [26].
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2.4.1 Sweet-Parker reconnection

The typical starting point for reconnection theory is the model developed by Sweet [93] and

Parker [94]. This model considers two plasmas with magnetic fields ±B, electrical resistivity

η, and mass density ρ, moving toward each other with a velocity vin. In the midplane, the

diffusion region is characterized by a length L and width δ. The reconnected field and plasma

outflow moves away from the diffusion region with a velocity vout. The basic geometry of

the Sweet-Parker models is shown in Figure 2.3.

From Faraday’s law, changes to the magnetic field must be accompanied by a perpendic-

ular electric field component. To understand the out-of-plane electric fields, it is useful to

refer to Ohm’s law,

~E = −~v × ~B + η ~J. (2.44)

However, the Sweet-Parker model assumes the system is in steady-state (i.e., ∂B/∂t ∼ 0),

therefore the out-of-plane current is approximately

J ∼ −vinB/η. (2.45)

Using Ampere’s law (neglecting the displacement current),

∇× ~B = µ0
~J ⇒ J ∼ B

µ0δ
. (2.46)

Combining equations (2.45) and (2.46), an expression relating the width of the diffusion

region and the inflow velocity can be found,

δ =
η

µ0vin
=
ηM
vin

, (2.47)

where ηM is the magnetic diffusivity. This relation demonstrates that the width of the

diffusion region is directly proportional to the resistivity, while inversely proportional to the
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inflow velocity.

Assuming the plasmas are incompressible, mass continuity gives vinL = voutδ. Taking

vout = vA, where vA =
√
B/µ0ρ is the Alfvén velocity, and combining with equation 2.47,

the Sweet-Parker reconnection rate can be derived,

vin
vA

=
δ

L
= S−1/2. (2.48)

The Lundquist number, S = vAL/ηM , relates the diffusion time (tdiff = L2/ηM) to the

global Alfvén time (tA = L/vA).

Sweet-Parker reconnection is governed by the spatial scale of the diffusion region and

the resistivity. Energy is transferred from the fields to the plasma through resistive heating.

However, this model predicts slow reconnection rates, often orders of magnitude slower than

observed rates. To reconcile the reconnection rate discrepancy, models for “fast” reconnection

have been developed. For example, the Petschek model [95] uses a much smaller diffusion

region (i.e., LP � LSP ). Slow shocks are invoked to help convert magnetic energy in to

particle kinetic energy. Rates predicted by the Petschek model are fast enough to agree with

observations.

2.4.2 Collisionless reconnection

In collisionless systems, the plasma resistivity is very small. From equation (2.47), this will

result in a very thin reconnection region. If δ is smaller than the ion skin depth (di =

c/ωpi), then ions will decouple from the electrons as the plasmas approach the midplane.

This decoupling which occurs on length scales near di establishes an in-plane current, J =

ene(vi − ve), and Ohm’s law must be updated to include the Hall term,

~E = −~v × ~B + η ~J +
~J × ~B

ene
. (2.49)
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Figure 2.4: Diagram of collisionless magnetic reconnection. As the flows approach the mid-
plane, ions decouple from the electrons. The resulting current produces an out-of-plane,
quadrupole magnetic field structure. Reconnection occurs within the narrow electron dissi-
pation region.

As stated previously, η is small, so the reconnection electric field is supported by the in-plane

current from the third term on the right-hand side of Ohm’s law.

The collisionless reconnection geometry (similar to “two-fluid” reconnection) is sketched

in Figure 2.4. Field reconnection occurs in the narrow electron dissipation region, which

has a characteristic width of de = c/ωpe. A key signature of collisionless reconnection is

the formation of a quadrupole out-of-plane magnetic field structure as a consequence of the

in-plane currents.

Collisionless reconnection can proceed at much faster rates than the Sweet-Parker model,

However, it is not applicable to many astrophysical phenomena. Due to the high electron

temperatures, laser-produced plasmas are often collisionless, especially from high intensity

interactions. Indeed, quadrupole field structures were observed in recent simulations of high

intensity laser-driven reconnection [44].
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2.4.3 Relativistic reconnection

In more exotic astrophysical phenomena, such as gamma ray bursts, pulsar winds or jets from

active galactic nuclei, the magnetic fields can be so strong that the energy density in the field

exceeds the plasma energy density. This is often characterized by σcold, the magnetization

parameter

σcold =
B2

µ0nemec2
(2.50)

which is the ratio of the magnetic energy density to the rest mass energy density of the

plasma. When σcold exceeds unity, reconnection can accelerate or heat the plasma to rela-

tivistic energies. As such, relativistic reconnection is thought to play a role in high energy

cosmic ray acceleration observed throughout the universe [96].

Relativistic reconnection is typically approached using a similar theoretical framework to

that presented above, thought it is often considered in electron-positron pair plasmas [31].

Figure 2.5 shows a phase diagram of electron density and magnetic field strength. Contours

of σcold are plotted along with a number of astrophysical phenomena (interpreted from [3]). In

addition, a few laboratory based reconnection experiments are shown, including laser-driven

cases. Due to the strong fields, high intensity lasers can access a trans-relativistic regime,

where σcold > 1 for plasma electrons. Note: reconnection plasmas with very relativistic

temperatures or inflows can also be characterized by σhot, which takes into account the full

energy flux into the reconnection region

σcold � σhot =
σcold

〈γ〉+ P/mec2
∼ B2

µ0ne(4kBTe)
(2.51)

where 〈γ〉 is the average Lorentz factor for the distribution and P is the plasma pressure [97].
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Figure 2.5: Contours of σcold are plotted in a B-ne phase diagram. Relativistic reconnection
can occur for σcold > 1. For context, astrophysical and experimental systems are also plotted,
where AGN = active galactic nuclei coronae, XBD = X-ray binary disk coronae, GRB
- gamma ray burst, MRX = the Magnetic reconnection experiment at Princeton Plasma
Physics Laboratory [3]. The phase diagram locations of laser-driven magnetic fields are also
shown.
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CHAPTER 3

Methods and Capabilites

In this chapter, key experimental and computational methods will be discussed. After a brief

review of high power laser technology and the OMEGA EP laser system, methods for proton

detection, energy spectrum reconstruction and image inversion will be detailed. Finally, the

particle-in-cell (PIC) simulation code OSIRIS will be introduced.

3.1 High Power Lasers

The basic elements of a laser are an optical cavity, a gain medium, a pump (energy source)

and a seed. An optical cavity consists of two mirrors, one of which is either partially trans-

parent or acts as an optical switch to allow light to escape. The gain medium is positioned

within the cavity, and is a material which exhibits an electronic energy structure that lends

itself to a population inversion. As a result, when an external energy source (the pump)

is applied, large fraction of electrons in the gain medium are excited to a metastable state.

When stimulated, often by spontaneous emission or a seed pulse, electrons will decay to the

ground state, giving off the excess energy as light which is coherent with the stimulating light

wave. A resonant wave in the cavity extracts energy from the gain medium and is amplified.

Remove the cavity and the gain medium can act as an amplifier, used to boost the energy

of a laser wave during a single pass.

Short pulses are commonly produced using techniques such as Q-switching or mode-

locking (based on the constructive interference of laser cavity modes) [98]. The wavelength
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of light depends on the electronic structure of the gain medium, and in mode-locked lasers the

pulse duration is intrinsically transform limited by the spectral bandwidth of the emission

(often represented by the time-bandwidth product, ∆ωτ ∼ 1). For example, titanium-doped

sapphire has a broad bandwidth ranging from 700 nm to 1100 nm, and can therefore support

ultrashort, fs-duration pulses. The OMEGA EP laser is primarily based on neodymium-

doped glass (Nd-Glass) amplifiers which are pumped by flashlamps and lase with a central

wavelength of 1.054 µm.

The basic components described above serve as the foundation for high power lasers. To

reach high peak powers, a short, low energy pulse is passed through a series of amplification

stages, gradually extracting energy from the pumped amplifiers at each stage. Before the

invention of chirped pulse amplification (CPA, discussed in more detail below), the maximum

peak power achievable through this staged amplification approach was limited by the damage

threshold of optical components (∼Jcm−2) and the onset of nonlinear behavior in the gain

medium at GWcm−2 intensities. Operating with nanosecond pulses, OMEGA EP can reach

TW powers by using large aperture amplifiers. The potential for further improvement with

this conventional laser technology is limited due to the financial costs and technological

challenge of producing very large high quality amplifiers. However, the invention of chirped

pulse amplification by Strickland and Mourou in 1985 [99] has enabled the production of

extremely high peak power laser pulses.

3.1.1 Chirped pulse amplification (CPA)

Figure 3.1 shows a schematic representation of the CPA [99] approach for producing high

peak power laser pulses. A grating pair, called the stretcher, is used to stretch a low energy

short pulse in time. The first grating in the stretcher spatially disperses the different fre-

quencies contained in the pulse. The second grating returns all of the frequencies to the same

path, but the lower frequencies have traveled a shorter distance and are temporally spread

out ahead of higher frequencies. The resulting frequency “chirped” pulse has a much longer
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Figure 3.1: Schematic of chirped pulse amplification

duration, and therefore lower power. After passing through amplification stages, the pulse is

re-compressed by a second grating pair called the compressor, which inverts the stretching

process. The result is a short pulse with much higher energy than conventionally permitted

by the nonlinear behavior in the gain medium. Using the CPA technique, PW peak powers

and ultrahigh intensities up to 1023 Wcm−2 have been achieved.

3.1.1.1 Optical parametric chirped pulse amplification (OPCPA)

As the power is increased, CPA systems eventually reach the same nonlinear and damage

limits. Further power improvements can be achieved by shortening the output pulse duration.

Because the final pulse duration is related to the Fourier transform of the pulse frequency

spectrum, shorter pulses can be produced by incorporating an optical parametric amplifier

(OPA) to amplify a broader spectral bandwidth and avoid gain narrowing in multipass

amplifiers [100, 101]. Conceptually, an OPA uses a nonlinear crystal with high bandwidth

to convert energy from a higher frequency pump to a low energy seed. As a consequence of

the conversion, an additional “idler” pulse is generated such that energy and momentum are

conserved [102],

ωp = ωs + ωi
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~kp = ~ks + ~ki,

where ω is the frequency of light, ~k is the wave vector, and p, s and i designate the pump,

seed and idler, respectively.

For an OPCPA system, the OPA is included after the seed pulse has been stretched.

The nonlinear crystal is often lithium triborate (LBO) [103] or beta barium borate (BBO)

[100, 101]. To optimize conversion efficiency, the pulse duration of the pump should be

matched to the stretched seed. When amplifying chirped pulses, the pump should have a

“top hat” temporal profile in order to take advantage of the broad bandwidth of the crystal

and to minimize gain narrowing effects (amplifying all parts of the spectrum uniformly).

The addition of the OPA can also improve the laser contrast ratio. High power laser

pulses typically exhibit amplified spontaneous emission (ASE) and prepulses which propagate

picoseconds to nanoseconds ahead of the main pulse and can disrupt or destroy the target. A

high contrast between the prepulse and main pulse is required for most high intensity laser-

solid interactions experiments, such as laser-driven ion acceleration. In more conventional

amplifiers, such as the flash lamp pumped Nd:glass mentioned above, the pump is much

longer than the seed, so ASE and prepulses can be amplified to a similar degree as the main

pulse. However, the duration of the pump in an OPA is closely matched to the seed duration,

therefore only light within that temporal window is amplified and the contrast is improved.

3.1.2 OMEGA EP laser system

The experimental work described in this thesis was conducted with the OMEGA Extended

Performance (EP) laser system located at the University of Rochester’s Laboratory for Laser

Energetics [104]. OMEGA EP was built as a high energy, petawatt-class extension to the

OMEGA Laser, a 60 beam laser facility primarily dedicated to exploration of direct-drive

inertial confinement fusion. The OMEGA EP system can be integrated into OMEGA experi-

ments to drive x-ray or proton radiography sources or to facilitate fast ignition research [105].
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In addition, the system can be operated independently for high intensity laser-plasma inter-

actions experiments.

OMEGA EP consists of 4 beam lines, two of which can be compressed to short pulses. One

of the key strengths of OMEGA EP is the flexibility of the laser system. When configured for

short pulses, the laser can produce pulses with a 1.053 µm central wavelength and durations

ranging from 0.7 to 100 ps. Due to the damage threshold of the optical components, the

maximum pulse energy is scaled as a function of duration, currently limited to 0.5 kJ in

a 0.7 ps pulse, 1.25 kJ in 10 ps, to 2.3 kJ in 100 ps [106]. The short pulses are focused

with independent f/1.8 parabolic mirrors, and can reach on-target intensities exceeding 1020

Wcm−2.

All four beams can be configured to generate ultraviolet (UV) long pulses, with durations

ranging from 0.1 to 10 ns and up to 5 kJ of energy. The light is frequency tripled to 351 nm

and focused using distributed phase plates (DPPs) to produce super-Gaussian spots with

400 to 2000 µm diameters. While square pulses are commonly used, the temporal pulse

shape can be independently customized.

The key technologies that enable the high peak power operation are OPCPA, large or

high damage threshold optics, and deformable mirrors [104]. Each short pulse beam line is

equipped with two stages of optical parametric amplification pumped by a frequency doubled

ND:YLF laser (526.5 nm). The low energy seed is amplified from ∼1 nJ to ∼100 mJ before

further amplification to the kJ level by Nd:glass amplifiers. In addition to producing a

high bandwidth pulse, the OPCPA system also results in a power contrast ratio of ∼109

[103]. In order to maintain a fluence beneath the damage threshold, large aperture (40 cm)

Nd:glass amplifiers, plasma-electrode Pockels cells and tiled grating are used to accommodate

larger beam diameters. The tiled gratings are located in the compressor and consist of 3

independent gratings arranged side-by-side. The tiles are precisely aligned such that the full

assembly behaves as one large grating with an area of 140 × 40 cm2. Finally, to achieve high

focused intensities on target, a deformable mirror is used to correct any distortions to the
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laser wavefront accumulated during amplification or introduced by the final focusing optic.

3.2 Proton detection: Radiochromic film

Radiochromic films (RCF) are routinely used in high intensity laser-plasma interaction exper-

iments to diagnose radiation emission, especially high energy proton beams. The active layer

of the film consist of di-acetylene monomers suspended in gelatin. Polymerization is initiated

upon exposure to ionizing radiation, resulting in a color change. In newer GafchromicTM

radiochromic films, the combination of the polymer absorption and yellow dye added by the

manufacturer causes the film to change from a yellowish color to green after exposure. For

a more complete review of the different film types available and the chemical composition of

the constituent layers, see the helpful review by Devic et al. [107].

In typical laser-driven ion acceleration experiments, such as those conducted at the

OMEGA EP laser facility located at the Laboratory for Laser Energetics of the Univer-

sity of Rochester, stacks of radiochromic film take advantage of the Bragg peak in proton

stopping power to simultaneously record spectral and spatial information about the acceler-

ated beam (for more discussion of laser-driven ion acceleration see Chapter 4). Due to the

relatively short stopping range for higher Z ions, and the small dose contributions of elec-

trons and x-rays, the stacks of film primarily measure protons. Laser-driven proton beams

often exhibit an exponential spectrum, with far more lower energy protons than at higher

energy. For this reason, the initial layers in the RCF stack are commonly the Gafchromic

HD-V2 model film, which is designed for a dose range from 10 - 1000 Gy. Recent work has

demonstrated that the HD-V2 dose range can be extended to ultra-high doses (up to 10

kGy) [108]. The higher sensitivity MD-V3 model with a dose range from 0-100 Gy is used

for the deeper layers in the stack to measure the higher energy portion of the spectrum where

the proton number is expected to be lower. These two film types are sketched in Figure 3.2.

HD-V2 film is composed of a thin active layer, nominally 8 µm thick, on top of a 97 µm
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Figure 3.2: Commonly used GafchromicTM Radiochromic films: (a) HD-V2 and (b) MD-V3

thick polyester substrate. MD-V3 has a thicker active layer, nominally 15 µm, between two

layers of polyester.

Once exposed to protons, the film is typically digitized using a flat bed scanner. In order

to perform quantitative analysis, the film must be calibrated to relate the digital pixel values

to the dose deposited by the protons. While the dose rate varies for different types of ionizing

radiation, the response (i.e. film darkness as a function of dose) of RCF is similar whether

it is exposed to photons, electrons, or protons [109]. Chen et al. used 10 MeV photons

from a medical linear accelerator (LINAC) to demonstrate that the digital pixel values for a

given dose were consistent in the green color channel or in grayscale across various models of

EPSON flatbed scanners [110]. Therefore, no matter the radiation source or exact scanner

model, published calibration curves may be used provided the measurements are made with

the green channel or grayscale of an EPSON flatbed scanner.

An example of such a calibration curve is found in recent work by Bin et al. [108]. Using

nanosecond ion bunches from the Neutralized Drift Compression Experiment II (NDCX-II)

accelerator at Lawrence Berkeley National Laboratory (LBNL), the authors calibrated HD-

V2 film up to 100 kGy with an EPSON V600 scanner. The results were fit with the following

expression for dose (in Gy) as a function of film optical density (OD),

Dose(OD) = 374.6 ·OD + 2557 ·OD3.085, (3.1)
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Figure 3.3: MD-V3 calibration results

where OD is calculated as OD = − log10

(
Exposed pixel value

Unexplosed pixel value

)
.

To date, no calibration of MD-V3 with EPSON scanners has been published. With

the help of scientists from the department of Radiation Oncology at Michigan Medicine,

we conducted an experiment to calibrate MD-V3 film. We followed procedures developed

at the hospital to calibrate RCF for medical applications. The exposures were performed

Varian Trilogy® LINAC using x-rays generated by a 6 MV electron beam. The dose rate was

absolutely calibrated by an ionization chamber placed 100 cm from the source. The ionization

chamber was placed beneath a 10 cm thick slab of water-equivalent plastic. Another 10 cm

thick slab of water-equivalent plastic positioned beneath the ionization chamber to mitigate

backscattered radiation. The x-rays illuminated a 10 cm × 10 cm square area.

The LINAC control software describes dose in terms of “monitor units” (Mu), and de-

livery rate was set to 600 Mu/min. A dose rate of 0.8081 ±0.0001 cGy/Mu was measured

by the ionization chamber. We replaced the ionization chamber with strips (5 in × 1 in) of

RCF, in successive exposures we scanned through doses of 2.5, 5, 10, 20, 40, 80, and 160

Gy. After waiting >48 hours for the film darkness to stabilize, the film was scanned with
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an EPSON V850 Pro flatbed scanner in gray scale with 600 dpi resolution. A plastic frame

was used to press the film flat against the scanner bed. For each strip of film, the signal

from a 1000 × 250 pixel2 region was analyzed. The exposure was spatially uniform over

the analyze region, with an average deviation of 1.6%. Optical density was calculated as

described above, and we fit the dose as a function of OD using the same functional form as

Bin et al.,

Dose(OD) = 136.0 ·OD + 1344 ·OD3.383. (3.2)

The calibration results and the fit are plotted together in Figure 3.3.

Equations (3.1) and (3.2) can be used to extract quantitative dose information from

RCF. However, these calibrations were made using film from a single batch. Batch-to-batch

variations in the sensitivity and thickness of the active layer give rise to a 20-30% absolute

error in determining proton number [111]. In addition, RCF is less sensitive than other

ion detectors such as CR-39, a plastic nuclear track detector. While stacks of RCF can

provide both spectral and spatial information about the accelerated proton beam, precise

quantitative measurements should be cross-calibrated during the experiments. Thomson

parabola ion spectrometers can provide higher spectral resolution and the ability to measure

other ion species [112]. CR-39 is better suited for measurements of low ion fluxes, such as

the highest energy part of a laser-driven ion beam.

3.3 Proton spectrum reconstruction

In laser-driven proton acceleration experiments, RCF stacks are used to make spectral and

spatial measurements of the proton beam. This type of detection is possible because of

the Bragg peak of ion stopping power. When passing through a material, ions will lose

energy through electronic and nuclear interactions with the atoms in the material, typically

dominated by electronic Coulomb interactions with electrons. As it penetrates, an ion will
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gradually lose energy until a particular depth at which the majority of the remaining energy

is deposited. This peak in the energy deposition is referred to as the Bragg peak, and the

precise depth depends on the initial ion kinetic energy, ion atomic number and atomic mass,

and the material composition. In a typical RCF stack, pieces of film are interleaved with

filters (often aluminum foils) so that the active layers are located at the correct depths to

evenly sample the full energy range of interest. A description of RCF stacks designs used

for experiments presented in this thesis is found in Appendix C

In order to reconstruct the proton energy spectrum (i.e., dN/dE, proton number as a

function of energy), response functions must calculated for each piece of RCF relating the

deposited energy per proton in the active layer to the initial proton energy. The response

functions were generated using 1D particle tracking, neglecting scattering or multidimen-

sional effects, such as beam divergence. A flat proton spectrum, with 1 particle per energy

bin, was propagated through a synthetic stack of RCF. The stopping power of materials in

the stack (SP = dE/dx, typically in units of MeV/µm) was interpolated from SRIM-2013

tables [113, 114]. At each spatial step, the energy loss was calculated for each particle as

Edeposited = SP∆x and the particle energy was updated. In each active layer, the total energy

deposited per particle was measured. Special care was taken to avoid “negative” kinetic en-

ergies. The chemical composition and density of the active layer were specified using values

found in references [107] and [115].

While the SRIM tables can accurately predict the stopping power and proton ranges,

Schollmeier et al. demonstrated that the active layer of RCF exhibits reduced response to

protons near the Bragg peak, referred to as the Linear energy transfer (LET) effect [116].

Despite the lack of a complete model for the LET effect, Schollmeier et al. fit experimental

measurements of the effect with the following function,

η = 1− 0.4 e−4 exp(−0.2SP ).
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Figure 3.4: Example of the response functions for an RCF stack

To account for this effect, the response calculation was modified to Edeposited = ηSP∆x when

determining the deposited energy in the active layer.

An example of response functions generated for the RCF stack used in Chapter 4 is shown

in Figure 3.4. These functions were produced using a 10 nm spatial step, ∆x, and a 1 keV

energy bin width, ∆E. The front 10 pieces of RCF were HD-V2, while the final two were

MD-V3. As discussed in 3.2, MD-V3 film is more sensitive than HD-V2 film. Each film is

primarily sensitive to a narrow energy range, corresponding to protons with Bragg peaks

located within the active layer.

Experimentally, the total energy deposited in a particular piece of film can be found by

integrating signal. First, the dose must be calculated using equations (3.1) and (3.2). Then

the dose must be converted from Gy (J/kg) to MeV using the pixel area, active layer depth

and density. A simple approach to proton spectrum reconstruction would divide the total

deposited energy by the peak of the response function at each layer. Due to the strongly

peaked nature of the response and typically exponential laser-driven proton spectra, this
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approach can provide reasonable estimates of the proton numbers as a function of energy.

However, Schollmeier et al. recently demonstrated a more accurate technique for spectrum

reconstruction which takes into account the full RCF response function and contributions

from higher energy protons [116].

The deposited energy, D, on the ith piece of film can be calculated

Di =

∫ En

Ei

Ri(E
′)

dN(E ′)

dE
dE ′ (3.3)

where Ri is the response function of the RCF layer, Ei is the peak energy detected at that

layer, and En is the maximum, or cutoff, energy of the spectrum. The energy spectrum is

broken into linear segments between the RCF layers in the stacks,

dN(E)

dE
=

n−1∑
i

mi,i+1(E − Ei) + ∆Ni ∈ Ei < E < Ei+1 (3.4)

where Ei the peak energy at the ith layer, ∆Ni is the proton number at energy Ei, and mi,i+1

is the slope of the linear section, described by

mi,i+1 =
∆Ni+1 −∆Ni

Ei+1 − Ei
. (3.5)

Using equation (3.4), equation (3.3) can be rewritten

Di =

∫ Ei+1

Ei

Ri(E
′)
[
mi,i+1(E ′ − Ei) + ∆Ni

]
dE ′

+
n−1∑
j=i+1

∫ Ej+1

Ej

Ri(E
′)
[
mj,j+1(E ′ − Ej) + ∆Nj

]
dE ′

(3.6)

The summation on the right hand side of equation (3.6) represents the energy deposited at

the ith layer by the higher energy portions of the spectrum. Following the notation from

Schollmeier et al., this will be referred to as Drest. Using equation (3.5) and some algebra,
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equation (3.6) goes to

Di =

∫ Ei+1

Ei

Ri(E
′)∆Ni+1

E ′ − Ei
Ei+1 − Ei

dE ′

+

∫ Ei+1

Ei

Ri(E
′)∆Ni

[
1− E ′ − Ei

Ei+1 − Ei
]
dE ′

+Drest

(3.7)

From the experimental results, Di is a known quantity. Therefore, equation (3.7) can be

solved for ∆Ni as a function of Di, ∆Ni+1, and Drest,

∆Ni =
Di −Drest −∆Ni+1

∫ Ei+1

Ei
Ri(E

′) E′−Ei

Ei+1−Ei
dE ′∫ Ei+1

Ei
Ri(E ′)

[
1− E′−Ei

Ei+1−Ei

]
dE ′

(3.8)

Fundamentally, there are two integral forms present in these equations. To simplify the

expression, the integrals will be represented

Ψl,m =

∫ Em+1

Em

Rl(E
′)

E ′ − Em
Em+1 − Em

dE ′, (3.9)

Φl,m =

∫ Em+1

Em

Rl(E
′)
[
1− E ′ − Em

Em+1 − Em
]
dE ′, (3.10)

Finally, a general form of the equation (3.8) can be expressed which is easily implemented

into an iterative algorithm,

∆Ni =
1

Φi,i

(
Di −∆Ni+1Ψi,i −

n−1∑
j=i+1

[
∆NjΦi,j + ∆Nj+1Ψi,j

])
. (3.11)

It is clear from equation (3.11) that the reconstruction of a particular layer depends on

the amount of signal on the higher energy layers. Therefore, the iterative solution must work

backward through the stack, beginning at the first layer with no signal. For example, assume

that the highest energy protons do not reach the fourth layer of an RCF stack (D4 = 0).
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Then the calculation would be,

∆N4 = 0

∆N3 =
1

Φ3,3

(
D3

)
∆N2 =

1

Φ2,2

(
D2 −∆N3Ψ2,2 −

[
∆N3Φ2,3

])
∆N1 =

1

Φ1,1

(
D1 −∆N2Ψ1,1 −

[
∆N2Φ1,2 + ∆N3Ψ1,2

]
−
[
∆N3Φ1,3

])
.

In some situations, the maximum energy of the proton spectrum exceeds the energy range

detected by the stack. While the true maximum energy cannot be determined, the recon-

struction method can be amended to artificially impose a maximum energy by adding a

synthetic RCF layer to the stack with zero signal. In this work, the energy spacing between

the synthetic RCF layer the last layer was set to match the spacing between the last two

layers (i.e. Esynth − En = En − En−1). Because of the accelerated spetrum is typically ex-

ponential, there are relatively few protons at the highest energies and this assumption does

not introduce a large error to the measurement.

To validate this reconstruction approach, test data was produced using equation (3.3)

and an input proton spectrum to calculate the deposited energy at each layer of film in

the stack (Edeposited, or D) shown in Figure 3.4. The input spectrum was described by the

following function,

dN(E)

dE
=
N0

E
e−E/kT (E < Ecutoff),

where N0 was set to 1013, the temperature (kT ) was 15 MeV and the cutoff energy (Ecutoff)

was 65 MeV. The input spectrum and the resulting deposited energy distribution are plotted

in black in Figure 3.5. The reconstruction method was used to calculate initial values for ∆N

at each layer. The quality of the results can be checked by comparing Edeposited calculated

using the input spectrum and equation (3.3) with Edeposited,r calculated using equation (3.6)

and the reconstructed values for ∆N . After the initial calculation using the reconstruction
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Figure 3.5: Test data was used to validate spectrum reconstruction methods. (a) The input
spectrum is compared with the results from the simple approach and a full reconstruction.
(b) Calculations of the energy deposited at each RCF layer using the spectra in (a) are
compared.

method, a least-squares optimization was used to adjust the values for ∆N in order to

improve the agreement between Edeposited and Edeposited,r. The optimization was based on

the built-in MATLAB function fminsearch.

The results from the full reconstruction approach described above are compared to the

test data in Figure 3.5 (orange stars). For comparison, the results obtained using the simple

approach (dividing Edeposited by the peak of the response function) are also plotted (green

triangles). The error bars are not related to the reconstruction, but instead represent the 20-

30% absolute error in RCF measurements due to batch-to-batch variations in the sensitivity

of the film [111]. In general, both methods exhibit reasonable agreement with the input

spectrum. The full reconstruction performs much better for the higher energy part of the

spectrum.

Due to limitations imposed by the relatively low sensitivity and errors due to varia-

tions in sensitivity, other detectors, like CR39, or different spectrometer designs, such as
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Thomson parabolas, are better suited to high precision measurements of the proton energy

spectrum. In addition, Thomson parabola spectrometers can simultaneously measure multi-

ple ion species. However, even using the simplest approach, RCF spectrometry can provide

a reasonable measurement of the proton energy spectrum while simultaneously recording

spatial information. This facilitates studies such as the work presented in Chapter 4, where

the beam quality and spatial uniformity was measured as a function of energy.

3.4 Quantitative proton radiography inversion

Charged particle radiography, or deflectometry, is a technique used to diagnose electric and

magnetic fields in the HED plasmas. In typical HED experiments, a secondary laser pulse

accelerates a beam of protons or electrons [9,48,49]. As the beam passes through the principal

interaction, the particle trajectories will be altered by the electric and magnetic fields present

in the plasma. These deflections are measured by stacks of film or scintillating screens.

Many experiments have relied on proton deflectometry to measure and identify HED

electromagnetic phenomena such as laser-driven magnetic field generation [8, 10], Weibel-

type filamentation and magnetic self-organization [61, 62],high power laser channeling [60],

and nanosecond (non-relativistic) laboratory magnetic reconnection [25, 34, 36, 63]. One

approach for producing energetic protons involves using many laser beams to implode a

capsule containing D-3He fuel. Fusion of the fuel results in a quasi-monoenergetic, spatially

uniform source of 14.7 Mev protons.

All of the experiments presented in this thesis used another approach where secondary

high intensity laser pulse accelerates a proton beam to multi-MeV energies via the Target

Normal Sheath Acceleration (TNSA) mechanism [50–53, 117]. The broad spectrum of ac-

celerated proton energies leads to a temporal dispersion during transit from the source to

the main interaction, with higher energy protons arriving earlier than lower energies. The

Bragg peak behavior of ion stopping means that each energy penetrates to a unique depth
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in the detector, thus a stack of radiochromic film can capture a time series of images of the

electromagnetic field dynamics in a single shot [48].

Proton images are often used as a qualitative diagnostic. Features in the image are

compared to simulation or simple models and synthetic radiographs. However, quantitative

measurements of path integrated electric and magnetic fields can be extracted from the

relative deflections of protons in the image. What follows is largely drawn from the work of

Kugland et al. [118], including much of the notation. After introducing the basic concepts

governing proton imaging, we derive an expression which can be solved numerically and

implement algorithms to invert proton images and extract quantitative electric or magnetic

field information. In addition to a full 2D Cartesian coordinates solution, we develop a 1D

polar coordinates (quasi-2D) solution for azimuthally symmetric systems.

3.4.1 Basic imaging concepts

Proton radiography experiments generally operate in a point-projection geometry. A

schematic of a typical experiment is shown in Figure 3.6. A source of protons, whether

a broadband source accelerated via the TNSA mechanism or a monoenergetic source gener-

ated by D-3He fusion, is located a distance l from the main interaction. The detector, often

a stack of radiochromic film (RCF) or a piece of CR-39, is positioned a distance L behind

the main interaction. In most experiments, L � l and l � a, where a is the characteristic

spatial scale of the field structure being diagnosed.

The mapping between the undisturbed proton beam distribution, I0(x0, y0), and the

distribution at image plane, I(x, y), is determined by

I(x, y) =
I0(x0, y0)

| ∂(x,y)
∂(x0,y0)

|
. (3.12)

where |∂(x, y)/∂(x0, y0)| is the absolute value of the determinant of the Jacobian matrix

relating the object and image planes.
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Figure 3.6: Schematic representation of a typical point-projection proton radiography ex-
periment

As the particles pass through the main interaction, the trajectories will be deflected by

the electric and magnetic fields. The deflections, αx and αy, for a proton traveling with

velocity vz in the −ẑ direction can be related to the electric or magnetic fields by

αx =
∆px
pz

=
q

mpvz

∫
Bydz or =

q

mpv2
z

∫
Exdz (3.13)

αy =
∆py
pz

= − q

mpvz

∫
Bxdz or =

q

mpv2
z

∫
Eydz. (3.14)

The image coordinates can be related to the object plane coordinate as

x = x0 +
L

l
x0 + αxL (3.15)

y = y0 +
L

l
y0 + αyL (3.16)

where tanα ≈ α. If L or ααα are large, the relationships the image and object coordinates

become nonlinear, indeed for very large ααα proton trajectories can begin to cross and form

strong caustics in the image. In the caustic, or proton-crossing, regime, the relationship

between I and I0 is no longer unique and the radiograph cannot be inverted.

Here it is useful to introduce a dimensionless parameter which characterizes the nonlin-
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earity of the mapping,

µ ≡ lα/a (3.17)

When µ� 1, then the mapping is approximately linear and equations (3.15) and (3.16) can

be simplified to x = (1+L/l)x0 and y = (1+L/l)y0. As µ→ 1, the mapping is nonlinear and

the full expressions must be used. In this case, special care must be taken when generating

the proton distribution at the image plane, I. When calculated according to equation (3.12),

I is function of the object plane coordinates, (x0, y0). In order to produce the correct proton

distribution at the image plane, I must be interpolated on to (x, y) calculated according to

equations (3.15) and (3.16). If µ > 1, caustics form in the image. We limit the following

discussion to situations where µ < 1, where the relationship between I and I0 is unique and

can be inverted.

Using equations (3.15) and (3.16), we can derive equation (7) of Kugland et al. [118],

∣∣∣ ∂(x, y)

∂(x0, y0)

∣∣∣ =
∣∣∣(1 +

L

l
+
∂αx
∂x0

L
)(

1 +
L

l
+
∂αy
∂y0

L
)
− L2∂αx

∂y0

∂αy
∂x0

∣∣∣.
Note: simple rotations of proton trajectories will not create intensity modulations in the

proton image. Therefore, measurable deflections can be considered irrotational, ∇×ααα = 0,

and the deflections can be related to a scalar deflection potential

ααα = ∇Φ.

Noting that (1 + L/l) = M , the magnification, and introducing the normalizations x̃ =

x0M/wx, ỹ = y0M/wy, α̃i = αiL/wi, and α̃ = ∇̃Φ̃, where wi is the full beam width at the

detector, we can rewrite equation (7) of Kugland et al. [118], as

1

M2

∣∣∣ ∂(x, y)

∂(x0, y0)

∣∣∣ =
∣∣∣1 + ∇̃2Φ̃ +

∂2Φ̃

∂x̃2

∂2Φ̃

∂ỹ2
−
( ∂2Φ̃

∂x̃∂ỹ

)2∣∣∣. (3.18)

Combining equations (3.12) and (3.18), and normalizing the undisturbed beam as Ĩ0 =
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I0/M
2, we finally derive the following expression that can be solved numerically,

∇̃2Φ̃ =
Ĩ0 + ε

I + ε
− 1− ∂2Φ̃

∂x̃2

∂2Φ̃

∂ỹ2
+
( ∂2Φ̃

∂x̃∂ỹ

)2

, (3.19)

where ε is a small number to help prevent singularities in regions of large intensity modula-

tion.

3.4.2 2D Cartesian coordinates

We developed a MATLAB routine to solve equation (3.19) iteratively using a five-point

stencil Poisson solver and breaking the equation into parts, first solving the linear portion

before including the nonlinear terms. A sketch of the code is shown in Algorithm 1 in

Appendix B.

In order to validate the code, we use the standard “ellipsoidal blob” test field. From

equation (93) of Kugland et al., an azimuthal magnetic field profile is given

Bθ = B0
r0

a
exp
(
− r2

0

a2
− z2

0

b2

)
,

where r0 =
√
x2

0 + y2
0, and a, b are constants parameterizing the spatial extent of the field.

According to equations (3.13) and (3.14), this field yields simple expressions for the deflec-

tions

αx = − q

mpvz
B0

√
πb

a
r0exp

(
− r2

0

a2

)
sin θ,

αy =
q

mpvz
B0

√
πb

a
r0exp

(
− r2

0

a2

)
cos θ.

Using these deflections, we can compute the Jacobian according to equation (7) of Kugland

et al., and generate the proton image with equation (3.12).

For the following examples, we set l = 6 mm, L = 80 mm, and the proton kinetic

energy, KEp = 30 MeV, typical of experiments using a TNSA proton source. The peak
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Figure 3.7: (a) Example path integrated magnetic field profile for µ = 0.5 and the cor-
responding deflections αx (b) and αy (c). Synthetic proton images for µ = 0.1 to 1 are
compared in panel (d)

magnetic field was gradually increased such that µ ranged from 0.1 to 1. The spatial scale

of the field was held constant at a = 100 µm and b = 10 a. An example of the path

integrated magnetic field profile is shown in Figure 3.7(a). This profile corresponds to µ =

0.5, and the deflections αx and αy are shown in 3.7(b) and (c) respectively. For each value

of µ, synthetic images generated using equation (3.12) are compared in Figure 3.7(d). For

simplicity, the initial undisturbed proton distribution is perfectly uniform. As µ increases,

the proton accumulation in a ring pattern becomes stronger and stronger. When µ ≥ 1, the

trajectories of protons begin to cross, and equation (3.12) is no longer valid.

The proton images shown in Figure 3.7(d) were used to test the inversion algorithm. For
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Figure 3.8: Panel (a) shows the analytic path integrated field for µ = 0.5 (same as Figure
3.7), while (b) shows the field calculated by the inversion code. Line-outs through the fields
are compared in panel (c). The L2 norm comparison between the analytic and inverted field
is plotted as a function of µ in (d).

each value of µ, the images were inverted to retrieve normalized deflection potential and

spatial coordinates (Φ̃, x̃, ỹ). The deflections, αx and αy, were calculated according to the

normalizations described in section 3.4.1. Finally, the path integrated fields were found using

equations (3.13) and (3.14).

To assess the accuracy of the inversion as a function of µ, the results were compared to

53



the analytic field profile using the L2 norm,

L2 ≡

√∑
x

∑
y(Bcalculated −Banalytic)2∑
x

∑
y(Banalytic)2

a metric similar to that used by Graziani et al [119]. The L2 norm was calculated indepen-

dently for the x and y components of the fields and the results were added in quadrature,

L2 =
√
L2

2,x + L2
2,y. Figure 3.8 (a-c) shows an example comparison between the analytic field

profile and the inversion results for µ = 0.5. The complete results of the scan of µ are sum-

marized by Figure 3.8(d), which shows L2 as a function of µ. In general, there is excellent

agreement between the inversion results and the analytic field for µ < 0.9. However, the

inversion fails completely for µ ≥ 0.9.

From these results, we conclude that this 2D Jacobian inversion method is a robust

approach to proton image inversion for small to moderate degrees of nonlinearity. It possible

that the functionally could be extended to 0.9 ≤ µ < 1 by using a finer grid in order to

better resolve the small spatial scales of high flux features. Other approaches for nonlinear

images can potentially solve the inversion problem for larger values of µ and more complex

field geometries. In particular, a number of methods have been developed base reframing the

inversion as a Monge transport problem [119–121] based on minimizing the total distance

traveled by a particle as it is transported from the source to the detector. However, these

approaches can be slow, taking anywhere from 1 to 3 hours to analyze a single 201 × 201

pixel image [120,121]. Using the same image size in this test, the complete analysis of all 10

images only took 58 seconds. Therefore, the MATLAB routine described here is considerably

faster and while maintaining high accuracy for µ < 0.9.

3.4.3 1D polar coordinates

While the full 2D Cartesian Jacobian method described above is very fast for small images,

experimental images can often be quite large. For example, a 6 × 6 cm2 piece of RCF
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Figure 3.9: Conceptual schematic of the mapping in polar coordinates between the object
plane (r0,θ0) and image plane (r,θ)

(typical of OMEGA EP experiments) scanned with 600 dpi resolution yields approximately

1400×1400 pixel images. While the images are usually cropped before analysis, the analysis

can be slow, especially considering the RCF stack often contains 10-20 pieces of film. In

many cases, the symmetry of the experiment can be leveraged to simplify the analysis. For

example, magnetic fields generated by a single nanosecond laser pulse are approximately

azimuthally symmetric. Therefore, the full field can be described by the 1D radial profile.

In order to take advantage of this symmetry, the basic mapping equations described in

section 3.4.1 must be converted to polar coordinates. Equations (3.15) and (3.16) are now

r = r0 +
L

l
r0 + αrL (3.20)

θ = θ0 + αθ (3.21)

and the Jacobian matrix is

∂(r, θ)

∂(r0, θ0)
=

 ∂r
∂r0

∂r
r0∂θ0

r∂θ
∂r0

r∂θ
r0∂θ0

 .
Based on the azimuthal symmetry, we assume that ∂θ0 = αθ = 0. We can simplify the

determinant of the polar Jacobian to

∣∣∣∣ ∂(r, θ)

∂(r0, θ0)

∣∣∣∣ =
r

r0

(
1 +

L

l
+
∂αr
∂r0

L
)

(3.22)

Combining equations (3.12) and (3.22), we can derive and expression that can be directly
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integrated to solve for αr,

αr =

∫
M

L

[
r0

Mr

(
J0

J

)
− 1

]
dr (3.23)

where we have replaced I,I0 with J ,J0 to signify 1D profiles rather than 2D images, and we

use M = 1 + L/l.

Implementation of this method for the work described in thesis (see Chapter 5) has

focused on magnetic field measurements. If we denote the path integrated magnetic field as

Bθ =
∫
Bθdz, equation (3.23) can be rewritten:

Bθ =
1

νB

∫ [
r0

r̃

(
J0

J

)
− 1

]
dr (3.24)

where νB = Le/Mmpvz and r̃ = Mr. This integral is complicated by the fact that r̃ is a

function of Bθ:

r̃ = r0 + νBBθ

Therefore the integral must be solved numerically, updating r̃ at each step. This was ac-

complished using a 4th order Runge-Kutta method. The details of the implementation are

sketched in Algorithm 2 found in Appendix B. It should be noted that the present imple-

mentation assumes Bθ(r = 0) = 0, which is typically valid for laser-driven field profiles (see

for example [8–10]).

To test this method, we return to the field profiles and proton images described above.

Instead of the full image, we take a line-outs of the radial proton flux profile for analysis. A

summary of the results is shown in Figure 3.10. Again, we find excellent agreement between

the inverted and analytic field profiles. This method performs reasonably well all the way

up to µ = 1. The comparison between the inverted and analytic fields for µ = 1 is shown

in Figure 3.10(b). Despite the strong nonlinearity, this method accurately predicts the peak

path-integrated field strength. In addition, the complete analysis of all 10 images (including

reading image from file and plotting results) took 10.3 seconds. Therefore, in configurations

with azimuthal symmetry, this method can be extremely useful, even in the case of strong
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Figure 3.10: (a-b) Comparison of inverted azimuthal field profile with the true analytic field
for (a) µ = 0.5 and (b) µ = 1. Again, the L2 norm comparison between the analytic and
inverted field is plotted as a function of µ in (c) (note: vertical axis has a much smaller range
than Figure 3.7(d)).

fields.

3.4.4 Forward scattering

If the fields are too strong for the inversion methods described above, a forward scattering

method involving particle tracking through assumed field profiles can be used to attempt

to match features in the proton image. For example, the magnetic fields generated by high

intensity laser pulses can be extremely strong, with peak field strengths on the order 100

MG (see Chapter 5 for a further discussion). For such fields with typical proton energies

and imaging parameters, µ > 1 and the Jacobian inversion relationship breaks down.

Instead, investigations of strong fields have relied on a combination simulation, simple

expressions and particle tracking to reproduce features observed experimentally [9, 10, 69].

While previous work has used full 3D particle tracking, the method described here takes

advantage of the fact that the longitudinal extent of the field (i.e. lz) is much smaller

than L, the distance to the detector. Even when µ > 1 and caustics form in the image,

individual particles only undergo comparably small transverse motions while passing through

the plasma. Therefore, the full particle trajectory through the field can be approximated
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by a single push from the path-integrated fields, reducing the number of calculations from

Np ×Nz steps to Np.

What follows is a brief description of the workflow for this approach. First, we choose

either a simulated field or a functional form for the field profile (often similar to the “el-

lipsoidal blob” above). Then we initialized particles with random positions at the object

plane. Initial propagation angles are determined by the trajectory from a point source to

the particle’s position at the object plane. Using equations (3.13) and (3.14), we calculate

the deflection for each particle due to the path-integrated field and update the particle an-

gle. Image plane positions are calculated using the updated angles and synthetic images are

produced by making a 2D histogram of the final particle positions.

Figure 3.11 compares synthetic proton images generated by the equation (3.12) (Jacobian

method) and by this simplified particle tracking method. We observe good agreement for

µ = 0.4. However, when µ = 4 proton trajectories cross and equation (3.12) is invalid, leading

to pixelated results with extreme intensity values (as shown in figure 3.11(d)). Crossing

particle trajectories gives rise to the diffuse signal surrounding the strong caustic ring feature

in Figure 3.11(e).

The forward scattering particle approach is limited because it requires a advanced de-

termination of the field profile, whether through simulation or guessing a functional form.

While it is possible to develop an iterative algorithm based on forward scattering, this method

typically lends itself to guess-and-check approach where parameters such as field strength or

radial extent are manually varied until features in the synthetic image resemble experimental

data. Reasonable guesses or staring points may be obtained using numerical modeling of the

laser-plasma interactions.
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Figure 3.11: The particle method for generating synthetic proton images is compared with
the Jacobian method for µ = 0.4 (a-c) and 4 (d-f). The first column shows synthetic
images calculated with equation (3.12), while the second shows 2D histograms of the particle
positions. The third column compares line-outs through the image, with the Jacobian plotted
in blue and the particle method in orange.

3.5 Particle-in-cell (PIC) simulations

Numerical simulations aide interpretation of experimental results and enable further ex-

ploration of underlying physics. In principle, the behavior of a plasma can be completely

described by combining the Lorentz force (d~p
dt

= q
m

( ~E + ~v × ~B)) with Maxwell’s equations.

However, simulating a system of many particles in a 3D volume can be extremely computa-

tionally expensive. The particle-in-cell (PIC) method [122] takes advantage of the charge-

to-mass ratio dependence of the Lorentz force to represent collections of particles by a single

macroparticle. For each time step, the full particle position and momentum of the macropar-
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ticles are tracked while the fields are solved on a grid. The PIC calculation is broken into four

steps. First, the gridded field values are interpolated to the macroparticle positions. Then,

particle positions and momenta are advanced according to the Lorentz force. Next, currents

and charge densities based on new macroparticle positions and momenta are interpolated

back onto the grid. Finally, the fields are updated by solving Maxwell’s equations.

The grid size (∆x) must be chosen so that relevant length scales are resolved, such as

the laser wavelength or the Debye length. For numerical stability, the time step must obey

the Courant-Friedrichs-Lewy (CFL) condition (∆t2 < 1
∆x2

+ 1
∆y2

+ 1
∆z2

). Higher fidelity is

achieved by using smaller grids and more macroparticles per grid cell (or particles-per-cell

(PPC)), but this is limited by increased computational expense.

Throughout this thesis, the PIC code OSIRIS was used to support experimental results.

OSIRIS is a state-of-the-art, fully relativistic PIC code developed by the OSIRIS Consortium,

consisting of UCLA and IST (Lisbon, Portugal) [123, 124]. The code is 3D3V, meaning it

can be run with full 3D Cartesian spatial dimensions and tracks momentum in all directions,

though simulations are often in 2DV3 due to computational considerations. In addition, the

code can run with 2D axisymmetric cylindrical coordinates and a quasi-3D module based on

an azimuthal harmonic expansion was recently implemented [125]. A number of 2D and 3D

OSIRIS simulations will be discussed in the following chapters, all of which were run using

the Flux high performance computing cluster at the University of Michigan.
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CHAPTER 4

Proton Beam Emittance Growth in

Multipicosecond Laser-Solid Interactions

High intensity laser-solid interactions can accelerate high energy, low emittance proton beams

via the target normal sheath acceleration (TNSA) mechanism. Such beams are useful for

a number of applications, including time-resolved proton radiography for basic plasma and

high energy density (HED) physics studies. In experiments using the OMEGA EP laser

system, we perform the first measurements of TNSA proton beams generated by up to 100

ps, kilojoule-class laser pulses with relativistic intensities. By systematically varying the

laser pulse duration, we measure degradation of the accelerated proton beam quality as

the pulse length increases. Two dimensional particle-in-cell (PIC) simulations and simple

scaling arguments suggest that ion motion during the rise time of the longer pulses leads to

extended preformed plasma expansion from the rear target surface and strong filamentary

field structures which can deflect ions away from uniform trajectories and therefore lead to

large emittance growth. Optimal laser pulse conditions are identified such that this source

can be used to diagnose magnetic field generation and interaction dynamics in Chapters 5

and 6.
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4.1 Introduction

The interaction of a high intensity laser pulse with thin solid foil targets can produce a burst

of high energy ions [50–52] accelerated via the target normal sheath acceleration (TNSA)

mechanism [53]. The laser pulse excites a population of hot electrons which stream through

the target and establish a strong, electrostatic sheath field on the rear surface. The sheath

field can drag protons and other ions out of the contaminant layer on the target surface,

accelerating them to energies of many 10s of MeV. The acceleration occurs over time-scales

comparable to the laser pulse duration (typically ranging from 100s of fs to 10s of ps).

The accelerated beam propagation is nearly laminar [55, 56], emanating from the rear of

the target as if from a small, virtual source [57]. These qualities make laser-accelerated

ion beams a potentially attractive source for charged particle radiography [57, 126] or fast

ignition [105, 127], and could lead to biomedical applications, such as cancer radiotherapy

[128], or as a high-current ion injector for conventional accelerators [129] (see also the reviews

by Daido et al. [81] and Macchi et al. [80] and references within).

While improvements to stability, energy, and bandwidth must be made before laser-driven

ion beams become a practical source for accelerator or biomedical applications, proton ra-

diography is routinely implemented as a diagnostic tool on high energy, high power laser

systems throughout the world. Ultrafast TNSA beams of protons have been instrumental

in measuring a number of high energy density (HED) electromagnetic phenomena includ-

ing laser-driven magnetic field generation [8, 10], Weibel-type filamentation and magnetic

self-organization [61, 62], high power laser channeling [60], and laboratory magnetic recon-

nection [25, 36, 63]. Compared to D3He fusion, an alternate HED radiography source which

produces mono-energetic protons, the ultrafast proton beams provide improved spatial res-

olution due to the small virtual source [57, 59] and the quasi-Maxwellian energy spectrum

can be employed to achieve temporal resolution by allowing for time-of-flight dispersion of

protons before reaching the radiography subject. The broad spectrum makes possible single

shot, time-resolved measurements of ultrafast dynamics with picosecond temporal resolution
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(as shown in references [10] and [60]).

In recent years, there has been a concerted computational and experimental effort

to revisit the physics of laser-solid interactions on newly available high-energy laser sys-

tems. OMEGA EP, for example, is capable of delivering relativistically intense laser pulses

(Iλ2 > 1018 Wcm−2µm2) with kilojoule energies and multipicosecond pulse durations. Sim-

ulations suggest that the multipicosecond interaction will heat plasma electrons beyond the

ponderomotive potential of the laser [64, 65, 130, 131]. Indeed, recent experimental results

have confirmed that these high energy, multipicosecond laser systems accelerate ions to max-

imum energies beyond those predicted by traditionally cited scaling laws [66–68].

While these results are promising, little attention has been paid to the accelerated beam

quality. A spatially uniform, low emittance beam is essential for many potential applications

of laser-driven protons. In particular, accurate and reproducible diagnosis of electromagnetic

fields requires a uniform beam profile. Additionally, attempts to focus or manipulate the

beam would be limited by the transverse emittance. Potential gains in maximum proton

energy afforded by multipicosecond laser pulses could be outweighed by degraded beam

uniformity.

For example, the long rise time of the kilojoule, multipicosecond pulse can preheat the

target, initiating plasma expansion from the rear surface [132]. Early work studying the

impact of laser prepulse due to amplified spontaneous emission (ASE) demonstrated that

preformed density gradients can suppress the sheath electric field and reduce the maximum

accelerated ion energies [133–136]. In addition, expansion of the rear surface can modulate

the beam divergence [134,137] and introduce non-uniform structures into the beam [138].

In this chapter, experiments exploring the impact of laser energy and pulse duration on

the accelerated beam quality are presented. The results demonstrate that the proton beam

quality is significantly degraded as the laser pulse duration increases. The maximum proton

energies agree well with previous results and scalings from kilojoule-class, multipicosecond

laser systems, including first published measurements of TNSA driven by 100 ps laser pulses
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Figure 4.1: (a) Schematic of the experimental setup. Copper grids were mounted 3 mm
behind the 2 mm x 2 mm foil targets. The radiochromic film stack was positioned 74 mm
behind the grid. (b) An example vacuum focal plane intensity profile measured on-shot for
a pulse with 296 J of energy and a 0.7 ps duration. The white circle encloses 80% of the
energy.

with relativistic intensities. However, the degraded uniformity at longer pulse durations

makes these beams unsuitable for proton radiography. 2D particle-in-cell (PIC) simulations

suggest that significant plasma expansion and formation of filamentary magnetic field struc-

tures during the rise time of the laser pulse increase the emittance of the proton beam for

longer pulse durations. These results should inform the development and implementation of

proton radiography diagnostics on existing and future HED facilities.

4.2 Experimental methods

Experiments were performed on the OMEGA EP laser system using two chirped pulse ampli-

fied (CPA), infrared (IR) beams. Taking advantage of the flexibility of the OMEGA EP CPA

system, laser parameters such as pulse duration and energy were scanned to cover a range

of pulse durations (nominally 0.7, 10 and 100 ps). Table 4.1 lists the laser parameters used

in the experiment, including on-shot measurements of the pulse duration [139] and energy.

The available laser energy depends on the pulse duration and ranged from approximately

150 to 2000 J. Despite f/1.8 focusing, the focal spot on target is typically large, with 80%
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Table 4.1: A list of the laser parameters used in the experiment. The nominal pulse duration
is shown in the first column. On-shot measurements of pulse duration, laser energy, and focal
spot r80 are shown in columns 2, 3, and 4. Calculated laser power (rounded to nearest 5
TW) and peak intensity are in columns 5 and 6.

Pulse Duration

Nominal (ps) Measured (ps) Energy (J) r80 (µm) P (TW) I0 (Wcm−2)

0.7 0.7± 0.1 296± 7 14.8 420 4.2± 0.4× 1020

0.7 0.6± 0.1 143± 4 17.2 240 1.8± 0.2× 1020

10 11.5± 1.2 753± 19 14.9 65 5.6± 0.6× 1019

10 11.1± 1.1 376± 9 17.1 35 1.8± 0.2× 1019

100 99.7± 10.0 1944± 49 15.7 20 1.5± 0.2× 1019

100 95.4± 9.5 1006± 25 15.4 10 9.4± 1.0× 1018

of the laser energy contained in a radius, r80 = 15.9 ± 0.8 µm. However, as shown in Figure

4.1(b), on-shot measurements of the laser fluence profile [140] reveal regions with high peak

intensity that can be 5 to 10 times greater the r80 intensity.

The targets were 2 mm x 2 mm flat copper foils with a thickness of 50 µm, and were

shot at normal incidence. In order to assess the beam quality of the accelerated protons,

a fine copper grid was placed 3 mm behind the foil target. The grid bars were nominally

25 ± 5 µm thick and the width and grid pitch were 10 µm and 83 µm, respectively. Any

non-uniformity in the proton beam would be visually represented by a distortion of the

imprinted grid pattern.

The accelerated proton beams were detected with layered stacks of radiochromic film

(RCF). Exploiting the Bragg peak in proton stopping range, the film stacks were assembled

with interleaved layers of film and aluminum filters to sample particular proton energies

across the broad energy spectrum. This spectral information is often converted to time-of-

flight between the source and the interaction being probed in order to achieve time-resolved

radiography. In this experiment, the successive film layers allowed for direct comparison of

the beam quality at different proton energies.

The RCF stacks were composed of GafchromicTM HD-V2 and MD-V3 film. After expo-

sure, the pieces of film were digitized with an Epson V850 Pro flatbed scanner with 600 dpi
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resolution. The raw RCF signal was first converted to optical density (OD = −log10(Exposed

Signal/Unexposed Signal)) and then to deposited dose [108,110] in order to retrieve the pro-

ton fluence.

4.3 Experimental results

In successive shots, the laser power was scanned between approximately 10 and 420 TW.

The detected proton beams are shown in Figure 4.2 grouped by laser pulse duration. As

expected, the maximum observed proton energy increased with laser intensity, exceeding

60 MeV from a 0.7 ps pulse with 296 J of laser energy. The longer pulse duration, higher

energy shots resulted in more signal at lower proton energies.

The proton spectra were reconstructed following methods outlined in Schollmeier et al.

[116]. Proton spectra from the highest intensity shots at each pulse duration are shown

in Figure 4.3. RCF spectrometry has relatively low energy resolution compared to other

techniques, especially Thomson Parabola spectroscopy used in references [66] and [67]. In

addition, RCF is less sensitive to low proton doses than other detectors, such as CR-39, so

these measurements likely underestimate the cutoff proton energy. Batch-to-batch variations

in the sensitivity of the film give rise to a 20-30% absolute error in determining proton

number [111]. The error bars in Figure 4.3 correspond to this absolute error, rather than

the relative error between RCF layers.

While protons were accelerated to energies exceeding 20 MeV with the 1944 J, 99.7 ps

pulse, the conversion efficiency was considerably lower than the shorter pulse durations.

We estimate a 0.46 ± 0.1% conversion to protons with kinetic energies exceeding 3.5 MeV,

compared to 4.7 ± 1% and 3.4 ± 0.9% conversion for the 296 J, 0.7 ps pulse and 753 J,

11.5 ps pulse, respectively. The 11.5 ps pulse resulted in the highest overall beam charge,

2.3±0.5 µC, while the 0.7 ps pulse gave 1.4±0.3 µC and the 99.7 ps pulse gave 1.3±0.5 µC.

Note that the low energy portions of the beams overfilled the RCF detectors, and the grid
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Figure 4.2: Radiochromic film stacks provide a visual comparison of the accelerated proton
beam spectra and qualities. The diffuse signal present on later pieces of film, particularly
in the nominally 100 ps shots, can likely be attributed to high energy electrons that co-
propagate with the proton beam. (It should be noted that a different stack design was used
for the 100 ps shots, but comparable penetration depths are shown here). The color scale
saturates low energy portions of the beams to emphasize the comparison between higher
proton energies.
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Figure 4.3: Reconstructed proton spectra from the highest intensity shots for each laser
pulse duration.

target partially obscured the beams. Therefore, these estimates provide a lower bound on

the conversion efficiency and beam charge.

Figure 4.4(a-c) compares representative proton beam profiles for the three pulse durations

explored. For clarity, the nominal pulse duration will be used for reference throughout the

following discussion. It is immediately evident that the grid pattern is significantly distorted

in the 10 ps pulse duration case and completely absent in the 100 ps case. Beyond visual

inspection, the 2D Fourier transform of the grid pattern was used to quantify the beam

quality across the entire proton energy range for each pulse duration. In Fourier space, a

high resolution image of the grid will result in well defined mode structure. As the resolution

is degraded, fewer high order modes will be present in the Fourier transform. In addition,

distortion or warping of the grid pattern will result in broadening of the mode features.

Line-outs through the 2D Fourier transforms of the shown proton data are plotted together

in Figure 4.4(d). The periodic mode structure is evident the 0.7 ps data, while the 10 ps

results are broadened and less prominent due to the distortion of the grid. Just as there is no

visible grid pattern in the 100 ps data, no mode structure appears in the Fourier transform.
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Figure 4.4: (a-c) Selected RCF data from the highest intensity shot for each pulse duration:
(a) 0.7 ps, (b) 10 ps, and (c) 100 ps. (d) Line-outs through the 2D Fourier transforms
of the data in (a-c) shows the effect of the proton beam quality the on mode structure.
Analysis of the Fourier transforms reveals the minimum spatial wavelength resolved (e) and
the broadening of the first mode peak due to distortion of the grid pattern (f).

The highest order mode observed along the primary grid axes can be interpreted as

the average minimum spatial scale resolved (ks,max = 2π/λs,min). Figure 4.4(e) shows the

minimum spatial scale resolved across the entire energy spectrum for the 0.7 and 10 ps results.

The error bars include effects of anisotropy in the mode structure (i.e., kx,max 6= ky,max) and

uncertainty in the magnification of the grid image. Low energy portions of the beams and

all of the 100 ps results fall well above the plotted range. As a measure of the warping and

distortion, the full width at half maximum of the first order mode is plotted in Figure 4.4(f).

Overall, the 0.7 ps pulse duration results in the best beam quality. However, even the

best beam exhibits degraded imaging quality for protons with kinetic energies below 10 MeV.

At higher energies, despite a visually uniform beam and grid structure, the resolution ap-

pears degraded likely due to a combination of reduced proton signal, increased transmission
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through the grids (reduced contrast), and scattering of the high energy protons as they pass

through front layers of the RCF stack.

As the laser pulse duration is increased, the beam quality is significantly degraded.

Though still visible in the 10 ps case, strong modulations in the beam profile distort and

blur the grid pattern. With a 100 ps pulse duration, poor beam quality renders the grid

nearly indistinguishable across the entire spectrum.

Even for the most uniform beams, there is still some warping and distortion of the grid

pattern. This can likely be attributed to electrical charging of the grid target by the fast

electrons passing through in advance of the proton beam and the electrons that co-propagate

with the protons. This effect will be more pronounced for slower protons which pass through

the grid after charge has been deposited by the higher energy portion of the beam. In

addition, the slower velocity means the low energy protons will experience larger deflections.

Often times during proton radiography experiments carried out on OMEGA EP, the proton

source foil is enclosed in a plastic tube capped by a thin foil in order to protect it from ambient

plasma, debris or radiation from the primary interaction (see for example the experimental

setup used by Gao et al. [8]). This tube assembly could potentially experience similar, or

more pronounced, charging effects, impacting the lower energy portions of the proton beams.

4.4 Simulation results

In order to explore the impact of laser pulse duration on the underlying interaction dynamics

and ion acceleration, we performed 2D particle-in-cell (PIC) simulations with the fully rel-

ativistic OSIRIS 4.0 framework [123]. We examined the interaction of laser pulses different

durations with over-dense targets. In the experiment, the pulse durations ranged from a few

times the ion response time, ti ≈ 2π/ωpi, to 10s or 100s of ti. This suggests that ion motion

during the longer pulses likely influences the interaction dynamics and could contribute to

differences observed experimentally. Due to the computational expense of carrying out PIC
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simulations lasting many tens of ps, we chose to reduce the simulated ion mass in order to

speed up the ion dynamics. This allows us to approximate the long timescale dynamics with

shorter, more computationally accessible pulse durations. The following results compare the

interactions of a 1τ0 laser pulse and a 10τ0 pulse, where τ0 is defined to be 100 fs. Consistent

with the experiment, the longer pulse duration has more energy, but lower intensity. Here

the 1τ0 pulse has a peak normalized intensity (a0) of 5, while the longer 10τ0 pulse is reduced

to a0 = 2.5. The laser pulses interact at normal incidence with an over-dense plasma slab.

The peak density is 25nc, where nc = ε0meω
2
0/e

2 is the critical density for a laser frequency

ω0. A uniform exponential profile with a characteristic scale length of λ0/2 extends from

the front surface, where λ0 is the laser wavelength. The front and rear surfaces of the target

are composed of reduced-mass protons (m∗p = 0.1mp), while the bulk target has a mass of

m∗i = 2m∗p. The bulk target is 10λ0 thick and the rear reduced-mass proton layer thickness

is 1λ0. The simulation box size is 1200× 1200 (c/ω0)2 and is resolved by 12000× 12000 cells

with 100 particles-per-cell for both ions and electrons. Cubic particle interpolation was used

to limit numerical heating. Absorbing boundary conditions were used for the particles and

open, Perfectly Matched Layers (PML) boundaries for the fields.

Previous studies of laser-accelerated proton beams have concluded that filamentation

instabilities driven by the high energy electrons determine the beam quality and emittance

[56]. The filamented electron beam can drive strong return currents and generate filamentary

magnetic field structures which deflect protons away from otherwise uniform trajectories. In

addition, the presence of a low density preformed plasma on the rear surface of the target

in advance of the peak of the laser pulse has been shown to enhance Weibel-like instability

formation that can lead to strong modulations in the accelerated proton beam [141, 142].

Even without filamentation, recent work by Nakatsutsumi et al. using higher intensities and

thinner targets demonstrated that strong azimuthal magnetic fields on the rear surface can

inhibit proton acceleration and impact the beam quality [143]. With these simulations, we

investigate the influence of pulse duration on emittance growth mechanisms.
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Figure 4.5: The time evolution of the ion density (a-b) and out-of-plane magnetic field (c-d)
is compared between the two pulse durations. The time axis is normalized to the rise time of
the respective laser pulse, with the left column corresponding the a 1τ0 pulse and the right
to the 10τ0 pulse. The ion density is measured along the laser axis and the magnetic field is
measured at the rear surface of the target.
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Figure 4.6: The normalized emittance, σN , is measured for 10 energy bins across the spectra
for both pulse durations. To capture the evolution, the emittance is measured at peak of
the pulse (a), 5τ0 after the peak (b), and 10τ0 after the peak (c).

The temporal evolution of the ion density and rear-surface magnetic field are shown in

Figure 4.5. In each panel, the time axis is normalized to the rise time of the respective laser

pulse, with the peak arriving on target at time = 1. The first column corresponds to the 1τ0

pulse duration and the second column to the 10τ0 pulse duration. The ion density evolution

(Figure 4.5 (a) and (b)) reveals significantly more expansion of low density plasma from the

rear surface of the target during the rise time of the 10τ0 pulse. While filamentary structures

are evident in the out-of-plane magnetic field in both pulse duration cases (Figure 4.5 (c)

and (d)), the fields are enhanced in the longer pulse duration case despite lower incident

laser intensity.

To assess the accelerated beam quality, the normalized transverse emittance of the protons

was measured for 10 bins across the energy spectra. The normalized emittance describes

the phase space area occupied by the beam, and is a conserved quantity during vacuum

propagation. For the following analysis, the normalized emittance is calculated as:

σN =
√
〈y2〉〈(py/mc)2〉 − 〈ypy/mc〉2

where y is the transverse spatial dimension, py is the transverse momentum, and 〈〉 signifies

73



the distribution average. Good beam quality is associated with a lower emittance. Figure

4.6 shows the temporal evolution of the normalized emittance for both pulse durations as

a function of proton energy. Figure 4.6(a) corresponds the arrival time of the peak of the

respective pulse. Panels (b) and (c) correspond to 5τ0 and 10τ0 after the peak, respectively.

There is good qualitative agreement between the simulation results and the experiment. The

higher energy portions of the short pulse case have the lowest emittance, while the lower

energy protons are more strongly impacted by the developing filamentary field structures.

The longer pulse duration exhibits a larger overall emittance. In addition, ion acceleration

and emittance growth has already commenced by the time the peak of the pulse arrives on

target (Figure 4.6(a)).

Direct comparison of simulations to the experiments is challenging because the interaction

and ion acceleration depend strongly the exact details of the laser pulse profile and the target

composition and thickness. For example, as previous studies have noted [56], electron-ion

collisions in the bulk target will help smooth current filaments, particularly for high-Z target

materials. Without including collisions, our simulations potentially overestimate strength of

the filaments and the extent of the preformed plasma expansion. However, we do not expect

collisional effects to change the general trends observed here.

4.5 Discussion

In the experiment, we observed a significant degradation of the proton beam quality as we

increased the laser pulse duration. The 2D PIC simulation results suggest that ion motion

during the rise time of the longer pulses leads to enhanced plasma expansion from the rear

surface of the target and to formation of stronger filamentary field structures. The char-

acteristic scale length of preformed plasma at the peak of the pulse can be estimated by

ls = cstp/2, where cs = (ZkBThe/mi)
1/2 is the sound speed with hot electron temperature

kBThe, and tp is the pulse duration. The hot electron temperature is given by the ponderomo-
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tive potential [144] of the half-maximum laser intensity, kBThe = mec
2[(1 + 〈a0/2〉2)1/2 − 1],

(here, 〈〉 represents the time average). From this, we can derive an approximate scaling for

the characteristic plasma gradient length as a function of pulse duration and peak intensity,

ls(µm) ∝ (Zme/mi)
1/2(a0/2)1/2tp(ps)/2.

Figure 4.7 shows a comparison of this simple model and the density profiles observed in

the simulation. While the model overestimates the plasma scale length for the shorter pulse

duration, there is reasonable agreement for the longer pulse duration case. At the very least,

the model provides order of magnitude estimates of the extent of plasma formation on the

rear surface. Turning to the experimental data, we predict ls ≈ 6 µm, 50 µm, and 266 µm

for the 0.7 ps, 10 ps, and 100 ps pulse duration shots compared in Figures 4.3 and 4.4. While

charging of the secondary target certainly contributes to the distortion of the grid pattern,

simulations suggests that most of the structures and non-uniformity in the beam can be

attributed to enhanced expansion of the target during the longer pulses.

In addition to degrading the beam quality, large preformed plasma density gradients

should reduce maximum proton energies. With a sharp interface, the maximum sheath

electric field is given E =
√

2kBTe/eλD, where kBTe is the hot electron temperature, e is the

electron charge, and λD is the Debye length [78]. However if ls � λD, the field is reduced

to E = kBTe/els [135]. Alternatively, strong magnetic fields can inhibit sheath formation

by confining or scattering hot electrons away from the central axis [143]. In Figure 4.8, the

maximum proton energies observed in the experiment are compared with predictions based

on the analytical model described by Schreiber et al. [4]. As mentioned above, the RCF

measurements likely slightly underestimate the maximum proton energies and represent a

lower bound. In general, the 0.7 ps results show reasonable agreement with the model, while

the 10 ps and 100 ps results fall below the predictions. Unlike other models [78, 79], the

Schreiber model stays finite as tp → ∞, and therefore appears to more accurately predict

the maximum proton energies for the 100 ps pulse duration results. Despite the long scale
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Figure 4.7: At the peak of the respective laser pulse, the rear surface plasma profile from the
simulations is compared with the simple scale length estimate developed in the text (dashed
lines).

lengths predicted, protons are still accelerated to multi-MeV energies in all cases, potentially

due to the impact of super-ponderomotive electron heating or laser self-focusing in front-side

preformed plasma. Maximum energies measured here in the 100 ps pulse duration case

exceed previous observations from kilojoule-class laser-solid interactions with 100s of ps

pulse durations and lower intensities [145,146].

4.6 Conclusion

For high energy, high power laser systems, these results demonstrate that the laser pulse du-

ration should be minimized to limit expansion of plasma from the rear target surface during

the pulse and ensure optimal proton beam quality. While the promise of superponderomo-

tive electron heating and favorable ion energy scaling from multipicosecond interactions may

yet prove useful for other applications, such as fast ignition [105, 127] and neutron genera-

tion [147, 148], the non-uniformity of the accelerated proton beams make them unsuitable
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for ultrafast proton radiography or other applications that require a uniform, low-emittance

beam. Even with optimal laser pulse conditions, proton radiography experiments and detec-

tor stacks should be designed to emphasize protons with energies exceeding 10 MeV. These

results will be used in subsequent chapters, and can help guide future experimental designs

both on OMEGA EP and other HED facilities, such as the NIF-ARC which can also produce

kilojoule, multipicosecond laser pulses.
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CHAPTER 5

Target Material Effects on Magnetic Field

Generation Driven by High Power Lasers

In this chapter, experimental and computational observations of target material effects on

magnetic field generation in high-power laser produced plasmas are discussed. Experiments

performed with the OMEGA EP laser system explored both nanosecond laser pulses fo-

cused to moderate intensity (IL = 2 × 1014 Wcm−2) and multipicosecond pulses focused

to high intensity (IL > 1019 Wcm−2) interacting with foil targets. Using proton radiog-

raphy, we measured the strength, spatial profile, and dynamics of self-generated magnetic

fields as the target material was varied between plastic (CH), aluminum and copper. In

the case of moderate intensity pulses, radiation-driven double ablation fronts in higher Z

targets initiate multiple regions of Biermann battery (∇Te×∇ne) magnetic field generation.

Extended magneto-hydrodynamics (MHD) simulations with radiation transport reproduced

key aspects of the experiment, including field generation and double ablation front forma-

tion. At high intensities, we observe rapid expansion of the magnetic fields, and enhanced

filamentation in lower Z, insulator targets. Particle-in-cell simulations are used to eluci-

date the generation mechanism and evolution of magnetic fields, as well as the impact of

preformed plasma scale length on laser-driven field generation. These results should help

inform magnetized high energy density (HED) and laboratory astrophysics experiments,

such as laser-driven magnetic reconnection, where precise knowledge of the initial magnetic

field topology is crucial and can help benchmark computational models used to study HED

78



plasmas relevant to inertial confinement fusion.

5.1 Introduction

High power laser-matter interactions can create high energy density (HED) conditions with

extreme temperatures, densities, and pressures in the laboratory [5]. This is of particular

importance for inertial confinement fusion (ICF) research [17] and laboratory investigations

of astrophysical phenomena [6]. At moderate intensities, strong magnetic fields (∼MG) can

be self-generated in high power laser-produced plasmas [7, 86, 87, 149]. The generation and

spatial profile of such magnetic fields have important consequences for energy transport in

ICF-relevant plasmas [12,14–16,21,22], stabilization of hydrodynamic instabilities [23], and

HED magnetic reconnection [25, 34, 36–38, 150]. At very high laser intensities, extremely

strong self-generated fields (∼100 MG) facilitate exploration of exotic, high energy astro-

physical processes in the laboratory [44,45,151–154]

The mechanisms governing magnetic field generation and transport depend on the laser

intensity regime and the effect of target material is poorly understood. At moderate inten-

sities, IL = 1014 − 1015 Wcm−2, the laser pulse ablates the surface of the dense target. In

this intensity range, low-Z targets should be fully ionized in the focal region. Laser energy

is transported beyond the critical density by electron thermal conduction, which drives the

ablation [19]. The low opacity means that radiation transport will have negligible impact

on the ablation dynamics. Perpendicular temperature and density gradients in the ablated

plasma plume generate strong azimuthal magnetic fields (O MG) via the Biermann battery

mechanism (dB/dt ∝ ∇Te×∇ne) [85]. Fast electrons accelerated during the laser-plasma in-

teraction have a long mean-free-path compared to plasma gradient length scales. As a result,

the fields can be advected away from the focal region through the Nernst effect [12,16,155].

While the plasmas are typically weakly magnetized, self-generated fields can still impact

energy flow [16,21,22].
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Figure 5.1: An illustration of double ablation front formation showing the electron temper-
ature (red) and density (black) profiles. The laser heats plasma electrons from the left. In
mid- to high-Z plasmas, the hot corona will emit strong radiation. The radiation and ther-
mal electron energy will be absorbed at different locations resulting in two regions of strong
temperature gradients separated by a “plateau” of relatively flat electron temperature.

At higher Z, the hot coronal plasma will emit strong radiation which is absorbed in

dense, opaque regions of the target. This establishes a radiation driven ablation front, akin

to x-ray driven ablation in indirect drive ICF [156–158]. At lower density, a combination of

radiation and electron heat transport can drive a second ablation front. The two ablation

regions are separated by a “plateau” of relatively flat density and temperature profiles. As a

results, there are two distinct regions with strong gradients which can independently initiate

Biermann battery magnetic field generation. The precise details these double ablation front

(DAF) structures, such as the spatial extent of the plateau region, depend on the target

material. An illustration of the ablation dynamics is shown in Figure 5.1.

Previous studies of DAF structures have primarily used 1D simulations to support an-

alytic predictions [157, 158]. In general, research has focused on the prospect of taking

advantage of DAF structures to inhibit lases-plasma instabilities and stabilize direct-drive

ICF implosions [156–160]. More recently, DAF structures have been proposed as platform

for laboratory investigations of stellar opacity [161]. Magnetic fields have been thus far
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neglected, and any analysis of multidimensional effects has been limited to stabilization of

hydrodynamic instabilities [156].

Due to limited availability of large-scale HED facilities such as the National Ignition

Facility (NIF) or the OMEGA laser facility, computational modeling is an essential part of

HED and ICF research. With this work, magnetic field generation in low to mid-Z plasmas

can be compared with numerical models to validate predictions in this regime. Experiments

with low-Z targets used high-precision proton radiography measurements to demonstrate that

magneto-hydrodynamics (MHD) modeling must be extended to include Nernst advection,

resistive magnetic diffusion and cross-field, Righi-Leduc heat flow in order to accurately

predict the spatial profile of the magnetic fields [8,47]. However, computational efforts often

center on high-Z materials (typically gold) used in hohlraums for indirect drive ICF [21,22].

Coupling between kinetic effects, radiation transport and magnetic field generation likely

influence energy flow in mid to high-Z plasmas, as well as during ICF implosions [24].

When the laser intensity is increased such that ILλ
2
µm > 1018 Wcm−2µm2, the electric

field of the laser pulse can accelerate target electrons to relativistic energies (λµm is the laser

wavelength in microns). Accelerated electrons spread rapidly from the focal region, driving

strong currents in the target. As fast electrons expand into vacuum from the target surfaces,

the charge imbalance establishes a sheath electric field [78]. Strong azimuthal magnetic fields

are generated by transverse gradients of the expanding sheath [9, 10, 89, 143]. The sheath

electric field confines a portion of the fast electron population to expand along the target

surface. This radially expanding sheet of current drives the sheath and azimuthal magnetic

fields away from the focal spot with a velocity near the speed of light [9]. Recent experiments

in this intensity regime have observed peak magnetic field strengths of 10-100 MG through

optical probing [46,162], ultrafast electron radiography [9], or proton radiography [10,69]

Few experiments have directly measured the effect of target material on magnetic field

generation driven by high intensity lasers. Schumaker et al. discussed the potential for

target-dependent levels of preformed plasma expansion to impact field generation [9], while
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Albertazzi et al. observed subtle differences between aluminum and gold targets [69]. Poor

resolution, either due to the broad electron spectrum [9] or due to scattering of low energy

protons in the dense target [69], limited the ability to clearly resolve differences between the

materials.

In this chapter, we report on systematic, high resolution proton radiography measure-

ments of target material effects on magnetic field topology generated during high power

laser-solid interactions. In both intensity regimes, clear qualitative differences were observed

in the proton images. In the moderate intensity case, experimental results coupled with

extended magneto-radiation hydrodynamics simulations demonstrate that radiation-driven

double ablation front (DAF) structures in mid-Z targets establish two distinct regions of Bier-

mann battery field generation. At higher intensities, we measure enhanced filamentation of

relativistic electrons in low-Z, insulating targets compared to conductors. A simple particle-

in-cell (PIC) model is used to explore the fundamental mechanism governing magnetic field

generation by high intensity pulses. In addition, 2D PIC simulations are used to explore the

impact of preformed plasma scale length, whether due to laser prepulse or pre-expansion of

the target, on the details high intensity laser-driven magnetic field generation.

5.2 Experimental methods

Experiments were performed with the OMEGA EP laser system at the University of

Rochester’s Laboratory for Laser Energetics, which can produce energetic pulses with du-

rations ranging from 0.7 ps to 10 ns. The flexibility of the system facilitates investigations

spanning large intensity and pulse duration ranges. In these experiments, we examined effect

of target material on laser-driven magnetic field generation in two intensity regimes. High

power, moderate intensity interactions were driven by a long pulse beam with a 351 nm

wavelength, 1250 J of energy and 1 ns square temporal profile was focused to an 820 µm

diameter super-Gaussian spot with a peak intensity of (2.2 ± 0.07) × 1014 Wcm−2. High
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Figure 5.2: A schematic of the OMEGA EP experiment.

intensity interactions were driven a 500 J, 10 ps infrared (IR) pulse was focused on target by

an f/1.8 off-axis parabolic mirror to intensities of (5 ± 1) × 1019 Wcm−2. Thin foil targets

were either 50 µm thick CH plastic, 25 µm thick copper, 25 µm thick aluminum, or 50 µm

thick aluminum coated with 1 µm of copper.

Protons accelerated by the target normal sheath acceleration (TNSA) mechanism [50–53]

were used to image the magnetic field structures in a point-projection geometry. A second

high intensity laser with 300 J in a 0.7 ps pulse was focused to intensities exceeding 1020

Wcm−2 on to 1 × 1 mm2 foils. The proton source foils were either 50 µm thick copper or

20 µm thick gold. In order to protect the proton source from x-ray preheat and plasma

generated during the main interaction, the high intensity laser target was housed in a plastic

tube capped by a 5 µm tantalum foil, similar to the assembly described by L. Gao et al [8].

After passing through the main interaction, the proton beams were detected by stacks of

radiochromic film (RCF). As shown in Figure 5.2, the proton source was positioned 6 or 8

mm in front of the main interaction and the RCF stack was 80 or 78 mm behind, resulting

in magnifications of 14.3 or 10.8.

The accelerated proton beams in the experiment exhibited a quasi-Maxwellian energy

spectrum typical of the TNSA mechanism with maximum energies exceeding 60 MeV. Due
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to time-of-flight dispersion of protons between the source and main interaction, the broad

spectrum makes possible single shot, time-resolved measurements of ultrafast dynamics with

picosecond temporal resolution (as shown in references [10] and [60], for example). The

relative timing between laser pulses could be adjusted with ±20 ps error in order to measure

the full dynamics of more slowly evolving features associated with the moderate intensity

interactions. After converting the raw RCF signal to proton dose [108, 110], quantitative

magnetic field measurements can be retrieved from the relative transverse deflections of

protons in the beam [48,118] as described in Chapter 3.4.

5.3 Magnetic signatures of double ablation fronts

When comparing material effects on the magnetic fields generated by the moderate intensity

UV beam, the relative timing between the nanosecond UV pulse and the high intensity pulse

accelerating the proton probe was set to 750 ps. Figure 5.3(a-c) compares the proton images

of the field topology for plastic (CH), aluminum, and copper-coated aluminum taken with

42.8 MeV protons. In all cases, we observe a strong ring patterns of proton accumulation.

The CH results closely resemble those published by Gao et al. [8], with a pronounced ring

pattern associated with azimuthal fields generated by strong perpendicular temperature and

density gradients surrounding the laser focal spot. Due to the Nernst effect, the fields are

convected by fast electrons (ve ≈ 2 − 3 × vthe) to lower density, lower temperature regions

near the edge of the ablated plasma [8,12,15,16]. A faint ring with larger radius is the result

of weaker fields present near the edge of the expanding coronal plasma [8]. The primary

difference between the different materials is emergence of a second prominent concentric

ring of proton accumulation in higher-Z targets. The radial separation of the two rings

increases between aluminum and copper-coated aluminum targets, indicating that the radial

extent of magnetic fields is sensitive to the atomic number of the target.

Due to the azimuthal symmetry of the ring features, a 1D polar-coordinates image in-
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version technique can extract magnetic field information. Using the method described in

Chapter 3.4.3, radial line-outs from the proton fluence were inverted for each material. The

primary challenge of proton image interpretation is the accurate inference of the undisturbed,

reference proton profile. No reference data was taken due to limited shot time and signifi-

cant shot-to-shot fluctuations in the beam profile and total signal which would render any

reference data ineffective.
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Figure 5.3: Experimental proton images for three different target compositions: (a) plastic
(CH), (b) aluminum, (c) aluminum with a 1 µm copper coating. The fields were measured
by 42.8 MeV protons. Corresponding 1D-polar inversion results are shown in (d-f). For each
material, the line-out normalized by the inferred reference (J/J0, gray) and the resulting
field profile (blue) are plotted. Two concentric rings present with high Z targets is due
to Biermann battery magnetic field generation at both fronts of a double ablation front
structure.

Here, undisturbed profiles (J0) were inferred directly from the radial line-outs (J) using

iterative Fourier filtering. During each iteration, a Gaussian low-pass Fourier filter is applied

to line-out. Then the total signal is adjusted such the flux is conserved (i.e.
∑
J =

∑
J0) A
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key assumption made during this analysis is that the fields should drop to zero at the center

and near the outer edge of the image. This is accomplished by blending the filtered signal

with the original line-out near the edges using a super-Gaussian mask, such that J/J0 = 1

as r → 0 and r → rmax. The filter and super-Gaussian widths are manually adjusted until

the inverted field goes to zero as r → rmax.

The resulting J/J0 and inverted path-integrated magnetic field structure for each material

are shown in Figure 5.3(d-f). Uncertainties in determining J0 and blurring due small-angle

proton scattering in the solid targets introduces large errors in absolute field strength (∼ 20

MGµm). In addition, this interpretation assumes all deflections are due to magnetic fields

because electric fields are expected to be relatively weak [8].

Based on the proton images and path-integrated fields, the plastic target has expanded

to the largest radius. The peak field occurs at ≈0.6 mm, near the edge of the driving laser

focal spot, and coronal fields extend to >1 mm radius in excellent agreement with previously

published results [8]. Changing the material from CH to Al or Cu, an interior field structure

emerges which becomes more prominent at high Z. This is indicative of the formation of

second ablation front region with strong temperature gradients.

Two-dimensional (2D), cylindrically-symmetric simulations were performed using the

extended-magnetohydrodynamics (MHD) code, Gorgon [24,163,164]. Gorgon includes mag-

netic transport from bulk plasma flow, Nernst, cross-gradient-Nernst, resistive diffusion and

Biermann Battery generation [24]. The thermal transport is anisotropic and includes Righi-

Leduc heat-flow. Multi-group non-diffusive radiation transport is also utilized using a P 1/3

automatic flux-limiting method. The Frankfurt equation of state (FEoS) is used [165]. The

laser is treated using a ray-trace method with inverse-Bremsstrahlung heating of the electron

population.

In general, the simulations of the CH target agree with both previous simulation work

[8,47] and the experimental results presented here. A single ring of azimuthal magnetic field

is generated via the Biermann battery mechanism in the strong temperature and density
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Figure 5.4: 2D axisymmetric Gorgon simulation results show Biermann battery field gen-
eration profiles for CH (a) and Cu (b) at a time of 750 ps. Radial profiles (along the lines
indicated in (a) and (b)) of the magnetic field and electron temperature are plotted together
in panel (c).

gradients near the edge of the laser focal spot. For copper targets, the simulations reveal

a double ablation front at the target surface. The hotter coronal plasma is dominated

by thermal conduction, while the denser plasma is dominated by radiation transport. As

a result, there are two regions of strong field generation - one located near the electron

thermal conduction ablation front (inner) and the other near the radiation driven front

(outer). Between the two ablation fronts is a “plateau” region of relatively low temperature

gradient. Therefore, the Nernst effect is suppressed and the inner field is not advected toward

the outer field.

The simulation results are summarized in Figure 5.4. Taken at t = 750 ps to match the

experimental measurements shown in Figure 5.3, the 2D magnetic field profiles for CH and

copper are shown in Figure 5.4(a) and (b). Radial line-outs through the magnetic field and

electron temperature for each material are plotted in Figure 5.4(c). The line-out location is
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indicated by the dashed line in (a) and (b). Two distinct radial regions of field generation are

evident in the copper simulation. The line-outs shows the spatial relationship between the

strong temperature gradients at each ablation front and the magnetic field generation. The

separation between the fields is determined by the width of the “plateau” region between

the ablation fronts.

From the simulations, the plasma β can be calculated to characterize the relative impor-

tance of thermal and magnetic pressures on the dynamics (β = nekBTe/(B
2/2µ0)). Laser-

driven plasmas are typically strongly driven (β � 1). In the CH target simulation, the

strongest magnetic field regions in the coronal plasma correspond to β in the range of ∼25–

50. A similar β range is observed in the inner field region (thermal electron front) of copper

simulation, however the strong fields and relatively low temperatures at the outer field re-

gion (radiation front) result in β ∼ 5. Therefore, the magnetic fields at the radiation front

can play a more significant role in the plasma dynamics. This relatively low β could be an

important consideration for interpretation of indirect drive ICF experiments or laser-driven

magnetic reconnection experiments using higher Z targets.

5.3.1 Time evolution of double ablation fronts

Experimental measurements of the DAF temporal evolution can be used to further validate

the simulation. In successive shots on 25 µm copper foils, the relative timing between the

driving laser and proton probe was adjusted to measure 250 ps, 500 ps and 750 ps into the

field evolution. The experimental results and corresponding simulated magnetic fields are

compared in Figure 5.5.

Significant blurring due to scattering in the solid copper target limits the proton imag-

ing resolution. However, two distinct rings of proton accumulation, evidence of the DAF

structure, can be resolved after 750 ps. In the simulation, the double field structure forms

by 500 ps and the fields continue grow over the subsequent 250 ps. Overall, there is quali-

tative agreement between the simulation and experiment, but improved imaging resolution
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is necessary to make more complete comparisons. Future experiments could explore time

evolution on layered targets.
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Figure 5.5: Measurements of the field evolution on solid copper foils made with 33.4 MeV
protons at 250 ps, 500 ps, and 750 ps. Corresponding times from the Gorgon simulation are
shown in the second row. Note, the top edge of the foil target is evident in the 500 ps and
750 ps experimental results. Note: numerical effects result in thin regions of spurious field
generation at the edge of the expanding plasma.

The results of the material comparison and time evolution demonstrate that DAF struc-

tures drive two regions of Biermann battery magnetic field generation in higher Z targets.

The combination of temperature plateaus and regions of high magnetization can influence

electron heat transport. In addition to non-local transport, radiation plays an important

role in the evolution of self-generated magnetic fields. While the simulations presented here

show clear evidence of DAF structures, future work will improve the modeling to mitigate

spurious fields that form near the plasma-vacuum edge, though these are not expected to sig-

nificantly alter the conclusions drawn here. Future work will improve the radiation boundary

conditions which caused these simulation to over estimate the effect of radiation far from

the focal spot.

89



5.4 Material effects in high intensity interactions

At high intensity, the strong azimuthal magnetic fields are generated by transverse gradients

of the expanding sheath electric field [89, 143]. The peak electric field strength on the

surface of the target can be estimated E0 =
√

2kBTe/eλD =
√

2nekBTe/ε0, where kBTe is

the temperature of the hot electron population, e is the elementary charge, and λD is the

Debye length [78]. From Faraday’s law, assuming the sheath field is azimuthally symmetric

and primarily oriented in the target normal (±ẑ) direction, ∂BBB/∂t = −∇ ×EEE ≈ ∂Ez/∂r,

and we can predict the peak azimuthal field magnetic field strength:

Bθ

∆t
≈ Ez

∆r
⇒ B0 ≈ E0/c ⇒ B0 ≈

√
2µ0nekBTe. (5.1)

Assuming a conversion efficiency f from laser energy EL to hot electron energy, the number

of electrons accelerated can be estimated by Ne ≈ fEL/kBTe, with f typically ≈ 0.1 − 0.3

[79,166]. The “acceleration volume” is approximately ctL×πr2
L, where rL and tL are the focal

spot radius and laser pulse duration, respectively. We can calculate the density of electrons

driving the field generation by ne ≈ fEL/(ctLπr
2
L)kBTe ≈ fIL/ckBTe. Therefore, we can

derive an expression for the peak magnetic field strength as a function of laser intensity:

B0 =
√

2µ0fIL/c.

From this simple model, we estimate peak field strengths of ≈ 200 MG for the laser intensity

used in this experiment. As the fields expand, the strength should decrease following a 1/r

dependence [9].

Proton images of fields generated on a copper, aluminum, or plastic (CH) target are

compared in Figure 5.6. Each series corresponds to a single shot measurement, and the

proton energies ranged from approximately 20 to 40 MeV. The relative timing on each RCF

layer is based on the different times-of-flight for the corresponding proton energies, and t0
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Figure 5.6: Proton images of magnetic field generation and evolution driven by the interac-
tion of a high intensity laser pulse with a copper, aluminum or plastic target.

was chosen to be the first RCF layer to exhibit evidence of the fields. The spacing between

layers in the RCF stack yielded a 3 to 6 ps time sampling. Therefore, confidence in t0 is

limited to ≈ ±3 ps, however the relative timing is well determined by the stack design.

Quantitative measurements of the field strengths in this geometry is challenging because

the fields are strong enough to cause crossing proton trajectories and caustic features in

the image. In addition, protons accelerated during the main high intensity interaction will

also be detected on the RCF, producing a non-uniform background signal. Despite these

limitations, we can still draw comparisons between the different materials using the proton
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images. The copper result exhibits a ring-dot caustic structure similar to those observed by

Sarri et al. [10]. While still present, the ring feature is less prominent and more disrupted

for aluminum target. In the plastic target case, numerous spoke-like features extend from

the central dot, and the ring feature is strongly disrupted. Figure 5.7 compares the average

radius of the ring features as a function of time for the different material. In general, the

ring expands to a radius of approximately 1 mm, with the initial expansion near the speed

of light. This is rapid expansion and then slowing is consistent with measurements made by

Schumaker et al. [9] and Sarri et al. [10], though the radial extent observed here is much larger

likely due to higher driving laser energy (500 J compared to ∼ 1 J and 50 J, respectively).

In order to investigate the origin of the spoke-like features in the proton images, a forward-

scattering approach was used to generate synthetic proton images using test fields (see Sec-

tion 3.4.4 for details on this approach). The functional form for the path-integrated magnetic

92



field profile is

∫
Bθdz = −B1

√
πδl1
a1

r exp
[
− (r/a1)2

]√
2 exp[1/2]

+B2

√
πδl2
a2

r exp
[
− ((r − r2)/a2)2

]
,

(5.2)

where B1 and B2 determine the peak field strengths, a1 and a2 set the radial width of the

field, and δl1 and δl2 represent the thickness. This field profile is based on the addition of two

Gaussian ellipsoidal field structures described in Section 3.4 and in Kugland et al. [118]. The

radial position of the peak of the second field structure is given by r2. While only magnetic

fields are considered here, the second field structure could be interpreted as a radial electric

field near the edge of the expanding plasma.

The spoke-like features are most prevalent in the CH target results. A potential source is

enhanced filamentation of the relativistic electron currents in the insulating target [167,168].

To approximate the combined effect of a number of filamentary field structures on the proton

image, additional fields were superimposed on to the profile described by equation (5.2). The

filament structures were also based on the Gaussian ellipsoidal field (the same functional form

as B1 in equation (5.2)), and were positioned radially, evenly spaced surrounding the center.

The results from the forward-scattering are summarized in Figure 5.8. Experimental

proton images from copper and CH are compared in (a) and (b), respectively. The proton

energies were (a) 29.4 MeV for copper and (b) 39.9 MeV for CH. Figure 5.8(c) shows the

synthetic proton image generated using equation (5.2) and the following parameters: B1 =

200 MG, a1 = 250 µm, B2 = 5 MG, r2 = 700 µm, a2 = 0.25r0, and δl1 = δl2 = 10 µm. The

corresponding path-integrated field profile is shown in Figure 5.8(e). Synthetic images were

produced using 35 MeV protons. To account for the finite proton source size and the effect

of scattering in the target, the synthetic images are smoothed using a 50 µm full-width-half-

maximum (FWHM) Gaussian source.

Spoke-like features can be produced in the synthetic proton image by adding “filaments”
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Figure 5.8: (a-b) Proton images of magnetic field generated on copper (a) or plastic (b) tar-
gets. The relative timing is approximately 11 to 12 ps after t0. (c-d) Synthetic proton images
generated with the forward-scattering approach demonstrating the formation of spoke-like
features. (e) The path-integrated magnetic field profile used to generate the images. (f)
“Filament” field structures added to the profile in (e) to produce spoke-like features in (d).

with the following parameters: Bf = 0.01B1, af = 140 µm, and δlf = δl1. The resulting

synthetic proton image and “filament” fields are shown in Figure 5.8(d) and (f), respectively.

Note that the peak of the filament fields is only 1% of the overall peak field strength, and

the colorbar in Figure 5.8(f) has been adjusted.

Despite the use of reasonable values for field strength and spatial profile, this approach

does not yield quantitative analysis of the proton images. However, key features can be

reproduced, including the ring-dot caustic structure. Relatively modest azimuthal perturba-

tions introduced by the addition “filament” structures causes clear spoke-like features in the
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proton image. Such azimuthal perturbations are likely caused by filamentation of relativistic

electron currents due to resistivity gradients [169] or Weibel-like instabilities [170].

Due to the link between magnetic fields and the sheath electric field (equation (5.1)), we

can draw upon the extensive exploration of target conditions for TNSA in order to illuminate

how material properties might impact magnetic field generation. Experimental and compu-

tation studies of electron transport in laser-solid interactions have identified various mecha-

nisms driving filamentation of the relativistic electron beam which can essentially be broken

into a few categories: resistive filamentation in the dense bulk target [167–169,171,172], ion-

ization front instabilities [173, 174], Weibel-like filamentation in low density plasma present

on the target surface [141,142,170,175–177], or a combination of these mechanisms [162,178].

Typically, filamentary instabilities are more prevalent in insulating targets [167, 174]. The

characteristic growth timescales for these mechanisms range from a few femtoseconds for

Weibel-like instabilities [141], to 10s or 100s of femtoseconds for resistive instabilities in

insulating or conducting targets, respectively [168,172].

In this experiment the laser pulse duration was 10 ps, which is many times the character-

istic time scales for all of the aforementioned instabilities. Therefore, we are likely observing

a dynamic combination of these mechanisms. Initially, the resistive instability will grow 10

to 100 times faster in the insulating (CH) targets. During the multipicosecond drive, the

targets will begin to expand, producing conditions susceptible to Weibel-like filamentation.

The amount of target expansion during the long rise time of the laser pulse can be estimated

based on the laser intensity, pulse duration and an assumed hot electron temperature [70] (see

also Chapter 4). No matter the material, low density plasma with scale lengths (|∂ne|/ne) of

10s of microns can extend from the target surface. The combination of these two instabilities

likely explains why we observe some evidence of filamentary fields in all materials (“spokes”,

and disruption of the ring feature), while they appear most prevalent in the insulating CH

target.
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5.4.1 Simulations of field generation mechanism

Full 3D simulations of the experiment with a 10 ps laser pulse and mm spatial scales would

be prohibitively computationally expensive. While some 3D effects like filamentation will

not be reproduced, 2D simulations using the state-of-the-art, fully relativistic PIC code

OSIRIS [123, 124] allow us to test the fundamental physics of magnetic field generation,

and probe the origins of features observed in the proton images. Two classes of simulation

were performed. First, simulations with cylindrical coordinates were used to examine the

field generation mechanism and test the simple theoretical prediction of equation (5.1).

Next, 2D Cartesian simulations of overdense laser-plasma interactions examine the impact

of preformed plasma on field generation and transport.

In an ideal case, magnetic field generation by a high intensity laser pulse should be az-

imuthally symmetric around the laser focal spot. As the fields expand, the strength should

decrease following a 1/r dependence [9]. This radial behavior cannot be accurately captured

with 2D Cartesian simulations. Therefore, r-z cylindrical coordinates simulations were used

to examine the field generation and evolution. A laser field cannot be used with the cylindri-

cal geometry in OSIRIS, so a simplified model was developed which replaces the laser-solid

interaction with an impulse of hot electrons. Initially, the population of hot electrons has a

Gaussian density profile described by

n(r, z) = n0exp
[
−
(
r/r0

)2]
exp
[
−
(

(z − z0)/r0

)2]
,

where n0 is the peak hot electron density (normalized to nc), r0 is the characteristic radius,

and z0 is the position of the target surface. For this set of simulations, the domain was

100 µm × 100 µm, resolved by 3000 × 3000 cells. The target was a fully ionized electron-

proton plasma slab with a thickness of 10 µm and a uniform electron temperature of 5 keV.

The target density was 10 nc, the critical density, and an exponential plasma profile extended

from each surface with a 0.5 µm scale length. Figure 5.9(a) shows the initial electron density
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Figure 5.9: (a) Initial electron density profile for the field generation simulations. (b-d) A
time series of the electric and magnetic field evolution at the times 98, 196, and 294 fs.

profile. The hot electron population r0 was set to 8.4 µm for a full-width-half-max of∼10 µm.

As the system evolves, fast electron expansion generates a sheath electric field and az-

imuthal magnetic field along both surfaces of the target. An example time series of the field

evolution is shown in Figure 5.9(b-d). In each panel, the sheath electric field is plotted on

the left and the azimuthal magnetic field is on the right. The color scales are set such that

Emax = cBmax. Driven by the relativistic electrons, the fields expand along the surface with

velocities near the speed of light.

While holding the other fixed at 1, the hot electron density or temperature were scanned

between normalized values of 0.5, 1, 2, 5, and 10, where temperature is normalized to the
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Figure 5.10: (a-b) The results from the parameter scan are fit with equation 5.3. (c) Line-
outs along the front target surface show that the temporal evolution of the surface magnetic
field follows a 1/r dependence (dashed line).

electron rest-mass energy, mec
2 and density is normalized to the critical density, nc. The

hot electron population is defined by a relativistic Maxwell-Jüttner distribution. In each

simulation, the magnetic field strength at a radius of 2r0 was monitored and the maximum

value was recorded. The results of the parameter scan are summarized in Figure 5.10(a) and

(b), where the maximum magnetic field is plotted as a function of hot electron temperature

(a) or density (b). For each parameter scan, the results were fit using an ordinary least-

squares approach with a modified form of equation (5.1),

B0 =
√

2µ0fnekBTe, (5.3)

where the fitting factor f is introduced. Physically, f represents an escaped fraction, or

ratio between the density of electrons driving the field generation and the peak density.

Excellent agreement is found between the results and the simple predictions with f ≈ 0.04.

In addition, line-outs of the front surface field at different times in the evolution are plotted

in Figure 5.10(c). The line-outs represent the average field within a 2 µm thick region along

the front target surface. As predicted by Schumaker et al., the field evolution closely follows

a 1/r dependence (dashed line).

This simplified simulation model accurately captures key aspects of laser-driven field
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generation and evolution, in particular the connection between the strong sheath electric

field and the azimuthal magnetic field. While neglecting the laser-plasma interaction and

complications introduced by 3D effects such as instabilities, these simulations confirm the

fundamental mechanism and scaling of high intensity laser-driven magnetic field generation.

5.4.2 Impact of preformed plasma

The native prepulse of a high intensity laser can propagate ahead of the main pulse and

ablate the surface the solid target, producing a low density preformed plasma. Rather than

interacting with a sharp solid interface, the main laser pulse will first propagate through, and

interact with, low density plasma that extends from the solid surface with an approximately

exponential profile. The length of that preformed plasma can dramatically impact the laser

interaction [179–181]. For example, laser absorption can be enhanced due to the low density

plasma leading to more efficient coupling of energy to the hot electrons. As discussed above,

magnetic field generation is driven by hot electrons. In order to explore how details of the

laser-plasma interaction can impact magnetic field generation, we simulated the interaction

of a high intensity pulse with different preformed plasma scale lengths.

Again, computational expense prohibited full-scale simulations of the 10 ps interaction

used in the experiment. However, the simple model presented above indicates that key

aspects of field evolution can be examined using scaled down simulations (in both space and

time). In normalized units, the simulation domain was 500 × 1500 (c/ω0)2 (approximately

84× 252 (µm)2) resolved by 5000× 7500 cells. The simulated laser pulse had a duration of

1790.1 1/ω0 (1 ps), a normalized vector potential (a0) of 5, and was focused to a Gaussian

spot with a beam waist, wL, of 50.68 (c/ω0) (8.5 µm) for a 10 µm FWHM. The laser pulse

propagates in the x-direction and interacts at normal incidence with a fully ionized electron-

proton slab target with a peak density of 100nc, where nc is the critical density for 1 µm

light. For each species, 100 particles-per-cell and cubic interpolation was used. The target

was 60 c/ω0 (∼10 µm) thick. On the front surface (laser-side), an exponential preformed
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plasma had a scale length of either 1/4, 1/2, 1 or 2 λ0, where λ0 is the laser wavelength.

The preformed plasma had a Gaussian transverse profile with a width matched to the laser

focal spot, with the exception of the 2 λ0 case where the width was increased to 2wL.

Figure 5.11(a-d) show the 2D azimuthal magnetic field profile measured approximately

100 fs after the peak of the laser pulse (tpeak) for each scale length. In all cases, fields have

formed on both the front and rear surface of the target. A large enhancement of the field

strength is observed as the scale length is increased above 1/4λ0.

Outside of the focal region, the fields are generated by the expanding fast electrons and

sheath field. However, as the scale length increases, an oppositely oriented field is generated

within the focal region as the laser pulse bores a channel into the dense target and accelerates

an axial electron current [46, 182]. The relative strength of the channel magnetic field and

the surface fields is sensitive to the scale length of the exponential preformed plasma. Line-

outs of the magnetic field profile taken at 2wL (surface field) and 1/2wL (channel field) are

compared in Figure 5.11 (d) and (e). A 1λ0 scale length yielded the strongest surface field

with a peak around 100 MG. The strength of the oppositely oriented channel field enhances

as the scale length is increased from 1 to 2λ0. No channel field is observed for scale lengths

≤ 1/2λ0.

From the simple theoretical model of field generation, the peak strength is proportional

to
√
fIL/c. The intensity was constant across this set of simulations, so the preformed

plasma is primarily impacting f . Figure 5.11(f) shows the integrated electron spectra within

the simulation domain measured 100 fs after the peak of the pulse for each scale length.

While the hot electron temperatures were similar in each case (measured from the slope

of distribution tail to be around 1 MeV), the hot electron number, and therefore density,

significantly increases as the scale length rises from 1/4λ0. However, the theoretical model

does not account for laser channeling. Despite the enhanced coupling observed for a 2λ0,

the surface field is weaker. Instead, the laser drives stronger axial currents and the channel

field increases.
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Figure 5.11: (a-d) Magnetic field profiles measured 100 fs after the peak of the laser pulse
for preformed plasma scale lengths of 1/4, 1/2, 1, and 2λ0, respectively. Line-outs through
the profiles taken at 2wL and 1/2wL are plotted in (e) and (f). Electron spectra 100 fs after
the peak of the laser pulse are compared in (g).

These simulations demonstrate how enhanced coupling can drive stronger fields, and also

reveals that laser channeling can significantly alter the spatial profile and peak strength. In

addition, evidence of filamentary field structures can be seen in the 2D field profiles (Figure

5.11(a-d)). As discussed in Chapter 4, these field structures are caused by filamentation of

fast electron currents. Such filamentary fields are enhanced by the presence of low density

preformed plasma which would be expected to form during the long rise time of the 10 ps

pulsed used experimentally.

Finally, Figure 5.12 shows the impact of preformed plasma scale length on the magneti-
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zation parameter, σcold = B2/µ0nemec
2. In general, the evolution can be broken into three

stages during the picosecond interaction. Initially, as the laser intensity rises (t ≈ 0.7 tpeak),

a relatively low density of hot electrons begin driving field generation along the surface re-

sulting in large σcold (shown in the top row of Figure 5.12). Near tpeak, the field strength

continues to grow, but expansion of the bulk target increases the local density in high field

regions, reducing σcold. At later time (t = 1.5 tpeak, shown in the bottom row of Figure

5.12), continued target expansion pushes strong fields into lower density plasma, once again

resulting in regions of where σcold > 1. Overall, the presence of low density preformed

plasma enhances σcold, yielding regions where the magnetic energy density exceeds the elec-

tron rest mass energy density, and potentially enabling laboratory studies of highly energetic

magnetized interactions, such as relativistic reconnection.

5.5 Conclusion

These experiments and simulations demonstrate that target material can have a profound

effect on the topology of magnetic fields generated in high power laser-solid interactions.

At moderate intensities, radiation transport in mid-Z targets drives double ablation front

structures, initiating multiple regions of Biermann battery field generation. The temperature

“plateau” and relatively high magnetization near the electron ablation front form a transport

barrier. These results serve as a good benchmark for extended radiation-MHD simulation

tools, which are an essential part of ICF and HED research. Future experiments could

explore high Z targets and make higher resolution measurements of the time evolution.

With high intensity pulses, filamentation of relativistic electron currents is enhanced in

insulating, low-Z targets. The filamentation mechanism is likely a combination of resistive

and Weibel-like instabilities during the multipicosecond drive. While full scale 3D simulations

are prohibitively computationally intensive, simplified 2D simulations capture key aspects of

the field generation mechanism. Using a simplified model and neglecting the laser-plasma
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Figure 5.12: The effect of performed plasma scale length on the evolution of the magnetiza-
tion, σcold, at two different times during the high intensity interaction.
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interactions, cylindrically symmetric simulations illustrate the link between the hot electron

population, strong sheath field formation and magnetic field generation. In addition, these

simulations validate a simple theoretical prediction and scaling argument for the peak field

strength.

Simulations of the laser-solid interactions investigate the role of preformed plasma field

generation. As the preformed plasma scale length is increased, the coupling of laser energy

into hot electrons is enhanced. In general, this yields stronger fields and higher magnetiza-

tions (σcold). However, as the scale length increases beyond 1λ0, laser channeling begins to

dominate and strong channel fields form within the focal region. In addition, based on the

simulation results shown here and in Chapter 4, preformed plasma expansion enhances fila-

mentary field formation. Such filamentary fields likely contribute to the spoke-like features

observed in the proton images.
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CHAPTER 6

Proton Radiography of Highly Asymmetric

Laser-Driven Magnetic Interactions

The work presented here combines elements previous chapters by using proton imaging

to diagnose a highly asymmetric magnetic interaction. In experiments performed at the

OMEGA EP laser facility at the Laboratory for Laser Energetics, a typical laser-driven

magnetic reconnection geometry was adapted such that one high intensity pulse (I ≈ 1019

Wcm−2 ) was focused alongside a moderate intensity UV long pulse (I ≈ 1014 Wcm−2) on

foil targets. First, the long pulse ablates a region of the target and misaligned temperature

and density gradients in the plasma plume generate an azimuthal magnetic field via the

Biermann battery mechanism (as described in Chapter 5). After the Biermann field develops,

the high intensity pulse arrives on target and produces a relativistic, highly magnetized

plasma (σcold = B2

µ0nemec2
≥ 1) which sweeps across the target surface with velocities near

the speed of light. Proton radiography captures the dynamic interaction of the strong,

impulsive magnetic field generated by the high intensity pulse and the relatively slowly

evolving Biermann battery fields. Quantitative measurements of the magnetic field dynamics

will be discussed, as well as 3D particle-in-cell simulation results, which show signatures

of a magnetized interaction potentially indicative of bow-shock formation and asymmetric

magnetic reconnection.
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6.1 Introduction

Strong magnetic fields generated in laser-produced plasmas enable dedicated laboratory ex-

ploration of magnetized HED and astrophysical phenomena [6]. In particular, numerous

experiments and simulations have been carried out to study magnetic reconnection driven

by high power laser pulses with nanosecond durations [25,33–39,41,42,150,183] As discussed

in the previous chapter, moderate intensity (IL ≈ 1014 Wcm−2), nanosecond laser pulses ab-

late the surface of solid targets and in the resulting plasma plume there is a misalignment

of temperature and density gradients. This generates a strong azimuthal magnetic field due

to the Biermann battery mechanism (dB
dt

= kB
ene
∇Te × ∇ne ). The self-generated fields are

carried away from the laser spot by the bulk plasma flow at speeds ≈ cs. When two such

lasers are fired side-by-side, opposing magnetic fields are driven together in the midplane,

establishing a magnetic reconnection geometry. Recent computational work simulated the

full 3D field interaction, demonstrating that the Biermann battery effect plays an important

role in both generating the fields and mediating the reconnection [184].

The magnetic fields are confined to relatively high density regions of the hot plasmas and

field strengths are typically on the order of 1 MG [8]. Therefore the plasma β, the ratio of the

plasma pressure to the magnetic pressure (β = nkBT/(B
2/2µ0)), is high (O10−100). While

this limits how well laboratory observations scale to astrophysical systems (typically β ≤ 1 in

the solar corona), there is still much that can be learned about magnetic reconnection in HED

conditions, such as the importance of two-fluid effects and magnetic island formation [33].

Controlled high power laser experiments can help illuminate the fine details of the dynamic

reconnection physics.

Recent experiments successfully extended laser-driven magnetic reconnection to high

intensities (IL ≈ 1018 − 1019 Wcm−2) [44, 45]. At these intensities, the laser accelerates

electrons to relativistic velocities and the rapid expansion along the surface establishes a

time-varying, target-normal sheath electric field and generates an azimuthal magnetic field

surrounding the focal spot. In contrast to the nanosecond pulse experiments described above,
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the magnetic fields generated by the short, ultra-high intensity pulses are orders of magni-

tude stronger (O100MG) and are driven together by relativistic electrons at velocities near

the speed of light [9, 44]. Indeed, the magnetic fields are so strong that these high inten-

sity experiments approached the relativistic reconnection regime, where the magnetic energy

density of the reconnecting field exceeds rest mass energy density of the surrounding plasma

(σcold = B2/(µ0nemec
2) > 1). Relativistic reconnection is thought to play a key role in

powering extremely energetic astrophysical phenomena such as gamma ray bursts (GRBs),

relativistic pulsar wind emissions and jets from active galactic nuclei [28–31,96].

In many astrophysical systems there are significant asymmetries between the global

parameters of the interacting plasmas. For example, during the interaction of the so-

lar wind (SW) and Earth’s magnetosphere (MS) at the magnetopause, BMS/BSW ∼ 7,

nMS/nSW ∼ 1.4, and TMS/TSW ∼ 30 [3]. A number of experiments [185–189] and sim-

ulations [190] have explored laboratory analogues of plasmas interacting with magnetized

obstacles with a particular emphasis on elucidating mechanisms governing bow shock for-

mation and particle energization.

The laser-driven reconnection geometry was used to study asymmetric magnetic recon-

nection by varying the relative timing of two nanosecond pulses [40]. The result was modest

asymmetries between the temperatures, densities, and characteristic sizes of the two plas-

mas, while the magnetic field strengths and inflow velocities were similar. It was found that

the field annihilation was mediated by collisionless/two-fluid effects, while the reconnection

rate was primarily determined by the strong inflow velocities. For the parameter range

accessed in that experiment, the reconnection rate was seemingly insensitive to the global

asymmetries.

In this chapter, the laser-driven reconnection geometry was further adapted to produce

a highly asymmetric interaction. Rather than firing two identical laser pulses side-by-side,

experiments were conducted at the OMEGA EP laser facility to study a reconnection ge-

ometry established by focusing a short, high intensity pulse alongside a moderate intensity,
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nanosecond pulse on solid targets. Due to the strong asymmetries in expansion velocities, the

plasma produced by the moderate intensity pulse is quasi-stationary during the interaction.

Proton radiography captures the field dynamics as the impulsive magnetic field produced by

the high intensity pulse is driven across the target to interact with the Biermann battery

fields produced by the moderate intensity pulse. Quantitative measurements of the magnetic

field demonstrate modification of the Biermann field profile due to the interaction. A simpli-

fied 3D particle-in-cell model shows evidence of magnetic field pile-up and annihilation, as

well as density compression and electric field generation at the interface of the two plasmas.

Signatures of such field dynamics observed in the experimental proton images.

6.2 Experimental methods

1 mm

6 or 8 mm 80 or 78 mm
to RCF stack

IR pulse

IR pulse

UV pulse

Figure 6.1: A schematic of the highly asymmetric reconnection geometry on OMEGA EP.
First the UV long pulse establishes a slowly evolving ablative plasma with Biermann fields.
Next the high intensity IR short pulse drives an impulsive magnetic field. A second short
pulse accelerates a proton beam to diagnose the electric and magnetic field dynamics asso-
ciated with the interaction.

Experiments were performed with the OMEGA EP laser system at the University of

Rochester’s Laboratory for Laser Energetics with a similar setup to Chapter 5. Instead of

using either the high intensity or moderate intensity pulse independently, the two lasers are
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fired together. The moderate intensity interactions were driven by a long pulse beam with

a 351 nm wavelength, 1250 J of energy and 1 ns square temporal profile was focused to an

820 µm diameter super-Gaussian spot with an intensity approximately 2×1014 Wcm−2. High

intensity interactions were driven a 500 J, 10 ps infrared (IR) pulse was focused on target

by an f/1.8 off-axis parabolic mirror to intensities of 5 ± 1 × 1019 Wcm−2. The focal spot

separation was 1.25 mm and the relative timing was set such that the moderate intensity

interaction had evolved for 750 ps before the high intensity pulse arrived on target. These

laser conditions were characterized independently in Chapter 5. Thin foil targets were either

50 µm thick CH plastic, 25 µm thick copper, or 25 µm thick aluminum.

As in Chapter 5, protons accelerated by the target normal sheath acceleration (TNSA)

mechanism [50–53] were used to image the magnetic field dynamics of the asymmetric recon-

nection geometry. The second OMEGA EP high intensity laser with 300 J in a 0.7 ps pulse

was focused to intensities exceeding 1020 Wcm−2 on to 1 × 1 mm2 foils. The proton source

foils, either 50 µm thick copper or 20 µm thick gold, were housed in a plastic tube capped

by a 5 µm tantalum foil in order to protect them from x-ray preheat and plasma generated

during the main interaction. After passing through the main interaction, the proton beams

were detected by stacks of radiochromic film (RCF). The details of the RCF stack can be

found in Appendix C. The proton source foil was positioned either 6 or 8 mm from the main

interaction. After passing through the main target, protons traveled 80 or 78 mm to the

RCF stack, resulting in magnifications of 14.3 or 10.8.

During transit between the source and main interaction, time-of-flight dispersion of the

broad proton spectrum makes possible single shot, time-resolved measurements of ultrafast

dynamics with picosecond temporal resolution (as shown in references [10] and [60], for

example). The relative timing between laser pulses could be adjusted in order to measure

the full dynamics of more slowly evolving features associated with the moderate intensity

interactions. Based on the RCF stack design, the relative time-of-flight between RCF layers

was 3 to 6 ps.

109



6.3 Experimental results

A single-shot measurement of the field dynamics on a 25 µm copper foil is shown in Figure 6.2.

In each image, the proton flux has been normalized by the mean signal. At t0, first evidence

of the high intensity interaction appears. The ring structures associated with the moderate

intensity, long pulse produced plasma are already present in the upper half of image. As

time progresses, fast electrons sweep across both the front and rear surfaces of the target.

After 12 ps, the two plasmas begin interacting as fast electrons drive up into the long pulse

plasma and a strong enhancement of proton signal forms at the interface. In the subsequent

time steps, evidence of a bow shock-like feature and compression of the long pulse fields

appear in the proton images. The rose petal-like features surrounding high intensity spot,

particularly evident at later-times (i.e., lower energies), are due to “self-emitted” protons

accelerated from the main interaction foil. This non-uniform background signal increases

the difficulty of accurate interpretation of the proton images, though key features of the

asymmetric interaction are still observable.

The proton energies for this series ranged from 18 MeV (t0 + 27 ps) to 33 MeV (t0).

Scattering in the relatively high-Z target reduces the resolution of the image. Following

the approach used in [45], SRIM [113, 114] can be used to make estimates of the average

scattering angle for protons passing through the target. The results of the scattering analysis

are summarized in Appendix D. From the scattering angle, the resolution can be estimated

as ≈ 2θsL/M , where L is the distance from the target to the detector and M is the image

magnification. For 30 MeV protons, the copper target gives a 5 milliradian scattering angle,

blurring the image to result in a ∼50 µm resolution. The blurring is expected to be worse

for lower energies.

Higher resolution can be achieved by switching to lower-Z materials. The resolution

limited by scattering is improved to ∼35 µm with 50 µm thick aluminum, and ∼6 µm with

50 µm thick plastic, which will be a small contribution to the intrinsic resolution of TNSA

proton beams (∼ 10−20 µm [57]). Proton imaging results from shots on each target type are
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Figure 6.2: A single-shot time series of proton images captures the dynamic interaction
between the the long pulse produced plasma and hot electrons driven by the high intensity
pulse. The geometry is shown schematically at the top left. As the long pulse interacts in
the upper half of the foil, the short pulse drives a rapid expansion from the lower half. Note:
“self-emitted” protons from the main interaction contribute a non-uniform background signal
to the image.
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compared in Figure 6.3. The images have been cropped to emphasize modifications to the

long pulse field structure driven by the hot electrons and accompanying magnetic field. Each

represent a single-shot measurement of the dynamics, and similar times in the evolution were

selected from the image stacks. The proton energies shown for each material (from left to

right) are: copper = [29.4, 24.9, 22.2] MeV, aluminum = [32.5, 28.6, 26.0] MeV, and plastic

= [30.4, 27.1, 24.8] MeV.

As discussed in Chapter 5, the target material affects the magnetic field topology, altering

the initial conditions and potentially limiting comparisons. However, we observe common

dynamics across all target materials. In particular, we observe: (1) compression of the ring

feature and (2) the formation of a cone-shaped feature at the interface of the two plasmas.

It should be noted that the long pulse feature was located near the edge of both the target

and film for the copper target data. Larger targets and lower magnification were used for

the aluminum and CH data.

Quantitative measurements of the magnetic fields can be extracted by inverting the rel-

ative flux in the proton images. One of the primary challenges of quantitative proton image

inversion is accurate determination of the undisturbed proton beam profile. Due to the

limited shot availability and shot-to-shot fluctuations in the proton beam profile, reference

shots are impractical. As a result, the undisturbed beam profile must be inferred from the

proton image itself. This is typically accomplished by using Fourier low-pass filtering to

remove high frequency components of the image (usually associated with field structures),

and leaving behind a smooth beam profile [120, 121]. Another approach masked high in-

tensity portions of the image and fit the remainder with a 2D polynomial [45]. Here, the

undisturbed distribution, I0, is inferred by first by applying a Gaussian low-pass Fourier

filter to smooth the proton image, I. Then, concentric super-Gaussian masks are used to

blend the filtered image with the original such that I/I0 ≈ 1 near the edges and in the

center of Biermann field feature. This amounts to assuming the fields should fall to zero at

both the center and far from the edge of the long pulse produced plasma, which is likely
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Figure 6.3: Proton images of the asymmetric interaction dynamics on either copper, alu-
minum, or plastic (CH) targets. Again, the proton flux has been normalized by the mean
signal.
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valid before the high intensity pulse arrives on target. However, this method of producing

reference images will not accurately capture the fields driven by the short pulse, and instead

emphasizes modifications to the Biermann battery field.

Proton images normalized by the inferred reference profiles for the CH target interaction

are shown in the top row Figure 6.4. The resulting path-integrated magnetic field maps

plotted in the bottom row were produced using the 2D Cartesian inversion method described

in Chapter 3.4. Uncertainties in determining the precise undisturbed proton distribution (I0)

can lead to large errors in quantitative magnetic field measurement (as large as 20 MGµm).

However, the key changes in the field structure are correlated to clear qualitative differences

in the proton images.

Before the plasmas interact, at t = t0, the Biermann battery magnetic field profile closely

resembles the results presented in Chapter 5 and published by Gao et al. [8]. During the

interaction, the cone-shaped feature at the interface appears to correspond to regions of

enhanced field which form on either side of the interaction region. As the system evolves,

the field maps suggest that the Biermann field reconfigured. Strong fields are driven out of

the interaction region (upward, in the image), and a weaker field is left behind. In addition,

magnetic null features can be observed which are pushed along the edge of the long pulse

plasma. Black arrows in the Figure 6.4 indicate the strong field regions and the magnetic

nulls.

For each material, clear qualitative changes to the Biermann magnetic field structure

are driven by the high intensity laser-produced plasma. In particular, the cone-shaped

feature and corresponding changes to the magnetic field profile are potentially signatures of

asymmetric reconnection or collisionless bow-shock formation.
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6.4 Simulation results

In order investigate the underlying physics of the asymmetric interaction, simplified 3D

simulations were performed using the fully relativistic particle-in-cell code OSIRIS 4.0 [123,

124]. Rather than simulate the full laser-plasma interaction, the two plasmas were initialized

on a slab target with representative temperatures and densities. The initial simulation

geometry is depicted in Figure 6.5, where the high intensity interaction is represented by a

population of hot electrons, and the moderate intensity interaction is the plasma obstacle.

Using units normalized by the plasma frequency, the simulation domain spanned [x, y, z]

= [-150:300, 0:200, -150:150] (c/ωp), resolved by 1350× 400× 900 cells. The time step was

0.211 (1/ωp). Due to computational expense, only electrons were simulated with 8 particles-

per-cell and cubic interpolation, while ions were treated as immobile. Periodic boundary

conditions were used in the z direction. Otherwise, open boundary conditions were used for

the fields and particles, with the exception of a thermal boundary for target electrons at

y = 0 . The slab target is a uniform plasma in the x − z plane extending from y = 0 to

ys = 50 (c/ωp), with a density of 1nc. As shown in Chapter 5.4.1, the presence of a critical

density surface is essential for sheath electric field and magnetic field generation by the hot

electrons. An exponentially decaying profile with a scale length of 1/4λp extends from the

slab surface in the +y direction.

The moderate intensity laser-produced plasma is modeled based on concepts developed

by Fox et al. [150] and Totorica et al. [42]. For the remainder of this discussion, this plasma

will be referred to as the “plasma obstacle” or simply “obstacle. The initial density profile

is described by

no(ro, y) = n0 cos2
( πro

2Rn

)
if ro < Rn and y > ys (6.1)

where ro =
√

(x− xo)2 + z2. The peak density is set to n0 = 1nc, and the radial extent is

Rn = 100 (c/ωp). An azimuthal magnetic field is embedded into the obstacle with a spatial
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Figure 6.5: Slices through initial 3D density profile are shown at (a) z = 0 and (b) y =
60 (c/ωp). As the system evolves, a sheet of hot electrons expands across the slab surface
toward the plasma obstacle.

profile given by

Bo(ro, y) = B0 sin
(πro
Rn

)
exp

(
−(y − yB)2

L2
B

)
θ̂ if ro < Rn and y > ys (6.2)

where yB = ys + λP defines the y position of the peak field and LB = Rn/4 determines

the field width. In normalized units, the peak field of the obstacle, B0, is 0.05 meωp/e.

A uniform temperature for the obstacle (and slab target) of kBTo = 0.01mec
2 results in a

plasma β of ∼10. Due to the large asymmetry in thermal velocities between the obstacle and

hot electrons from the high intensity interaction, the obstacle is assumed to be stationary.

Based on work described in Chapter 5.4.1, the high intensity laser-driven plasma was

simulated by a hot electron population with a Gaussian density profile. The hot electron

population has a peak density of 1nc and was initialized with spatially-uniform relativistic

Maxwell-Jüttner distribution with kBTh = 2mec
2. The initial hot electron density profile is

described by the following functional form

nh(x, y) = n0 exp

(
−x2

L2
h

)
exp

(
−(y − ys)2

L2
h

)
if y > ys (6.3)

where ys is the vertical position target surface, and Lh controls the width. In this simulation,
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Figure 6.6: Slice through the simulation data at y = 60 (c/ωp) and time 244 (1/ωp) after
first contact. (a) In the electron density, compression of the obstacle is observed along with
the formation of a boundary layer. (b) Self-generated magnetic field stagnates and piles up
at the interface and (c) a bipolar, in-plane electric structure is produced. Note that electric
fields form at the simulation boundary (x = 300 (c/ωp)) as hot electrons exit the domain.

Lh = 50 (c/ωp) in the x and y directions, while the profile is uniform in the z direction.

Coupled with periodic boundary conditions in the z direction, the uniform profile results in

the expansion of a quasi-infinite hot electron sheet toward the plasma obstacle. During the

expansion, a strong transverse magnetic field is self-generated with an orientation opposite

the field embedded in the obstacle.

Figure 6.6 shows a slice through the interaction at y = 60 (c/ωp) approximately 244 (1/ωp)

after the plasmas first come into contact. The x axis range has been narrowed to emphasize

the interaction. A self-generated in-plane magnetic field is swept across the target with the

hot electrons. As the two plasmas interact, this magnetic field stagnates and piles up at the

interface (see Figure 6.6(b)) enhancing the asymmetry between the self-generated (Bh) and

obstacle (Bo) fields, Bh ∼ 10Bo. Compression of the obstacle is evident in Figure 6.6(a) and a

disconnected boundary layer has developed. As shown in Figure 6.6(c), the compression and

magnetic pile-up results in the formation of a strong in-plane, bipolar electric field structure

along interface between the two plasmas.

Line-outs through the data at z = 0 are plotted together in Figure 6.7 and show the

spatial relationship between magnetic flux pile-up, obstacle compression and electric field
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Figure 6.7: Line-outs taken through the data presented in Figure 6.6 at z = 0 (c/ωp), y = 60
(c/ωp), and time 244 (1/ωp) after the plasmas first come into contact. The initial density
and magnetic field profiles are shown as dashed gray and blue lines, respectively.

generation. The initial density and embedded magnetic field profiles are plotted as dashed

lines. From the line-outs, it is evident that the hot electron density driving in the field

generation is relatively low, with nh < 0.1nc to the left of the interaction. The magnetic

field pile-up is spatially correlated with the obstacle compression and bipolar electric field

generation. In addition, the embedded magnetic field has been modified, either due to field

annihilation or reconfiguration, potentially indicative of collisionless reconnection or shock-

formation.
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6.5 Discussion

Insight into the physical mechanisms governing magnetic field stagnation and electric field

generation can be gained by considering pressure balance at the interface,

〈γh〉nhmec
2 +

B2
h

2µ0

= nokBTo +
B2
o

2µ0

+
1

2
ε0E

2
gen (6.4)

where γh is the average Lorentz factor of the hot electrons, nh is the hot electron density, and

Bh is the magnetic field driven by the hot electrons. On the right-hand side, no, To and Bo

are the density, temperature, and magnetic field of the obstacle (or long pulse plasma), and

Egen is the electric field generated during the interaction. Due to the strong asymmetries

in temperature and magnetic field, the thermal and magnetic pressure of the hot electrons

will largely be balanced by electric field generation. Simple estimates based on 〈γh〉 ≈ 3 and

Bh ≈ 10− 100 MG predict a peak electric field strength of ≈ 1012 V/m. As observed in the

simulation, the electron field will be generated in a narrow region with a width on the order

of the electron inertial length, (c/ωp).

While electric fields were generated in the simulation, no clear evidence was observed in

the experiment. Instead, proton imaging primarily captured modifications to the Biermann

battery magnetic field structure of the long pulse plasma. This is likely because the small

spatial scale expected for the electric field falls below even the optimal resolution of TNSA

beams (∼ 10−20µm). For example, Figure 6.8 demonstrates the effect of a finite source size

by convolving a bipolar field structure with progressively larger Gaussian sources, where ls

defines the 1/e width. As the source function approaches realistic widths, the bipolar field

disappears.

Beyond the intrinsic resolution limits of TNSA protons, blurring due to scattering in

the target will broaden and reduce the intensity of features in the image, affecting the

accuracy of the quantitative field analysis and further degrading the ability to resolve micro-

physics of the interaction. In addition, protons accelerated from the main interaction foil
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Figure 6.8: The finite source size of TNSA proton beams limits the resolution of small scale
field structures. A bipolar field (E0) with a 1 (c/ωp) width is convolved with Gaussian sources
ranging from 1 to 10 (c/ωp) in size.

will also be detected in the RCF stack, contributing a non-uniform background signal to

images. This increases the difficulty of quantitative image interpretation and undisturbed

beam profile inference. The potential for background signal proton signal is unavoidable in

this experimental geometry, however the intensity of main interaction laser pulse is lower

than the pulse driving the proton imaging source. As a result, the self-emitted protons are

typically less energetic than the probe. Higher energy layers of the RCF stack should exhibit

less background signal, as well as reduced scattering, providing more accurate measurements

of the fields.

The simplified simulation model presented shows some qualitative agreement with the

experimental results. Magnetic field pile-up and compression observed in the simulation can

potentially explain the cone-shaped feature found experimentally. Attempts to make direct

comparisons to the experiment, such as producing synthetic proton images, are challenging

due to the small scale and idealized nature of the simulation. In particular, a number of
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important details of the laser-plasma interactions are not captured. Experimentally the

asymmetric interaction occurs while the moderate intensity pulse is still driving Biermann

battery field generation. This potentially influences field annihilation or reconnection in a

manner not present in the simulation. While the plasma β of the obstacle is of similar order

to long pulse produced plasmas, the temperature and field strength in used in simulation

are higher than experimental measurements.

As shown in Chapter 5, the hot electron population accurately models field generation by

high intensity laser pulses. However, the simulation does not capture the time-dependence

of the full 10 ps drive used experimentally. Additionally, neglecting ion motion on the short

time scale of this simulation is likely justified, but ion dynamics could be important during

the multi-picosecond interaction.

6.6 Conclusions

Time-resolved proton imaging captured the dynamics of a highly asymmetric magnetic in-

teraction driven by moderate and high intensity laser pulses. Despite challenges introduced

by scattering and non-uniform proton signal, inversion of the proton images yielded quanti-

tative and qualitative measurements of the magnetic fields. Quasi-static Biermann battery

field structures were modulated by the impulsive interaction with relativistic electrons and

the accompanying magnetic fields.

A simplified 3D PIC simulation of the experiment illuminated key aspects of the micro-

physics of the asymmetric interaction, including magnetic field pile-up, compression and

electric field generation. The extreme thermal and magnetic pressures driven by the hot

electrons are likely balanced by the generation of strong electric fields. Improvements to the

simulation could be made by using a larger domain to include the full obstacle and limit

impact of the boundaries.

This experimental platform developed in this chapter produces opposing magnetic fields
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and strong asymmetries, with Bh/Bo ∼ 10 − 100, Th/To ∼ 1000, nh/no ∼ 0.1, and

vh/vo ∼ 100. Features observed in the both experiment and simulation point to a dy-

namic magnetic interaction with evidence of shock formation and magnetic field annihilation.

With further experimental and computational developments, this work could potentially be

extended to study fundamental physics of collisionless magnetized plasma interactions, in-

cluding asymmetric reconnection and magnetized bow-shock formation.
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CHAPTER 7

Conclusions and Future Work

In this thesis, experiments and simulations explored the effect of pulse duration on laser-

driven proton beam quality. Optimal laser conditions were identified and the laser-driven

proton source was used to diagnose the generation and evolution of self-generated fields in

high power laser-solid interactions. Target material was observed to affect the magnetic field

topology and transport in both moderate and high intensity interactions. Finally, high and

moderate intensity pulses were combined into a laser-driven reconnection geometry. Features

observed in the proton images and 3D simulations suggest a dynamic magnetic interaction,

possibly evidence shock-formation or asymmetric reconnection. The conclusions from each

experimental chapter and potential future directions will be summarized below.

Proton beam emittance growth in multipicosecond

laser-solid interactions

Experiments were conducted at the OMEGA EP laser facility to study the effect of laser

pulse duration and energy laser-driven proton acceleration. Using stacks of radiochromic

film, simultaneous spectral and spatial measurement were made of accelerated beams. In

addition to first observations of TNSA acceleration driven by a relativistically intense, 100

ps laser pulses (much longer than typical TNSA experiments), the proton beam quality was

found to degrade as the pulse duration was increased. 2D particle in cell simulations revealed
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significant expansion of the target during longer pulses, resulting in enhanced filamentary

field structures which deflect protons from uniform trajectories and increase the emittance.

For high energy, high power laser systems, these results demonstrate that the laser pulse

duration should be minimized to limit pre-expansion of plasma from the rear target surface

before the peak electron current arrives in order to ensure optimal proton beam quality.

While multipicosecond interactions may enable superponderomotive electron heating and

favorable ion energy scaling the non-uniformity of the accelerated proton beams make them

unsuitable for proton radiography. These results can help guide future experimental designs

both on OMEGA EP and other HED facilities, such as the NIF-ARC which can also produce

kilojoule, multipicosecond laser pulses. Optimal laser pulse conditions identified here were

used for proton radiography experiments in the subsequent chapters.

Potential extensions of this work could take advantage of the flexibility of the OMEGA

EP system to design scans of laser energy or pulse duration while keeping other parameters

fixed. For example, a relatively simple experiment would scan the laser energy with the

pulse duration such that the focused intensity remained constant between shots. This would

more fully distinguish intensity and pulse duration effects in the multipicosecond interaction

regime.

Target material effects on magnetic field generation

driven by high power lasers

A second set of OMEGA EP experiments examined magnetic field generation in laser-solid

interactions with both moderate intensity long pulses and high intensity short pulses. Proton

radiography was used to measure the strength and evolution of self-generated magnetic fields

as the target material was varied between plastic, aluminum and copper.

These experiments and accompanying simulations demonstrate that target material can

have a profound effect on the topology of magnetic fields generated in both intensity regimes.
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At moderate intensities (IL ≈ 1014 Wcm−2), radiation transport in mid-Z targets drives dou-

ble ablation front structures, initiating multiple regions of Biermann battery field generation.

Because these results serve as a good benchmark for extended radiation-MHD simulation

tools, future experiments could expand this on data to make additional comparisons. In

particular, high resolution measurements of the magnetic field evolution in mid to high-Z

plasma is made possible by using layered targets to limit proton scattering. Higher resolu-

tion measurements of the double ablation front temporal evolution in copper targets would

complement the data presented in this work. Exploration of ICF relevant high Z materials,

such as gold, could validate predictions of magnetic field generation in hohlraums.

With high intensity pulses (IL ≈ 1019 Wcm−2), filamentation of relativistic electron

currents is enhanced in insulating, low-Z targets. Due to multipicosecond drive used in

these experiments, the filamentation mechanism is likely a dynamic combination of resistive

and Weibel-like instabilities. Simplified 2D simulations captured key aspects of the field

generation mechanism. A theoretical prediction and scaling argument for the peak magnetic

field strength was validated by a simple, cylindrically symmetric model which illustrated the

link between the hot electron population, strong sheath field formation and magnetic field

generation.

In 2D simulations of the high intensity laser-solid interaction, enhanced coupling of laser

energy into hot electrons is observed as the preformed plasma scale length is increased. At

scale lengths beyond 1λ0, laser channeling begins to dominate and strong channel fields

form. In addition, preformed plasma expansion enhances filamentary field formation that

likely contributes to the spoke-like features observed in the proton images.

One of the key challenges of these measurements is proton trajectory crossing due to

the strong fields. This limits the ability to make direct quantitative analysis of the field

structures. Future experiments could potentially overcome this by instead probing with

ultra-relativistic electron beams [9]. Laser-wakefield accelerators can produce low-emittance

GeV electron beams which could experience smaller deflections within the magnetic fields. In
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addition, the electron beams have ultrashort durations resulting in extremely high temporal

resolution (∼few femtoseconds).

While full 3D simulations of the laser-solid interaction are prohibitively expensive, new

quasi-3D algorithms have been developed based on a Fourier decomposition of the azimuthal

(θ̂) direction [125]. This significantly reduces the computational load, and could enable

studies of key 3D effects on the magnetic field generation.

Proton radiography of a highly asymmetric laser-driven magnetic

interaction

Magnetic fields driven by a high intensity, short pulse and a moderate intensity, long pulse

were brought together form a magnetic interaction with strong asymmetries, with Bh/Bo ∼

10 − 100, Th/To ∼ 1000, nh/no ∼ 0.1, and vh/vo ∼ 100. Time-resolved proton radiography

captured the dynamics as the impulsive fields produced by the high intensity laser was driven

into the slowly evolving long pulse plasma and associated Biermann battery fields. Inversion

of the proton images yielded quantitative and qualitative measurements of modulations to

the Biermann battery fields during the interaction.

A simplified 3D PIC simulation of the experiment was developed which illuminated key

aspects of the asymmetric interaction, including magnetic field pile-up, plasma compression

and electric field generation. The extreme thermal and magnetic pressures driven by the hot

electrons are likely balanced by the generation of strong electric fields. Features observed in

the both experiment and simulation point to a dynamic magnetic interaction with evidence

of shock formation and magnetic field annihilation.

Further experimental and computational developments could extended this work to study

fundamental physics of collisionless magnetized plasma interactions, including asymmetric

reconnection and magnetized bow-shock formation. In particular, future experiments could

couple proton radiography measurements with transverse optical probing to look for evidence

of compression and shock formation in the plasma density profile. Simulations with a larger
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domain would enable more accurate comparisons with the experiments, including synthetic

radiography. In particular, future simulation work should endeavor to include the full plasma

obstacle in order to observe how the flow of relativistic electrons and magnetic field is altered

downstream of the interaction region. While likely prohibitively computationally expensive,

a full 3D simulation including the high intensity laser-plasma interaction and more realistic

density and magnetic field profiles for the long pulse plasma (taken from MHD simulations)

would enable more straightforward comparison with the experiment.
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APPENDIX A

Plasma Expansion Model

Following the approach presented by Mora [78], the sheath electric field, ion energy spectrum

and maximum ion energy can be estimated. The electron density is given by

ne(x) = ne0 exp
(
eφ(x)/kBTe

)
(A.1)

where φ is the electrostatic potential and kBTe is the hot electron temperature. Ions are

initially at rest, and the sharp target interface is at x = 0 with ni = 0 for x > 0. The

Poisson equation can be used to relate the potential th the electron density

∂2φ(x)

∂x2
= −ρ/ε0 = e(ne − Zni)/ε0 (A.2)

where ε0 is the vacuum permittivity and Z is the ion charge. Integration leads to an estimate

for the electric field. Assuming charge neutrality for x < 0 (ne = Zni) and recalling ni = 0

for x > 0, the Poisson equation can be broken into two parts,

∂2φ(x)

∂x2
=

e

ε0
ne0

[
exp
(
eφ(x)/kBTe

)
− 1

]
for x < 0

=
e

ε0
ne0 exp

(
eφ(x)/kBTe

)
for x > 0.

(A.3)
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The electric field is given by E = −∂φ(x)/∂x. Integration of equation (A.3) assuming E = 0

and φ = 0 at x = −∞, and E = 0 and φ = −∞ at x =∞ yields

1

2
E2 =

ne0kBTe
ε0

[
exp
(
eφ(x)/kBTe

)
− 1− eφ/kBTe

]
for x < 0

=
ne0kBTe

ε0
exp
(
eφ(x)/kBTe

)
for x > 0.

(A.4)

(Note: integration accomplished by first multiplying both sides of the equation by ∂φ(x)/∂x.)

The electric field is continuous at x = 0, so the initial electrostatic potential at the interface

must be

φ(x = 0) = −kBTe/e. (A.5)

Plugging this into the expression for the electric field, the initial electric field is given

E =

√
2

eN

√
ne0kBTe

ε0
=

√
2

eN

kBTe
eλD0

=

√
2

eN
E0. (A.6)

where eN is the numerical constant (i.e., exp(1)), and λD0 is the Debye length for ne = ne0,

λD0 =

√
ε0kBTe
ne0e2

As the plasma expands, the electric field will be modified. The electric field at the

expansion front (xf ) can be found by integrating the second part of equation (A.3) from xf

to ∞,

E =

√
ne0kBTe

ε0

√
2 exp

(
eφ(xf )/kBTe

)
=

√
ne0kBTe

ε0

√
2ne(xf )

ne0
=
√

2
kBTe
eλ∗D

, (A.7)

where λ∗D is the local Debye length (λ∗D = λD0(ne0/ne)
1/2). Based a 1D simulation, the time
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dependence of the electric field at the front is found to be well modeled by

Ef (t) ≈
2E0

(2eN + ω2
pit

2)1/2
, (A.8)

where ωpi = (ne0Ze
2/miε0)1/2 is the ion plasma frequency. The velocity of the expansion can

be obtained by integrating dv/dt = ZeE(t)/mi, which yields

vf ≈ 2cs ln(τ +
√
τ 2 + 1), (A.9)

where cs = (ZkBTe/mi)
1/2 is the ion-acoustic sound speed and τ = ωpit/

√
2eN .

The Mora model predicts an energy spectrum for ions per unit surface given by

dN/dEi =
ni0cst√
2EiE0

exp
(
−
√

2Ei/E0

)
(A.10)

where Ei is the ion kinetic energy and E0 = ZkBTe. The spectrum exhibits a well defined

cutoff energy at

Emax = 1/2miv
2
f = 2E0[ln(τ +

√
τ 2 + 1)]2. (A.11)
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APPENDIX B

Proton Image Inversion Algorithms

The following sections of pseudo-code describe the basic implementation of proton image

inversion techniques described in section 3.4.

Algorithm 1: Jacobian inversion method

input : I, Ĩ0

output: deflection potential, Φ̃, and (x̃, ỹ)

1 initialize normalized spatial coordinates (x̃, ỹ)

2 % Solve for Φ̃1:

3 ∇̃2Φ̃1 = Ĩ0+ε
I+ε
− 1

4

5 % Begin iterative solution including nonlinear terms

6 while difference(Iinterp,Ii) or difference(Φ̃i,Φ̃i−1) > tolerance do

7 Use Φ̃i and Ĩ0 to calculate (xi, yi) and Ii
8 calculate Iinterp by interpolating I onto (xi, yi)
9 I∗ = average(Iinterp,Ii)

10 % use full expression (equation (3.19)) to solve for Φ̃i+1

11 ∇̃2Φ̃i+1 = Ĩ0+ε
I∗+ε
− 1− ∂2Φ̃i

∂x̃2
∂2Φ̃i

∂ỹ2
+
(
∂2Φ̃i

∂x̃∂ỹ

)2

12 end
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Algorithm 2: Polar Runge-Kutta integration method

input : r0, J , J0, νB
output: Bθ

1 J∗ = J/J0

2 Bθ(1) = 0
3 r̃1 = r0(1)
4 % calculate ∆Bθ1,

5 ∆Bθ1 = 1
νB

[
1

J∗(1)
− 1
]

6

7 % Begin iterative solution
8 for i = 2 : length(J∗) do
9 k1 = ∆Bθi−1

10 b1 = Bθ(i− 1) + k1∆r0/2
11 r1 = r0 + ∆r0/2
12 r̃1 = r1 + νBb1

13 J1 = interpolate J∗ on to r̃1

14

15 k2 = 1
νB

[
r1
r̃1J1 − 1

]
16 b2 = Bθ(i− 1) + k1∆r0/2
17 r2 = r0 + ∆r0/2
18 r̃2 = r2 + νBb2

19 J2 = interpolate J∗ on to r̃2

20

21 k3 = 1
νB

[
r2
r̃2J2 − 1

]
22 b3 = Bθ(i− 1) + k1∆r0

23 r3 = r0 + ∆r0

24 r̃3 = r3 + νBb3

25 J3 = interpolate J∗ on to r̃3

26

27 k4 = 1
νB

[
r3
r̃3J3 − 1

]
28

29 ∆Bθi = (k1 + 2k2 + 2k3 + k + 4)/6
30 Bθ(i) = Bθ(i− 1) + ∆Bθi∆r0

31 end
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APPENDIX C

Radiochromic film stack designs

Table C.1: 60 MeV stack design and corresponding proton energies used in Chapter 4

Layer Material Ep ( ± 0.1 MeV)

1 100 µm Al —
2 HD-V2 3.5
3 100 µm Al —
4 HD-V2 6.2
5 100 µm Al —
6 HD-V2 8.2
7 100 µm Al —
8 HD-V2 9.9
9 500 µm Al —
10 HD-V2 14.4
11 500 µm Al —
12 HD-V2 18.0
13 1000 µm Al —
14 HD-V2 23.5
15 1000 µm Al —
16 HD-V2 28.2
17 2000 µm Al —
18 HD-V2 35.8
19 2000 µm Al —
20 HD-V2 42.3
21 3000 µm Al —
22 MD-V3 51.0
23 4000 µm Al —
24 MD-V3 60.9
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Table C.2: Spec-60 MeV stack design used for 100 ps shots in Chapter 4

Layer Material Ep ( ± 0.1 MeV) Layer Material Ep ( ± 0.1 MeV)

1 100 µm Al — 24 MD-V3 25.0
2 HD-V2 3.5 25 1000 µm Al —
3 100 µm Al — 26 MD-V3 29.8
4 HD-V2 6.2 27 1000 µm Al —
5 100 µm Al — 28 MD-V3 34.1
6 HD-V2 8.2 29 2000 µm Al —
7 100 µm Al — 30 MD-V3 41.1
8 HD-V2 9.9 31 2000 µm Al —
9 100 µm Al — 32 MD-V3 47.3
10 HD-V2 11.4 33 3000 µm Al —
11 100 µm Al — 34 MD-V3 55.4
12 HD-V2 12.7 35 3000 µm Al —
13 200 µm Al — 36 MD-V3 62.6
14 HD-V2 14.6
15 200 µm Al —
16 HD-V2 16.4
17 200 µm Al —
18 HD-V2 18.0
19 300 µm Al —
20 HD-V2 20.0
21 300 µm Al —
22 HD-V2 21.9
23 500 µm Al —
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Table C.3: HR60 MeV stack design used in Chapters 5 and 6

Layer Material Ep ( ± 0.1 MeV) Layer Material Ep ( ± 0.1 MeV)

1 500 µm Al — 24 HD-V2 33.4
2 HD-V2 8.9 25 2000 µm Al —
3 100 µm Al — 26 HD-V2 40.2
4 HD-V2 10.5 27 2000 µm Al —
5 100 µm Al — 28 HD-V2 46.2
6 HD-V2 11.9 29 3000 µm Al —
7 100 µm Al — 30 MD-V3 54.4
8 HD-V2 13.2 31 3000 µm Al —
9 200 µm Al — 32 MD-V3 61.7
10 HD-V2 15.1
11 200 µm Al —
12 HD-V2 16.8
13 200 µm Al —
14 HD-V2 18.4
15 300 µm Al —
16 HD-V2 20.4
17 300 µm Al —
18 HD-V2 22.2
19 500 µm Al —
20 HD-V2 24.9
21 1000 µm Al —
22 HD-V2 29.4
23 1000 µm Al —
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Table C.4: VHTR stack design used for very high temporal resolution in Chapters 5 and 6

Layer Material Ep ( ± 0.1 MeV) Layer Material Ep ( ± 0.1 MeV)

1 500 µm Al — 24 HD-V2 24.8
2 HD-V2 8.9 25 200 µm Al —
3 300 µm Al — 26 HD-V2 26.0
4 HD-V2 12.1 27 200 µm Al —
5 500 µm Al — 28 HD-V2 27.1
6 HD-V2 16.1 29 300 µm Al —
7 HD-V2 16.6 30 HD-V2 28.6
8 HD-V2 17.0 31 400 µm Al —
9 HD-V2 17.4 32 HD-V2 30.4
10 HD-V2 17.8 33 500 µm Al —
11 100 µm Al — 34 HD-V2 32.5
12 HD-V2 18.8 35 500 µm Al —
13 100 µm Al — 36 HD-V2 34.5
14 HD-V2 19.7 37 700 µm Al —
15 100 µm Al — 38 HD-V2 37.1
16 HD-V2 20.6 39 800 µm Al —
17 100 µm Al — 40 HD-V2 39.9
18 HD-V2 21.5 41 900 µm Al —
19 100 µm Al — 42 HD-V2 42.8
20 HD-V2 22.3 43 3000 µm Al —
21 200 µm Al — 44 MD-V3 51.4
22 HD-V2 23.6 45 3000 µm Al —
23 200 µm Al — 46 MD-V3 59.0
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APPENDIX D

SRIM proton scattering estimates

SRIM [113,114] was used to estimate the scattering angle for protons passing through targets

of various materials and thickness. This analysis was conducted by Charlotte Palmer and

shared through personal communication. To generate the scattering angle information, a

number of particles are tracked through a thick target in SRIM and the EXYZ output is

recorded. Then, a MATLAB script is used to calculate changes to the trajectory accumulated

as particles propagate the thickness of interest. Figure D.1 shows the results for 30 MeV

protons passing through 25 µm of copper, 50 µm of aluminum, and 50 µm of CH. Note that

the axes have changed for the CH case due to the relatively small amount of scattering.

When estimating the impact of such scattering on proton imaging (as in Chpater 6), the

peak of the probability density function (PDF) is used.
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Figure D.1: Estimates of scattering of 30 MeV protons in 25 µm Cu, 50 µm Al, or 50 µm
CH targets made with SRIM
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D. D. Meyerhofer, F. H. Séguin, and R. D. Petrasso, Fusion Yield Enhancement in
Magnetized Laser-Driven Implosions, Physical Review Letters 107, 035006 (2011).

[21] A. S. Joglekar, C. P. Ridgers, R. J. Kingham, and A. G. R. Thomas, Kinetic modeling
of Nernst effect in magnetized hohlraums, Physical Review E 93, 043206 (2016).

140



[22] W. A. Farmer, J. M. Koning, D. J. Strozzi, D. E. Hinkel, L. F. Berzak Hopkins, O. S.
Jones, and M. D. Rosen, Simulation of self-generated magnetic fields in an inertial
fusion hohlraum environment, Physics of Plasmas 24, 052703 (2017).

[23] R. G. Evans, The influence of self-generated magnetic fields on the Rayleigh-Taylor
instability, Plasma Physics and Controlled Fusion 28, 1021–1024 (1986).

[24] C. A. Walsh, J. P. Chittenden, K. McGlinchey, N. P. L. Niasse, and B. D. Appelbe,
Self-Generated Magnetic Fields in the Stagnation Phase of Indirect-Drive Implosions
on the National Ignition Facility, Physical Review Letters 118, 155001 (2017).

[25] P. M. Nilson, L. Willingale, M. C. Kaluza, C. Kamperidis, S. Minardi, M. S. Wei, P. Fer-
nandes, M. Notley, S. Bandyopadhyay, M. Sherlock, R. J. Kingham, M. Tatarakis,
Z. Najmudin, W. Rozmus, R. G. Evans, M. G. Haines, A. E. Dangor, and K. Krushel-
nick, Magnetic Reconnection and Plasma Dynamics in Two-Beam Laser-Solid Inter-
actions, Physical Review Letters 97, 255001 (2006).

[26] E. G. Zweibel and M. Yamada, Magnetic Reconnection in Astrphysical and Laboratory
Plasmas, Annual Review of Astronomy and Astrophysics 47, 291–332 (2009).

[27] M. Yamada, R. Kulsrud, and H. Ji, Magnetic reconnection, Reviews of Modern Physics
82, 603–664 (2010).

[28] C. Thompson, A model of gamma-ray bursts, Monthly Notices of the Royal Astronom-
ical Society 270, 480–498 (1994).

[29] Y. Lyubarsky and J. G. Kirk, Reconnection in a striped pulsar wind, The Astrophysical
Journal 547, 437–448 (2001).

[30] D. Giannios, D. A. Uzdensky, and M. C. Begelman, Fast TeV variability in blazars:
jets in a jet, Monthly Notices of the Royal Astronomical Society: Letters 395, L29–L33
(2009).

[31] D. Kagan, L. Sironi, B. Cerutti, and D. Giannios, Relativistic magnetic reconnection
in pair plasmas and its astrophysical applications, Space Science Reviews 191, 545–573
(2015).

[32] M. Yamada, H. Ji, S. Hsu, T. Carter, R. Kulsrud, N. Bretz, F. Jobes, Y. Ono, and
F. Perkins, Study of driven magnetic reconnection in a laboratory plasma, Physics of
Plasmas 4, 1936–1944 (1997).

[33] W. Fox, A. Bhattacharjee, and K. Germaschewski, Magnetic reconnection in high-
energy-density laser-produced plasmas, Physics of Plasmas 19, 056309 (2012).
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[58] C. K. Li, F. H. Séguin, J. A. Frenje, J. R. Rygg, R. D. Petrasso, R. P. J. Town,
P. A. Amendt, S. P. Hatchett, O. L. Landen, A. J. Mackinnon, P. K. Patel, V. A.
Smalyuk, T. C. Sangster, and J. P. Knauer, Measuring E and B Fields in Laser-
Produced Plasmas with Monoenergetic Proton Radiography, Physical Review Letters
97, 135003 (2006).

[59] A. B. Zylstra, C. K. Li, H. G. Rinderknecht, F. H. Séguin, R. D. Petrasso, C. Stoeckl,
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