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Abstract

We develop methodology that allows peer effects (also referred to as social influ-
ence and contagion) to be modified by the structural importance of the focal actor’s
position in the network. The methodology is first developed for a single peer effect
and then extended to simultaneously model multiple peer-effects and their modifica-
tions by the structural importance of the focal actor. This work is motivated by the
diffusion of implantable cardioverter defibrillators (ICDs) in patients with conges-
tive heart failure (CHF) across a cardiovascular disease patient-sharing network of
United States hospitals. We apply the general methodology to estimate peer effects
for the adoption of capability to implant ICDs, the number of ICD implants per-
formed by hospitals that are capable, and the number of patients referred to other
hospitals by non-capable hospitals. Applying our novel methodology to study ICD
diffusion across hospitals, we find evidence that exposure to ICD-capable peer hos-
pitals is strongly associated with the chance a hospital becomes ICD-capable and
that the direction and magnitude of the association is extensively modified by the
strength of that hospital’s position in the network, even after controlling for effects
of geography. Therefore, inter-hospital networks, rather than geography per se, may
explain key patterns of regional variations in healthcare utilization.
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1 INTRODUCTION

Over the past 40-years, dramatic geographic differences across the United States (US) in healthcare utilization and outcomes have
been widely documented.1, 2, 3, 4, 5, 6 Furthermore, rates of diffusion for new medical technologies vary widely across countries
and areas but little is understood about why some health organizations are more likely to adopt while others lag behind. Social
networks whose nodes are entities (e.g., hospitals) who may adopt the technology and whose edges reflect relationships between
the nodes have been considered integral to the diffusion of medical technologies for many years.7 However, nationwide networks
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2 O’Malley ET AL

reflecting the potential for information exchange, policy sharing and other forms of effective healthcare collaboration have not
been examined in relation to adoption and level of utilization of medical technologies across the US healthcare system.

We are generally interested in whether peer effects – the extent to which adoption of similar practices or behaviors is due to
the transmission and receipt of influence through a network – exist and, if so, whether they depend on the position of the focal
actor in the network. This interest stems from the hypothesis that the actors with the greatest structural importance in the network
might be influenced differently by their peers than an actor in a structurally weak (e.g., peripheral) position. For example, in
a network of hospitals the structural importance of a hospital may reflect its potential to attract patients via hidden alliances
with other hospitals. In the case of a hospital adopting an expensive technology requiring highly specialized operators such as
implantable cardiac defibrillators (ICDs), a theoretical basis exists for peer effect modification by an actors network strength. A
hospital with high structural importance may be positively influenced towards adoption by a high rate of adoption of their peer
hospitals (those they have edges with in the network) whereas a hospital in a weak position may be negatively influenced. We
further hypothesize that the likelihood of continuing as ICD capable will also depend on peer effects that are modified by the
focal hospital’s network strength. In this motivating application, structural importance will be measured using the sum of the
values of a hospitals edges with other hospitals in the network, a quantity commonly known as network "strength". However,
the methodology applies to any measure of structural importance such as any of the centrality measures or simply using network
degree (the number of distinct hospitals it shares patients with - the unweighted counterpart of network strength).

Models of peer effects are typically similar in form to conditional autoregressive8 and simultaneous autoregressive9, 8, 10, 11

models used in spatial statistics and econometrics. In these models the focus is on determining whether one area is directly
affected by its neighbors or accounting for the correlation between contiguous areas. In network analyses, one is similarly
concerned that the outcome for one actor will be related to those for the other actors who influence her or him. In theory each
actor might directly or indirectly influence each other actor, which may lead to a complex correlation structure. Network data
may be used to model such dependence though the construction of explanatory variables summarizing the level of the outcome
among ones peers or in models with explicit error terms through the modeling of correlation among errors.12, 13, 14, 15, 16, 17, 18

In this paper we focus on models that include peer variables of outcomes as opposed to error terms as they generalize more
naturally to binary and other non-continuous outcomes for which standard models do not have an error term. However, neither
type of model allows peer effects to depend on the position of an actor in the network and so statistical methods for examining
the hypotheses involving network strength modification of peer effects are lacking. We address this gap by developing statistical
methodology for accommodating network strength (or other measure of structural importance) in the diffusion of a medical
technology across a novel dynamic network of all US hospitals. After developing the general methodology, we apply it to
the diffusion of implantable cardioverter defibrillators (ICDs) to provide a detailed illustration of the utility and scope of the
methodology.

Evidence exists of associations of observed traits (or "phenotypes") among groups of individuals such as obesity19 and smok-
ing, alcohol, or drug use.20, 21 However, studies in which organizations are the nodes of the network are more elusive, although
there are some exceptions in the healthcare domain.22, 23, 24, 25, 26 Prior studies involving network methods other than peer effect
modeling in health care have tended to be cross-sectional27, 28, 29, 30, 23 and so estimate concurrent associations. In contrast, we
focus on longitudinal modeling.

In Section 2 the key ICD health care delivery measures, the control predictors, and the construction of the US hospital network
for modeling the diffusion of ICDs are described. In Section 3 we develop a base peer effect model and derive several theoretical
properties (derivations in the Appendix) to provide the basis for Section 4, in which we develop new models to account for the
complexities of ICD diffusion by allowing peer-effect modification by network strength and simultaneous estimation of multiple
peer effects. Estimation methods, including the use of hierarchical modeling to account for the complex correlation structure,
are described in Section 5. Results of the ICD analyses appear in Section 7 and the paper concludes in Section 8.

2 DIFFUSION OF IMPLANTABLE CARDIOVERTER DEFIBRILLATOR (ICD) THERAPY

A hospital implanting ICDs is termed an implanting or "capable" hospital while a hospital implanting no ICDs is termed a
referral or "non-capable" hospital. We are interested in peer effects (also termed social influence and contagion) of hospitals’
capability to perform ICD procedures ("ICD capability"), the number of implants performed by the hospital if ICD capable, and
the number of implants their patients received if ICD non-capable (these implants are necessarily performed at another hospital).
We are also interested in the crossed-effects: does the level of peer hospitals’ ICD utilization predict the focal hospital’s ICD

This article is protected by copyright. All rights reserved.



O’Malley ET AL 3

capability and conversely does peer hospitals’ ICD status predict the focal hospital’s level of ICD utilization.
The ICD information for patients and hospitals was determined from the National Cardiovascular Disease Registry of patients

who underwent ICD therapy for primary prevention from 2007-2011. The annual number of ICDs for a non-capable hospital is
made up of patients who received an ICD and whose plurality physician – the physician they encountered the most31 – is one
of the physicians attributed to that hospital in that year. Physician attribution to hospitals is based on their office location, if in
the hospital, or where the majority of their patients are admitted, if their office is not located in a hospital.32

The ICD registry is the sole determinant of the ICD measures and forms the dependent variables for each analysis. It records
all of the ICDs delivered to patients in the US, providing a significant advantage over data sets defined for sub-populations of
patients such as those with certain demographics, living in a certain region, or who attended a certain hospital. A key point is
that the measurement of the ICD measures for each hospital is a completely separate operation and involves an entirely different
data set from the construction of the hospital network described in Section 2.1.

2.1 US Cardiology Care Hospital Network
The network of hospitals is formed using US Medicare data. Because Medicare is the primary insurer across the US of persons
over the age of 65, the resulting networks are nationwide. We considered the claims most relevant to the diffusion of ICD adop-
tion, ICD retention and level of ICD utilization between hospitals to be those for patients who had a diagnosis of cardiovascular
disease (arrhythmia, congestive heart failure, coronary heart disease, or peripheral vascular disease) and that took place in a
hospital (captured by Medicare Part A claims) or that were for ambulatory (outpatient) care at a physician office (captured by
Medicare Part B claims).33 In order to ensure that each patient’s trajectory through the health system could be tracked in its
entirety over the year, we required patients to have 12 months continuous Parts A and B coverage and excluded patients who
had Medicare Advantage. Because Medicare Advantage is a form of private insurance whose claims are not included in the
Medicare data, patients with Medicare Advantage will likely have gaps in their sequence of claims. Therefore, we are unable to
identify all of the hospitals that provided care to a Medicare Advantage patient and thus the co-treatment of the patient across
hospitals ("patient-sharing") would be unevenly undercounted if we incorporated these patients.

After extracting the relevant claims, we identified the physicians with whom patients had clinical encounters for which a
cardiovascular disease diagnosis was on the insurance claim. A patient-hospital bipartite network is then obtained through
aggregation of counts of physician patient sharing according to the attribution of the physicians who billed for them to hospitals.
Thus, if a physician attributed to hospital A shares a patient with a physician attributed to hospital B, A and B have an edge
in the network. The rationale for constructing the network using this bipartite approach is that we hope to capture the extent
to which a patient is referred by a physician in hospital A to a physician in hospital B, potentially capturing information and
knowledge-sharing between the physicians and their hospitals, despite not having direct patient referral data at-hand. The network
is evaluated annually allowing for the evolution of relationships between hospitals over time. Because the ties are defined and
evaluated for each pair of hospitals, we have complete "sociocentric" network data (the relationship is measured for each pair
of hospitals) in each year. The approach is formalized below.

Let 𝑖𝑗𝑡 denote the set of patients who had at least one physician encounter associated with hospital 𝑖 and at least one physician
encounter associated with hospital 𝑗 during year 𝑡, 𝑚𝑖𝑗𝑡 the cardinality of 𝑖𝑗𝑡, and 𝑧𝑖𝑘𝑡 the number of encounters with a cardio-
vascular disease diagnosis that patient 𝑘 in 𝑖𝑗𝑡 had with physicians in hospital 𝑖. The quantity 𝑧𝑖𝑘𝑡, or transformation thereof, is
critical to the construction of the hospital network. For example, two types of edge weights between hospitals 𝑖 and 𝑗 in year 𝑡
are defined as follows:

𝑎′

𝑖𝑗𝑡 =
∑
𝑘∈𝑖𝑗𝑡

𝐼(𝑧𝑖𝑘𝑡 > 0)𝐼(𝑧𝑗𝑘𝑡 > 0) (1)

𝑎′′

𝑖𝑗𝑡 =
∑
𝑘∈𝑖𝑗𝑡

(𝑧𝑖𝑘𝑡𝑧𝑗𝑘𝑡)1∕2 (2)

where 𝐼(event) denotes the indicator function equalling 1 if "event" is true and 0 otherwise. In (1), 𝑎′

𝑖𝑗𝑡 represents the number
of distinct patients with physician encounters at hospitals 𝑖 and 𝑗 while in (2), 𝑎′′

𝑖𝑗𝑡 evaluates the geometric mean of the number
of encounters patient 𝑘 had with hospitals 𝑖 and 𝑗 in projecting the (weighted) bipartite patient-hospital network to a unipartite
hospital network. The square-root transformation in (2) is motivated by the heuristic that given a fixed total number of visits
there is more opportunity for influence to transmit between two hospitals if the patient visits them an equal number of times.
We use 𝑎𝑖𝑗𝑡 = 𝑎′′

𝑖𝑗𝑡 as it captures the notion that each time a patient transitions between hospitals there may be transmission and
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receipt of information with influence possibly being imparted between those hospitals. The matrix 𝑨𝑡 with 𝑖𝑗th element 𝑎𝑖𝑗𝑡 is
referred to as the adjacency matrix of the network at time 𝑡 and is the basis for modeling peer effects.

3 MODELING AND CHARACTERIZING PEER EFFECTS

In this section we develop the base peer-effects model and derive its key properties to establish the foundation for the innovative
extensions to this model that are developed in Section 4 to model ICD diffusion. In the following, the term "ego" is used
interchangeably with "focal" to refer to the actor being modeled (i.e., that is subject to influence from others) while "alter" is
similarly used interchangeably with "peer" when referring to actors having network ties with the ego (i.e., the actors imparting
influence). Let 𝑾 𝑡 = [𝑤𝑖𝑗𝑡] be an 𝑛 × 𝑛 matrix whose 𝑖𝑗th element represents the influence actor 𝑗 exerts on actor 𝑖 in time
period 𝑡 = 1,… , 𝑇 . In general, 𝑾 𝑡 is constrained so that

1. 𝑤𝑖𝑗𝑡 ≥ 0: non-negative weights.

2. 𝑤𝑖𝑖𝑡 = 0: no self-influence.

3.
∑

𝑗 𝑤𝑖𝑗𝑡 = 1: weights give relative influences (𝑾 𝑡 is row-stochastic).

Network data may be used to model dependence though the construction of explanatory variables summarizing the level of the
outcome among ones peers. Deciding how to use network data to construct 𝑾 𝑡 is an important step in the application of any
network-based model of peer effects.16 A natural choice for 𝑾 𝑡 and the specification assumed for the ICD diffusion problem is
as the row-stochastic counterpart of 𝑨𝑡, the adjacency matrix of the network at time 𝑡. This specification assumes that influence
is additive and is unaffected by whether or not common alters of an ego are alters of one another. As noted in Section 8, there
are several extensions that could be applied to 𝑾 𝑡 and the modeling of peer effects beyond those considered in this paper.

Let 𝑆𝑖𝑡 =
∑𝑛

𝑗=1 𝑎𝑖𝑗𝑡 be the sum of the edge-weights involving actor 𝑖 at time 𝑡, a quantity known as actor 𝑖’s "strength". For
simplicity and for consistency with our motivating problem, we assume that the network is undirected so that 𝑨𝑡 is symmetric.
For 𝑗 ≠ 𝑖, it follows that 𝑤𝑖𝑗𝑡 = 𝑎𝑖𝑗𝑡∕𝑆𝑖𝑡 if 𝑆𝑖𝑡 > 0 and 𝑤𝑖𝑗𝑡 = 1∕(𝑛 − 1) if 𝑆𝑖𝑡 = 0 and that 𝑾 𝑡 is not symmetric whenever there
is variation in 𝑆𝑖𝑡 across 𝑖. Therefore, actors are assumed to be influenced by a given alter in proportion to the weight of the
network tie they share or, if they have no alters, to be equally influenced by all other actors in the network, thereby adjusting for
regression towards the mean. An actor with a single alter is wholly influenced by that actor whereas an actor connected to all
others is equally influenced by each. If isolates existed in the network (there are none in any year of the US hospital network),
the binary variable 𝐼(𝑆𝑖𝑡 > 0) may be included as a predictor. When 𝑎𝑖𝑗𝑡 is binary (e.g., 𝑖 and 𝑗 share a patient versus not), 𝑆𝑖𝑡
is the degree of actor 𝑖. As noted in Section 1, 𝑆𝑖𝑡 may be any measure of structural importance or prominence in the network,
although in this paper we focus on strength alone. There is also no requirement that 𝑾 𝑡 be based solely on 𝑨𝑡. For example, if it
was felt that the strength of an alter affected the extent to which they imparted influence on the ego, the 𝑗th column of 𝑨𝑡 could
be weighted by 𝑆𝑗𝑡 prior to forming 𝑾 𝑡. Additional extensions abound if the general assumptions defining 𝑾 𝑡 are relaxed; e.g.,
relaxing condition 1 allows negative influences such as enemies as opposed to friends (beyond the scope of this paper) while
relaxing condition 3 is akin to the innovative extension developed in Section 4.1.

Let 𝑌𝑖𝑡 and 𝑿𝑖𝑡 denote the outcome and a vector of 𝑝 covariates (including 1 for the intercept) for actor 𝑖 at time 𝑡. 𝒀 𝑡 and 𝑿𝑡
are the corresponding networkwide quantities; 𝑿𝑇

𝑖𝑡 is the 𝑖th row of the 𝑛 × 𝑝 matrix 𝑿𝑡. Then define 𝑾 𝒀 𝑡 = 𝑾 𝑡𝒀 𝑡 to be the
vector whose 𝑖th element, 𝑊 𝑌𝑖𝑡 = [𝑾 𝑡𝒀 𝑡]𝑖 =

∑
𝑗≠𝑖 𝑤𝑖𝑗𝑡𝑌𝑗𝑡, is the weighted average of 𝒀 for actor 𝑖’s peers. (The short-hand

notation 𝑾 𝒀 𝑡 is favored over the hold-out mean, 𝒀 (𝑖)𝑡, because it makes the involvement of the network explicit.) We favor a
network influence construction in which 𝑊 𝑌𝑖𝑡 is the peer variable for actor 𝑖 over a dyad-level analysis19 with separate dyadic
observations on 𝑖 for each 𝑗 ≠ 𝑖 because the dyadic equations with individual 𝑖 as subject are not compatible across 𝑗.34

We use a linear specification for the core model to aid interpretation and result derivation. Our core model is then the discrete-
time dynamical system or Markov transition model:

𝑌𝑖𝑡 = 𝛽1𝑌𝑖(𝑡−1) + 𝜷𝑇
2𝑿𝑖(𝑡−1) + 𝛼1𝑊 𝑌𝑖(𝑡−1) + 𝜖𝑖𝑡, (3)

where 𝜷 = (𝛽1, 𝜷𝑇
2 )

𝑇 is a vector of regression parameters, 𝛼1 is the peer effect, and 𝜖𝑖𝑡 is the independent error or disturbance
assumed to have mean 0 and variance 𝜎2.35, 36, 37, 38 The model has the same structure as a time-space recursive model.39 The time
between observations 𝑡 − 1 and 𝑡 is assumed to be sufficiently small that any change in the outcome of actor 𝑖 has yet to impact
those of actors 𝑗 ≠ 𝑖, avoiding endogenous feedback. Conditioning on 𝑌𝑖(𝑡−1) in (3) imposes the Markov (or AR(1)) structure with

This article is protected by copyright. All rights reserved.



O’Malley ET AL 5

the strength of the serial correlation quantified by 𝛽1. To allow peer influence to operate through covariates, the alter-weighted
covariate 𝑾𝑿𝑖(𝑡−1) may be added to (3) yielding the linear-in-means model40 under which 𝑌𝑖𝑡 depends on alter covariates as
well as 𝑿𝑖(𝑡−1). An alternative to the model in (3) arises by assuming that 𝜖𝑖𝑡 is related through the network to {𝜖𝑗(𝑡−1)}𝑗≠𝑖, the
lagged error terms of an actors peers, as opposed to assuming that network dependence directly acts on outcomes. Models with
both autocorrelated outcomes and autocorrelated errors have also been considered.41, 37 In this paper we take (3) to be our base
model as it generalizes more easily to binary outcomes, the form of the outcome for the adoption of a technology.

Under (3), 𝛼1 is the change in 𝐸[𝑌𝑖𝑡 ∣ 𝒀 𝑡−1] due to a unit increase in 𝑊 𝑌𝑖(𝑡−1), which arises under an intervention in which in
period 𝑡 − 1 every alter undergoes a unit change in 𝑌 or any other combination of changes such that 𝑊 𝑌𝑖(𝑡−1) increases by 1. If
only a subset of actors are intervened on, 𝐸[𝑌𝑖𝑡 ∣ 𝒀 𝑡−1] increases by 𝛼1 multiplied by the weighted size of the subset in relation to
the total. The parameter 𝛼1 represents the effect one would estimate in a hypothetical experiment in which an actor is randomly
assigned peers with a given 𝑾 𝒀 𝑡−1 and then followed. However, in the application in Section 2, the observational nature of
the data inhibits a causal interpretation. Readers are referred to existing literature for a more detailed review of model-based
approaches for estimating peer effects.35, 42, 43

To explore the implications of (3) more deeply and to distinguish the interpretation of a peer effect from a standard regression
coefficient, we consider a special case of (3) that converges to an equilibrium distribution. If |𝛽1 + 𝛼1| < 1 then as 𝑡 → ∞ the
model has a steady state distribution in which (see Appendix)

𝑌𝑖 = 𝛼̃1 ̄𝑊 𝑌 𝑖 +𝑿𝑇
𝑖 𝜷 + 𝜖𝑖, 𝑖 = 1,… , 𝑛 (4)

or equivalently:
𝑌𝑖 = (𝑰 − 𝛼̃1𝑊 )−1𝑿𝑇

𝑖 𝜷 + (𝑰 − 𝛼̃1𝑾 )−1𝜖𝑖, 𝑖 = 1,… , 𝑛, (5)
where 𝛼̃1 = 𝛼1∕(1 − 𝛽1) and 𝛽 = 𝛽2∕(1 − 𝛽1). This cross-sectional model is commonly known as a network autocorrelation
model.44 If 𝑰 − 𝛼̃1𝑾 is non-singular, the asymptotic variance of 𝒀 satisfies

var(𝒀 ∣ 𝑿) = 𝜎2(𝑰 − 𝛼̃1𝑾 )−1(𝑰 − 𝛼̃1𝑾 )−𝑇 , (6)

illustrating that the marginal variance of the model depends both on the error variance and the observed network.
To illustrate how the ego and alter covariates combine to form an association with the outcome, suppose that the 𝑘th of 𝑛∕2

dyads contains actors (𝑖, 𝑗) = (2𝑘 − 1, 2𝑘). Then 𝑾 can be arranged in block diagonal form and (5) reduces to(
𝑌𝑖
𝑌𝑗

)
= 1

1 − 𝛼̃2
1

(
1 𝛼̃1
𝛼̃1 1

)(
𝑿𝑇

𝑖
𝑿𝑇

𝑗

)
𝜷 + 1

1 − 𝛼̃2
1

(
1 𝛼̃1
𝛼̃1 1

)(
𝜖𝑖
𝜖𝑗

)
(7)

with |𝛼̃1| < 1 for 𝑾 to be non-singular. Therefore, the weighted average covariates 𝑿̃𝑖 = (𝑿𝑖 + 𝛼̃1𝑿𝑗)∕(1 + 𝛼̃1) and 𝑿̃𝑗 =
(𝛼̃1𝑿𝑖 + 𝑿𝑗)∕(1 + 𝛼̃1) combine the ego’s and alter’s covariates into a single overall predictor of 𝑌𝑖 and 𝑌𝑗 , respectively, with
regression coefficient 𝜷 = 𝜷∕(1− 𝛼̃1). The condition |𝛼̃1| < 1 implies that under the conditions for a steady-state distribution to
exist, the effect of the ego’s predictor, 𝑿𝑖, must exceed the effect of 𝑿𝑗 , the peer covariate.

4 METHODOLOGICAL EXTENSION: MODELING THE DIFFUSION OF IMPLANTABLE
CARDIOVERTER DEFIBRILLATOR (ICD) THERAPY

As noted in Section 1 models for peer effects have to date been limited in that they have not allowed for modification of the peer
effect by the network strength of an actor. In this section we extend (3) to account for the complexities of the ICD network by
allowing peer effect modification by the importance of the ego hospital’s network strength (Section 4.1) and distinct effects for
ICD capable and non-capable hospitals (Section 4.2). Before considering the network-based part of the model, we describe the
control variable for the ICD status of nearby hospitals, in its own right an innovative feature of our analysis. Let𝑮 denote a matrix
whose 𝑖𝑗th element, 𝑔𝑖𝑗 for 𝑖 ≠ 𝑗, depends on the physical distance (e.g., geodesic distance or driving time) between hospitals
𝑖 and 𝑗, denoted 𝑑𝑖𝑗 . Although 𝑑𝑖𝑗 could depend on 𝑡 (e.g., a hospital could relocate due to a merger or acquisition), we do not
observe such events in our data. We define 𝑔𝑖𝑗 = 1∕(1 + 𝜈𝑑𝑖𝑗) if hospital 𝑗 was among the 𝑚 closest to 𝑖 and 𝑔𝑖𝑗 = 0, otherwise,
where 𝜈 is a parameter that governs the rate of decrease in the value of 𝑔𝑖𝑗 as a function of 𝑑𝑖𝑗 . As for 𝑾 𝑡 (see Section 3), the
diagonal of 𝑮 is a vector of 0s and we row-standardize 𝑮 to make it a row-stochastic matrix. The combination of geographic and
network information in 𝑨𝑡 and 𝑮 can be thought of as forming a multi-layered network. We include 𝑮𝒀 𝑡 = 𝑮×𝒀 𝑡 as a predictor
in the peer-effects models to separate the effect of the ICD status of nearby hospitals from that of the peer effects evaluated on
the US hospital network.
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FIGURE 1 Schematic illustrating the four combinations of high versus low rate of adoption crossed with strong versus low
network strength; for simplicity the edge weights are equal and so each hospitals network strength equals its degree in the
network. Red nodes and edges indicate hospitals that have already adopted while black indicates non-adopters. We hypothesize
that Scenario I is the most conducive for the hospital A, the ego, to be influenced to adopt and that the contrast of scenario I
versus scenario II yields a positive peer effect while the contrast of scenario III versus scenario IV yields a negative peer effect.

We set 𝜈 = 1 in the calculation of 𝑔𝑖𝑗 and tried several values of 𝑚, including 𝑚 = 1, 5, 10 and 25 for the ICD analysis. The
restriction to the 𝑚 closest hospitals in terms of geodesic physical distance increases the variability of 𝑑𝑖𝑗 across the hospital
dyads compared to if all hospitals are used. The correlation between 𝑑𝑖𝑗 and 𝑤𝑖𝑗𝑡 ranges between 0.247 and 0.256 across the 5
years, which are sufficient low to ensure that the coefficients of predictors involving 𝑾 𝒀 (including interactions with network
strength) are separately identifiable from predictors involving 𝑮𝒀 . Because the estimates of the predictors involving network
peer-effect measures for the models described in Section 4.1 onwards were only trivially affected by 𝑚 over this range, results
are only presented for the 𝑚 = 10 case.

4.1 Peer effect modification
The extension of (3) to allow peer effect modification by the importance of the ego hospital’s position in the network, herein
measured by their network strength, and account of the impact of physically close hospitals is given by

𝑌𝑖𝑡 = 𝛽1𝑌𝑖(𝑡−1) + 𝜷𝑇
2𝑿𝑖(𝑡−1) + 𝛽3𝑆𝑖(𝑡−1) + (𝛼1 + 𝛼2𝑆𝑖(𝑡−1))𝑊 𝑌𝑖(𝑡−1) + 𝛾1𝐺𝑌𝑖(𝑡−1) + 𝜖𝑖𝑡. (8)

All predictors are lagged to year 𝑡 − 1 to avoid the possibility that the covariates in year 𝑡 could be a consequence of the
outcome for hospital 𝑖 in year 𝑡 (reverse causality). Because 𝑆𝑖(𝑡−1)𝑊 𝑌𝑖(𝑡−1) = 𝑆𝑖(𝑡−1)

∑
𝑗≠𝑖 𝑤𝑖𝑗(𝑡−1)𝑌𝑗(𝑡−1) =

∑
𝑗≠𝑖 𝑎𝑖𝑗(𝑡−1)𝑌𝑗(𝑡−1)

with 𝑆𝑖(𝑡−1) =
∑

𝑗≠𝑖 𝑎𝑖𝑗(𝑡−1), the 𝑖th row-sum of 𝑨(𝑡−1), 𝛼2 corresponds to the difference in the effect of increasing the total number
of peer hospitals that are ICD capable (multiplication by strength reverses the row-standardization operation that makes 𝑾𝑡−1
row stochastic). Because 𝑊 𝑌𝑖(𝑡−1) is volume independent, we think of 𝛼1 as a main effect and 𝛼2 as the modification of the peer-
effect due to its network strength. If 𝑆𝑖(𝑡−1) is centered by its mean, 𝛼1 represents the peer effect for a hospital having average
strength in the network. In general, 𝛼2 is the change in the peer effect of peer hospital ICD exposure under a unit change in
𝑆𝑖(𝑡−1). The peer effect profile is represented by a plot of 𝛼1 + 𝛼2𝑆𝑖(𝑡−1) against 𝑆𝑖(𝑡−1). Finally, 𝛾1 is interpreted as the effect of a
one-unit increase in the level of ICD adoption by the hospitals whose location is close to that of hospital 𝑖.
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4.2 ICD capability, implant volume, and referral volume peer variables
A further extension of (3) allows for peer hospital influence to vary with the ICD capability status of both the ego-hospital and
its peer hospitals. Because ICD capability is one of the outcomes modeled, to avoid notational confusion we use the variable
𝑄 to denote ICD capability (1 = capable, 0 = non-capable). Therefore, hospital 𝑖’s ICD capability in time-period 𝑡 is given by
𝑄𝑖𝑡 and hospital 𝑖’s exposure to ICD capable hospitals during 𝑡 is given by 𝑊𝑄𝑖𝑡 with vector counterpart 𝑾𝑸𝑡. We use 𝑍𝑖𝑡 and
𝑊𝑍𝑖𝑡 to denote hospital 𝑖’s number of ICD procedures and the ICD utilization of its peer hospitals in time period 𝑡, respectively.

We now define the weight matrices and peer hospital predictors used in the ICD capability and utilization models. Let 𝑆 imp
𝑖𝑡 =∑𝑛

𝑗≠𝑖 𝑄𝑗𝑡𝑎𝑖𝑗𝑡 and 𝑆 ref
𝑖𝑡 =

∑𝑛
𝑗≠𝑖(1 − 𝑄𝑗𝑡)𝑎𝑖𝑗𝑡 denote the network-weighted sums of ICD capable ("imp" = implanting) and ICD

non-capable ("ref" = referral) peer hospitals, respectively. The corresponding weight matrices, 𝑾 imp
𝑡 and 𝑾 ref

𝑡 , are then given
by

𝑤imp
𝑖𝑗𝑡 = 𝑄𝑖𝑡𝑎𝑖𝑗𝑡∕𝑆

imp
𝑖𝑡 if 𝑆 imp

𝑖𝑡 > 0 and 0 otherwise and
𝑤ref

𝑖𝑗𝑡 = 𝑄𝑖𝑡𝑎𝑖𝑗𝑡∕𝑆 ref
𝑖𝑡 if 𝑆 ref

𝑖𝑡 > 0 and 0 otherwise,

respectively. Likewise, the peer hospital predictors are obtained by multiplying 𝑾 imp
𝑡 and 𝑾 ref

𝑡 by 𝒁 𝑡 to obtain 𝑾𝒁 imp
𝑡 and

𝑾𝒁 ref
𝑡 .

The overall weight matrix 𝑾 𝑡 is related to 𝑾 imp
𝑡 and 𝑾 ref

𝑡 by:

𝑆𝑖𝑡𝑤𝑖𝑗𝑡 = 𝑆 imp
𝑖𝑡 𝑤imp

𝑖𝑗𝑡 + 𝑆 ref
𝑖𝑡 𝑤ref

𝑖𝑗𝑡 ,

implying that
𝑤𝑖𝑗𝑡 = 𝑊𝑄𝑖𝑡𝑤

imp
𝑖𝑗𝑡 + (1 −𝑊𝑄𝑖𝑡)𝑤ref

𝑖𝑗𝑡 , (9)
as 𝑊𝑄𝑖𝑡 = 𝑆 imp

𝑖𝑡 ∕𝑆𝑖𝑡 is the proportion of hospital 𝑖’s patient shared with ICD capable hospitals in year 𝑡. The expansion of 𝑤𝑖𝑗𝑡 in
(9) motivates the inclusion of𝑊𝑄𝑖𝑡 along with the peer variables𝑾𝒁 imp

𝑡 and𝑾𝒁 ref
𝑡 , which capture the ego hospital’s exposure

to high volume peer implant and referral hospitals, respectively, as predictors in the ICD capability and utilization models.

4.3 Statistical outcome model for ICD capability status
We model 𝑄𝑖𝑡 using two hierarchical logistic regression models that condition on 𝑄𝑖(𝑡−1) = 𝑞, where 𝑞 = 0 represents ICD non-
capable and 𝑞 = 1 represents ICD capable. All predictors other than the number of cardiovascular patients attributed to the ego
hospital, which controls for the number of patients potentially eligible for an ICD, are lagged by a year in order to isolate the
effect of the peer hospital’s influence on the ego hospital. Therefore, the model has the form:

𝑄𝑖𝑡 ∣ 𝑄𝑖(𝑡−1) = 𝑞,HRR𝑖(𝑡−1) = ℎ, 𝜂ℎ𝑞 , 𝜆𝑞𝑖 ∼ Bernoulli(𝜋𝑖𝑡(𝑞, ℎ)),

where 𝜋𝑖𝑡(𝑞, ℎ) = 𝐸[𝑄𝑖𝑡 ∣ 𝑄𝑖(𝑡−1) = 𝑞,HRR𝑖(𝑡−1) = ℎ, 𝜂ℎ𝑞 , 𝜆𝑞𝑖],

logit(𝜋𝑖𝑡(𝑞, ℎ)) = 𝛽0𝑞 + 𝛽1𝑞𝑋𝑖(𝑡−1) + 𝛼1𝑞𝑊𝑄𝑖(𝑡−1) + 𝛼2𝑞𝑊𝑍 imp
𝑖(𝑡−1) + 𝛼3𝑞𝑊𝑍 ref

𝑖(𝑡−1)

+(𝛽2𝑞 + 𝛼4𝑞𝑊𝑄𝑖(𝑡−1) + 𝛼5𝑞𝑊𝑍 imp
𝑖(𝑡−1) + 𝛼6𝑞𝑊𝑍 ref

𝑖(𝑡−1))𝑆𝑖(𝑡−1)

+𝛾1𝑞𝐺𝑄𝑖(𝑡−1) + 𝛾2𝑞𝐺𝑍 imp
𝑖(𝑡−1) + 𝛾3𝑞𝐺𝑍 ref

𝑖(𝑡−1) + 𝜂𝑞ℎ + 𝜆𝑞𝑖, (10)

HRR𝑖(𝑡−1) is the Health referral region (HRR) that hospital 𝑖 is in during time-period 𝑡 − 1, 𝜂𝑞ℎ ∼ Normal(0, 𝜔2
𝑞) is the random

effect for HRR ℎ (ℎ = 1,… ,𝐻) and 𝜆𝑞𝑖 ∼ Normal(0, 𝜏2𝑞 ) is a random effect for hospital 𝑖. The dependence of the parameters on
𝑞 allows for dependence of the effects of the predictors on the ICD capability of the ego hospital at 𝑡−1. The multiple extensions
to the model make closed-form derivations that emulate Section 3 for (10) challenging. However, Section 3 provides a helpful
basis for peer effect interpretation even in this more complex situation.

The adoption (𝑞 = 0) model estimates associations between the predictors and the likelihood of adopting ICD capability
during the following year. Conversely, the ICD continuation (𝑞 = 1) model estimates associations between the predictors and the
likelihood that the hospital remains ICD capable over the next year. For example, 𝛼10 > 0 implies that having a high proportion
of ICD capable peers is associated with adoption of ICD capability while 𝛼11 > 0 implies that having a high (network weighted)
proportion of capable peers is associated with a hospital remaining ICD capable. The computation of the peer hospital predictors
for these models is illustrated in Figure 1 .

Because a hospital may be both ICD capable and non-capable during the study period, it may contribute to both the estimation
of the adoption and continuation models. Therefore, parameters may be shared or correlated across the adoption and continuation
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models; for example, non-zero correlations may be allowed between the elements of {(𝜂0ℎ, 𝜂1ℎ)}ℎ=1,…,𝐻 or between the elements
of {(𝜆0𝑖, 𝜆1𝑖)}𝑖=1,…,𝑛.

4.4 Statistical outcome model for implant and referral volume
If 𝑄𝑖𝑡 = 1, 𝑍𝑖𝑡 is the number of ICDs implanted by hospital 𝑖 while if 𝑄𝑖𝑡 = 0, 𝑍𝑖𝑡 is the number of patients attributed to hospital
𝑖 who received an ICD elsewhere. To ensure that the ego hospital ICD count at the current time had the same interpretation as in
the prior year, the peer effect analyses of the number of ICDs implanted or referred are restricted to hospital-years for which the
ego hospital had the same ICD capability as in the prior year. Therefore, we model 𝑍𝑖𝑡 as a Poisson random variable conditional
on 𝑄𝑖𝑡 = 𝑄𝑖(𝑡−1) = 𝑞 with a log link and an offset log(𝑚𝑖𝑡), where 𝑚𝑖𝑡 is the number of patients suffering from cardiovascular
disease affiliated with hospital 𝑖 in time period 𝑡. If 𝑞 = 1, 𝑍𝑖𝑡 is the number of ICDs implanted by hospital 𝑖 while if 𝑞 = 0, 𝑍𝑖𝑡
is the number of ICDs received (at other hospitals) by the patients of hospital 𝑖’s physicians. The models are given by:

𝑍𝑖𝑡 ∣ 𝑄𝑖𝑡 = 𝑄𝑖(𝑡−1) = 𝑞,HRR𝑖(𝑡−1) = ℎ, 𝜙ℎ𝑞 , 𝜃𝑞𝑖 ∼ Poisson(𝜇𝑖𝑡(𝑞, ℎ)),

where

log(𝜇𝑖𝑡(𝑞, ℎ)) = 𝐸[𝑍𝑖𝑡 ∣ 𝑄𝑖𝑡 = 𝑄𝑖(𝑡−1) = 𝑞,HRR𝑖(𝑡−1) = ℎ, 𝜂ℎ𝑞 , 𝜃𝑞𝑖]

= 𝛽0𝑞 + 𝛽1𝑞𝑍𝑖(𝑡−1) + 𝛽2𝑞𝑋𝑖(𝑡−1) + 𝛼1𝑞𝑊𝑄𝑖(𝑡−1) + 𝛼2𝑞𝑊𝑍 imp
𝑖(𝑡−1) + 𝛼3𝑞𝑊𝑍 ref

𝑖(𝑡−1)

+(𝛽3𝑞 + 𝛼4𝑞𝑊𝑄𝑖(𝑡−1) + 𝛼5𝑞𝑊𝑍 imp
𝑖(𝑡−1) + 𝛼6𝑞𝑊𝑍 ref

𝑖(𝑡−1))𝑆𝑖(𝑡−1),

+𝛾1𝑞𝐺𝑄𝑖(𝑡−1) + 𝛾2𝑞𝐺𝑍 imp
𝑖(𝑡−1) + 𝛾3𝑞𝐺𝑍 ref

𝑖(𝑡−1) + 𝜙𝑞ℎ + 𝜃𝑞𝑖 + log(𝑚𝑖𝑡) (11)

𝜙𝑞ℎ ∼ Normal(0, 𝜈2𝑞 ) and 𝜃𝑞𝑖 ∼ Normal(0, 𝜎2
𝑞 ) are the random effects for HRR ℎ and hospital 𝑖, respectively, in the implant

(𝑞 = 1) and referral volume (𝑞 = 0) models.
The model in (11) includes two peer variables (implant volume 𝑊𝑍 imp

𝑖(𝑡−1), referral volume 𝑊𝑍 ref
𝑖(𝑡−1)) and their modification

by the network strength of the ego hospital’s network strength, 𝑆𝑖(𝑡−1), corresponding to their strength (i.e., their total shared
cardiology care). If 𝛼60 > 0 then the number of ICDs received by patients of peer ICD non-capable hospitals in year 𝑡− 1 has a
positive association with the number of ICDs received by the patients of ICD non-capable (𝑞 = 0) ego hospitals in year 𝑡 while
𝛼61 > 0 implies a positive association between non-capable peer hospital referral volume and equipped ego hospital implant
volume in year 𝑡, all else equal.

5 MODEL BUILDING AND ESTIMATION

Models were developed in three major steps: determining which ego covariates to include, selecting the prominent peer variables,
and evaluating which peer variables interact with the network strength of the ego. In all statistical models we adjust for year,
the number of cardiovascular disease patients attributed to the hospital (patient volume), the number of physicians involved in
shared cardiovascular disease patient care within the hospital (hospital size), the hospital’s network strength, the distance to
the 10 closest hospitals in physical distance and the associated rate of adoption (𝐺𝑄𝑖(𝑡−1)) or level of utilization (𝐺𝑍 imp

𝑖(𝑡−1) and
𝐺𝑍 ref

𝑖(𝑡−1)) of those hospitals, the fraction of shared cardiovascular disease patient care that is within the hospital (a quantity
termed "fragmentation"45), the lagged outcome, and the ICD status of nearby hospitals. All predictors other than year and the
number of cardiovascular disease patients attributed to the hospital are lagged. We also investigated using the ratio of peer total
ICD referrals to total ICD implants as a predictor but found that it did not have a major association with ICD capability or
level of utilization. With the exception of 𝐺𝑌𝑖(𝑡−1), which is explicitly represented, all of these predictors are included in 𝑿𝑖𝑡.
Fragmentation is given by frag𝑖𝑡 = internal𝑖𝑡∕(internal𝑖𝑡 + 𝑆𝑖𝑡), where internal𝑖𝑡 is the number of occasions a patient visited
pairs of physicians both affiliated with hospital 𝑖 in year 𝑡. Recall that 𝑆𝑖𝑡, the "strength" of hospital 𝑖, is the number of patients
that visited a physician in hospital 𝑖 and a physician in another hospital.

In developing the peer hospital predictors for each model, we initially included the full set of peer ICD capability, implant
volume, and referral volume variables and their interactions with the network strength of the ego. The non-significant peer vari-
able interactions were judiciously removed until only significant peer variable interactions remained. The models that resulted
were further simplified by removing non-significant peer variables that were not involved in interactions nor required for inter-
pretive comparisons with other models. The rationale for this strategy is that there is a relatively small number of predictors in
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the model and our focus is on interpreting the results as opposed to finding the most parsimonious specification. Therefore, we
are not concerned about including peer variable predictors in the final specification that are not significant. We assess model fit
using methods for binary regression models and for linear regression models. These included using Hosmer-Lemeshow tests for
binary outcomes and residual plots for continuous outcomes comparing fitted and actual values of the outcome and the fitted
residuals with the values of each predictor (including predictors involving peer variables). The difference in model fit between
competing models was evaluated using the deviance model-fit statistic. Although the models are complex with the peer variables
being evaluated using intense data operations, the fact that the predictors are lagged allows traditional model fit assessments and
criteria such as these to be interpreted in the usual manner. We did not identify any serious concerns regarding model fit across
the estimated models.

Because the analyses only consider lagged peer variables, maximum (or restricted maximum) likelihood estimation of hierar-
chical generalized linear models for𝑄𝑖𝑡 and 𝑌𝑖𝑡 yield consistent parameter estimates. This is seen from the assumed independence
of the random effects, which implies 𝑄𝑖𝑡, 𝜆𝑖 ⟂ 𝑄𝑗𝑡, 𝜆𝑗 ∣ 𝑄𝑖(𝑡−1),𝑊 𝑄𝑖(𝑡−1) and 𝑌𝑖𝑡, 𝜃𝑖 ⟂ 𝑌𝑗𝑡, 𝜃𝑗 ∣ 𝑌𝑖(𝑡−1),𝑊 𝑌𝑖(𝑡−1), 𝑗 ≠ 𝑖. There-
fore, despite an ego’s lagged outcome being a predictor of another hospital’s outcome, the ego’s outcome at 𝑡 is conditionally
independent (given the predictors at 𝑡 − 1) of its peers’ outcomes at 𝑡, avoiding the need for multivariate modeling of 𝒀 𝑡.

6 SIMULATION STUDY: OPERATING CHARACTERISTICS OF THE EXTENDED PEER
EFFECTS MODEL

To confirm that the proposed estimation procedure is able to estimate the true values of the network-strength-modification of the
peer-effects for the models in (8), (10) and (11), we perform a simulation study. Because the peer-effects and their interactions
enter the models additively, it suffices to show that the network-strength modification of the peer-effect for the model in (8)
and its hierarchical logistic regression counterpart for a binary outcome can be recovered. We performed a simulation study
in which all model parameters other than 𝛼2 were fixed. All data elements other than the outcome variable were also fixed. A
relatively small undirected network of 𝑛 = 100 actors over 5 years was considered to allow the simulation to be performed with
many iterations relatively quickly. The simulated networks were random networks with density approximately 0.2 and were fixed
across time (allowing change in the network had minimal impact). The weight matrix 𝑾 was obtained by row-standardization
of each simulated network. Without loss of generality, a single covariate is assumed; its effect may be viewed as the net effect of
all covariates other than those involved in interactions with the peer variable predictor. Thus, 𝑿𝑖(𝑡−1) is a 𝑛 by 2 matrix with an
intercept and the covariate (coefficients 𝛽0 and 𝛽1, respectively) but as in (8) the model also includes predictors for the lagged
outcome and network strength (coefficients 𝛽2 and 𝛽3, respectively). Each of network strength, the covariate, the hospital random
effects and the error term are assumed to have normal distributions. For the linear case, the outcome is conditionally normal
whereas in the binary case the outcome is assumed to be related to the predictors via the logit function; for each observation
a binary outcome was generated by evaluating whether a random uniform (0, 1) variable was less than the probability of the
outcome. The values of (𝛽0, 𝛽1, 𝛽2, 𝛽3, 𝛼1, 𝜏2, 𝜎2) were fixed at (1, 0.1, 0.2,−1.5, 0.25, 1, 2) while the value of 𝛼2 was varied from
−1 to 1 with intervals of 0.05. The bias, mean-squared-error (MSE) and coverage of the 95% confidence interval were then
evaluated across the 1000 simulated data sets for each value of 𝛼2.

Under the hierarchical linear model the operating characteristics of the estimation procedure are excellent (Figure 2 ). The
bias is very close to 0 and shows no relation to 𝛼2, MSE is small, and coverage is close to the nominal 0.95 level. Under the
hierarchical logistic model, a small negative bias is observed (average approximately −0.04), MSE is as expected much greater
than for the linear model, and coverage is excellent. The small negative bias is indicative of the nonlinear nature of the logistic
regression equation combined with the relatively small cluster size of 5, which impacts the estimates of regression coefficients
of terms like the network-based variables whose estimates are primarily determined from between individual variation. Similar
results are obtained at other values of the model parameters and if 𝑛 is increased the estimators become more precise (MSE
shrinks). Interestingly, MSE decreases as 𝛼2 increases under the hierarchical logistic regression model whereas MSE is largely
invariant to 𝛼2 under the corresponding hierarchical linear regression model. We attribute this result to the fact that the variance
of Bernoulli distributed random variables depends on its mean, which at the values of the parameters used in the simulation
is greatest when 𝛼2 is −1. The same phenomena does not occurs under the linear model as the conditional variance of an
observation (or the residual variance) does not depend on its mean. In general, the simulation results imply that if the model is
correctly specified then the maximum likelihood estimator of the parameter for the network-strength-modification of the peer-
effect performs well under models with either linear or logistic forms. The fact that we obtain such encouraging results on
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FIGURE 2 Bias, mean squared area (MSE) and coverage as a function of the 𝛼2, the regression coefficient of the network-
strength-modified peer variable under (8) and its logistic regression counterpart. These were evaluated using 1000 simulated
data sets for each value of 𝛼2. The mean bias and coverage across the values of 𝛼2 are plotted to show the closeness of the
simulated means to the nominal values of 0 and 0.95, respectively.

a network that is smaller than the network used in the motivating application suggests that even better performance may be
expected to hold for the analyses of that network (Section 7).

7 RESULTS OF US HOSPITAL NETWORK PEER EFFECT ANALYSES

The outcome and network data include all hospitals with at least a single patient who received an ICD at that hospital or elsewhere
over the period 2007–2011. Hospitals that closed were dropped from the data set in the years after closure. In total, 4,734
unique hospitals contributed 23,066 observations of hospitals’ ICD capability. The number of hospitals in the network ranged
from 4,520 to 4,734 from 2007 to 2011 with 4,496 hospitals present throughout. However, due to the use of lagged variables
as predictors, only 18,332 observations were available to estimate the statistical models and the number of hospitals ranged
from 4,506 to 4,638 implying even less variation in the relevant part of the peer network across time. Although changes in the
network across time may impact network summary statistics such as strength, such variation aids estimation of the hierarchical
models by increasing the amount of within hospital variation in the network summary measures and also possibly of the peer-
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TABLE 1 Distribution of hospitals’ degree and strength in the US hospital network

Statistic Year Mean SD Minimum LowerQ Median UpperQ Maximum
Degree 2007 217 238 1 50 137 313 2,411
(Distinct 2008 213 234 1 50 135 305 2,359
Hospitals 2009 216 237 1 49 136 314 2,478
with 2010 216 237 1 49 136 314 2,478
Shared 2011 225 247 1 50 138 328 2,428
Patients) Average 218 239 1 50 136 315 2,431
Strength 2007 18,086 28,429 n/a 1,391 6,130 22,990 279,668
(Distinct 2008 19,573 31,017 n/a 1,404 6,486 25,074 324,177
Patients 2009 20,312 32,302 n/a 1,444 6,688 25,633 324,751
Shared) 2010 20,312 32,302 n/a 1,444 6,688 25,633 324,751

2011 22,261 35,490 n/a 1,425 7,021 28,842 338,946
Average 20,109 31,908 n/a 1,422 6,603 25,634 318,459

Note: A total of 4,734 hospitals contributed observations. A hospital’s degree is the number of other hospitals it shared at least
one patient with while strength (often referred to as weighted degree) is the total number of patients it shared with those hospitals.
These correspond to 𝑆𝑖(𝑡−1) =

∑
𝑗≠𝑖 𝑎𝑖𝑗(𝑡−1) when 𝑨𝑡−1 is the adjacency or sociomatrix matrix of a binary and a weighted network,

respectively. Because strength is a count of patients, minimum values less than 11 are indicated as n/a in accordance with the
Center for Medicare and Medicaid’s suppression rule.

TABLE 2 Transition matrix of hospitals’ ICD capability

Current New ICD state
ICD state non-capable Capable Total
Non-capable 13,149 736 13,885
Capable 377 4,070 4,447
Total 13,526 4,806 18,332

hospital predictors. The inclusion of year as a predictor and hospital ID as a random effect in the statistical models accounts for
general changes across time in the outcome distribution and optimally weights the extent to which within- and between-hospital
variation in the peer predictors is used to identify their effects.

The distributions of both degree (number of ties to hospitals with strength > 0) and strength are stable across the study period
but noticeably right-skewed, especially strength (Table 1 ). The minimum degree is 1 due to the absence of isolates while the
maximum degree of 2,359 reveals that the most connected hospital (the Memorial Herman Hospital System in Houston, Texas,
USA) has ties with over 50% of other hospitals in the US network). The number of patients shared conditional on sharing at
least one patient increased from 83.2 to 98.8 over the 5 years.

Hospitals may have multiple transitions between ICD capable and ICD non-capable over the study period. The most common
two-period state is ICD non-capable both years (𝑁 = 13, 149) and the second is ICD capable both years (𝑁 = 4, 070). On
5.30% of occasions (736 out of 13,885 opportunities) an adoption of ICD capability and on 8.48% of occasions (377 out of
4,447 opportunities) a de-adoption of ICD capability occurred (Table 2 ).

The proportion of hospitals that were ICD capable jumped from 2007 to 2008 but remained flat thereafter (Table 3 ). The
average number of patients at ICD non-capable hospitals who received ICDs declined from 2007 to 2008 and then stabilized
while the average number of ICDs implanted by ICD capable hospitals had a non-monotonic trajectory. The mean number of
implants performed by ICD capable hospitals greatly exceeded the number received from other hospitals by patients of ICD
non-capable hospitals.

The ego hospital control variables are highly correlated with the proportion of capable hospitals and the numbers of ICDs they
implant, if capable, or the number received by the patients of their attributed physicians, if non-capable (Table 4 ). For example,
the proportion of capable hospitals is 0.451 higher among ego hospitals with below median distance to their 10 closest neighbors
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TABLE 3 Frequency distribution of discrete-valued characteristics and associated levels of hospitals’ ICD capability and
Number of ICDs

# ICDs by status
Relative Proportion Non-capable Capable

Term Frequency Capable Mean SD Mean SD
Ego ICD capable (Nobs = 23,066 over 4,734 hospitals)

No 0.755 0 3.19 7.86 n/a n/a
Yes 0.245 1 n/a n/a 32.1 30.2

Year (Nobs = 23,066 over 4,734 hospitals)
2007 0.196 0.184 5.91 13.77 37.5 35.3
2008 0.198 0.257 2.25 4.61 27.3 25.7
2009 0.200 0.259 2.85 5.72 35.5 33.6
2010 0.200 0.269 2.66 5.37 32.8 30.0
2011 0.205 0.253 2.09 4.14 28.7 25.3

TABLE 4 Distribution of continuous or ordinal-valued predictors and their unadjusted association with ICD capability and
ICD utilization

Distribution Change Corr(# ICDs)
Variable 𝑁 Mean SD Pr(Capable) Non-capable Capable
Ego # ICDs 23066 10.3 20.6 0.501 1.000 1.000
Ego hospital controls

# cardiovascular patients 21934 1729 2332 0.478 0.715 0.751
# physicians 22663 62.6 86.5 0.467 0.594 0.567
Network strength (×10−5) 23066 0.204 0.323 0.462 0.562 0.591
(Physical) closeness 23066 80729 136445 0.451 0.527 0.533
Fragmentation 23066 0.27 0.175 0.343 0.353 0.244

Peer hospital exposure and control variables
Peer capability 23066 0.638 0.229 -0.100 -0.088 -0.140
Peer mean referrals 23066 8.51 10.45 0.046 0.147 0.107
Peer mean implants 23066 45.6 23.8 -0.021 0.124 0.075
Closeness capability 23066 0.634 0.256 -0.062 -0.066 -0.106
Closeness mean referrals 22949 8.14 10.90 0.051 0.146 0.109
Closeness mean implants 23066 44.7 25.4 0.125 0.125 0.067

Note: Change Pr(Capable) is the difference in the proportion of capable hospitals for hospitals above the median value of the
left-hand-variable to those below the median value. The correlations are of the left-hand-variable with the total number of ICDs
received by patients of non-capable and capable hospitals. Network strength, the number of distinct patients shared with other
hospitals, is the sum of the weights on the network edges of a hospital to each of the other hospitals (edges have a value of 0
if the hospitals share no patients). Physical closeness is proportional to 𝑔𝑖𝑗 = 1∕(1 + 𝑑𝑖𝑗), where 𝑑𝑖𝑗 is the geodesic distance
in units of approximately 28 miles (this makes the longest straight-line distance across the continental US 100 units) between
hospitals 𝑖 and 𝑗 ≠ 𝑖 averaged over the 10 closest hospitals to 𝑖.

and the correlations of the physical closeness measure with referral and implant ICD volume both exceed 0.5. Thus, peer ICD
capability appears to be negatively associated with ego hospital capability and the number of ICDs for which it is responsible.
The sizable associations involving physical closeness illustrates the need to control for it in order to avoid confounding its effect
with the network peer effects.
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TABLE 5 Estimated peer effect models for adoption (306 HRRs, 3720 hospitals, 12716 observations) and continuation (305
HRRs, 1410 hospitals, 4418 observations) of ICD capability

Adoption Continuation
Term Estimate Z-stat p-value Estimate Z-stat p-value
Intercept -9.794 -16.33 0.000 1.078 1.90 0.058
Year 2008 0.00 0.00
Year 2009 -0.802 -5.48 0.000 0.384 1.82 0.068
Year 2010 -0.480 -3.43 0.001 0.141 0.66 0.512
Year 2011 -0.867 -5.52 0.000 -0.398 -1.92 0.055
# patients (1000s) 0.460 6.50 0.000 0.048 0.73 0.464
Lag # physicians (100s) 0.793 4.74 0.000 -0.214 -1.87 0.061
Lag strength (105) -3.084 -4.42 0.000 -1.976 -3.29 0.001
Lag (physical) closeness 1.111 8.73 0.000 0.211 2.37 0.018
Lag fragmentation 3.454 6.59 0.000 1.039 1.75 0.080
Lag # ICDs (10s) 0.607 8.35 0.000 0.822 10.09 0.000
Lag peer capable -0.786 -2.22 0.027 -1.762 -3.42 0.001
Lag peer capable*strength 2.659 2.86 0.004 2.108 2.42 0.016
Lag closeness capable 1.460 3.46 0.001 0.418 1.03 0.305
Var(hospital) 2.47 ± 1.56 0.79 ± 0.89
Var(HRR) 0.69 ± 0.83 0.00 ± 0.00

Note: The net peer ICD capability effects are given by −0.786+2.659×strength and −1.762+2.108×strength in the adoption
and continuation models, respectively. The numbers in the parentheses in the left-most column quantify the unit change to which
the estimated regression coefficient correspond. For example, the coefficients of terms involving strength are in units of 105
shared patients in this and subsequent tables of results.

7.1 Models of adoption of ICD capability status
The parameter estimates for the logistic regression models regressing 𝑄𝑖𝑡 (1 = capable, 0 = non-capable) on 𝑊𝑄𝑖(𝑡−1) and the
other predictors for each value of 𝑄𝑖(𝑡−1) are shown in Table 5 . The highly positive and significant interaction effect of 2.659,
which reflects a progression from a negative to a positive peer ICD capability association across the range of values of strength
(effect trajectory −0.786 + 2.659 × strength), in the adoption model is compelling. The 77.6’th percentile of hospital network
strength (equal to 0.296) is the point at which the peer ICD capability association crosses 0 to become positive (Figure 3 ) while
by the 95’th percentile of network strength it equals 1.45, corresponding to odds of 3.85 of adopting ICD capability. These results
suggest that network strength quantifies the extent to which exposure to a high proportion of peer hospital adopters encourages
or discourages adoption. The results may also reflect that stronger patient-sharing ties are a more reliable indicator of a true
inter-hospital influence relationship than weaker patient-sharing ties.46 To depict the interaction effect in this and the remaining
statistical models, Figure 3 displays the estimated peer association as a function of the ego hospital’s strength.

The deviance model-fit statistic of the model in (10) compared to the "baseline" model, the model without the two network peer
variables, is 8.81 smaller (𝑝 = 0.0122) implying that the peer effects make a significant contribution to the model. However, the
level of ICD-utilization for both capable and non-capable peer hospitals had minimal impact on adoption (these non-significant
predictors were excluded from the final model so do not appear in Table 5 ), illustrating that the independent variation explained
by peer hospitals is primarily due to the interactions between the network strength of the ego hospital and the ICD capability
of its peer hospitals. The positive associations of nearby hospitals’ ICD capability on adoption (log-odds 1.46, 𝑝 < 0.001) is
consistent with hospitals emulating other hospitals to compete for patients in their local market. When both lagged peer ICD
capability and lagged closeness ICD capability are included in the model their estimated regression coefficients are smaller than
the effect of the remaining predictor when one is excluded, which is consistent with the effect of one partially confounding the
effect of the other. However, the correlation between the estimated regression coefficients of the lagged peer ICD capability and
the lagged ICD capability of nearby hospitals in the estimated ICD adoption model in Table 5 is −0.294, implying that the
level of colinearity between these predictors is not of concern. Analogous comments apply to the subsequent models.
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FIGURE 3 Interaction effect plots of peer effect modification by the network strength of the ego hospital. The upper panel
shows the log-odds of adopting ICD capability if currently not ICD capable (black font) and the log-odds of continuing to be
ICD-capable if currently ICD capable (red font) by the network strength of the ego hospital. The lower panel shows the peer
effects of referral and implant volume for ICD non-capable (black font) and ICD capable (red font) hospitals, respectively, as a
function of the network strength of the ego hospital. The green dashed line shows the effect-sizes at the 95’th quantile of strength
while the black and red vertical lines in the upper panel mark the values of strength at which the effects are 0 (i.e., the value of
strength at which the peer effects transition from negative to positive). It is clear that substantial modification of the peer effect
by strength occurs in three out of the four scenarios (all except the ICD implant volume peer-effect for ICD-capable hospitals).

In the ICD continuation model a positive regression coefficient implies higher values of that predictor are associated with
increased likelihood of retention of ICD capability for ego hospitals that were ICD capable in the prior year. The estimated
peer ICD capability-ego strength interaction is positive and highly significant (log-odds 2.108) as seen in Table 5 and its
effect trajectory, −1.762 + 2.108 × strength. The overall effect of the network peer variables was significant (their addition
decreased the deviance of the base model by 11.68, 𝑝 = 0.003). The estimated peer-effect changes from negative to positive at
the 94.9’th percentile of strength (equal to 0.836). Thus, although high peer ICD capability helps maintain the capability status
of hospitals with high network strength, it encourages de-adoption in less strongly connected hospitals. Such hospitals may find
it too challenging to attract sufficiently many ICD patients to justify maintaining their ICD capability.

The estimated coefficients of the control predictors in both the adoption and de-adoption models make intuitive sense. More
attributed patients and physicians, being closer to other hospitals, higher fragmentation, and a greater number of patients receiv-
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TABLE 6 Estimated peer-effect models of number of ICDs for ICD non-capable (303 HRRs, 3299 hospitals, 11981 observa-
tions) and capable (303 HRRs, 1305 hospitals, 4069 observations) hospitals

Referral Implant
Term Estimate z-stat p-value Estimate z-stat p-value
(Intercept) -5.986 -49.63 0.000 -5.228 -38.97 0.000
Year 2008 0.000 0.000
Year 2009 0.370 16.79 0.000 0.274 20.61 0.000
Year 2010 0.262 12.73 0.000 0.202 16.85 0.000
Year 2011 0.087 3.93 0.000 0.028 2.19 0.029
Offset(Log # patients) 1.000 1.000
Lag # physicians (100s) 0.052 1.42 0.155 0.034 2.41 0.016
Lag strength (105) -0.531 -4.77 0.000 0.079 2.16 0.031
Lag (physical) closeness -0.120 -4.41 0.000 0.002 0.07 0.944
Lag fragmentation -0.122 -1.33 0.184 -0.072 -0.79 0.430
Lag # ICDs (10s) 0.055 4.46 0.000 0.005 2.45 0.014
Lag peer capable 0.257 4.27 0.000 -0.130 -3.47 0.001
Lag peer capable*strength 0.518 3.78 0.000
Lag peer referral (100s) 0.264 3.13 0.002 -0.033 -0.53 0.593
Lag peer referral*strength 1.385 5.00 0.000
Lag peer implant (100s) 0.362 8.50 0.000 0.044 1.39 0.164
Lag closeness capable 0.189 2.61 0.009 0.185 4.02 0.000
Var(hospital) 0.19 ± 0.44 0.19 ± 0.44
Var(HRR) 0.067 ± 0.26 0.025 ± 0.16

ing ICDs in the prior year are all associated with an increased likelihood of adopting ICD capability. In contrast, only being
physically close to other hospitals and a greater number of attributed patients who received ICDs in the prior year are signifi-
cantly associated with the likelihood of a capable hospital continuing as ICD capable. The estimated variance parameters reveal
that there is substantially more unexplained variation between hospitals and regions (HRRs) in ICD adoption than ICD contin-
uation (implying 𝜏20 > 𝜏21 , 𝜔2

0 > 𝜔2
1) and that in general more variation resides between hospitals than between HRRs (implying

𝜏2𝑞 > 𝜔2
𝑞 , 𝑞 = 0, 1).

7.2 Models of number of ICDs
Network strength is significantly associated with ICD volume at non-capable hospitals through its modification of the effects of
both the peer capable (log risk-ratio 0.518, 𝑝 < 0.001) and the peer referral volume (log risk-ratio 1.385, 𝑝 < 0.001) predictors
(Table 6 and see the lower panel of Figure 3 for the referral volume peer effect). Furthermore, the main effects of each of
the three peer ICD variables, including the implant volume association (log risk-ratio 0.362, 𝑝 < 0.001), are highly statistically
significant. The estimated regression coefficient of the proportion of physically-close hospitals that are ICD capable of 0.189
(𝑝 = 0.009) is consistent with the notion that a greater supply of ICD capable hospitals induces more referrals from non-capable
hospitals. The overall effect of the network peer variables was substantially greater than in any other model (their inclusion
reduces the deviance by 156.1, 𝑝 < 0.0001).

In contrast to the ICD referral volume model, the network strength interaction variable coefficients in the ICD implant volume
model were far from statistically significant, leading to the removal of all peer interaction variable predictors from this model.
In general, the peer hospital predictors have smaller associations with the number of ICDs implanted at ICD capable hospitals
than for the corresponding association in the non-capable ICD-volume model (Table 6 and as illustrated by the reduction in
the deviance statistic of 15.3, 𝑝 = 0.0016). The lone exception is the peer ICD capable predictor whose significant negative
association (−0.130, 𝑝 < 0.001) implies that having strong network ties to other ICD capable peer hospitals is associated with
performing fewer ICDs. However, the presence of a high proportion of nearby hospitals that are capable is associated with a ICD
capable ego hospital performing more ICD implants per capita (log-risk-ratio 0.185, 𝑝 = 0.001), suggesting that local markets
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with many ICD capable hospitals may lead to greater volume of ICD procedures at each capable hospital in the market.
The estimated hospital variance components have similar magnitudes across the models but the estimated HRR variance

component is much greater in the referral volume than the implant volume model (implying 𝜈20 > 𝜈21), suggesting that the ICD
volume of non-capable hospitals is less predictable.

8 CONCLUSION

The key methodological contributions in this paper culminate in the development of a statistical model for simultaneously
modeling multiple peer effects and their possible dependence on the ego hospital’s structural importance in the network. This
model advances the study of diffusion in health care by allowing peer effects acting on a hospital (or other organization) to be
modified by the structure of that hospital’s network strength. When structural importance is represented by strength, the overall
peer effect is represented by a relative or strength-independent component and a total or aggregate component. If technologies
diffuse through a restricted group of hospitals whose membership correlates with the strength of their network strength, the
models developed herein are ideally suited to detecting such hospitals and the presence of hospital-to-hospital diffusion among
them.

The incorporation of peer-effect modification by ego strength had a major impact on the results of the ICD peer effect analyses
for the adoption and continuation of ICD capability. Peer effects are positive for the most strongly connected hospitals and
negative for those less strongly connected, particularly with regard to continuation of ICD capability. Thus, for the peer effect
of ICD adoption to be positive a hospital needs to be strongly connected in the network and for the same peer effect to increase
the likelihood of a hospital remaining ICD capable that hospital needs to be among the most strongly connected hospitals.
This combination of findings implies that ICD capable hospitals have over time become characterized by membership of a sub-
network of the most strongly connected hospitals and that this trend will become even more enhanced in the future. We conjecture
that the results for ICDs will be indicative of those for other medical technologies that are costly to setup and for whom sufficient
time following market release has elapsed for the initial mass uptake (which often follows a logistic or "S-shaped" curve) to
have been supplanted by competitive jockeying for market position and comparison-making to influential peers.

Because the data are observational the estimates obtained are associations as opposed to causal effects. By controlling for
potential confounding variables such as the extent to which other hospitals are nearby and the ICD-status of nearby hospitals,
we demonstrated that the observed peer effects are not merely a manifestation of market effects due to nearby hospitals and thus
that knowledge of the network has the potential to explain important variation in the adoption of ICD capability and the level
of ICD utilization. However, unmeasured confounders could have biased the results. For example, the number of US health
systems that encompass multiple hospitals and physician practices has recently grown. It is reasonable to expect that peer-
hospital influence might be different within a system than between a system. However, the direction of such a bias is not clear;
a system may incentivize its hospitals to specialize due to need met elsewhere in the system, thus negating peer effects, or to
adopt the strategies and follow the technology acquisitions of the most successful hospitals with support to do so provided by
the system, inducing peer effects. Given data on health system membership, a natural analysis is to test whether presence in the
same system modifies any of the results herein and so is a topic for future research. Another possible source of confounding is
statewide certificate of need (CON) programs that require a hospital to prove a community need before being allowed to adopt a
new technology. The presence of CON programs would likely push peer effects towards 0. Although CON programs still exist,
not all states have them and many that did have mothballed them.

A causal interpretation of our results must also assume that the status and evolution of inter-hospital relationships (formation,
dissolution, strengthening, weakening) do not depend on the same factors that affect ICD capability and utilization.47 If not,
the phenomena popularly known as "birds of a feather flock together” or "homophily," which may arise from the seeking and
sharing of patients between hospitals with similar characteristics, treatment tendencies, and clinical or other staff will present
as endogenous selection. Distinguishing peer effects from homophily and unmeasured confounding is exceedingly difficult.48

One approach is to use instrumental variables but this relies on exact identifying assumptions that may be difficult to justify,
especially for network data.49, 50 Alternatively, one may jointly model the influence and selection processes.51, 52 However, such
models rely on untestable parametric assumptions, raising model robustness concerns. In lieu of these strategies, use of lagged
peer variables partially mitigate the potential for bias from homophily and other forms of unmeasured confounding bias.

Another concern is that the network is obtained by projecting a bipartite patient-hospital network to a unipartite hospital-
hospital network as opposed to directly observing formal relationships between hospitals.44 In a cross-sectional analysis this
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would raise the concern that a mechanical correlation arises from some of the patients used to construct the network also
contributing to the peer and outcome variables for a hospital dyad (e.g., a patient treated at many hospitals is more likely to
receive an ICD than a patient who only visited a single hospital). The use of longitudinal models with lagged predictors also
alleviates this concern as it separates observations used to construct the network from those analyzed as dependent variables.

An interesting area of future research concerns the specification of 𝑾 𝑡, for which methods may be extended in several ways
beyond those considered in this paper. A first consideration is to account for directed networks, with one methodological exten-
sion being the incorporation of different weight matrices and thus peer effects for inward and outward networks ties with respect
to the focal actor. Second, triadic dependence could be formerly incorporated. Although triadic and higher-order forms of dyadic
dependence are typically spoken of in relation to models of the network itself, the concept of dyadic dependence could be brought
to bear on the modeling of peer effects. The weight matrix 𝑾 𝑡 could be nonlinear in the sense that the weight reflecting the
relative influence of one actor on another was increased in accordance to how many third actors the two have in common. As
long as 𝑾 𝑡 is fully specified (i.e., has a known value), the methods in this paper apply as 𝑾 𝑡 is conditioned on, not the subject
of the model. A further extension would be to parameterize 𝑾 𝑡 with unknown parameters quantifying the extent and form of
the nonlinearity either within the family of models considered in this paper or by adapting models of the network itself.53 These
are topics for future research.

Despite the above challenges, estimating peer associations is a useful first step towards motivating deeper investigations to
more rigorously seek to distinguish cause from association, including the use of randomized studies. Finding conclusive evidence
of peer effects would imply that widespread improvements in healthcare organization can be achieved by intervening on a
subset of hospitals judiciously selected based on their position in the network to maximize influence or spillover effects to other
hospitals.54 The findings of this paper are a step towards this goal and to untapping the potential to improve medical practice
through selective seeding of hospitals at which to apply interventions whose effects are designed to spillover to non-selected
hospitals via peer effects.
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APPENDIX: STEADY-STATE OF LONGITUDINAL MODEL

We seek the steady-state distribution of (3), the model specified in Section 3, but note that the following calculations can be
adapted to other models (see page 26 of Le Sage and Pace55). Let 𝝐𝑡 = (𝜖1𝑡,… , 𝜖𝑛𝑡)𝑇 so that var(𝝐𝑡) = 𝜎2𝑰 , where 𝑰 is the 𝑛× 𝑛
identity matrix. The model in (3) in vectorized form is given by

𝒀 𝑡 = 𝛽1𝒀 𝑡−1 +𝑿𝑡−1𝜷2 + 𝛼1𝑾 𝑡−1𝒀 𝑡−1 + 𝝐𝑡.

Furthermore, suppose that there is minimal variation in 𝑾 𝑡 so that it may be approximated by a time invariant 𝑾 and that
𝑿𝑡 → 𝑿.

Theorem 1. If the principal eigenvalue of 𝛽1𝑰 + 𝛼1𝑾 is less than 1 and (1 − 𝛽1)𝑰 − 𝛼1𝑾 is non-singular then

lim𝑡→∞𝐸[𝒀 𝑡 ∣ 𝑿𝑡−1] = (𝑰 − 𝛽1𝑰 − 𝛼1𝑾 )−1𝑿𝜷2 (12)

and
lim𝑡→∞var(𝒀 𝑡 ∣ 𝑿𝑡−1) = 𝜎2{𝑰 − (𝛽1𝑰 + 𝛼1𝑾 )(𝛽1𝑰 + 𝛼1𝑾 𝑇 )}−1. (13)

Furthermore, the steady-state distribution for hospital 𝑖 satisfies

𝑌𝑖 = 𝛼̃1𝑊 𝑌𝑖 +𝑿𝑇
𝑖 𝜷𝟏 + 𝜖𝑖, 𝑖 = 1,… , 𝑛, (14)

where 𝛼̃1 = 𝛼1∕(1 − 𝛽1) and 𝛽1 = 𝛽2∕(1 − 𝛽1).

Proof. Expressing the model in vector form it follows that

𝒀 𝑡 = 𝛼1𝑾 𝒀 𝑡−1 + 𝛽1𝒀 𝑡−1 + 𝜷𝑇
3𝑿𝑡−1 + 𝝐𝑡

= (𝛽1𝑰 + 𝛼1𝑾 )2𝒀 𝑡−2 + (𝛽1𝑰 + 𝛼1𝑾 )(𝑿𝑡−2𝜷2 + 𝝐𝑡−1)
𝜷2𝑿𝑡−1 + 𝝐𝑡

= … (𝛽1𝑰 + 𝛼1𝑾 )𝑡𝒀 0 +
𝑡−1∑
𝑗=0

(𝛽1𝑰 + 𝛼1𝑾 )𝑗(𝑿𝑡−𝑗−1𝜷2 + 𝝐𝑡−𝑗).
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If the principal eigenvalue of 𝛽1𝑰 + 𝛼1𝑾 is within the interval (0, 1), it follows that
(𝑡−1)∑
𝑗=0

(𝛽1𝑰 + 𝛼1𝑾 )𝑗 = {𝑰 − (𝛽1𝑰 + 𝛼1𝑾 )𝑡}(𝑰 − 𝛽1𝑰 − 𝛼1𝑾 )−1.

Therefore, as 𝑡 → ∞ the model converges to a system of equations satisfying

𝒀 𝑡 = (𝑰 − 𝛽1𝑰 − 𝛼1𝑾 )−1(𝑿𝑡−𝑗−1𝜷2 + 𝝐𝑡−𝑗) (15)

showing that, if it exists, the expectation at equilibrium is independent of the initial state, 𝒀 0. Hence, if 𝑿𝑡 → 𝑿 as 𝑡 → ∞

lim𝑡→∞𝐸[𝒀 𝑡 ∣ 𝑿𝑡] = (𝑰 − 𝛽1𝑰 − 𝛼1𝑾 )−1𝑿𝜷2,

and as var(𝝐𝑡) = 𝜎2𝑰 it follows that

lim𝑡→∞var(𝒀 𝑡 ∣ 𝑿𝑡) = 𝜎2(𝑰 − 𝛽1𝑰 − 𝛼1𝑾 )−1(𝑰 − 𝛽1𝑰 − 𝛼1𝑾 )−𝑇 . (16)

Because (𝛽1𝑰 +𝛼1𝑾 )(𝛽1𝑰 +𝛼1𝑾 )𝑇 has principal eigenvalue (𝛽1+𝛼1)2, if |𝛽1+𝛼1| < 1 then a steady-state distribution exists
and (16) is the variance of 𝒀 𝑡 when in steady state. Re-parameterizing and using results for multivariate normal distributions, it
follows immediately that if |𝛽1 + 𝛼1| < 1 then the steady-state distribution is that of the cross-sectional model in (14).

The steady state results for (3) do not easily generalize to (8) as the involvement of 𝑆𝑖(𝑡−1)𝑊 𝑌𝑖(𝑡−1) on the right-hand-side of
the model inhibits closed-form derivations of the conditions under which the model converges to a steady state. However, the
further 𝛼2 in (8) is from 0, the less likely the model is to converge.
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