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Abstract – Social media has become a primary source of online 
news content for the vast majority of consumers in recent years. 
News content on social networking platforms is inexpensive, easily 
accessible, readily available, and rapidly disseminated, thus 
making it a natural preference for news content providers and 
consumers alike. However, these same social media platforms have 
also provided an opportunity for malicious users to undermine 
credible news sources and widely propagate misinformation to the 
public. This contemporary fake news phenomenon has been 
associated with a number of adverse social implications, including 
public confusion and manipulation, and election interference, 
among others. Fake news has been used as a means to incite 
hysteria and diversion, which continues to be a growing problem 
in the United States and across the globe. Much of the efforts to 
abate the spread of fake news on social media have been focused 
on detecting and removing the sources directly. However, much 
less has been done to empower individuals so that they may avoid 
the threat of potential harm caused by widespread misinformation 
on social media. 
 

Index Terms – Content Labeling, Fake News, Misinformation, 
Public Relations, Social Networks 
 

Goals:  The purpose of this paper is to provide information 
that would be useful for implementing a potential intervention to 
end users on social networking platforms that could assist them in 
mitigating the exposure and influence of fake news. Specifically, 
we would like to know the following: (i) what consumers are 
currently using to determine news content credibility; (ii) which 
information they should use to determine news credibility; (iii) 
determine the overlap between (i) and (ii); (iv) how to present 
relevant information that consumers will actually use and 
understand; and (v) determine the limitations of the information 
we give consumers that could potentially be addressed through 
education. 

Methods:  We propose distributing an experimental guided 
survey to a targeted demographic, which will be aimed at 
gathering specific information that can be used to aid in designing 
effective warning labels for news content on social networking 
platforms. 

Results:  We have compiled a set of survey questions to be 
approved for distribution to the public along with a statement of 
informed consent for the survey participants. We have also 
outlined the specifics for the target demographic and method of 
administering the survey, as well as how we will use the 
information obtained from the survey question responses. 

Conclusions:  Many other research efforts have been aimed at 
offensive strategies for mitigating widespread misinformation. We 
have concluded that more work needs to be done in order to give 
users a defensive tool for avoiding the common traps of fake news 
on social networking platforms. 

This paper is an extension of previous work in the area of 
labeling online content and other forms of consumer information 
disclosures. 
 

I. INTRODUCTION 

It has been observed that more and more consumers tend 
to seek out and consume news on social media as opposed to 
more traditional news sources [1]. The reasons for this change 
in news consumption behaviors are inherent in the nature of the 
social media platforms themselves:  (i) it is often more timely 
and cost-effective to consume news on social media compared 
with traditional news media, such as newspapers or television; 
and (ii) it is easier to further share, comment on, and discuss the 
news with friends or other readers on social media. [1]. In fact, 
it was recently reported that 55% of U.S. adults indicate that 
they consume news content from social media “often” or 
“sometimes” [2]. Most of the teenagers that Marchi interviewed 
in [3] reported that they get most, if not all of their information 
from social networking sites.  

Another point to consider is the rise of social botnets. A 
social botnet is a network of automated accounts that can be 
programmed to perform coordinated activities, both malicious 
and benign. Evidence was found that social bots are playing a 
key role in the spread of fake news and tend to target influential 
users on social media. Viral sources of false news are heavily 
supported by social bots, as described in [4] and [5]. 

These current trends are, without a doubt, inextricably 
connected to the recent proliferation of fake news on social 
networking platforms, which has drawn a great deal of attention 
from both the public and academic communities [6]. 

So, what is fake news? We discuss this in great detail in the 
background section of this paper, but for now, we can turn to a 
definition from Lazer et al., which states “We define “fake 
news” to be fabricated information that mimics news media 
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content in form but not in organizational process or intent.” [7]. 
This very concisely sums up the meaning of the term fake news. 

It is important that social media users in particular pay 
attention to the fake news phenomenon and remain vigilant 
about vetting their sources of information by fact checking 
articles on current events. Allcott and Gentzkow stated in [8] 
that many people who see fake news stories believe them. This 
is partly because like-minded users tend to form “echo 
chambers” or “filter bubbles” where they are insulated from 
contrary perspectives [8]. This is especially concerning when 
you consider the fact that content on some of the most popular 
social networking platforms, such as Twitter and Facebook, can 
be shared among users with no significant third-party filtering, 
fact-checking, or editorial discretion, and an individual user 
with no reputation of credibility can in some cases reach as 
many readers as the mainstream media organizations like Fox 
News, CNN, or the New York Times [8]. 

Fake news does have an historical precedent in the United 
States dating all the way back to the widespread use of 
propaganda during World War I, as well as with the rise of 
corporate public relations in the 1920s [7]. More recently, it has 
emerged in the last election cycle for the 45th President of the 
United States, where the world witnessed the growing fake 
news epidemic [9]. 

In section 2, we will first look at the background 
information on consumer product labelling in the U.S. We will 
then have an extensive discussion on fake news. This will 
include how we define fake news, along with a comprehensive 
topology of the various forms of fake news, and other related 
works on fake news detection. Then we take a look at some of 
the work that is being done currently in regard to labelling 
online sources of news media content. 

Section 3 will talk about our own research and 
methodology, which considers an experimental guided survey 
that can be distributed to a target demographic for gathering 
information on users’ online behaviours, how they perceive the 
concept of fake news, and their opinion on warning labels for 
news content on social media. We will also talk about the 
specific ways in which we can administer the survey, as well as 
how we can use the information we obtain from it to aid future 
work in the area of designing informative warning labels for 
potentially harmful or misleading fake news content on social 
networking platforms. 

In section 4 we explore some of the potential risks and 
challenges that may arise as a consequence of further 
developments in this line of research and what can possibly be 
done to help mitigate those risks. 

Finally, in section 5 we will conclude with a discussion on 
the benefits of this research to society in regard to online safety, 
as well as identify topics for future work in the area of consumer 
protection from, and empowerment against malicious fake 
news content on social media.  

II. BACKGROUND & RELATED WORKS 

In this section, we draw on previous works in the area of 
consumer protection and product labelling. We will also take a 
deeper dive into the ways in which we define and classify fake 
news for the purposes of this study, along with other related 
works in the area of fake news detection. Then we will take a 
closer look at some current work in the specific area of 
consumer labelling for online content, upon which this paper 
extends. 

A. Consumer Product Labelling in the U.S. 

Many consumer products and services are required by the 
federal government to include disclosures in the form of 
standardized informational labels or warnings. These 
disclosures are designed to present important information to 
consumers in a consistent format and are made visibly obvious. 
Information labels and warnings are mandatory for many 
products and services that consumers find in their everyday life 
[10]. 

One of the most recognizable consumer information 
disclosures is the ubiquitous nutrition facts label, which appears 
on all packaged edible goods in the United States. The first 
mandatory nutrition facts label appeared after the Nutrition 
Labelling and Education Act of 1990 was passed [10]. Nutrition 

Fig. 1. Hazardous consumer product labels [18] 



facts labelling has evolved a number of times since then. The 
FDA published final rules on the most recent iteration of the 
nutrition facts label on May 27, 2016 and will include new 
scientific information, including the link between diet and 
chronic disease such as obesity and heart disease. The new label 
makes it easier for consumers to make better food choices (as 
shown in Figure 2). All packaged food product manufacturers 
will have until January 1, 2021 to comply with the new 
regulations of nutrition facts labelling [11].  

Another very common form of consumer product labelling 
are the hazardous materials labels (see Figure 1 for examples). 
Hazmat labels and placards are required by federal law on all 
hazardous materials containers, including flammable, 
combustible, corrosive, explosive, and poisonous substances, 
some of which can be found in common household cleaning 
products and consumer goods like gasoline and other 
combustible fuels. 

Other forms of informational labelling and 
recommendations for consumer products and services include, 
but are not limited to, film ratings (MPAA); television 
programming via V-Chip (FCC); video games and 
entertainment software ratings (ESRB); clothing, wool, and 
textiles (FTC); energy guides for home appliances and other 
consumer electronics; standard power consumption metrics for 
lightbulbs; funeral services, vehicles, dietary supplements, 
alcohol, tobacco products, firearms, loans, credit cards, and 
many others [10].  

Spradling, Straub, and Strong identified some common 
themes that emerge from these various federal regulations. (i) 
to provide consumers with consistent information in a 
standardized format, such as the case with nutrition facts 
labelling, (ii) to notify consumers on particular concerns such 
as warning labels on tobacco products, and (iii) requiring 
advertising and marketing materials to provide consumers with 
accurate and complete information, or in other words, requiring  
honesty in the marketing of goods and services to the public 
[10]. 

This paper, along with [10], both recognize an immediate 
need for similar themes to be integrated into the ethos of 
publishing  news media content online, either through federal 
regulation, industry self-regulation, or some cooperative form 
of both, similar to some of the ways in which it has been done 
in the past with other forms of consumer protection.  

B. Contemporary Definitions and Topologies of Fake News 

The task of classifying fake news starts with our ability to 
first define the term fake news. Currently, there is no widely 
accepted precise definition of fake news due to the fact that 
many individuals, both in the general public and in the 
academic community, rely on their intuitive understanding of 
the meaning of fake news. Each research paper adopts its own 
definition of this term and other related concepts which 
conflicts with or overlaps terminology and information in other 
papers [6]. However, some recent studies have done a decent 
job of providing a broad definition of the term. As we 
mentioned in the introduction, Lazer et. al. defines fake news to 
be fabricated information that mimics news media content in 
form, but not in organizational process or intent [7]. Another 
definition presented by Shu et. al. states that, “Fake news is a 
news article that is intentionally and verifiably false.” [1]. These 
definitions are based on two key features, namely, authenticity 
of the information, and intent of the author [1].  

We must also carefully consider the distinction between 
fake news and real news. For the purposes of this study, we can 
point to a description of the nature of authentic news content in 
a recent paper, where Tandoc, Lim, and Ling present the 
following statements:  “an account of a recent, interesting, and 
significant event”, “an account of events that significantly 
affect people”, “a dramatic account of something novel or 
deviant” and finally, “A central element in the professional 
definition of journalism is adherence to particular standards, 
such as being objective and accurate.” [12].  

Fig. 2. New nutrition facts label [11] 



In the same paper, Tandoc, Lim, and Ling conducted a 
review of published academic literature that used the term “fake 
news” and curated a relatively comprehensive topology that 
identifies six categories into which all fake news articles can be 
classified:  satire, parody, fabrication, manipulation, 
propaganda, and advertising [12].  

Another recent study, which focused on the fake news 
phenomenon that emerged during the 2016 U.S. presidential 
election campaign, reviewed contemporary academic studies on 
fake news and adopted a similarly exhaustive classification 
structure which deconstructs fake news into seven distinct 
categories:  “false connection (where headlines, visuals or 
captions do not support the content); false context (genuine 
content shared with false contextual information); manipulated 
content (genuine imagery/information manipulated to deceive); 
misleading content (misleading use of information to frame an 
issue or individual); imposter content (genuine sources are 
impersonated); fabricated content (100 per cent false, designed 
to deceive and harm); and satire/parody (with potential to fool 
but no intention to cause harm)” [13]. 

C. Related Works on Fake News Detection 

Alcott and Gentzkow also published an extensive paper on 
the social, economic, and political impacts that fake news had 
on the US presidential election in 2016, in which the authors 
outlined the level of overall fake news exposure to users on 
social media platforms and how it may have affected the 
election results [8].  

One major challenge that many statistical approaches face 
in automatic fake news detection is a lack of labelled 
benchmark datasets. Wang compiled a manually annotated 
dataset over a period of ten years, which is an order of 
magnitude larger than the previously known largest publicly 
available fake news dataset of a similar type [9]. The author of 
this study used this new dataset in a supervised machine 
learning approach, in which they implemented a hybrid 
convolutional neural network (CNN) to integrate metadata with 
text in order to investigate automatic fake news detection based 
on surface-level linguistic patterns, such as excessive profanity, 
for example. This study demonstrated that significant 
improvements can be achieved for fine-grained automatic fake 
news detection using this strategy [9]. 

Finally, Lazer et. al. identified two potential interventions 
that could help mitigate the exposure and influence of fake 
news:  “(i)  those aimed at empowering individuals to evaluate 
the fake news they encounter, and (ii) structural changes aimed 
at preventing exposure of individuals to fake news in the first 
instance” [7]. 

In this study, we will focus heavily on the first intervention 
proposed by Lazer et al. by introducing an experimental survey 
that can be used to gather information which can help future 
works on designing informational and recommendation labels 
for news content on social media.  

D. Current Work on Labelling Online Content 

The federal government has established itself as an 
authority in many ways on providing adequate information 
disclosures, warnings, and recommendations to consumers for 
products and services that are associated with a potential risk. 
However, the federal government has maintained a much more 
‘laissez-faire’ approach to the regulation of media content, 
particularly news media content. This is most-likely due to the 
influence of the First Amendment to the United States 
Constitution [10]. 

Spradling, Straub, and Strong outlined labelling design 
paradigms for online content in [10], where they considered 
three forms of labelling. The first type of labelling that they 
discuss is recommendation labels. These types of labels take the 
form of warnings and recommendations that would “make 
normative claims and serve to inform the user whether, in what 
way, or in what context the media artifact should be consumed.” 
[10]. The second type of labelling propose is informational 
labels, which would provide descriptions and data to the user 
without bias of interpretation, leaving the responsibility of 
making informed decisions based on that data to the users. The 
third and final type of labelling that was outlined in [10] are 
hybrid labels. Hybrid labels could be any combination of 
recommended actions that a user could take along with 
supporting data for the claims.  

This paper extends on these ideas brought forth in [10], and 
seeks a method for gathering information from the public that 
could be used to make decisions on which of these types of 
labelling for online content would be most effective and well-
received by news media consumers.  

Fig. 3. Twitter’s new tag for manipulated media (enclosed in red) [19] 



Mena conducted a recent study that closely relates to this 
line of research, in which he examined the impact of warning 
labels on Facebook users’ intentions to share false news stories, 
using an experimental warning label design on 501 study 
participants [14]. 

Labelling for deceptive or fake news content on social 
media was recently implemented on Twitter in the form of a 
“Manipulated media” tag (as shown in figure 3). This tag is part 
of Twitter’s official policy on deepfakes and other doctored 
media found to be intentionally manipulated. Twitter hopes that 
it will help to safeguard against misinformation ahead of the 
2020 U.S. Presidential election [15]. Twitter’s new tag made its 
debut on a tweet posted by the White House social media 
director Dan Scavino, which was later retweeted by President 
Donald Trump, which included a video of Joe Biden that was 
deceptively edited to give false context to the claim that Biden 
had inadvertently endorsed Trump for re-election in 2020 [16]. 

III. METHODOLOGY 

The purpose of this paper is to provide a potential method 
for gathering information that could help future research on the 
design and implementation of a system for labelling online 
news content. To that end, an experimental guided survey that 
can be distributed to specific sectors of the public is proposed. 

 We will outline the details of the experimental survey, 
including the information we seek, the target demographics, 
and how we can provide informed consent to the survey 
participants. 

A. Gathering Information 

The survey itself is a series of questions that are designed 
to provide us specific information in three key areas:  (i) user 
perception of informational warning and approval labels for 
online content; (ii) user perception on what makes a particular 
news article seem “fake” ; and (iii) user process for consuming 
online news content. The survey also includes a fourth section 
for general demographic information (annual income, level of 
education, age, political affiliation, etc.). The data from the 
survey responses could be beneficial for future initiatives in this 
line of research and in working toward the ultimate goal of 
implementing a real-world labelling system for online news 
content.  

B. Identifying the Target Demographics 

For initial investigations, it would be best to distribute the 
survey to professionals in the field of public relations. More 
specifically, we would need to target people who work for PR 
firms, or in the public relations departments of corporations, 
law enforcement agencies, and political parties. Professionals 
in this segment of the population have insightful perspectives 
on the how information is distributed to the public and how 
public perception comes into play in regard to news content, as 
well as informative warnings of potential risks and dangers to 
the public. 

Another group that would be a good candidate for survey 
distribution would be professional journalists. The people who 

actually investigate news topics and disseminate information on 
current events would have some valuable input on how fake 
news is perceived and how they handle misinformation in their 
personal and professional lives. 

Finally, the survey could be distributed to other segments 
of the general public, such as people who reside in certain 
geographic locations, university students, and people who work 
in different industries (i.e. blue-collar manufacturing workers, 
healthcare professionals, service and hospitality workers, law 
enforcement, education, etc). 

C. Survey Subject Protections and Disclaimers 

Email lists would need to be compiled for distributing the 
survey to the intended subjects. The survey includes specific 
instructions for free-form responses and a general disclaimer 
which explains that the survey is entirely voluntary and that the 
responses will not be connected to individual identities. It 
further explains that email addresses will be permanently 
deleted from any records and they will not be added to any 
mailing lists as a result of taking the survey, nor will their 
responses be given to any third party. 

IV. RISKS & CHALLENGES 

In this section we discuss some of the potential risks and 
challenges that may arise as a consequence of labelling online 
news content. 

The first potential challenge that comes to mind is the 
inevitable “gaming of the system” types of activities. Malicious 
users attempting to undermine a consumer protection initiative 
for online content labelling could target a specific artifact to 
propagate using a botnet, and artificially enhance credibility 
metrics. For example, a botnet using its resources to give false 
citations, or cyclical citations to bolster the number of total 
citations for an article, are both conceivable scenarios that could 
pose a real risk to the effectiveness of an online labelling 
system, and could cause users to unknowingly trust 
manipulative content. A content labelling system could be 
combined with or work cooperatively with an offensive type of 
automatic fake news or botnet detection system similar to some 
of the examples we discussed in section 2 as a potential strategy 
for overcoming this challenge. 

Another type of challenge that we might expect from an 
automated, manual, or hybrid labelling system would be false 
positives and false negatives, either through human error (if 
manually tagged) or some other error from an automated 
system. The potential risk here would be falsely flagging a 
credible and accurate news artifact as a potential danger, or vice 
versa. In either case, the result would be that the user would lose 
faith in the effectiveness of the labelling system and either 
disregard the recommendations and warnings, or simply opt out 
of the labelling program altogether if that option is available. 
For this issue, a system of checks would need to be in place. 
Either a human intervention, or an automated machine learning 
feature of the labelling system itself, or some combination of 
the two could be implemented for correcting falsely labelled 
artifacts. More work must be done to solve this problem if it 



arises and could potentially be a subject for future research and 
testing. 

A third potential challenge this work may need to 
overcome are the profit motives associated with advertising on 
deceptive content sites, and working against those who have a 
financial stake in the algorithms on social media platforms and 
internet search engines, which were all noted by Bakir and 
McStay in [13]. These types of challenges pose a direct 
adversarial threat to any kind of online protection for consumers 
regarding content labelling. Some form of government 
oversight would need to be discussed to help mitigate this type 
of risk. 

A fourth type of challenge that could potentially interfere 
with successfully implementing a labelling system for online 
news content, is the possibility of the news media sources 
themselves rejecting the idea of information labels and 
disclaimers, or perhaps even issuing a statement of their own to 
discredit the information labels. The reason this could become 
an issue is because news content creators are highly motivated 
to appeal to as many readers as possible, and a content labelling 
system might potentially be perceived as a threat to their bottom 
line. There may exist a balance between responsible journalism, 
and market demand for sensational or inaccurate news that 
content providers might need to consider in order to remain 
competitive. It would obviously be best for a consumer 
protection initiative for labelling online content to maintain a 
cooperative relationship with news content providers. 
Optimally, we would create a type of labelling system that 
legitimate news sources would be happy to incorporate into 
their content so that this type of risk might be avoided 
altogether. 

Yet another potential challenge that this work must 
consider is identifying precisely what types of information 
would be relevant, useful, and accessible to the average 
consumer. We could use a nutrition facts analogy to describe 
this. Say a food product contained the phrase “made with real 
cane sugar” in their product description. This information is not 
necessarily relevant for making dietary assessments about the 
product but might be used by consumers anyway when they 
make the choice to purchase and use the product. In contrast, a 
food label which discloses exact amounts of sugar per serving 
would be a relevant metric for consumers to use when making 
health-conscious choices about food products, assuming the 
consumer possesses a certain level of education on the 
nutritional quality of food products. We must also carefully 
consider which information would be debated on its efficacy. 
For example, a “No GMO ingredients” label on a food product 
has no scientific consensus in regard to food safety [17]. These 
are the types of information we hope to obtain through the use 
of the experimental guided survey in this paper. 

Lastly, online content labelling could be perceived by some 
as being an infringement on first amendment rights, where 
freedom of speech and freedom of the press are declared in the 
U.S. Constitution. This is also presumably the reason for the 
federal government’s restraint thus far on regulations for online 

news content. This is another user perspective that the 
experimental survey hopes to gather more information on. 

V. CONCLUSIONS & FUTURE WORKS 

In this paper, we have outlined the need for informed news 
media consumption on social networking platforms. As 
observed by Shu et al. a majority prefer to get their news content 
from online sources [1]. Yet, the average consumer may not be 
adequately prepared to recognize intentionally misleading news 
content in its various forms. Consumers may benefit from an 
intervention to assist them in making informed decisions about 
the types of news content that they are exposed to online.  

This paper has reviewed some of the ways in which 
informative recommendation and warning labels are currently 
being used in the United States to inform and protect the public. 
These existing labelling systems for consumer products and 
services can provide a type of construct for potential approaches 
to labelling online content in similar ways (e. g. a ‘nutrition 
facts’ type of label for news articles) [10].  

We have discussed the details of our experimental survey, 
including what types of information we are seeking, the target 
demographic for survey subjects, and how the survey could be 
distributed. We also included some information on how the 
survey responses can be used to aid future initiatives that seek 
to develop and implement informational labelling conventions 
for news media content online. 

Future work will use information from the experimental 
survey responses to design preliminary label template designs. 
These designs will be tested to determine effectiveness for 
delivering useful information to consumers as well as the 
impact they have on the user experience.  

 Survey responses will be used to determine metric values 
to present to the end user. Examples include a number value for 
the citations of a given news artifact to determine credibility, a 
credibility rating that considers the trustworthiness of the author 
and/or organization, a means by which to measure 
trustworthiness which can be well understood and agreed upon, 
age of news article, or edit history.  The goal will be to 
determine metrics which are predictive and well-understood by 
the consumer while also being difficult to fabricate. For metrics 
which are predictive but not well-understood, goals for public 
education may be identified. We anticipate that there may be 
some aspects of fake news which the average consumer finds 
difficult to identify. Improved education targeting this modern 
concern would aid in closing the gap left by technology. 
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APPENDIX 
A. Survey Sample:  Survey Disclaimer Statement 
Your participation in this survey is voluntary. You are free to omit responses 
to any questions that you do not wish to answer. If you decide to participate in 
this survey, and later change your mind, you are free to stop at any point. 

If you are given an opportunity to submit free-form responses in the survey, 
please provide relevant and responsible responses; refrain from disparaging, 
offensive, harassing, or otherwise inappropriate language; and refrain from 
using any sensitive information of any kind (e.g. credit card or bank account 
information), or any other forms of information that can be used to identify 
you or anyone else (e.g. social security number). 

The following questions will be used for general analytical purposes only. 
Although your email address is sent along with your answers, your specific 
responses will not be connected to you in any way whatsoever after we have 
received them. Once your results are analysed for the study, your email 
address will be deleted from any records we may have. Your individual 
responses will not be given to any third party whatsoever. Furthermore, you 
will not be added to any mailing lists by taking this survey. Only anonymous 
data will be displayed.  

Proceeding to the survey implies that you understand and agree to the 
provisions in this disclaimer. 

B. Survey Sample:  Experimental Survey Questions 
Survey Type 1:  User perception of warning and approval labels 
 

1. How likely would you be willing to read a news article on social 
media that has an informative label which states the content was 
modified from the original source? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
2. How likely would you be willing to share or repost a news article 

on social media that has an informative label which states the 
content was modified from the original source? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 



3. How likely are you to trust the credibility of a news article on 
social media that has an informative label which states that the 
article has five citations or less? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
4. How likely are you to share or repost a news article on social 

media that has an informative label which states the article has five 
citations or less? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
5. How likely are you to read an article on social media that has an 

informative label which states the information used in the article is 
more than six months old? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
6. How likely are you to share or repost an article on social media 

that has an informative label which states the information used in 
the article is more than six months old? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
7. How likely are you to share or repost an article on social media 

that has a warning label which states that the author has no 
established reputation of credibility? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
8. What types of information would you find useful in helping you 

make decisions about consuming news content online? 
 

9. Do you feel that an informational warning/recommendation label 
for an online news artifact infringes upon the right to free speech 
or freedom of the press, as stated in the First Amendment of the 
Constitution of the United States of America? Please explain. 

 
Survey Type 2:  User perception of what makes an article “fake” 
 

1. How likely are you to trust the credibility of a news article that is 
published by a mainstream news source?  

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
2. How likely are you to trust the credibility of a news article that is 

published by an independent news source?  
o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 

3. How likely are you to trust a news article that was written by an 
author that has no affiliation with any news media organization and 
has no established reputation of credibility? 

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
4. How likely are you to trust the credibility of a news article that has 

a “sensationalist” headline?  
o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
5. How likely are you to trust the credibility of a news article that has 

a point of view that is not your own?  
o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
6. How likely are you to share or repost a news article that has been 

reposted many times?  
o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
7. How likely are you to share or repost a news article that has been 

reposted by a celebrity? 
o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
8. Please describe in your own words what you believe fake news is. 

 
9. What specific information do you use to make determinations on 

news credibility, either of news articles, or of the content providers 
themselves? Please explain. 

 
Survey Type 3:  User process for consuming content online 
 

1. How likely are you to review the comment section of an article to 
determine if the content is fake?  

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
2. Upon finding one piece of inaccurate information, how likely are 

you to determine creditability of the entire article?  
o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
3. How likely are you to fact check an article before you determine its 

credibility?  
o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 



o Very unlikely 
 

4. How likely are you to fact check an article before you share or 
repost?  

o Very likely 
o Somewhat likely 
o Undecided 
o Unlikely 
o Very unlikely 

 
5. At what point do you determine the credibility of a news article?  

o After reading headline 
o After reading first paragraph 
o After reading whole article 
o After fact checking 
o After reading user comments section 

 
6. Which resources do you use (if any) for fact checking? Why or 

Why not? 
 

7. What is your preferred social media site? 
o Facebook 
o Snapchat 
o Twitter 
o Tik Tok 
o Instagram 
o You Tube 
o Reddit 
o Other________ 
o None 

 
Survey Type 4:  User demographic 
 

1. What is your highest level of education? 
o No degree/diploma/certificate  
o High school diploma/GED 
o Bachelor’s 
o Master’s 
o Doctoral 
o Vocational School 
o Choose not to answer 

 
2. What is your age group? 

o 18-24 
o 25-39 
o 40-64 
o 65+ 
o Choose not to answer 

 
3. What is your annual household income? 

o Less than $20,000 
o $20,000 to $40,000 
o $41,000 to $60,000 
o $61,000 to $100,000 
o Greater than $100,000 
o Choose not to answer 

 
4. What is your preferred news media content provider, and why? 

_______________ 
 

5. What is your political affiliation? 
o Democratic 
o Republican 
o Independent 
o Progressive 
o Green Party 
o Libertarian 
o Other _______________ 
o Choose not to answer 

 
 
 

  



C. Survey Sample:  Experimental Content Label Designs 

 

Prototype 1: Recommendation (Warning/Approval) Label 
 
 
 
 
 
 
 
 
 
  

Authentic Content 

This article has been screened for authenticity. The content 

in the article has not been modified from its original source. 

Reader Discretion 

Advised 

This article has been posted by a private user with no 

established reputation of credibility. The content in the 

article has been modified from its original source. Proceed 

with caution. 



 
Prototype 2: Informative Label 
 
 
 
 

 
 
 
 
 
 
Prototype 3: Hybrid Label 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Article Facts 

Author Credibility Rating 87/100 
Age of information   Less than 24 hours 
Posted  Monday April 20, 2020 – 8:23AM EDT 
Affiliation Vice News 
Number of citations 9 

 
 

WARNING 
 

 
• News artifact has less than 5 citations 

• Author has no reputation of credibility 

• News artifact exceeds the 6-month maximum age for information 

Recommended Action: Fact checking is strongly advised. 


