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Abstract 

Sleep is critical for memory consolidation, yet the mechanisms which underlie this 

process are not well understood. There are two main hypotheses on how sleep promotes 

memory consolidation: the Sleep Homeostasis Hypothesis (SHY) and Active System 

Consolidation (ASC). SHY posits that during waking experience, the brain forms new 

memories—creating and strengthening synapses. Unregulated, this process could reach 

a point of saturation, which would be metabolically expensive and occlude new memory 

formation. SHY hypothesizes that during sleep, synapses are uniformly scaled, 

eliminating weak connections while stronger synapses (important memories) persist. In 

contrast, ASC postulates that sleep synchronizes neural firing, selectively activating (and 

strengthening) synaptic connections for specific memories—promoting consolidation. 

Thus, according to the two hypotheses, different synaptic changes are expected across 

sleep.  

Unresolved discrepancies between ACS and SHY may be due to technical 

limitations. Until recently, techniques have been unavailable to characterize and 

manipulate the neurons involved in a specific memory. Experimental outcomes have 

historically relied on data averaged across the neurons in a given brain structure. This 

lack of resolution has been a major barrier to understanding how sleep promotes memory 

consolidation. To move beyond these limitations, this thesis employs both in vivo 

recording of neurons (allowing tracking of memory encoding neurons across behavioral 

states) and recently developed engram, or memory trace, tools (allowing us to manipulate 
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the activity of neurons encoding a specific memory). These experimental strategies aim 

to clarify whether SHY or ASC (or both) occur in primary visual cortex (V1) during post 

learning sleep, and whether this consolidation is dependent on sleep-specific memory 

reactivation. 

Using neuronal firing rates as a measure of plasticity, we examined the activity of 

V1 neurons across sleep, sleep deprivation, and post-learning sleep. The learning 

paradigm used is orientation-specific response potentiation (OSRP) which manifests as 

selective increases in V1 neuronal responses to a specific orientated grating. All sleep 

conditions showed an upregulation in the activity of low firing rate neurons and a 

downregulation of the activity of high firing rate neurons. These low firing rate neurons 

convey more visual information and selectively express OSRP. This suggests that sleep 

selectively upregulates the activity of neurons involved in sensory experience while 

simultaneously downregulating the activity those that are not. 

To evaluate the necessity of memory reactivation during sleep for consolidation, 

we used engram technology to selectively manipulate neurons activated by a specific 

visual stimulus. We combined visually-cued conditioning to oriented gratings with engram 

labelling to create a tractable system for manipulating a specific memory during sleep. 

We show that the TRAP (targeted recombination in active populations) engram mouse 

line can be used to drive transgene expression in a specific oriented grating ensemble in 

primary visual cortex. We then inhibit this ensemble during post-conditioning sleep 

causing impaired consolidation. This was done in a content specific manner without 

altering sleep architecture or oscillations - indicating that reactivation specifically is 

necessary for sleep dependent memory consolidation.  



 xiii 

This work unites two long standing hypotheses regarding sleep function for brain 

circuitry - SHY and ASC. The data support a comprehensive model in which sleep 

selectively reactivates neurons encoding relevant information. This upregulates their 

activity, while simultaneously decreasing activity in neurons whose information content is 

not salient. Future work will be needed to understand the molecular, cellular, and network 

mechanisms which drive these changes in specific cell populations. 
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Chapter 1 

Introduction 

1.1 The neurobiology of sleep 

 From honeybees to human beings, sleep is an evolutionarily conserved process1,2. 

Although its manifestations differ greatly across organisms, sleep has three key features: 

reduced physical activity, reduced responsiveness to sensory stimuli (i.e., level of 

consciousness), and homeostatic regulation1. Sleep can be identified in organisms of 

varying complexity living in wildly different ecosystems. In simpler organisms like jellyfish 

and sea sponges sleep is generally observed as periods of relative quiescence3,4. In 

organisms with more complex nervous systems, sleep begins to manifest as synchronous 

changes in neuronal and systems-level activity5.  

 Sleep-specific occurrence of rhythmic brain network activity has been observed in 

organisms from fruit flies to humans5,6. In mammals, sleep-associated brain activity 

patterns and altered neuromodulator release characterize the two major stages of 

mammalian sleep: non-rapid eye movement (NREM) sleep and rapid eye movement 

(REM) sleep7. NREM (also referred to as slow-wave sleep; SWS) is defined by large slow 

oscillations in thalamocortical activity (including slow wave activity [<1 Hz], delta waves 

[0.5-4 Hz], and sleep spindles [7-15 Hz]8. During NREM there are low levels of 

acetylcholine (ACH), dopamine (DA), serotonin (5-HT), and norepinephrine (NE) released 

throughout the brain9,10. REM sleep is defined by rapid eye movements, muscle atonia, 

theta-frequency (4-12 Hz) rhythms in the hippocampus and associated structures, and a 
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lack of NREM-associated oscillations8. This state is accompanied by very high levels of 

ACH release, and very low levels of DA, NE and 5-HT release9,10. In contrast to these two 

sleep states, the wake state is characterized by low-amplitude, high-frequency rhythms 

in many brain circuits, and relatively high release of ACH, NE, DA, and 5-HT.  

1.2 Sleep, cognition and memory 

 For almost a century we have known that sleep is necessary for memory 

consolidation. In their landmark study, Jenkins and Dallenbach, had participants 

memorize a list of nonsense syllables11. Participants that were allowed to sleep retained 

a larger number of syllables compared those that remained awake. Since then, numerous 

studies have shown sleep’s effect on various memory types including motor, visual, 

verbal, and spatial memory7,8,12. These effects appear to be conserved across species. 

For example, sleep deprivation in honeybees leads to a degradation in the ability to 

remember and communicate food locations2,13.  

 Disordered sleep has been indicated as a potential contributing factor in a number 

of cognitive impairment disorders such as schizophrenia, major depression, and post-

traumatic stress disorder.  In these disorders, changes in memory and executive 

dysfunction correlate with changes in sleep architecture or quality14–17. Given sleep’s 

essential entanglement in cognition, it is key that a mechanistic link between the two is 

discerned. 

1.3 Hypothesized synaptic changes during sleep-dependent memory 
consolidation SHY vs ASC 
 

There are two main hypotheses regarding synaptic changes underlying memory 

functions of sleep: the Sleep Homeostasis Hypothesis (SHY) and Active System 

Consolidation (ASC)7,18–20. SHY posits that the brain forms new memories by 
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strengthening synapses throughout the day. Unregulated, this process will eventually 

reach a point where 1), maintaining large numbers of strong synapses is metabolically 

too expensive to sustain and 2) forming new memories is no longer possible. SHY 

proposes that during sleep, the strength of synapses is scaled back throughout the entire 

brain, with roughly uniform changes in strength at each synapse18. This process 

eliminates weak connections, while maintaining strong memory related synapses. In 

contrast, the ASC hypothesis proposes that brain activity patterns during sleep 

synchronize neuronal firing in a manner that selectively reactivates and strengthens 

synaptic connections previously activated by memory formation7,20. This process would 

promote long term memory storage by selectively strengthening important connections 

between specific neurons engaged by learning. As opposition to mechanisms invoked by 

SHY, ASC proposes that specific synapses are selectively strengthened during sleep to 

reinforce memory. Ultimately, these two hypotheses differ in whether sleep is viewed as 

a permissive or instructive—protecting the consolidation process and reducing noise 

(SHY) or actively contributing to consolidation (ASC)21.  

Each of the two hypotheses draw on prior data, suggesting changes in synaptic 

strength occur across sleep. Strengthening or weakening of synapses can be measured 

as differences in protein expression, structure, and/or function of connections between 

neurons22. Proponents of SHY have emphasized data suggesting that synaptic 

strengthening occurs during prolonged wake and weakening during sleep. Synaptic 

expression of long term potentiation (LTP) proteins has been shown to increase during 

sleep deprivation (SD)23,24; in comparison, synaptic expression of these proteins goes 

down after a period of sleep. In contrast, literature supporting ASC has shown an 
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upregulation of LTP related mRNAs and proteins (including zif268, Arc, and BDNF) during 

post-learning sleep25–27. Similarly, conflicting data are seen with regard to 

electrophysiological measurements and synaptic structural plasticity. In support of SHY, 

the frequency of cortical neuronal firing and excitatory postsynaptic currents increase 

during wake and SD23,28. SD also leads to a net increase in formation of new spines 

relative to a similar period of ad lib sleep29,30 In support of ASC, SD has been shown to 

disrupt many forms of LTP31–37. Post-learning SD also disrupts spine formation in learning-

activated cortical pyramidal neurons, which occurs during sleep in an activity-dependent 

manner38.  

While the SHY and ASC hypotheses are not mutually exclusive, supporters of SHY 

and ASC have faced difficulties reconciling these seemingly conflicting data. One 

plausible explanation of these discrepancies is that comparisons have been made across 

data gathered in different brain regions, in different contexts (e.g., learning vs. not 

learning), and with different methodology for SD39. Furthermore, prior work on sleep’s role 

in synaptic plasticity has drawn on data from large mixed cell populations, and even whole 

brain structures (e.g. neocortex or hippocampus). With such measures, it is likely that the 

sparser memory specific synaptic signal is small relative to that from synapses not 

engaged in the process of memory consolidation. It is plausible that this has contributed 

to discrepant data in the field. 

1.4 Replay of memories during sleep 

One instructive mechanism by which sleep may specifically strengthen memories 

is the reactivation or replay of neuronal activity from learning experiences. Reactivation 

of experience-activated neurons during sleep has been observed since 1989, when 
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Pavlides and Winson found that place cell neurons active in the rat hippocampus during 

exploration of a novel environment showed greater activity during subsequent sleep40. 

Subsequent studies have found that pairwise temporal correlations of firing between 

hippocampal place cells during experience are preserved during subsequent sleep41–43. 

Thus, across a population of place cell neurons, sequential firing during spatial navigation 

can be re-iterated (i.e., sequentially replayed) during sleep. These sequences of activity 

have been observed in quiet wake, REM, and NREM, in the context of specific network 

oscillations44,45. Within REM sleep, replay occurs in real time phase-coordinated with the 

theta oscillations46. Meanwhile, in NREM sleep, often occurs at a time compressed 

manner, frequently coordinated with sharp wave ripples46,47. Further, these replay events 

and oscillations coordinate into a synchronized interregional triple rhythm. The triple 

rhythm consists of coordinated oscillatory activity between sleep spindles, sharp wave 

ripples, and slow waves48. The precisely coordinated symphony of electrical activity leads 

to plasticity that may underlie sleep dependent memory consolidation.  

Replay and reactivation are widely hypothesized to be causally linked to memory 

consolidation, based on several lines of circumstantial evidence. For example, the extent 

to which these phenomena occur in the hippocampus during sleep is influenced by the 

novelty and extent of prior learning experience45,49,50. Moreover, network oscillations 

associated with the occurrence of sequential replay are enhanced (in both frequency of 

occurrence, and amplitude)—both in the hippocampus and thalamocortical circuits—

during sleep following learning51,52.The simultaneous upregulation of both replay events 

and ripples suggests that enhanced replay may support enhanced memory consolidation. 
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Later work confirmed that the replay associated with sharp wave ripples was predictive 

of memory performance.  

 Recent work has aimed at testing the causal role for sleep-associated neuronal 

reactivation and replay in memory. For example, Girardeau et al trained rats on a spatial 

learning task and then disrupted hippocampal activity (in the context of NREM network 

oscillations associated with sequential replay) during periods of post-learning sleep53. 

This intervention, when continued over several days, led to minor deficits in 

learning.  Similarly, Ego-Stengel and Wilson disrupted activity during NREM hippocampal 

oscillations using electrical stimulation and also found spatial memory deficits54. More 

recently, optogenetic inhibition of all hippocampal pyramidal neurons during NREM 

oscillations (or during online detection of ensemble replay, regardless of state) has been 

used as a strategy to disrupt replay occurrence55,56. While all of these manipulations 

almost certainly interfere with the occurrence of neuron-specific reactivation and replay, 

they also transiently cause large-scale disruption of virtually all hippocampal activity. Thus, 

it is unclear that memory deficits associated with these network-wide manipulations are 

due to the necessity of sleep-dependent memory trace reactivation for the process of 

memory consolidation. 

1.5 Probing instructive network mechanisms for sleep-dependent memory 
consolidation in the visual system 
 
 While the majority of work on reactivation and replay has been done in the 

hippocampal system, memory replay during sleep has been observed in primary visual 

cortex (V1)57. The visual system provides a tractable plasticity for studying both memory 

reactivation and neuron-specific alterations. This plasticity is called Orientation Specific 

Response Potentiation (OSRP) - in which primary visual cortical neurons shift their tuning 
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towards a specific orientation after one extended viewing of that specific orientation. This 

phenomena has been observed in humans, nonhuman primates, and mice52,58–64. This is 

a one trial, sleep-dependent plasticity that requires LTP61,63. These features suggest that 

sleep may be facilitating some form synaptic strengthening. 

Work from the Aton Lab measures OSRP using long term in vivo 

electrophysiology52,58,61. This technique allows for continuous recording of individual 

neurons’ firing across learning experiences during wake and subsequent sleep. In 

combination with measures of learned animal behavior, such recordings allow us to infer 

which neurons’ activity are affected by learning, and which sleep-dependent changes in 

their activity are correlated with memory formation. This work has demonstrated that 

plastic changes correlate with changes in the network activity sleep and are facilitated by 

thalamocortical transfer of information52,58,61.  

Prior work has relied on average measures of plasticity across neurons. While 

averages have given us an idea of how this plasticity is occurring across an entire 

population, recent findings suggest that sleep alters neurons in a heterogeneous manner 

that may be masked in averaged data65,66. These studies suggest that sleep differentially 

alters the activity of neurons – selectively increasing the firing rates of sparsely firing 

neurons and decreasing those of faster firing neurons. While these changes are 

dependent on waking firing rates, the authors did not correlate these firing rates with 

learning or memory. This leaves an open question: does sleep selectivity upregulate 

activity in OSRP encoding neurons while simultaneously downregulating the activity of 

uninvolved neurons? 
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1.6 Outline 

To expand upon and unite the work of both the OSRP and memory reactivation 

fields, this thesis aims to address two main questions. Q1. Does sleep selectively 

upregulate the activity of neurons involved in sensory experience while simultaneously 

downregulating the activity of those that are not? Q2. Is reactivation necessary for sleep-

dependent memory consolidation? As shown in Figure 1.1, we hypothesize that OSRP 

upregulates the activity of neurons involved in experience (via ASC) while unrelated 

neuronal activity is simultaneously downregulated (via SHY), and this consolidation may 

be mediated by sleep-specific memory reactivation. 

 

 

Figure 1.1 Potential mechanism for sleep-dependent memory consolidation. Red nodes represent cells activated 
by the visual experience; blue nodes are unrelated cells. The thickness of the line represents the strength of the 
connection. I will test the necessity of reactivation across sleep (Q2) and the specific strengthening of memory related 
connections accompanied by downscaling of unrelated synapses. 

 

In Chapter 3, using long term in vivo electrophysiology, we will examine how sleep 

differentially alters the activity of memory encoding neurons during OSRP.  This work will 

address the sleep-specific renormalization of firing rates - comparing changes across 

control sleep, post-learning sleep, and sleep deprivation. Analyzing these changes across 

the distribution of neurons will illuminate the heterogeneity of sleep’s effects. Furthermore, 

examining changes in population coupling, visual response properties, and plastic 

changes will elucidate if firing rate renormalization may facilitate OSRP.  
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In Chapter 4 we will address the potential necessity of reactivation of learning-

activated ensembles for sleep dependent memory consolidation. We will begin by testing 

the sleep-dependence of visually-cued fear conditioning to oriented gratings - assaying 

it’s viability as a single trial sleep-dependent learning paradigm based on the same visual 

substrates as OSRP.  Then, using recently developed genetic tools that allow selective 

manipulation of memory-encoding neurons, we will test if this technology is capable of 

labelling orientation-specific ensembles. In the final experiments we will inhibit this 

orientation-specific ensemble during post-conditioning sleep to assay the necessity of 

reactivation for sleep-dependent memory consolidation.  

In addition to the data Chapters 3 and 4, Chapter 2 contains a review on a discrete 

sleep-specific oscillation known as the sleep spindle. This 12-15 Hz oscillation is a 

hallmark of NREM sleep, and has been correlated with cognitive function and learning. 

This review outlines how the function of this oscillation and how it changes across 

development, adulthood, and aging.  
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CHAPTER II 

Form and Function of Sleep Spindles Across the Lifespan 

This chapter includes the review article: Clawson, B.C., Durkin, J., Aton, S.J. (2016). 
Form and function of sleep spindles across lifespan. Neural Plasticity, e6936381. 
 
2.1 Abstract   

Since the advent of EEG recordings, sleep spindles have been identified as 

hallmarks of non- REM sleep. Despite a broad general understanding of mechanisms of 

spindle generation gleaned from animal studies, the mechanisms underlying certain 

features of spindles in the human brain, such as “global” vs. “local” spindles, are largely 

unknown. Neither the topography nor the morphology of sleep spindles remains constant 

throughout the lifespan. It is likely that changes in spindle phenomenology during 

development and aging are the result of dramatic changes in brain structure and function. 

Across various developmental windows, spindle activity is correlated with general 

cognitive aptitude, learning, and memory, however these correlations vary in strength, 

and even direction, depending on age and metrics used. Understanding these differences 

across the lifespan should further clarify how these oscillations are generated, and their 

function, under a variety of circumstances. We discuss these issues, and their 

translational implications for human cognitive function. Because sleep spindles are 

similarly affected in disorders of neurodevelopment (such as schizophrenia) and during 

aging (such as neurodegenerative conditions), both types of disorders may benefit from 

therapies based on a better understanding of spindle function.    
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2.2 Introduction: Why “spindle”? Generation and termination of a very 
conspicuous waveform 

 Sleep spindles were the first features of sleep described in human EEG recordings 

1,2. Their name reflects the waxing-and-waning nature of the 7-15 Hz spindle oscillation 

itself, which emerges, crests, and disappears over the course approximately 1 s. These 

events occur at intervals during non-rapid eye movement (NREM) sleep. GABAergic 

neurons in the TRN play a critical role in the generation of these oscillations. Neurons in 

the TRN generate highly synchronized bursts at the outset of a spindle (Figure 2.1A). 

These bursts can be generated in NREM due to a relative hyperpolarization in TRN 

neuronal membrane potential. This is due at least in part to reduced noradrenergic and 

serotonergic signaling 3. Under these conditions, a relatively small amount of 

glutamatergic input (acting on ionotropic [primarily GluR4] receptors 4) is sufficient to 

activate T-type calcium channels 5, the kinetics of which causes a transient depolarization 

to spike threshold. After this calcium spike, the resting membrane potential undergoes an 

afterhyperpolarization, mediated in part by calcium-activated, small-conductance 

potassium (SK2) channels (reviewed in 6). Importantly, many TRN neurons are 

intrinsically capable of generating multiple cycles of membrane oscillations and firing 

bursts, which are facilitated by both Ca(V)3.3 T-type calcium channels 5 and Kv3-class 

voltage-gated potassium channels 7. In the absence of ionotropic glutamatergic input, 

these oscillations can be initiated by mGluR activation and synchronized across the TRN 

via gap junction communication 8.  

 Despite the fact that some TRN neurons can generate spindle-frequency 

oscillations in a seemingly cell-autonomous manner, sleep spindles are a network event. 

TRN bursts lead to transient GABA-mediated hyperpolarization in neighboring 
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glutamatergic TC neurons elsewhere in the thalamus (Figure 2.1A). This 

hyperpolarization initiates a series of postsynaptic events in TC neurons: 1) firing 

becomes suppressed through GABA receptor-mediated inhibition, 2) due to membrane 

hyperpolarization, Ih (hyperpolarization-activated cation current) is activated and It (T-type 

calcium current) is disinhibited, 3) due to activation of these currents, the membrane 

rapidly depolarizes, leading to a burst of action potentials 9. This rebound burst results in 

a volley of excitatory input to TC targets in both the cortex and TRN, where it sets off the 

next burst of firing in TRN neurons.  

 While spindle oscillation generation relies on intrathalamic mechanisms, spindles 

can be driven from outside the thalamus. In particular, synchronous bursts of TRN firing 

are often initiated by excitatory input from layer 6 CT neurons, a major source of input to 

the TRN 10,11 (Figure 2.1A). Indeed, some of the earliest descriptions of spindles noted 

their propensity to be initiated by sensory (e.g., auditory) input during sleep 1, consistent 

with initiation through either thalamic or cortical excitatory pathways.  

  Although the mechanism of pacemaking during spindles is well-understood at the 

cellular level, it is less clear how the conspicuous, spindle-shaped oscillation envelope 

that defines these events is generated. The waxing phase of spindle oscillations is 

generally thought to be caused by increasing activation of cortical neurons with each 

successive volley of excitatory TC input 12 (Figure 2.1A), leading to greater CT excitatory 

feedback, which synchronizes successive cycles of activity among neurons in the 

thalamus 6. There are multiple theories regarding the waning and termination of spindles, 

each focused on changes in different parts of the CT-TRN-TC network. A number of 

studies have indicated that TC neurons gradually depolarize across successive spindle 
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oscillation cycles. This eventually prevents activation of hyperpolarization-activated 

currents and associated burst firing 13,14. This effect may be due in part to disinhibition; 

the level of activity in TRN GABAergic neurons changes during the waning phase of 

spindle oscillations. TRN neurons become less active (firing fewer spikes per burst) with 

successive cycles of spindle oscillations  15; this may be due in part to an increase in 

GABAergic signaling between TRN neurons as spindle oscillations progress 16,17. At the 

same time, TC neurons fire more spikes per burst across successive cycles. After-

depolarization (mediated by Ca-activated Ih current) in TC neurons lasts several (i.e., 5-

20) seconds, resulting in “refractory” periods between spindles, and setting an upper limit 

on their frequency 14. Indeed, Bal and McCormick 13 demonstrated that when Ih current is 

blocked in ex vivo slices, TC neurons generate spindle-frequency oscillations which are 

continuous in nature, rather than spindle-shaped. Taken together, this suggests that 

excitatory TC input both increases and becomes less rhythmic as spindles wane and 

terminate. Feedback from excitatory CT neurons also appears to play a role in terminating 

spindles. Similar to TC neurons, CT neurons both increase their firing rate, and fire in a 

less synchronous manner, across the waning phase 18. This change in CT input could 

disrupt intrathalamic oscillations due to either desynchrony or neuronal depolarization 

(and thus disruption of thalamic bursting). Furthermore, increased CT input may play a 

role in termination by promoting greater intra-TRN inhibitory signaling (which would both 

inhibit TRN neuronal firing and desynchronize burst of firing between TRN neurons) with 

each successive cycle of the oscillation 16,17. These CT-TRN-TC changes seem to occur 

nearly simultaneously in vivo. Thus while changes in each part of the circuit likely 
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contribute to spindle waning and termination, it remains unclear which comes first in the 

sequence of events leading to termination. 

 

 

 

 

 

 

 



 20 

 

Figure 2.1: Spindles generation within the CT-TRN-TC circuit. (A) Sleep spindles are generated through reciprocal 
interactions of the TRN (green) and TC (red) neurons. Spindles can be initiated by excitatory input from CT (blue) 
neurons, which also synchronize spindle oscillations across the thalamocortical network. Representative raster plots 
(right) show the order and organization of firing for CT, TRN, and TC neurons, respectively. As the spindle oscillation 
wanes, increasing excitation of TC and CT neurons prevents hyperpolarization activated currents in the TRN from 
driving bursting in TRN neurons, and CT input desynchronizes. (B) The CT-TRN-TC circuit may also generate local 
spindles following waking experience. For example, training on a motor task leads to increased sleep spindles over the 
contralateral motor cortex during subsequent sleep (left; adapted from 58). There are several possible mechanisms by 
which changes to CT-TRN-TC circuitry during waking could cause subsequent local spindle increases (right). TC 
projections may show changes to dynamics (e.g., firing rate or bursting) based on prior waking experience (1). 
Experience may alter TRN excitability or bursting during subsequent sleep (2). CT feedback may be altered by 
experience to increase synchronization or amplification of spindles (3). Finally, intracortical plasticity could amplify 
spindles locally (4). 
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2.3 Where do they come from, where do they go? Spindle topology, 
synchronization, and propagation 
 
 Early reports suggested that spindles occurred independently in different cortical 

areas (i.e., frontal vs. occipital 2. More recent studies on the topography of spindle 

occurrence (i.e., using high density EEG) have indicated that in humans and other 

mammalian species, spindles occur nearly simultaneously across many cortical areas 19-

22. However, these studies have demonstrated notable exceptions, in which “local” 

spindles occur independently at specific recording sites. Moreover, spindles occurring 

across the cortex are not completely coherent; the oscillations are not always phase-

locked, and do not always have the same intrinsic frequency. Rather, across multiple 

species 23-25, the frequency of oscillations shows an anteroposterior gradient, with 

spindles in frontal cortex showing a lower peak frequency (9-12 Hz) relative to those 

occurring at more posterior sites (13-15 Hz) 26 (although this does not appear to be true 

for mice, possibly due to differences in brain anatomy 22). Furthermore, spindles do not 

initiate in perfect synchrony. Faster centroparietal spindles begin several hundred 

milliseconds earlier than slower spindles occurring in frontal cortex 20. Experimental 

cortical stimulation is sufficient to generate “traveling” spindle oscillations that propagate 

outward from the stimulation site 21. It seems likely that during natural sleep spindle 

oscillations, posterior-to-anterior propagation of spindles is mediated (at least in part) 

through CT connections, which support information transfer between neighboring cortical 

areas via the thalamus 27-29.  

  The more recent application of magnetoencephalography (MEG) to studying sleep 

oscillations has further complicated the picture of spindle generation and synchronization. 

Early studies 30,31  demonstrated that spindle oscillations could be detected (either across 



 22 

the cortex, or in a specific cortical location) in one modality but not the other (e.g., present 

in MEG and not simultaneously present in EEG). Subsequent data suggested that MEG 

frequently detects spindles that are not present in EEG, while the reverse is seldom true 

32. Additionally, within individual spindles, MEG waveforms are more variable between 

brain areas than EEG waveforms, with highly divergent oscillation phases, amplitudes, 

and periodicities among cortical recording sites 33.  

 Why are there such differences between MEG and EEG? MEG has better spatial 

resolution than EEG for superficial (cortical) brain activity, since magnetic fields suffer 

less distortion by the skull and scalp than electric fields. MEG and EEG may also have 

different sensitivities for detecting oscillations generated by anatomically different TC 

connections. Local spindle generation has been ascribed to highly focal projections of 

thalamic “core” (“C-type”) neurons, which send dense, spatially-limited, and fast 

glutamatergic input to cortical layer 4. Such projections predominate in sensory cortical 

areas. In contrast, more diffuse “matrix” (“M-type”) projections provide slow glutamatergic 

input to large patches of layer 1 34. Available data suggests that MEG would be more 

sensitive to oscillations generated through the former pathway, while EEG would be more 

sensitive to oscillations generated through the latter 33,35,36. 

 While the general phenomenon of global vs. local spindling has been primarily 

characterized as a cortical phenomenon, this may be due to methodological limitations. 

Most evidence of local spindling comes from high-density EEG and MEG recording, 

neither of which is useful for detecting thalamic signals. There is limited evidence that 

local spindles could be present the level of the thalamus, in TC or even TRN neurons. 

Decortication leads to gross desynchrony of spindles across TC sites in vivo 21. Spindles 
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recorded ex vivo in isolated thalamic slices are generally not synchronized 37, and 

stimulation of corticothalamic axons is sufficient to synchronize spindles within the slice 

38. Together, these experiments suggest that CT feedback is critical for synchrony. This 

is further supported by the recent finding that cortical EEG signals phase-lead thalamic 

EEG signals during NREM spindles in vivo 22. However, because there are limited studies 

in which multi-site thalamic recording has been carried out in vivo, it remains unclear how 

coherent thalamic spindle oscillations are during natural sleep, or whether “local” 

oscillations are present. 

  Given all of the contributions of corticothalamic, intrathalamic and thalamocortical 

circuitry to maintaining coherent sleep spindles, what circumstances give rise to local 

spindles? The anatomy of TC and CT projections plays a role - spindles are coherent 

between TC nuclei and the cortical areas they project to, but not between thalamic and 

cortical sites which are not functionally connected 39. However it remains unclear why 

they should occur synchronously in two cortical areas at certain times, and 

asynchronously at others. What is clear is that spindles can be more pronounced in 

specific cortical areas based on prior (wakeful) activity in those areas. This can be seen, 

for example, following training on a visual texture discrimination task, in which 

psychophysical discrimination thresholds decrease for a specific retinotopic area of the 

visual cortex. This retinotopically-specific improvement is dependent on post-training 

sleep 40,41, and during post-training sleep MEG spindle power is significantly increased in 

these trained retinotopic areas 42. To date, evidence for “use-dependent” local spindle 

generation has primarily come from recordings in primary sensory or motor cortical areas, 

where C-type TC projections are most abundant. 
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  There are several physiological reasons for why circuit activation in sensory and 

motor cortices might preferentially lead to local spindling, which are by no means mutually 

exclusive. One possibility is that C-type TC relay neurons projecting to these cortical 

areas show some hysteresis of activity or excitability, which translates to modality-specific 

changes in their subsequent dynamics in the hours following learning (Figure 2.1B, red 

arrow). Indeed, experience-dependent changes in both membrane excitability and 

auditory responses have been recorded in TC neurons following behavioral conditioning 

to specific sounds 43. A second possibility is that TRN neurons, which show topography 

similar to TC and cortical neurons 44,45, show changes in firing properties, bursting, or 

intrinsic excitability based on experience-dependent alterations in input from thalamic and 

cortical neurons (Figure 2.1B, green arrow) 46. A third possibility is that the CT input 

returning from sensory and motor areas (i.e., those receiving C-type TC input 47) is altered 

by learning in a manner which promotes local spindle amplification, or greater local 

spindle coherence (Figure 2.1B, blue arrow) 38. Plasticity of CT synapses on sensory 

relay neurons is well described 48,49. Importantly, CT feedback to thalamus could also vary 

as a function of cortical location, in a manner analogous to (and indeed paralleling) C- 

and M-type TC pathways. As discussed above, CT feedback from layer 6 sends input to 

both TC and TRN neurons. A subset of layer 5 neurons also send input to thalamus, but 

in contrast to layer 6 neurons, there is no clear evidence that these neurons send 

collaterals to the TRN 50,51. Depending on the cortical region, layer 5 and 6 CT projections 

from the same cortical area can either partially overlap within the thalamus (potentially 

even sending input to the same TC neurons) 52, send input to distinct subregions of the 

same thalamic nuclei 53, or send input to completely different thalamic nuclei 50. A fourth 
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and final possibility is that intracortical plastic changes, initiated by sensory or motor 

experience, lead to subsequent changes in spindling via increased postsynaptic 

responses to TC input 54,55 or increased CT feedback to the thalamus (Figure 2.1B, black 

arrow) 56,57. 

2.4 So…why spindle? The function of spindles in thalamocortical circuits 
 

 The phenomenon of local spindling has opened a window for better understanding 

relationships between spindle oscillations and brain function. There is abundant evidence 

that local increases in spindling following specific types of learning (e.g., sensorimotor) 

may have important implications for subsequent cognitive function and performance. For 

example, training human subjects on a left-hand motor task leads to a subsequent, sleep-

dependent improvement in task performance. This improvement is proportional to both 

EEG spindle density and lateralization of spindle power recorded at sites overlying right 

(contralateral) motor cortex (Figure 2.1B) 58. Similarly, training on verbal and visuospatial 

memory tasks leads to overnight improvements that correlate with post-training NREM 

spindle numbers at left frontal and parietal EEG recording sites (areas associated with 

learning on these two tasks), respectively 59,60. Analogous lateralized changes in spindle 

density and amplitude are seen in sleep during odor-based cueing of visual information 

presented to specific visual hemifields during prior waking experience - odors paired with 

images presented to the left hemifield in waking evoke spindles in right visual cortex when 

presented again during subsequent sleep, and vice versa 61. Recently, it was shown using 

a combination of high-density EEG and fMRI during post-learning sleep that local spindles 

lead to selective reactivation of brain areas previously engaged by the learning task 62,63. 

This reactivation included temporally coordinated increases in activity between the 
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hippocampus and specific cortical areas engaged by learning a particular task 62. 

Cumulatively, it seems clear that local spindles may either directly promote adaptive, 

circuit-specific plasticity following learning, or be a highly reliable biomarker of such 

processes 55. 

  Understanding the function of spindle oscillations in brain plasticity has major 

implications for human performance. Many years after Loomis noted that spindle 

occurrence was highly variable between subjects 1,2, various spindle features have been 

found to correlate with general IQ measures in both children and adults 64-66. As is true of 

any correlation, it remains unclear whether this indicates that spindle oscillations directly 

promote overall cognitive function, or rather whether optimal thalamocortical circuit 

function (and thus increased spindling) results from other processes that affect cognitive 

function. However, the numerous studies linking spindles to sleep-dependent 

improvement on new tasks suggests that the former relationship is plausible. A limited 

number of studies have found evidence that patterns of thalamocortical activity 

associated with spindles could lead to synaptic plasticity. One seminal study by Rosanova 

and Ulrich 67 used a pattern of neuronal activity recorded from rat somatosensory cortex 

during spindle oscillations in vivo to drive presynaptic activity in connected pairs of cortical 

pyramidal neurons (in layers 2/3 and 5, respectively). They found that this naturalistic 

activity pattern, repeated at intervals that mimicked the frequency at which spindles occur 

during NREM, could reliably evoke postsynaptic long-term potentiation (LTP). They also 

found that artificially-generated bursts, generated presynaptically at spindle frequency 

(i.e., 10 Hz), evoked a similar form of LTP. Similarly, repetitive transcranial magnetic 

stimulation (rTMS) applied to the cat primary visual cortex (V1) at 10 Hz (but at not lower 
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frequencies) over a period of minutes could elicit potentiation of visually-evoked potentials 

68. Thus available data indicate that simple patterns of activity occurring at spindle 

frequency are sufficient to induce potentiation in cortical synapses in vivo.  

 Studies using in vivo paradigms in which synaptic plasticity is induced by novel 

waking experience (e.g., novel sensory or motor experience) indicate a potential role for 

sleep spindles in promoting adaptive synaptic changes. Two recent examples come from 

the visual systems of cats and mice, in which novel visual experience leads to 

subsequent, sleep-dependent changes in thalamocortical circuit function. Both forms of 

plasticity are mediated by potentiation of glutamatergic synapses in the primary visual 

cortex (V1), leading to enhanced responsiveness to visual stimuli previously experienced 

in wakefulness. The first example, ocular dominance plasticity (ODP) in juvenile cat V1, 

is initiated by a very brief period (on the order of a few hours) of monocular visual 

experience. ODP takes the form of enhanced responsiveness to spared-eye visual 

stimulation in V1 neurons, and is significantly enhanced by sleep in the hours following 

this experience 69. Sleep-dependent ODP enhancements were recently shown to be 

mediated by LTP-associated mechanisms in V1 70, and were proportional to phase-

locking of V1 neurons’ firing with NREM spindle oscillations in the hours following 

experience 71. The second form of plasticity, orientation-specific response potentiation 

(OSRP) in adult mouse V1, is initiated by brief exposure to a patterned visual stimulus 

such as an oriented grating 72. It is expressed several hours after this experience, as a 

selectively enhanced visually-evoked response in V1 to stimuli of the same orientation. 

Available data suggests that OSRP is mediated by LTP-like changes at TC synapses in 

layer 4 73, and data from our lab have shown that these changes occur during sleep in 
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the hours following visual experience 74,75. Intriguingly, like sleep-dependent ODP, 

response changes during OSRP are also proportional to phase-locking of V1 neurons’ 

firing with spindle oscillations in the hours following experience 74. Taken together, these 

studies show that from the early development of sensory responses through adulthood, 

NREM spindles can support strengthening of cortical synapses in an adaptive manner, 

promoting enhanced neuronal responses to behaviorally-relevant sensory stimuli. 

 The cellular mechanisms by which spindle-frequency oscillations (vs. network 

oscillations at other frequencies) promote synaptic strengthening in vivo is still a matter 

of speculation 76,77. However, the pattern of activity used to mimic spindle-associated 

activity in vivo (i.e., bursts of presynaptic activity occurring at approximately 10 Hz) 67 is 

similar to theta-burst stimulation (TBS) protocols used to induce LTP at glutamatergic 

synapses 78. A great deal is known about cellular mechanisms mediating TBS-induced 

LTP in the neocortex 79-81 and the hippocampus 82. Intriguingly, 10 Hz stimulation in the 

form of single spikes (instead of bursts) has the opposite effect on glutamatergic 

synapses - inducing long term depression (LTD) 83. Thus one possibility is that by 

generating 10 Hz inputs in a large population of thalamic inputs to the cortex, weak inputs 

(those generating only ≤ 1 spike/cycle) further weaken their connections with postsynaptic 

cortical targets, while stronger inputs (those generating bursts of spikes) strengthen 

connections with their postsynaptic partners. Thus it is possible that in certain conditions, 

spindles may also promote the preferential downscaling of weaker synapses during sleep 

84. 

 Based on the available data, there appears to be a strong link between NREM 

spindles, plasticity in thalamocortical circuits, and cognition. How can this knowledge 
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inform our understanding of early nervous system development, plasticity through 

childhood and adolescence, and cognitive dysfunction and neurodegeneration in the 

aging brain? The remainder of our discussion will focus on these issues, emphasizing 

spindle phenomenology and potential function across the lifespan. 

2.5 Sleep spindle “precursors” in the developing brain 
 
 Studies of sleep across the lifespan of humans and rodents 85,86 have 

demonstrated that sleep architecture changes dramatically across early postnatal 

development. In particular, both total sleep time and the relative proportion of REM to 

NREM sleep decrease dramatically between birth and adulthood. Because of the 

limitations of early EEG and behavioral techniques on which early studies in the field were 

based, until recently very little was known about pre- and peri-natal sleep architecture 

and brain activity. Thus almost nothing was known about how the activity patterns we 

associate with REM and NREM initially develop. However, recent studies using surface 

EEG in pre-term and full-term neonates have allowed new insights into how sleep 

features emerge at early stages of brain development.  

 EEG features termed “delta brushes” are the dominant pattern of activity seen in 

premature infants and in utero (Figure 2.2). They consist of spindle-like oscillations of 8-

20 Hz, riding on top of delta (0.3-1.5 Hz) waves 87. Prior to 28 gestational weeks, they are 

found exclusively at central areas, but from 28 weeks to term, they can be seen at central, 

occipital, and parietal areas 88. These oscillations can occur during any stage (sleep or 

waking), however, as the brain matures they become restricted to sleep 89. 

Topographically, they are relatively local events, and generally asymmetrical across 

hemispheres. Delta brushes diminish in voltage and density by 9 months gestation, and 
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thus are predominantly studied in premature human infants 89. Little is known about how 

delta brushes are generated, although they can be triggered by sensory input in a manner 

similar to spindles in the adult brain 90. This suggests that delta brushes can be initiated 

by sensory-evoked activity in the same circuits that generate spindles in the fully-

developed brain. 

 To understand the mechanisms generating delta brushes and their potential 

function, many groups have examined an analogous oscillation in animal models - so-

called “spindle bursts”. Spindle bursts occur during developmental periods comparable to 

that of delta brushes in humans 91,92, and comprise a similar oscillation frequency band 

(5-25 Hz). Spindle bursts, like delta brushes, occur locally and primarily during sleep 93. 

They may also be initiated in a manner similar to both delta brushes and adult sleep 

spindles. Neonatal rats exhibit myoclonic twitches, after which spindle bursts occur in 

contralateral somatosensory cortex 93.  Spinal cord transection significantly decreases, 

but does not eliminate, spindle burst activity. Thus like delta brushes, spindle bursts can 

be elicited by sensory stimulation, although external input is not required for their initiation. 

The tight temporal relationship between spindle bursts and myoclonic twitches, and the 

fact that spindle bursts can be elicited by cutaneous stimulation, has led researchers to 

speculate that they may provide sensory feedback to the developing somatosensory and 

motor cortices 92-94. Such feedback may serve an important function for proper 

topographic mapping of these cortices during development. While the precise cellular 

mechanisms mediating this process are still unknown, one possibility is that (through LTP-

like mechanisms) spindle bursts lead to functional activation of silent thalamocortical 

synapses. In fact, from postnatal days 2-5 in rats, a significant portion of thalamocortical 
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synapses are silent. Isaac and colleagues 95 demonstrated that LTP could first be elicited 

at silent thalamocortical synapses in brain slices at postnatal days 3-7 (a period in which 

spindle bursts are frequent in vivo) but not at postnatal day 8 (when spindle bursts are 

rarely seen). Spindle bursts could also facilitate somatotopic mapping in other ways, for 

example, through plasticity of inputs to thalamic relays, or through plasticity of intracortical 

circuitry. It is tempting to speculate that, like spindle bursts, delta brushes may promote 

adaptive plasticity in synaptic connections. Delta brushes appear around the time that 

sensory-driven thalamocortical synapse formation is taking place, approximately 31-34 

weeks of gestation 96. At this developmental stage in humans in utero, generalized body 

movements begin to occur 97. It is possible that delta brushes serve a similar purpose to 

topographically wire somatosensory cortex using sensory feedback following body 

movement. Consistent with this idea, Milh et al. 90 demonstrated that hand and foot 

movements in premature infants (31-33 weeks gestational age) preceded delta brush 

occurrence in developing somatosensory cortex; these brushes are local in nature, and 

occur predominantly contralateral to the movement. Hand and foot stimulation likewise 

elicited delta brushes in these cortical areas. Taken together, these findings support a 

role for delta brushes in the human brain in utero that is analogous to spindle bursts in 

animal models in early postnatal development; i.e., in somatotopic cortical mapping 90,92. 

Recent studies in both animals and humans have sought to understand the role of spindle 

bursts and delta brushes in the development of other sensory cortical areas. Spindle 

bursts occur either spontaneously or are evoked by stimulation in visual cortex in rats 87,98 

and ferrets 99,100, as well as barrel cortex in rats 101. Likewise, delta brushes may play a 
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role in human visual cortex development 102, and are seen in temporal areas following 

auditory stimulation 103.  

 How similar are these early oscillations to spindles in the mature brain? Spindle 

bursts in animal models and delta brushes and sleep spindles in humans are similar 

frequencies, although delta brushes are more likely to associate with delta frequency 

oscillations 89. Furthermore, the topographies of delta brushes and sleep spindles 

throughout development are similar, each starting with a central distribution and 

spreading to other cortical areas as the brain matures 88,104. Delta brushes are also 

believed to be thalamocortical in origin, similar to sleep spindles 103. Recent work by Yang 

et al., indicate that a fraction of spindle bursts in barrel cortex are dependent on the ventral 

posterior medial (VPM) nucleus of the thalamus105. Finally, spindle bursts, delta brushes, 

and sleep spindles may all play a functional role in synaptic plasticity 67,71,74,92,10692-95. 

Despite these similarities, it is unclear if spindle bursts or delta brushes can be called 

sleep spindle precursors in animal models and humans, respectively. After all, there is an 

unexplained two month gap between the disappearance of delta brushes and the 

appearance of the first sleep spindles in humans 89(see below). More work exploring the 

mechanistic underpinnings of these early oscillations is necessary before it can be said 

whether or not these oscillations are truly sleep spindle precursors. Despite these 

reservations, delta brushes in humans and spindle bursts in animal models may represent 

the earliest instances of “spindle-like” oscillations playing a role in, or serving as a reliable 

biomarker for, plastic changes in the brain. 
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2.6 Developmental onset and function of mature spindles 
 
 In contrast to delta brushes and spindle bursts, mature sleep spindles do not occur 

for several weeks following birth 89. Available data suggest that between 6 weeks to 3 

months of age, mature spindles appear and gradually increase in number and duration 

(Figure 2.2) 107-109. The earliest spindles appear primarily around central leads (i.e., over 

the central sulcus dividing primary motor and primary somatosensory cortices) of EEG 

recordings and are bilaterally synchronous 104. By 4 months of age, there is greater 

distribution to frontotemporal regions, with higher levels of asynchrony in those areas; by 

12 months, these spindles become more synchronous, possibly due to the increase in 

cerebral cortex white and gray matter by 88% during the first year of life 104,110. In fact, 

synaptogenesis, apoptosis, and myelination, which are all crucial in the formation of 

functional neural circuits, continue from infancy through adolescence 111. 

 Childhood and adolescence are also periods of substantial change in spindle 

frequency, distribution, and power. Over the course of development, the occurrence of 

both slow and fast spindles increases 112. During childhood and adolescent maturation of 

frontal gray and white matter, there are corresponding changes in spindle power in the 

slow (9-12 Hz) frequency band which predominates in adults in frontal regions 113. Frontal 

(slow) spindles become more prominent with age, with a sudden increase in frequency 

during puberty, despite an overall decrease in power 114-116. In contrast, there is very little 

age-dependent change in the power of centroparietal (fast) spindles across this same 

developmental period 115. Topographically, spindle amplitude becomes greater in anterior 

regions, and decreases in posterior regions in children 7-11 years of age 117 (Figure 2.2). 
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In children and adolescents, spindle density and frequency also vary overnight as a 

function of time 117,118, with spindles becoming faster over successive NREM cycles 117.  

 Though these changes in spindle activity and topography have been well 

documented, until recently, there was a relative paucity of literature describing the role of 

spindles in postnatal cognitive development (i.e., in children and adolescents). While 

studies in adults have found positive relationships between NREM spindle occurrence 

and IQ 66,119, findings have been less consistent in children. A recent study found a 

positive correlation between total spindle power in NREM and the nonverbal IQ in children 

aged 9-12 65, however, this relationship seems to vary widely depending on the frequency 

band under study. “Fast” and “slow” sleep spindles correlate negatively and positively, 

respectively, with IQ measures. Faster spindle oscillations are negatively correlated with 

IQ 65, working memory, fine motor skills, planning ability 120, and perceptual reasoning  65 

in children. In contrast, slow spindles show the opposite relationship to cognitive abilities. 

Doucette and colleagues examined younger (i.e., preschool) children and found a positive 

relationship between simple reaction time task performance and slow spindle power 112. 

Importantly, many of the above studies have focused on “fluid intelligence” rather than 

“crystallized intelligence” (e.g., skill learning and episodic memory consolidation). The 

former appears to rely more on genetics than the latter, which seems to benefit 

substantially from both experience and sleep 121. Based on this distinction, Gruber and 

colleagues have suggested that a common heritable factor may affect both the speed of 

spindle oscillations and measures of fluid intelligence 117.  

  More recently, experiments have begun to address the role of sleep spindles in 

building crystallized intelligence during development. Unlike adults, children under 5 sleep 
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in biphasic or polyphasic patterns, taking naps in addition to overnight sleep. Spindles are 

hypothesized to drive improvements in learning seen after a short nap in preschoolers 

122. These midday naps may be particularly important for preschool-aged children, since 

parietal and temporal cortices mature around this time and prefrontal cortex is beginning 

to undergo plasticity based on experience 123. Kurdziel and colleagues found that sleep 

spindle density during a nap was positively correlated with sleep-dependent (i.e., post-

nap - pre-nap) improvements in children’s performance on a visuospatial task 122.  

  A good understanding of the differences between spindles’ role in children vs. 

adults is still lacking. What is clear is that spindles in children are particularly associated 

with intrinsic measures of intelligence, and often these correlations are negative. In adults, 

these correlations are frequency positive. One possibility to explain these differences is 

the need for refinement and pruning of synapses in children. Myelination, synaptogenesis, 

and apoptosis occur throughout childhood and adolescence. Chatburn and colleagues 

have speculated that negative correlations represent the immaturity of the thalamocortical 

network and intracortical connections 120. Though studies examining spindle function in 

children are lacking, there are even fewer studies in adolescents. This represents a 

significant gap in the literature, as puberty and adolescence are times of significant 

change in both body and brain development, marking the transition from childhood to 

adulthood. 

2.7 Sleep spindles and disorders of neurodevelopment 
 
 The relationship between spindles and brain development has been examined in 

patient populations where cognitive development is delayed or disrupted 124,125. For 

example, in children with Down syndrome, there is a significant delay in the 
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developmental onset of identifiable spindle activity, spindle density is significantly 

reduced, and development of interhemispheric synchrony of spindles is delayed 124. 

These differences are likely due to the numerous neurodevelopmental abnormalities 

associated with Down syndrome. For example, children with Down syndrome show 

decreased proliferation of neuronal progenitor cells during gestation, decreased mature 

neuronal numbers overall, decreased dendritic spine density, changes in LTP and LTD, 

and early-onset neurodegeneration when compared with typically-developing children 126-

128. Patients with cortical malformations, in which gray matter and (to a lesser extent) 

white matter do not develop properly, have decreases in bilaterally-occurring spindles 

relative to controls 129. Spindle occurrence in these patients is less frequent in the 

hemisphere exhibiting the malformation, indicating disruption of thalamocortical pathways 

to generate spindles. Children with ASD also show significantly reduced spindle density 

during sleep 130,131. Thus it seems that spindle density could serve as a generalizable 

biomarker for disorders of neurodevelopment.  

 Some disorders emerge only later in development, as children’s brains mature; 

available data indicate that these disorders may also have features related to deficits in 

sleep behavior generally and sleep spindles in particular. For example, a substantial 

number of studies have described decreases in overall sleep time and disrupted sleep 

architecture in early-onset major depressive disorder (EO-MDD), which is highly prevalent 

in both children and adolescents 132. Recently, Lopez et al 118 demonstrated that both 

children and adolescents diagnosed with EO-MDD, and those undiagnosed but at high 

risk for EO-MDD (based on a significant family history of MDD), showed reduced spindle 

density across the night compared to those with neither a diagnosis or a family history. 
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Because spindle reductions have been less consistently found in adult MDD patients 

133,134, one possibility is that a reduction in spindles at this earlier developmental stage 

(i.e., when the brain is more plastic) has a more pronounced effect on cognitive function 

(resulting in earlier symptom presentation). 

 Researchers have also known for some time that sleep disturbances are common 

in schizophrenia patients. Spindles are reduced in density, amplitude, and duration in 

schizophrenia patients who are either medicated 135-137 or drug-naïve 138. It is still unclear 

how these changes relate to cognitive and behavioral dysfunction in schizophrenia. Since 

patients typically first present with symptoms of schizophrenia during adolescence 139, 

decreased spindling during adolescent development may be a diagnostic biomarker for 

these patients 138. It is possible that decreased spindle density in schizophrenia patients 

is due to either structural or functional abnormalities in TC signaling, for example, due to 

changes in the number of TC neurons 140 or in the balance between intrathalamic 

excitatory and inhibitory signaling 141. There evidence of both GABAergic signaling deficits 

142  and abnormal glutamatergic signaling in the thalamus of schizophrenia patients  

143,144. Interestingly, decreases in thalamic volume in schizophrenia correlate with both 

decreases in NREM spindles and cognitive dysfunction 140. One intriguing possibility is 

that treatments aimed at increasing sleep spindles in schizophrenic patients could have 

clinical value 138. Recently, hypnotics which increase spindle numbers (such as 

eszopiclone) have been tested as a treatment for cognitive dysfunction in schizophrenia  

138,145. One study assessed overnight improvement on a motor sequence task in patients 

trained in the evening and subsequently treated with either eszopiclone or a placebo. 

Eszopiclone significantly increased NREM spindle counts, and while there was no 
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significant effect of treatment on overnight improvement on motor performance, spindle 

counts in both the placebo and eszopiclone groups correlated with overnight improvement 

on the task 145. This strategy hold promise, particularly as a longer-term (i.e., nightly vs. 

one-time) adjuvant treatment for cognitive dysfunction in schizophrenia.  

2.8 Aging alters architecture: Sleep spindle changes in normal aging 
 

 Aging adults self-report sleep issues at a greater frequency than any other age 

group 146. While the general population has an insomnia rate of up to 48%, the aging 

population reports a prevalence of up to 65% (reviewed in  147). In aging, sleep is altered 

in multiple capacities including timing, duration, architecture, and quality. The elderly 

population experiences a circadian phase shift in which they wake up earlier and go to 

sleep earlier than younger adults, with decreased duration of sleep and increased 

napping 148. The sleep aged adults do get is more fragmented, with increased arousals 

and more frequent transitions between sleep states 149. Total time spent in both REM and 

deep slow wave sleep (SWS) decreases, while lighter NREM sleep increases in duration 

150. The density of both K complexes and sleep spindles decreases 151. NREM spectral 

power decreases in alpha (relaxed wake), delta (deep sleep), theta (consciousness), and 

sigma (spindle) bands. Sleep macroarchitecture across the night also changes 

dramatically. In young adults, across the night, SWS decreases in duration and spindle 

occurrence decreases as the night goes on. This is thought to reflect homeostatic 

changes in NREM sleep after wakefulness, leading to greater SWS and spindle 

occurrence at sleep onset, and decreasing SWS and spindle amounts across the night. 

Aging alters this process, making SWS duration and spindle occurrence more 

homogeneous across the night 152,153.  
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 Age-dependent changes in spindle density, amplitude, duration, and topography 

have been extensively characterized using EEG (Figure 2.2) 151,154,155. All of the reported 

sleep spindle changes appear to be progressive with increasing age 156,157. For example, 

spindle density progressively decreases (relative to density in young adults) across 

middle age and into old age 156. Three features of age-dependent spindle decline are 

noteworthy, in that they may illustrate the neurobiological changes underlying this 

process. First, these changes are not homogenous across the cortex; rather, decreases 

in spindle density at older ages are most pronounced at frontal and occipital sites 158. This 

progressive topographical change is actually the reverse of what appears to happen 

during development, in which density in these areas gradually increases relative to the 

rest of the cortex (Figure 2.2). This may relate to progressive neurodegenerative changes 

that preferentially affect these cortical areas with aging 159. It also appears that slow and 

fast spindles are differentially affected with aging. There is general agreement that NREM 

spectral power in the fast spindle range (i.e., between 13-15 Hz) gradually, but 

dramatically, decreases with age 153,160. However, it is unclear whether slower-frequency 

(9-12 Hz) spindles are similarly affected. Finally, it is possible that global and local 

spindles are differentially affected with advanced age. A loss of local spindles may 

indicate either a selective age related change in the CT-TRN-TC circuitry mediating local 

spindles, or general decline in neuroplasticity with aging. Recently, a study by Huupponen 

and colleagues 161 found a (nonsignificant) trend of increasing prevalence of global vs. 

local spindles with increasing age. While the spatial resolution was limited in this study 

(only six EEG channels were used) future studies using higher density EEG and MEG 
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may clarify how aging affects the topology of spindle occurrence, and local spindles 

induced by prior learning are affected with aging.  

 Not everyone is equally affected by spindle changes with age. For example, in 

younger and middle aged subjects, there is a clear gender difference in spindling, with 

women having higher spindle density; in aging this difference decreases 151. Across-the-

night changes in spindle density are also altered in older subjects 153-155. Even when 

differences in age and gender are accounted for, there is still high variability, with some 

adults being much less affected by age than others 162. 

 

 

 

 

 

 

 

 

 



 41 

 

Figure 2.2 Changes in spindle form across the lifespan. Top - Heat maps depict topographical spindles density 
during early development, adolescence, and aging. Spindles are initially seen over central areas of the brain, and 
gradually develop over frontotemporal areas during the first year of life 104. During adolescence, density reaches a 
relative maximum with equal distribution across frontal, central, and parietal leads. In aging, there is a return to the 
same pattern seen earlier in development, with highest density at central leads 158. Below the heat maps are 
representations of spindle morphology at these ages. Middle - Sleep spindle density (blue trace) increases throughout 
early development, peaking during puberty and steadily declining from adolescence to old age 109,156. Duration of sleep 
spindles (orange trace), on the other hand, peaks early in life, then generally declines over the lifespan. Spindle 
amplitude (purple trace) is relatively small early in development, increasing to maximum values over the first year of 
life, and then steadily declines until old age 151. Bottom - Neurodevelopmental milestones.  
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2.9 What are the effects of spindle changes as we age? 
 
 There have been two main focuses for understanding the functional effects of age-

related changes in sleep-spindles: 1) possible changes in sleep architecture, and 2) 

potential changes in cognition. In fact, the earliest study looking at the effects of spindle 

changes examined both. Guazzelli and colleagues found no correlation between spindle 

density and either the number or duration of bouts of wake after sleep onset in older 

subjects 154. Similarly, Nicolas et al., found no interaction between sleep spindle 

characteristics and overall sleep efficiency in aging subjects 156. In the same study, 

Guazzelli et al., also examined the potential relationship between spindle decrease and 

cognitive decline. They found no correlation between overall verbal or performance IQ 

and spindle changes with aging. However, studies using more specific cognitive 

measurements (e.g., with tests of motor learning and episodic memory) found consistent 

correlations between preservation of spindles with increasing age and preservation of 

cognitive functioning 163,164. 

  Many age-related pathologies present with cognitive decline, including Alzheimer’s 

and Parkinson’s diseases. In these two syndromes, further decreases in spindle density 

(beyond that seen in normal aging) have been observed 165,166. The most dramatic 

reductions - and even a complete loss of sleep spindles - have been reported in the most 

severe cases of dementia 167,168. Alzheimer’s disease patients who presented with greater 

mean intensity and number of fast spindles performed better in an episodic memory (story 

recall task) than patients who showed lower spindle numbers and intensity 165.  Similarly, 

a decrease in spindle density and amplitude has been observed in Parkinson’s disease 

patients who experience dementia relative to those who do not. These decreases 
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occurred to a greater extent in posterior areas, with prominent decreases at central, 

parietal, and occipital derivations. The strength of the decrease in posterior areas was 

correlated with a decrease in visuospatial capabilities 166.  Interestingly, a similar spindle-

cognition relationship has been observed in a premature aging syndrome (Mulvihill-Smith 

syndrome), with a complete loss of NREM spindles associated with cognitive deficits 169. 

2.10 Why do we lose spindles as we age? 
 
 There is a large gap in our understanding of the neurophysiological changes that 

cause declines in spindling with age. However, some speculations can be made. 

Changes in brain anatomy with aging are often referred to under the umbrella of the 

“shrinking brain phenomenon”: as senescence proceeds, cortical volume decreases 170. 

This occurs in an anterior to posterior gradient, with both gray and white matter 171. 

Decreases in gray matter are concentrated in prefrontal cortex, alongside the inferior 

frontal and insular regions, and the inferior parietal cortex 170,172,173. White matter is most 

reduced with aging in medial frontal and medial lateral regions 174,175.These alterations 

may offer explanatory value for region-specific decreases in spindling with aging. In line 

with this, decrease in spindles in aging has been correlated with increased sulcal atrophy 

154. Additional age-related thalamocortical circuit changes may explain overall decreases 

in spindles. For example, the thalamus shows a significant decrease in volume in aging, 

and its connectivity with the cortex is altered (reviewed in 176). This change parallels 

structural changes associated with reduced spindling in the brains of schizophrenia 

patients described above. Furthermore, T-type calcium channel (Cav 3.1) expression 

decreases as a function of age 177. This latter change could translate into a fundamental 

deficit in the generation of spindle oscillations, independent of anatomical changes to TC 
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circuitry. Finally, given that melatonin signaling enhances activity in the 11-14 Hz 

frequency band 178-180, and melatonin levels decrease significantly with age 179  this may 

account for both the reduced occurrence of spindles and the upward shift in spindle 

frequency in aging. 

2.11 Summary and future directions 
 
 Previous work clearly defined that spindles evolve across the lifespan and that 

changes in spindle activity are correlated with changes in cognition. However, a major 

gap in our knowledge remains with regard to causality. We currently do not know for 

certain whether (and how) network activity in wakefulness promotes local spindle activity. 

Neither do we know whether (and how) global and local spindles contribute to 

thalamocortical network plasticity and cognitive functions associated with this plasticity. 

The use of new tools, such as pharmacogenetics, optogenetics, or transcranial magnetic 

stimulation, to alter spindle generation or density should clarify our understanding of the 

relationship between spindle form and function. 

 A majority of the literature examining sleep spindle function in humans has focused 

on adult populations. However, broadening our understanding of these oscillations 

throughout the lifespan may illuminate spindle functions that are not apparent in healthy 

adults. Infancy, childhood, and adolescence are times of dramatic change in the brain, 

characterized by widespread synaptogenesis, myelination, and synaptic pruning. During 

these years, spindle amplitude, duration, density, frequency, and topology change. 

Understanding the relationship between spindle form and function during these transitions 

has implications for a variety of neurodevelopmental disorders in which spindle activity is 

altered.  
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 With advancing age come dramatic alterations in brain architecture, cognition, and 

sleep patterns. Many of these are the reverse of changes seen during development. Both 

healthy age-related and pathological changes in the brain cause decreases in brain 

volume and synaptic connections. Decreases in sleep and sleep spindles during this time 

are likely caused by structural alterations in thalamocortical circuitry. However, 

augmentation of spindles may be useful for mitigating deficits seen with cognitive aging.  

 In conclusion, sleep spindles change over the course of a lifetime, in parallel with 

the multitude of changes in the developing and aging brain. Spindles may serve different 

functions throughout the lifespan. Future studies focused on age-specific brain 

anatomical and functional differences will ultimately help us understand these functions. 
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CHAPTER III 
 

Sleep promotes, and sleep loss inhibits, selective changes in firing rate, response 
properties, and functional connectivity of primary visual cortex neurons. 

 
This chapter includes the publication: Clawson, B. C., Durkin, J., Suresh, A. K., Pickup, 
E. J., Broussard, C., Aton, S. J. (2018). Sleep Promotes, and Sleep Loss Inhibits, 
Selective Changes in Firing Rate, Response Properties and Functional Connectivity of 
Primary Visual Cortex Neurons. Frontiers in Systems Neuroscience, 12: 40. 
 

3.1 Abstract 

 Recent studies suggest that sleep differentially alters the activity of cortical 

neurons based on firing rates during preceding wake - increasing the firing rates of 

sparsely firing neurons and decreasing those of faster firing neurons. Because sparsely 

firing cortical neurons may play a specialized role in sensory processing, sleep could 

facilitate sensory function via selective actions on sparsely firing neurons. To test this 

hypothesis, we analyzed longitudinal electrophysiological recordings of primary visual 

cortex (V1) neurons across a novel visual experience which induces V1 plasticity (or a 

control experience which does not), and a period of subsequent ad lib sleep or partial 

sleep deprivation. We find that across a day of ad lib sleep, spontaneous and visually-

evoked firing rates are selectively augmented in sparsely firing V1 neurons. These 

sparsely firing neurons are more highly visually responsive, and show greater orientation 

selectivity than their high firing rate neighbors. They also tend to be “soloists” instead of 

“choristers” - showing relatively weak coupling of firing to V1 population activity. These 

population-specific changes in firing rate are blocked by sleep disruption either early or 

late in the day, and appear to be brought about by increases in neuronal firing rates across 
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bouts of REM sleep. Following a patterned visual experience that induces orientation-

selective response potentiation (OSRP) in V1, sparsely firing and weakly population-

coupled neurons show the highest level of sleep-dependent response plasticity. Across 

a day of ad lib sleep, population coupling strength increases selectively for sparsely firing 

neurons - this effect is also disrupted by sleep deprivation. Together, these data suggest 

that sleep may optimize sensory function by augmenting the functional connectivity and 

firing rate of highly responsive and stimulus-selective cortical neurons, while 

simultaneously reducing noise in the network by decreasing the activity of less selective, 

faster-firing neurons. 

3.2 Introduction 

Sleep is hypothesized to play a critical role in learning and memory, by facilitating 

long-lasting plastic changes in the strength of synapses and across networks.4,5,9,15,29,42 

Among the mechanisms by which sleep may promote information storage in the brain, 

general synaptic downscaling has been proposed as a possible mediator. In theory, 

widespread synaptic downscaling is proposed as a homeostatic response by which 

network excitability could be constrained and signal-to-noise ratios for neuronal firing 

could be improved following widespread synaptic potentiation associated with waking 

experience.36,37 This idea is supported by biochemical and transcriptomic studies in 

rodents, demonstrating that cellular markers of neuronal activity and synaptic 

strengthening are increased in the forebrain after a period of wake, and decreased after 

a period of sleep.10,24,39 However, recent studies suggest that these effects may vary 

between brain areas14,35 and as a function of experience.4,30,31,34,38 Thus it is unclear 

whether downscaling is a phenomenon associated with experience-dependent plasticity 
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in neuronal circuits, such as are initiated by learning. In addition, it is unclear whether 

downscaling occurs during rapid eye movement (REM) or non-REM (NREM) sleep. For 

example, studies of cortical neurons have attributed decreases in firing to slow wave 

activity in NREM,40 while studies of hippocampal neurons have shown firing increases 

across bouts of NREM, and rapid decreases across REM sleep.20 Moreover, it is unclear 

whether, or how, sleep-dependent downscaling would affect the response properties and 

information-processing capabilities of individual neurons. Recent data suggest that sleep-

associated decreases in synaptic strength and neuronal excitability are heterogeneous, 

even within a given brain region. For example, only a subset of synaptic structures appear 

to be reduced in size in the cortex across sleep,13 and only a subset of cortical neurons 

show significant decreases in firing rate after sleep.40 The idea that these changes are 

not uniform, but may preferentially affect a specific subpopulation of network neurons, is 

supported by recent studies of firing rate changes in rodent frontal cortex and 

hippocampus across bouts of sleep and wake behavior. For example, Watson et al found 

that while most rat cortical neurons show firing decreases across bouts of REM sleep, 

only those neurons that have the fastest baseline firing rates show firing decreases in 

NREM sleep. Overall changes in firing across sleep periods (containing REM, NREM, 

and microarousals) are opposite between higher firing neurons (which show net firing 

decreases) and sparsely firing neurons (which show net firing increases). Thus instead 

of uniformly decreasing firing rates, sleep seems to narrow the distribution of firing rates 

among cortical neurons.41 In contrast to what is seen in frontal cortex, firing rates among 

both interneurons and principal neurons in hippocampal area CA1 generally increase 

across bouts of NREM, and dramatically decrease across bouts of REM.20 Available data 
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suggests that as is true for cortical neurons, these changes in firing across sleep 

differentially affect higher-firing and lower-firing neurons.25 

Recent studies have also characterized neurons in sensory cortical areas based 

on how coupled their firing is to that of the population.7,28 So-called “choristers” fire in a 

manner which is tightly linked to spontaneous population-level activity, while “soloists” 

tend to fire independently from the population. In sensory areas, fast-spiking interneurons, 

and bursting pyramidal neurons, tend to fire as choristers, while non-bursting pyramidal 

neurons fire as soloists.28 Bachatene et al. also demonstrated that population-coupling 

strength of neurons in sensory cortex varies as a function of firing rate.7 Thus, the neurons 

on the lower end of the firing rate distribution appear to be comprised of soloists, while 

high-firing neurons are likely choristers.7 Critically, the relationship between neurons’ 

population coupling strength, their sensory response characteristics, and their 

information-carrying capacity remains a matter of speculation.7,28 While soloists may be 

able to respond very selectively and precisely to sensory stimuli, choristers’ firing appears 

to carry additional information regarding an animal’s behavioral state and other non-

sensory factors.28 Thus two important unanswered questions are how sleep and wake 

states affect soloist and chorister populations, and how this might be relate to sleep-

dependent plasticity in neural circuits. 

Recent work from our lab has shown that mean firing rates are differentially 

affected by sleep in mouse primary visual cortex (V1), depending on prior visual 

experience. For example, we have shown that when mice are presented with a single 

oriented grating over a prolonged period (several minutes to an hour), neurons in V1, 

show an enhanced firing rate response to grating stimuli of the same orientation, but only 
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after a period of sleep.6,16,17 After a visual experience that induces OSRP, firing rates for 

V1 neurons increase across bouts of sleep, particularly across REM sleep.17 Thus state-

dependent changes in V1 neurons’ firing rates are functionally linked to sensory plasticity 

and may vary as a function of prior sensory experience. 

Here we aim to address how brain state-dependent changes in different neuronal 

populations may affect the basic function and information-processing capabilities of 

sensory cortex.2 We first assess how both spontaneous and visually-evoked firing rates 

of sparse- or fast-firing V1 neurons are affected by visual experience, across a period of 

subsequent ad lib sleep, or across a similar period with partial sleep deprivation. We then 

assess how these parameters are affected in neurons which fire in a manner that is either 

weakly or strongly coupled to V1 population activity. We also determine which neurons’ 

orientation preferences are most altered in the context of OSRP.  

3.3 Materials and Methods 

In vivo neurophysiology  

All mouse procedures were approved by the University of Michigan Institutional 

Animal Care and Use Committee. For chronic recordings, male and female C57BL/6J 

mice (Jackson) aged 1-3 months (an age range where OSRP is induced robustly by visual 

experience)6,16,19  were implanted with custom-built drivable headstages (EIB-36 

Neuralynx) under isoflurane anesthesia, using previously described techniques.6 For 

each mouse, two 200 µm-diameter bundles of seven stereotrodes each (25 µm nichrome 

wire, California Fine Wire; Grover Beach, CA) were placed in right hemisphere V1 (0.5-1 

mm apart), reference and ground electrodes were placed in left hemisphere V1 and 
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cerebellum, respectively, and three electromyography (EMG) electrodes were placed in 

nuchal muscle. 

Following surgical procedures, mice were individually housed in standard caging 

with beneficial environmental enrichment (nesting material, toys, and treats) throughout 

all subsequent experiments. With the exception of OSRP or blank screen experimental 

days, during which room lights were kept off, lights were maintained on a 12-h:12-h 

light:dark cycle (lights on at 8 AM, lights off at 8 PM). Food and water were provided ad 

lib throughout all procedures. After 1-2 weeks of post-operative recovery, mice were 

prepared for chronic stereotrode recording in their home cage, which was placed inside 

a sound-attenuated recording chamber (Med Associates). Mice were tethered using a 

lightweight cable for neural recording, and were habituated to daily handling, restraint, 

and head fixation over a period of 5 days. During this time, electrodes were gradually 

lowered into V1 until stable neuronal recordings were obtained. Recording stability was 

defined by the continuous presence of spike waveforms on individual electrodes for at 

least 24 h prior to the onset of baseline recording. Signals from each electrode were split 

and differentially filtered to obtain spike data (200 Hz-8 kHz) and local field potential 

(LFP)/EMG activity (0.5-200 Hz). Data were amplified at 20 ×, digitized, further digitally 

amplified at 20-100 ×, and recorded using Plexon Omniplex software and hardware 

(Plexon Inc.; Dallas, TX). For all chronic recordings, single-unit data was referenced 

locally to a recording channel without single-unit activity, to eliminate low-frequency noise. 

Visual stimuli, OSRP induction, and assessment of visual response properties. 

 A continuous 24-h baseline recording was carried out for each mouse, starting at 

lights-on (8 AM; CT0 – Circadian Time 0). The following day at CT0, mice were head-
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fixed. To assess baseline (AM) visual response properties in V1 neurons, phase-

reversing oriented gratings (spatial frequency 0.05 cycles/degree, 100% contrast, 

reversal frequency 1.0 Hz) of 4 orientations (0, 45, 90, and 135 degrees from horizontal) 

and a blank (dark) screen (to assess spontaneous activity) were presented to the left 

(contralateral) visual field. Each of these stimuli was presented 8 times (10 s for each 

presentation) in a random, interleaved fashion. Neuronal firing rate responses were 

quantified and averaged for each stimulus orientation (and blank [dark] screen) across 

total presentation time (i.e., 10 s × 8 repetitions). Immediately following this baseline (8 

AM; CT 0) test, either a single grating stimulus (of a randomly-selected orientation) or a 

blank [dark] screen was continuously presented over a 30-min period to induce OSRP. 

Mice were then returned to their home cage and recordings continued until CT12 in 

complete darkness (with far-infrared illumination only, to prevent additional visual 

experience), at which time mice were again head-fixed for a second (PM) test of visual 

response properties. Between 30-min grating (or blank screen) presentation and PM 

testing, mice were either allowed to sleep ad lib (Vis Stim + Sleep: n = 14 mice, Blank 

Screen + Sleep: n = 7 mice), or were kept awake over the first 6 h (Vis Stim + early sleep 

deprivation [ESD]: n = 11 mice) or last 6 h (Vis Stim + late sleep deprivation [LSD]: n = 

13 mice), using gentle handling procedures.6 Briefly, when mice were observed (under 

far-infrared illumination) taking stereotyped sleep postures and LFP data indicated 

transitioning from wake to NREM sleep, cages were tapped gently to awaken the mice. 

Later in the procedure (typically within the last 1-2 hours), disturbance of the nest or lightly 

brushing the mouse with a cotton-tipped applicator was used to prevent sleep. 
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For each stably-recorded neuron (i.e., those with consistent spike waveforms on 

the two stereotrode channels across 24-h baseline recording, and across the 12-h 

experiment; see below for details of single-unit identification), a number of visual 

response properties were assessed during CT0 (i.e., the time of expected lights-on; “AM”) 

and CT12 (i.e., the time of expected lights-off; “PM”) tests (at 8 AM and 8 PM, 

respectively), using previously-described metrics.3,4,6 Mean firing rates (in Hz) were 

averaged across all repetitions of the same visual stimulus (or blank [i.e., dark] screen). 

Mean blank screen firing (in Hz) was used as a metric of each neuron’s spontaneous 

activity. Mean firing at each neuron’s preferred stimulus orientation (i.e., that which 

evoked maximal firing rate response) was used as a metric of maximal visually-evoked 

firing rate. An orientation selectivity index (OSI45; used to indicate the strength of 

orientation tuning, regardless of orientation preference) was calculated for each neuron, 

as 1 - [(average firing rate at ± 45 from preferred orientation)/(average firing rate at the 

preferred stimulus orientation)]. Thus OSI45 values for individual neurons range from 0 

(minimal selectivity for the preferred stimulus orientation) to 1 (maximal selectivity for the 

preferred stimulus orientation). Neuronal visual responsiveness (to any visual stimulus) 

was assessed as a responsiveness index (RI), calculated as 1 - [(average firing rate at 

blank screen presentation)/(average firing rate at the preferred stimulus orientation)]. RI 

values for individual V1 neurons typically range from 0 (not visually responsive) to 1 

(maximally responsive), although negative values are possible for non-responsive 

neurons). Changes in these values between AM and PM tests (i.e., during the inactive 

phase of the rest-activity cycle; from CT 0 to CT12) were assessed in non-sleep deprived 

and sleep deprived mice. For mice presented with a visual stimulus to induce OSRP, 
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initial preference for the presented stimulus orientation was quantified as the ratio of mean 

firing rate responses for the presented orientation (X°) to that of the orthogonal to 

presented stimulus (X+90°) as described previously. Changes in this measure (and in 

other visual response properties) were quantified by subtracting CT0 baseline (AM) 

(X°/X+90°) ratio from CT12 (PM) (X°/X+90°) ratio; this difference was then expressed as 

a percent change from the baseline value.   

Histology 

At the conclusion of each recording, mice were deeply anesthetized with 

barbiturate injection, and an electrolytic lesion was made at each electrode site (2 mA, 3 

s per electrode). Mice were then perfused with formalin and euthanized. Brains were post-

fixed, cryosectioned at 50 µm, and stained with DAPI (Fluoromount-G; Southern Biotech) 

to verify electrode placement in V1. 

Single unit identification and data analysis 

Single-neuron data were discriminated offline using standard principle component-

based procedures as described previously.3,6,16,17,26,27 To ensure stable tracking of single-

neuron activity across time, all data analyses were carried out on spike data that was 

continuously acquired throughout the experiment. Example data are shown for pair of 

neurons stably recorded on the same V1 stereotrode, from a freely-behaving mouse, in 

Fig. 3.1. As shown in Fig. 3.1, spikes from individual neurons were discriminated based 

on consistent spike waveform shape and width, relative spike amplitude on the two 

stereotrode wires, and relative positioning of waveform clusters in three-dimensional 

principal component space. Single-neuron isolation was verified quantitatively using 

standard techniques.21 Clusters with interspike interval (ISI)-based absolute refractory 
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period violations were eliminated from analysis. Waveform cluster separation (for 

channels with more than one discriminated single unit) was validated using MANOVA on 

the first 3 principal components (p < 0.05 for all sorted clusters), and the Davies-Bouldin 

(DB) validity index,33 as described previously.16,27  

Only neurons that 1) met the criteria described above and 2) were reliably 

discriminated and continuously recorded throughout each experiment (i.e., across both 

24-h baseline and 12-h experimental condition) were included in firing rate analyses. For 

analysis of firing rate changes across the population of recorded V1 neurons (e.g., in 

Figs. 3.3-3.8), spontaneous and maximal visually-evoked firing rates (calculated as 

described above) were log(10)-transformed. For ANOVA analyses of visual response 

properties and firing rate changes, all recorded neurons in a given experimental group 

were grouped into sextiles, based on either their spontaneous firing rate, maximal 

visually-evoked firing rate, or population coupling strength (see below) at baseline. 

Sextiling of data allowed statistical comparisons between changes seen in the highest 

and lowest firing neurons, and direct comparisons of our results with those of other labs.41 

Changes in firing rate across the day were expressed as a fold change. 

Intracortical LFP and nuchal EMG signals were used to categorize recorded data 

into REM, NREM, and wake states over 10-s intervals of recording using custom 

software. Firing rates were calculated separately within REM, NREM, and wake using 

NeuroExplorer software (Plexon). To assess neuronal firing rate changes across 

individual bouts of these states, we used a calculation similar to that described 

previously.17 Briefly, firing rates across time were log(10)-transformed, and mean firing 

rates across the first and last 30 s of each state bout were calculated. Changes in firing 
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rate were calculated using custom software, by subtracting the mean firing rate in the first 

30 from the mean firing rate in the last 30 s. Bouts with less than 60 s duration, and 

neurons with a firing rate of 0 Hz in either the first or last 30 s of a particular bout, were 

excluded from the analysis. Mean rate changes were averaged for all the bouts of a given 

state (i.e., REM, NREM, or wake) occurring across the entire ad lib sleep portion of the 

experiment for each animal. Thus for Vis Stim + Sleep and Blank Screen + Sleep mice, 

data were averaged over the CT0 to CT12 ad lib sleep recording period; for Vis Stim + 

ESD mice, data were averaged over the last 6 h of recording; for Vis Stim + LSD mice, 

data were averaged over the first 6 h of recording. 

To assess population coupling, neurons were cross-correlated with the population 

rate activity during the AM test using a cross-correlogram (CCG) algorithm. Population 

rate time series were first constructed from the firing of all single units and multi-unit 

activity across the AM test, with the neuron of interest’s spike times removed; this was 

done separately for each neuron. Each neuron’s spike train was then cross-correlated 

with the population rate in 1 ms bins, with counts per bin normalized to the number of 

reference events as probabilities to account for differences in firing rate. A 95% 

confidence interval was applied to each CCG. CCGs were  corrected using a shift-

predictor procedure during the AM and PM tests to correct for coincident firing due to 

common visually-driven input (similar to methods described in (Bachatene et al., 2015)) 

and CCGs were smoothed with a Gaussian filter with a 3 bin width. Peaks in the corrected 

CCGs were used as measures of population coupling; these peaks were compared 

between AM and PM tests to assess changes in population coupling across the day.  
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Results 

3.4 Visual response plasticity among V1 neurons relies on both visual experience 
and sleep. 
 
 To characterize effects of visual experience and brain states on visual response 

properties and firing rates, we first quantified V1 neuronal firing in recordings from 

C57BL/6J mice. An example showing the stability of our V1 neuronal recordings (from a 

representative mouse) is shown in Fig. 3.1. Mice underwent continuous recording across 

a 24-h baseline period (to verify stability of neuronal recordings), a baseline (AM) visual 

response assessment (at lights-on; CT0), a 30-min presentation of a single oriented 

flickering grating (or, as a negative control, a blank screen), and a 12-h post-stimulus 

period in complete darkness (to prevent additional visual experience). During this post-

stimulus period, mice were either allowed ad lib sleep, or were sleep deprived by gentle 

handling over the first or last 6 h (early sleep deprivation [ESD] or late sleep deprivation 

[LSD]). At CT12, response properties were reassessed to quantify OSRP and other 

changes in visual responses (Fig. 3.2A). As we have shown previously (Aton et al., 2014; 

Durkin et al., 2017; Durkin and Aton, 2016), oriented grating presentation resulted in an 

increase among V1 neurons’ firing rate responses to the presented stimulus orientation. 

Consistent with our prior findings, both ESD and LSD disrupted OSRP. This was true for  
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Figure 3.1. Long-term recordings of V1 neurons. Spike data are shown from two representative neurons on a V1 
stereotrode across 7 days of continuous recording. For display purposes (i.e., to show stability of spike waveforms over 
time) neuronal spike data are shown over 2-h intervals of recording time at lights-on (CT0-2) and at lights-off (CT12-
14) each day, clustered in three-dimensional principal component (PCA) space. Waveforms for the spikes in the two 
clusters are shown to the right of PCA plots. 
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Figure 3.2. OSRP is induced in V1 by visual experience and dependent on subsequent sleep. (A) Experimental 
design. Mice were implanted with stereotrodes to record V1 neurons’ firing across baseline (AM) visual response testing 
(at lights-on; CT0), 30-minute oriented grating stimulus presentation (to induce OSRP) or blank screen presentation, 
12 h of subsequent ad lib sleep, early sleep deprivation (ESD) or late sleep deprivation (LSD), and a final (PM) visual 
response test at CT12. Mice were kept in complete darkness (under far-infrared illumination) across CT0-12, to avoid 
additional visual experience after stimulus presentation. (B) OSRP data, showing per-mouse average % changes in 

neurons’ responses to the presented visual stimulus orientation (X) vs. the orthogonal orientation (X + 90) (p = 0.007, 
Kruskal-Wallis one-way ANOVA on ranks). Bar graphs show mean ±SEM. Numbers of mice are indicated for each 
group. (C) Neuron by neuron data, as in B (p < 0.0001, Kruskal-Wallis one-way ANOVA on ranks).  For all panels, * 
indicates p < 0.05, ** indicates p < 0.01, *** indicates p < 0.001, and **** indicates p < 0.0001, Dunn’s post hoc test. 
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both the average OSRP of each mouse (i.e., measured across all neurons recorded from 

each mouse; Fig. 3.2B) and for all neurons recorded in a given condition (Fig. 3.2C). As 

we have shown previously, there were no significant differences between OSRP 

measurements for male vs. female mice,16 different neuronal subclasses (i.e., principal 

neurons vs. fast-spiking interneurons),6 or differential timing of sleep deprivation.6  

3.5 Spontaneous and visually-evoked firing among V1 neurons approximates a 
lognormal distribution 
 

Watson et al. recently demonstrated that mean firing rates of frontal cortical 

neurons show a roughly lognormal distribution.41 For our V1 recordings, we calculated 

the baseline (AM) spontaneous firing rate during blank screen presentation. We found 

that, as is true in frontal cortex, the distribution of spontaneous firing rates shows a clearly 

non-normal distribution (p < 0.0001 for all experimental groups, D’Agostino-Pearson 

normality test – Fig. 3.3A). As shown in Fig. 3.3B, when neuronal firing rates are log(10)-

transformed, although most groups’ distributions remain statistically non-normal, each is 

a closer approximation of normality (Vis Stim + Sleep: p = 0.002, Blank Screen + Sleep: 

p = 0.004, Vis Stim + ESD: p = 0.15, Vis Stim + LSD: p = 0.017, D’Agostino-Pearson 

normality test). A similar pattern was seen for distributions of maximal visually-evoked 

firing rates (i.e., for responses to each neuron’s preferred stimulus orientation; Fig. 3.3C-

D). Thus spontaneous and visually-evoked firing rate data were log(10)-transformed for all 

subsequent analyses. 
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Figure 3.3. V1 neurons’ spontaneous and evoked firing rates follow a log-normal distribution. (A) Distributions 
of baseline (AM) spontaneous firing rates of the neurons recorded from each of the treatment groups were non-normal 
(p < 0.0001, D’Agostino-Pearson normality test). (B) log(10)-transformed spontaneous firing rates’ distributions 
approximated normality (p = 0.002, 0.004, 0.15, and 0.02, respectively, for Vis Stim + Sleep, Blank Screen + Sleep, Vis 
Stim + ESD, and Vis Stim + LSD, D’Agostino-Pearson normality test). (C) Distributions of baseline (AM) maximal 
evoked firing rates (i.e., for each neuron’s preferred-orientation stimulus) of the neurons recorded from each of the 
treatment groups were non-normal (p < 0.0001, D’Agostino-Pearson normality test). (D) log(10)-transformed evoked 
firing rate data approximated normality (p = 0.001, 0.02, 0.55, and 0.05, respectively, for Vis Stim + Sleep, Blank Screen 
+ Sleep, Vis Stim + ESD, and Vis Stim + LSD, D’Agostino-Pearson normality test).   
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3.6 Sleep promotes, and sleep deprivation impairs, re-distributions of firing rates 
among V1 neurons 
 
 We next assessed how sleep changes firing rates across the V1 neuronal 

population. As shown in Fig. 3.4, neurons recorded in both ad lib sleep conditions 

(following either visual stimulus or blank screen presentation) showed a re-distribution of 

both spontaneous (Fig. 3.4A) and maximal visually-evoked (Fig. 3.4B) firing rates across 

the day. This re-distribution was systematic, in that (as is true for firing changes across 

sleep in frontal cortex)41, the lowest firing neurons showed increases in firing rate, and 

the highest firing neurons showed decreases in firing rate. This is illustrated by taking the 

regression of (log(10)-transformed) baseline (AM) spontaneous firing compared with the 

fold change in firing across the day. In the absence of systematic firing changes across 

the baseline V1 firing rate distribution, one would expect the slope of this regression to 

be zero. We find that firing rate changes among neurons in both ad lib sleep conditions 

(i.e., regardless of the type of visual experience) show negative relationships to baseline 

spontaneous firing, which are significantly different from zero (Vis Stim + Sleep: p = 0.003, 

Blank Screen + Sleep:  p < 0.001 Spearman rank order, F-test p < 0.001). In contrast to 

what is seen in V1 of non-sleep deprived mice, V1 neurons recorded across both early 

and late sleep deprivation (ESD and LSD) conditions showed no systematic firing rate 

changes (for either spontaneous or visually-evoked firing rates). This is shown in Fig. 

3.4A-B, where for ESD and LSD, the regressions of neurons’ firing rate changes vs. their 

baseline firing rates do not differ from zero (N.S., F-test).  

 Recent work41 assessed sleep-dependent firing rate changes among neurons that 

had been grouped into sextiles based on their mean firing rates. We carried out a similar 

analysis on V1 neurons’ firing rate changes. As shown in Fig. 3.4C-J, in mice from both 
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sleeping conditions, across-the-day firing rate changes varied in V1 depending on 

baseline firing rate sextile. For both spontaneous (Fig. 3.4C-D) and maximal visually-

evoked (Fig. 3.4G-H) firing, the lowest-firing sextile of V1 neurons from the two sleeping 

conditions (regardless of visual experience) showed firing rate increases relative to the 

highest-firing sextile, where neurons tended to have firing rate reductions across the day. 

This effect was not present in either of the two sleep deprived groups (ESD and LSD), 

where both spontaneous (Fig. 3.4E-F) and visually-evoked (Fig. 3.4I-J) firing rate 

changes across the day did not vary as a function of baseline firing rate. Together, these 

analyses suggest that firing rates in V1 neurons are altered across a day of ad lib sleep, 

as a function of their baseline firing rate, and that sleep deprivation (at any time of day) 

disrupts this process. 

3.7 V1 neurons’ visual response properties vary as a function of baseline firing rate 

Our analyses of firing rates suggest that specific subpopulations of V1 neurons 

(those with the lowest and highest baseline firing rates) undergo the largest sleep-

dependent alterations in firing (increases and decreases in firing rate respectively). One 

question, in light of the well-described effects of sleep on visual response 

plasticity,3,4,6,16,17,18 is how visual response properties vary between sparsely firing and 

higher firing neurons. We assessed how visual responses varied at baseline (i.e., during 

the AM visual response test at CT0) as a function of firing rate. As shown in Fig. 3.5 

(where baseline [AM] data from the four experimental groups are aggregated), we found 

that both visual responsiveness (Fig. 3.5A) and orientation selectivity (Fig. 3.5B) are 
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Figure 3.4. Sleep deprivation impairs neuronal firing rate homeostasis. (A-B). Linear fits of data for the change in 
spontaneous firing rate (A) and maximal visually-evoked firing rate (i.e., at each neuron’s preferred stimulus orientation; 
B) across the day (expressed as a fold change and plotted on a log(10) scale) vs the AM spontaneous firing rate of the 
cell (plotted on a log(10) scale). In both groups with ad lib sleep, sparsely-firing neurons’ firing rates increased (i.e., 
showed a fold change > 1) while highly active neurons’ firing decreased (i.e., showed a fold change < 1). In (A) the 
lines for the visual stimulus and blank screen regressions closely overlap. The table below shows, for each experimental 
group, the regression slope and SE, Spearman R-value, and Bonferroni-corrected F test p-value. (C-F) Sextiles of the 
change in spontaneous firing rate, based on AM spontaneous firing rate, which is shown in (A) (p = 0.0015 for panel 
D, respectively, all others N.S., Kruskal-Wallis one-way ANOVA on ranks). (G-J) Sextiles of the change in evoked firing 
rate, based on AM spontaneous firing rate, which is shown in (B) (p = 0.0356, 0.0087 for panels G-H respectively, all 
others N.S., Kruskal-Wallis one-way ANOVA on ranks). Error bars indicate mean ± SEM for log changes in firing rate; 
* indicates p < 0.05, ** indicates p < 0.01, *** indicates p < 0.001, and **** indicates p < 0.0001, Dunn’s post hoc test. 
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highest for sparsely firing neurons, and show a significant negative relationship with 

spontaneous firing rate. This relationship was statistically significant (p < 0.0001, 

Spearman rank order) and regressions were significantly different from 0 (p < 0.0001, F-

test) across all four experimental groups (when examined separately). A similar 

relationship between spontaneous firing rate and visual response properties was seen 

during the CT12 (PM) test (p < 0.0001, Spearman rank order; p < 0.0001 for slope 

significance from 0, F Test). Fig. 3.5C and D, show that these properties vary significantly 

by firing rate sextile. Together, this suggests that those V1 neurons that show sleep-

associated increases in firing (i.e., the lowest-firing neurons) are highly visually 

responsive and sharply orientation-tuned, and thus encode highly specific visual 

information. Conversely, V1 neurons that show sleep-associated firing decreases (i.e., 

the highest-firing neurons) are less visually responsive and less orientation selective.  

3.8 V1 neurons’ visual response properties vary with population-coupling strength 

Recent studies have categorized populations of neurons in sensory cortex, not 

based on firing rate, but rather on how strongly coupled their firing is to population 

activity.7,28 Okun et al. and Bachetene et al. classified cortical neurons into ‘choristers’ 

(i.e., strongly coupled) and ‘soloists’ (i.e., weakly coupled) based on how correlated their 

firing was with population activity during both visual stimulation and spontaneous 

activity.7,28 We similarly calculated coupling values for each neuron as the peak of the 

cross-correlogram (CCG) between each spike train and the population rate summed from 

all other neurons recorded simultaneously (Fig. 3.6A-B). Similar to results seen by 

Bachetene et al., there was a significant relationship between spontaneous firing rate and 

population coupling (Fig. 3.6C), where highly-coupled neurons (“choristers”) exhibited 
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higher spontaneous firing rates (p < 0.0001, Spearman rank order).7 We next examined 

how baseline visual response properties varied as a function of how strongly coupled 

neuronal firing is to V1 population activity. We found that across all groups, coupling 

strength showed a significant negative relationship to both visual responsiveness and 

orientation selectivity at baseline (Fig. 3.6D-E). These findings are consistent with 

previous literature demonstrating that weakly coupled neurons tend to encode more 

specific visual information, while strongly coupled neurons do not.7,28 However, we also 

found that this relationship was likely mediated by differences in baseline spontaneous 

firing rates among neurons (p = 1e-8 and p = 3e-5, respectively, Sobel tests for mediation 

of the relationships between population coupling and visual responsiveness and between 

population coupling and orientation selectivity). 

3.9 OSRP varies across the V1 population, as a function of both baseline firing rate 
and population coupling 
 
 To characterize how experience- and sleep-dependent plasticity varies across the 

population of V1 neurons, we next characterized changes in orientation preference across 

the day based on neurons’ initial firing rate and population coupling. As shown in Fig. 3.7, 

we found that among neurons recorded from non-sleep deprived mice, OSRP was 

greatest among neurons with the lowest baseline firing rates. The magnitude of OSRP 

was negatively correlated with baseline firing rate in mice allowed ad lib post-stimulus 

sleep (Vis Stim + Sleep; p = 0.0375, Spearman rank order), but critically, showed no 

relationship to baseline firing rate in Blank Screen + Sleep, Vis Stim + ESD, or Vis Stim 
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Figure 3.5. Visual response properties vary across the V1 population as a function of firing rate. (A) For baseline 
(AM) data aggregated across the four experimental groups, there is a significant negative relationship between neurons’ 
spontaneous firing rate and the responsiveness index (RI) (Spearman rank order R- and p-values shown). (B) A similar 
negative relationship was seen between AM spontaneous firing rate and neurons’ selectivity index (OSI45; Spearman 
rank order). (C) and (D) The aggregated data was sextiled based on AM spontaneous firing rate. Responsiveness 
index (RI; C) and selectivity index (OSI45; D) varied significantly across sextiles (p < 0.0001, Kruskal-Wallis one-way 
ANOVA on ranks), with sparsely firing neurons showing higher RI and OSI45 values than faster firing neurons. For 
panels C-D, * indicates p < 0.05, ** indicates p < 0.01, *** indicates p < 0.001, and **** indicates p < 0.0001, Dunn’s 
post hoc test. 
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Figure 3.6. Coupling of V1 neurons’ firing to population activity is negatively correlated with visual 
responsiveness and orientation selectivity. (A) Schematic representation of coupling strength calculation. Across 
AM visual response testing, spike times for individual neurons (indicated by arrows) were cross-correlated with 
population activity from all other simultaneously recorded neurons (i.e., with the reference neuron’s activity subtracted 
from total firing; shown in bottom raster). (B) Superimposed cross-correlograms of spiking from the neurons indicated 
with arrows in the raster plot are shown, following subtraction of the shift-predictor described in Materials and Methods. 
Coupling strength for each neuron was calculated as the value of the cross-correlation at 0 lag time. (C) For baseline 
(AM) data aggregated from the four experimental groups, coupling strength and spontaneous firing rate show a strong 
positive correlation. In contrast, at baseline, coupling strength is negatively correlated with both RI (D) and OSI45 (E). 
Spearman rank order R- and p-values shown.  
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+ LSD mice (N.S., Spearman rank order; Fig. 3.7A). When neurons’ spontaneous AM 

firing rates were grouped into sextiles (Fig. 3.7C-F), the lowest-firing sextile showed 

significantly greater OSRP than neurons in the highest-firing sextiles for mice allowed ad 

lib sleep. However, OSRP was similar in magnitude across baseline firing sextiles in both 

sleep deprived groups. Similarly, the baseline coupling of firing to population activity 

tended to be a good predictor of the magnitude of OSRP across the day in neurons 

recorded from Vis Stim + Sleep mice and Vis Stim + ESD mice (where weakly-coupled 

neurons showed significantly greater OSRP than strongly-coupled neurons), but not from 

Blank Screen + Sleep and Vis Stim + LSD mice (Fig. 3.7B, Fig. 3.7G-J). The relationship 

between population coupling and OSRP appeared to be mediated in part by baseline 

firing rate among neurons recorded from the Vis Stim + Sleep group (p = 1e-6, Sobel 

test).. However, the same was not true for neurons recorded from Vis Stim + ESD mice, 

where firing rates did not predict OSRP.  These data show that experience-dependent 

plasticity is not expressed uniformly across the V1 population, but is greatest among 

sparsely firing and weakly population-coupled neurons after a period of subsequent sleep.  

3.10 V1 neurons’ population-coupling strength is altered by visual experience and 
sleep 

Because population coupling could itself be altered as a function of circuit 

plasticity, we next assessed how the strength of population coupling changes across the 

day for different neuronal populations. AM and PM population coupling were highly 

correlated across all groups (R = 0.82, 0.94, 0.85, 0.64 for Vis Stim + Sleep, Blank Screen 

+ Sleep, Vis Stim + ESD, and Vis Stim + LSD, respectively; all p < 0.000001, Spearman 

rank order). However, there was a significant increase in coupling from AM to PM time 

points in the Vis Stim + Sleep condition (p = 0.014; Wilcoxon signed rank test) and 
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significant decrease in coupling from AM to PM in the Vis Stim + ESD condition (p = 

0.001; Wilcoxon signed rank test). These changes were not uniform, but instead varied 

across the distribution of both V1 neurons’ baseline (AM) spontaneous firing rates (Fig. 

3.8A) and their baseline (AM) population coupling strength (Fig. 3.8B). Spontaneous 

firing rates were predictive of across-the-day coupling strength changes for neurons 

recorded from both sleeping groups (p < 0.003 and p < 0.005 for Vis Stim + Sleep and 

Blank Screen + Sleep respectively, Spearman rank order, Fig. 3.8A), with lower-firing 

neurons showing the greatest increase in coupling strength across the day (Fig. 3.8C-D). 

There was no relationship between baseline firing rate and coupling strength changes for 

neurons recorded from Vis Stim + ESD and Vis Stim + LSD mice (Fig. 3.8A, E-F). 

Baseline population-coupling strength was predictive of coupling strength changes in 

three of the four experimental groups following visual stimulus presentation (Vis Stim + 

Sleep, Blank Screen + Sleep, and Vis Stim + ESD; all p < 0.005; Vis Stim + LSD N.S., 

Spearman rank order, F-test), with neurons with the lowest coupling strength at baseline 

showing the largest increases in coupling strength across the day (Fig. 3.8B). In spite of 

the maintained correlation in the Vis Stim + ESD group, the net change in coupling is 

negative, in contrast to the range of changes in the sleep conditions (Fig. 3.8G-J).  
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Figure 3.7. OSRP is greatest in sparsely firing V1 neurons with weak population coupling. (A) and (B) Linear 
regressions of the relationship between OSRP (expressed as % changes in neurons’ responses to the presented visual 

stimulus orientation [X] vs. the orthogonal orientation [X + 90] across the day, as in Figure 2) and AM spontaneous 
firing rate. The table below shows, for each experimental group, the regression slope and SE, Spearman R-value, and 
Bonferroni-corrected F test p-value. (C-F) Sextiles of the data, based on AM spontaneous firing rate, which is shown in 
(A) (p = 0.0179 for panel C, all others N.S., Kruskal-Wallis one-way ANOVA on ranks). (G-J) Sextiles of the data, based 
on AM coupling strength, which is shown in (B) (p = 0.0011, 0.0203 for panels H-I respectively, all others N.S., Kruskal-
Wallis one-way ANOVA on ranks). Error bars indicate mean ± SEM for % changes in orientation preference; * indicates 
p < 0.05, and ** indicates p < 0.01, Dunn’s post hoc test. 
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Figure 3.8. Changes in population coupling strength across the day vary as a function of neurons’ baseline 
coupling and firing rate, visual experience, and sleep. (A-B). Linear fits of data for the fold change in coupling 
strength across the day as a function of AM spontaneous firing rate (A) and AM coupling strength (B). The table below 
shows, for each experimental group, the regression slope and SE, Spearman R-value, and Bonferroni-corrected F test 
p-value. (C-F) Sextiles of the data, based on AM spontaneous firing rate, which is shown in (A) (p = 0.0043, 0.0391 for 
panels C-D respectively, all others N.S., Kruskal-Wallis one-way ANOVA on ranks). (G-J) Sextiles of the data, based 
on AM coupling strength, which is shown in (B) (p = 0.0052, 0.0304 for panels G and I respectively, all others N.S., 
Kruskal-Wallis one-way ANOVA on ranks). Error bars indicate mean ± SEM for log changes in firing rate. * indicates p 
< 0.05, ** indicates p < 0.01, *** indicates p < 0.001, and **** indicates p < 0.0001, Dunn’s post hoc test. 
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3.11 Firing rates of V1 neurons are differentially altered across bouts of NREM, 
REM, and wake 
 

We next examined how firing rates among V1 neurons are altered across individual 

bouts of NREM, REM, and wake. Across groups, we found V1 firing changed little across 

NREM or wake bouts. In contrast, in both Vis Stim + Sleep and Blank Screen + Sleep 

mice, neurons showed an apparent increase in firing across bouts of REM (Fig. 3.9). 

In Vis Stim + Sleep mice, as was true for firing increases across the day in these 

mice, this effect of REM was not uniform, but preferentially affected neurons with lower 

baseline firing rates (Fig. 3.9A). There was a similar trend across REM for neurons in 

Blank Screen + Sleep mice, although this did not reach statistical significance (Fig. 3.9B). 

There were no significant differences between sextiles in either sleep deprivation 

condition (Fig. 3.9C-D). When overall changes in firing rates across REM sleep were 

compared between groups, Vis Stim + Sleep and Blank Screen + Sleep showed larger 

total changes in firing rates than either sleep deprivation group (p < 0.0001, Kruskal-Wallis 

one-way ANOVA on ranks; Vis Stim + Sleep or Blank Screen + Sleep vs. Vis Stim + ESD, 

p ≤ 0.001; Vis Stim + Sleep or Blank Screen + Sleep vs. Vis Stim + LSD, p < 0.0001, 

Dunn’s post hoc test). A regression of sextile averages across two hour time blocks 

between CT0 and CT12 showed no significant modulation of firing changes during REM 

bouts by time of day in the Vis Stim + Sleep group. This suggests that REM bout-

associated firing increases may be similar in magnitude across the entire rest phase 

following visual experience.  
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Figure 3.9. Firing rates of V1 neurons increase across bouts of REM sleep. (A-D) Neuronal firing rates were 
averaged over the first and last 30 s of each REM sleep, NREM sleep, or wake bout, and average firing rate changes 
across the portion of the day corresponding to ad lib sleep were calculated for each neuron (see Materials and 
Methods). Values indicate mean ± SEM for state specific changes in firing for each sextile of baseline (AM) spontaneous 
firing rate (sextile colors as in Figures 4 and 7). While firing rates were minimally affected across periods of NREM and 
wake, in the Vis Stim + Sleep group (A), increases in firing across post-stimulus REM bouts varied as a function of 
baseline (AM) spontaneous firing rate (p = 0.0069, Kruskal-Wallis one-way ANOVA on ranks). ** indicates p < 0.01, 
Dunn’s post hoc test. While a similar trend was seen for Blank Screen + Sleep (B), there was no statistically significant 
effect of baseline firing rate. Changes in firing across REM were not statistically significant during the 6 h of recovery 
sleep in Vis Stim + ESD mice (C), or over the first 6 h of ad lib sleep in Vis Stim + LSD mice (D). 
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3.12 Discussion: 

 We have previously shown that, following a period of patterned visual experience, 

sleep facilitates visual response changes (OSRP) among mouse V1 neurons.6,16,17 While 

visual responses are not altered across waking exposure to an oriented grating, after a 

12-h period of subsequent sleep, firing rate responses to gratings of the same orientation 

are selectively enhanced.17 This selective enhancement of firing rate responses is 

disrupted by post-stimulus sleep deprivation.6,16,17 The underlying mechanisms for OSRP 

expression appear to involve thalamocortical long-term potentiation (LTP), as OSRP and 

LTP are mutually occluding in vivo12 and rely on similar intracellular signaling pathways.19 

This suggests that information content regarding prior visual experience (i.e., orientation-

specific information) is relayed from thalamus to cortex during post-stimulus sleep (a 

hypothesis we address more in Chapter 4). Here, we aimed to clarify how this information 

is distributed among neurons in the sensory cortex, and how this relates to what is known 

about the heterogeneity of neuronal firing rates, population coupling, and sleep-

dependent changes in firing.7,28,41 We find that sleep-dependent OSRP is not uniform 

across the population of V1 neurons. Rather, it is expressed preferentially among 

sparsely firing V1 neurons. These neurons are weakly coupled to V1 population activity 

(i.e., they are “soloists” rather than “choristers”), are more visually responsive than other 

V1 neurons, and have greater orientation selectivity than neighboring neurons. These 

neurons also selectively show firing increases across sleep - a process that (like OSRP 

itself)6 is disrupted by partial sleep deprivation. Intriguingly, this same population of 

neurons also becomes more strongly coupled to population activity across a period of 

sleep. 
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Our present data suggest that for sensory cortical areas, the heterogeneous firing 

rate changes previously reported in frontal cortex across sleep (i.e., increases in firing 

among sparsely firing neurons, and simultaneous reductions in firing among high firing 

neurons)41 may have special functional significance. By preferentially augmenting firing 

in neurons that show the highest responsiveness and selectivity, sleep may function 

generally to increase the signal-to-noise ratio of sensory responses. This is particularly 

relevant after an experience that induces response plasticity in the cortex, such as after 

visual experience that induces OSRP in V1. This idea is reminiscent of predictions of the 

“synaptic homeostasis hypothesis” (SHY), which proposes that sleep may improve signal-

to-noise ratios in the spiking of neural circuits through firing reductions caused by general 

synaptic downscaling.11,22,36 While our present findings do not address the synaptic basis 

of these changes, we find that improvements in sensory signal-to-noise ratios may be 

caused by simultaneous increases and decreases in the firing of distinct neuronal 

populations during sleep. 

The fact that these firing rate changes are disrupted by sleep deprivation (either 

ESD or LSD) suggest that the mechanism underlying these heterogeneous changes in 

neuronal firing rate is distinctly sleep-dependent. This is supported by our analysis of firing 

rate changes across bouts of REM, NREM, and wake, where we find increases in firing 

rates, which are greatest in more sparsely firing neurons, occurring preferentially across 

periods of REM. This is in line with our prior work, showing firing rate increases in V1 

neurons across REM bouts in the hours after visual stimulus presentation, but not after 

presentation of a blank screen.17 The fact that we also see increases across REM bouts 

in our blank screen condition in this study is likely due to the fact that we are assessing 
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firing rate changes across the entire day (not over the first few hours following visual 

experience, as in the prior study). Because REM preferentially affects the activity of 

sparsely firing V1 neurons, this brain state may account for the firing increase seen across 

the day in this population. Intriguingly, this phenomenon seems to be exactly the opposite 

of changes in firing seen across REM in the hippocampus,20,25 and frontal cortex,41 where 

neuronal firing decreases across the population. 

An unanswered question is what mechanism could mediate differential changes in 

the firing rates of sparsely firing and high firing neuronal populations across a period of 

sleep. A number of potential physiological mechanisms, regulated by activity patterns 

present in thalamocortical circuits during sleep, may explain these apparent simultaneous 

reductions and enhancements of firing in different neuronal populations.29,32 One 

prominent hypothesis proposes that neurons activated by waking experience are 

preferentially re-activated during subsequent sleep, in the context of sleep-associated 

oscillations.1,2,8,23 Thus it is possible that lower-firing neurons are preferentially re-

activated during sleep, while higher-firing neurons are not. This could lead to differential 

activity-dependent plasticity (and thus firing changes) in sparsely firing and higher firing 

populations across a period of sleep. While our present analyses do not specifically test 

this mechanism, our previous studies of OSRP have shown that V1 neurons that exhibit 

the most coherent firing during NREM oscillations show the most dramatic changes in 

responsiveness to the presented stimulus orientation.6,16 Another possibility is that, 

because high-firing neurons in this study likely include fast-spiking interneurons, the firing 

decreases seen after sleep among higher-firing neurons are due to differential effects of 

sleep on excitatory and inhibitory neuronal populations. This would be not be an 
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unprecedented finding - in previous recordings of rat cortical neurons, Vyazovskiy et al. 

reported significant firing rate decreases across sleep only in physiologically-defined fast 

spiking interneurons.40 We and others have speculated previously that suppression of 

activity in the fast-spiking interneuron population may serve as a critical mechanism for 

some forms of sleep-dependent plasticity.3,29 One intriguing possibility, worthy of future 

study, is that firing rate increases seen across a period of sleep in sparsely-firing neurons 

are the direct result of disinhibition. 

Regardless of the mechanisms underlying the heterogeneous changes we 

observe in V1 neurons’ firing rate and population coupling, the nature of these changes 

is likely to be highly informative for promoting visual response plasticity. We find that after 

a period of uninterrupted sleep, the most highly visually-responsive and orientation-

selective neurons show increased firing, while less responsive and more poorly-tuned 

neurons show decreased firing. Moreover, we find that following patterned visual 

experience (which induces response plasticity), these highly responsive and selective 

neurons preferentially increase the coupling of their firing to population activity. Together, 

these data suggest that in the context of sleep-dependent sensory plasticity, neurons 

which carry highly specific visual information have an increased capacity to influence 

population activity in V1. 
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CHAPTER IV 
 

Sleep-specific reactivation of the visual engram is necessary for the 
consolidation of visually-cued fear conditioning 

Currently in review as Clawson et al 2020 for Nature Neuroscience 
 
4.1 Abstract 

Extensive work has elucidated the time scale, patterning, and oscillatory 

signatures associated with memory reactivation during sleep; however, the necessity of 

reactivation for sleep-dependent consolidation has not been directly tested. We combined 

visually-cued conditioning to oriented gratings with engram labelling to create a tractable 

system for manipulating a specific memory during sleep. We show that the TRAP 

(targeted recombination in active populations) engram mouse line can be used to drive 

transgene expression in a specific oriented grating ensemble in primary visual cortex. We 

then inhibit this ensemble during post-conditioning sleep causing impaired consolidation. 

This was done in a content specific way without sleep architecture or oscillations - 

indicating that reactivation itself is necessary for sleep dependent memory consolidation. 

4.2 Introduction 

 Experiences during wake influence neural activity during subsequent sleep. For 

example, hippocampal place cells activated in a specific environment during wake 

displayed higher firing rates during subsequent sleep (reactivation)1, and those that are 

activated sequentially during spatial exploration are reactivated sequentially during sleep 

(replay)2–8. Sleep-associated reactivation and replay have been observed in multiple 

species following a wide range of waking experiences, and across multiple brain regions-
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including sensory cortices (Grenier 2001)9–19. This suggests that these phenomena could 

constitute an instructive mechanism by which sleep promotes memory consolidation20. 

However, establishing a causal relationship between sleep-dependent reactivation/replay 

and memory storage (and the synaptic plasticity thought to underlie memory storage) has 

proven difficult.  

 Two issues have hindered experimental progress toward testing whether sleep 

replay or reactivation are necessary for memory consolidation. First, this test requires 

selective disruption of sleep-associated activity patterns in sparse populations of neurons 

activated during experience. Recent studies have taken advantage of new genetic tools 

to target gene expression to neurons activated by experience21. These studies have 

established the role of so-called “engram neurons” in memory encoding and recall22–24. 

To date however, no studies have applied this technology to the question of sleep-

dependent memory consolidation. Rather, studies investigating the role of sleep and 

memory consolidation have used transient disruption of large-scale network activity 

during specific sleep oscillations25–28 or disruption of activity in whole populations of 

genetically-defined cell types across specific bouts of specific sleep states29,30. 

 A second roadblock to testing the hypothesis that sleep reactivation drives memory 

consolidation is a lack of temporal resolution - with few memory tasks used in rodent 

models showing consolidation across a single post-learning sleep interval. Here we 

describe a form of visually-cued fear memory which is encoded by single trial 

conditioning, drives behavioral discrimination between conditioned and neutral visual 

cues, and is consolidated during post-conditioning sleep. By pairing visual presentation 

of a grating stimulus of a specific orientation with an aversive foot shock, mice form a 
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selective fear memory for gratings of the same orientation. This visually-cued memory is 

disrupted by post-conditioning sleep disruption. Using this paradigm, we take advantage 

of recently developed genetic tools to selectively manipulate orientation-selective (i.e., 

cue-activated) primary visual cortex (V1) neurons. We find that these cue-activated visual 

engram neurons are selectively reactivated during sleep in the hours following visually-

cued fear conditioning. Optogenetic stimulation of these neurons in awake behaving mice 

generates a percept of the fear cue, which is sufficient to drive fear learning and recall. A 

period of rhythmic optogenetic activation of these neurons is sufficient to increase 

representation of the cue orientation in surrounding V1 neurons, and their optogenetic 

inhibition reduces cue orientation preference in V1. Finally, we show that selective sleep-

targeted inhibition of cue-activated V1 neurons during post-conditioning sleep is sufficient 

to disrupt consolidation of visually-cued fear memory. Based on these findings, we 

conclude that neurons that are selectively activated in sensory cortical areas during 

learning play an instructive role in subsequent sleep-dependent memory consolidation.  

4.3 Materials and Methods 

Animal handling and husbandry  

 All animal procedures were approved by the University of Michigan Institutional 

Animal Care and Use Committee. With the exception of constant dark following tamoxifen 

administration, mice were kept on a 12 h:12 h light:dark (LD) cycle and were given food 

and water ad lib throughout the entirety of the study. Following surgical procedures, and 

during habituation prior to cued conditioning, mice were individually housed in standard 

caging with beneficial environmental enrichment (nesting material, manipulanda, and/or 

novel foods).  
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Visually-cued fear conditioning 

 For 3 days prior to conditioning, mice were habituated to 5 min/day of gentle 

handling. Following the habituation period, at ZT0, mice underwent visually-cued fear 

conditioning in a novel arena (context A). They were allowed 2 minutes to acclimate to 

the arena.  They then experienced 3 pairings of a 30-s visual stimulus co-terminating with 

a 2-s 0.75 mA foot shock. These pairings were divided with a 60-s intertrial interval. Each 

visual stimulus consisted of a 1 Hz phase-reversing oriented grating (X°) with a spatial 

frequency of 0.05 cycles/degree and contrast of 100%.  

 Following conditioning, C57BL/6J mice (Jackson) used for experiments outlined in 

Figure 4.1 were returned to their home cage and were either allowed 12 hr ad lib sleep, 

or were sleep deprived (SD) using gentle handling (i.e., cage tapping, nest disturbance, 

and light touch with a cotton-tipped applicator to cause arousal from sleep) for 6 h, after 

which they were allowed 6 hr ad lib sleep. All transgenic mice (see below) with data shown 

in Figures 4.2, 4.3, and 4.7 were allowed ad lib sleep in their home cage following 

conditioning.  

 At ZT12 (i.e., 12 hours following conditioning) mice were placed in a dissimilar 

novel context B for cued fear memory testing. Context B differed from context A (used 

during conditioning), with the two arenas having a unique odor, shape, size, floor texture, 

and lighting condition. During testing, mice were exposed to two distinct oriented grating 

stimuli (X° and Y°) to assess cue discrimination. At the start of each test, mice were 

allowed 3 min to acclimate to the arena, after which an oriented grating either the same 

as the shock cue (X°) or distinct (Y°) was presented for 3 min followed by 1 min of post 
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stimulus arena exploration. A minimum of thirty minutes were left between the 

presentations of the tests.  

 Freezing responses were quantified for each grating stimulus using criteria 

described in Curzon et al 200931. For each test, two scorers blinded to behavioral 

condition quantified periods of immobility during presentation of grating stimuli that 

included fear features such as hyperventilation and rigid posture. Freezing during 

presentation of the two gratings was compared to calculate a discrimination index: 

(percent freezing during shock [X°] simulus)/(percent freezing during shock [X°] stimulus 

+ percent freezing during neutral [Y°] stimulus). To test for time-of-day effects on visually-

cued fear memory recall (Supplemental Figure 4.S2), additional cohorts of mice were 

trained at ZT0 as described above, and tested at 12, 24, or 36 hrs later. 

Genetic tagging of orientation-selective V1 neurons  

 Prior to all procedures for targeted recombination in “visual engram” neurons, mice 

were habituated for 3 days to gentle handling procedures. After habituation, at ZT0, the 

mice were placed in this square arena surrounded by 4 LED monitors. Each monitor 

presented a single-orientation (X°) phase-reversing grating stimulus (1 Hz, 0.05 

cycles/degree, 100% contrast) for 30 min (or, for negative controls shown in Figure 4.2, 

a dark screen). Immediately after stimulus or dark screen presentation, mice received an 

i.p. injection of tamoxifen (100mg/kg in 95% corn oil/ 5% ethanol), and were placed in 

complete darkness for the next 3 d to prevent further visually-driven recombination in V1. 

Following 3 d of constant dark housing, mice were returned to a normal 12 h:12 h LD 

cycle for 7 d prior to further experiments. cfos-CREER mice (Guenthner et al 2013; 

B6.129(Cg)-Fostm1.1(cre/ERT2)Luo/J; Jackson) crossed to either B6.Cg-
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Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J, B6.Cg-Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze/J, 

or B6.Cg-Gt(ROSA)26Sortm40.1(CAG-aop3/EGFP)Hze/J (Jackson)  mice to induce CRE 

recombinase-mediated expression of tdTomato, ChR2, or ArchT. 

Histology and immunohistochemistry 

 At the conclusion of each experiment, mice were deeply anesthetized with 

pentobarbital, and transcardially perfused with saline and 4% paraformaldehyde. Brains 

were dissected, post-fixed, cryoprotected in 30% sucrose, and cryosectioned at 50 µm. 

Transgene expression in V1 was verified for all experiments using CRE-dependent 

transgenic lines prior to subsequent data analysis. For electrophysiological recordings in 

V1, electrode placement was verified prior to data analysis. Immunohistochemistry for 

cFos was carried out using rabbit-anti-cfos 1:1000 (Abcam; ab190289) and secondary 

donkey-anti-rabbit conjugated to Alexa Fluor 405 (1:200; Abcam; ab175651); coronal 

sections containing V1 were mounted using Fluoromount-G (Southern Biotech). Co-

labeling of tdTomato and anti-cFos was quantified using Image J software in 6 sections 

containing V1 from each mouse, average co-labeling values for each mouse are reported 

in Figures 4.2 and 4.4. 

V1 visual response recordings, optogenetic manipulations, and data analysis 

 For anesthetized recordings of V1 neurons’ visual responses and firing, mice were 

anesthetized using a combination of isoflurane (0.5-0.8%) and 1 mg/kg chlorprothixene 

(Sigma). Data was acquired using a 32-channel Plexon Omniplex recording system, using 

previously-described methods29,32. A 2-shank, linear silicon probe (250 µm spacing 

between shanks) with 25 µm inter-electrode spacing (16 electrodes/shank; Cambridge 

Neurotech) was slowly advanced into V1 until stable recordings (with consistent spike 
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waveforms continuously present for at least 30 min prior to baseline recording) were 

obtained. Orientation tuning curves for recorded neurons were generated by presenting 

a series of 8 full-field phase-reversing oriented gratings (0, 22.5, 45, 67.5, 90, 112.5, 135, 

or 157.5 degrees from horizontal, 1 Hz, 0.05 cycles/degree, 100% contrast, 10 s duration) 

and a blank screen (to evaluate spontaneous activity) presented repeatedly (4-8 times 

each) in an interleaved manner.  

 For recordings during rhythmic optogenetic activation of TRAPed neurons in 

ChR2-expressing mice (Figure 4.5) tuning curves were generated: 1) at baseline, 2) after 

a 20-30 min period without optogenetic manipulation, and 3) after a 20-30 min period of 

1 Hz optogenetic stimulation. Optogenetic stimulation consisted of blue light pulses (10 

ms, 473 nm, 10 mW power) delivered at 1 Hz. Only neurons stably recorded throughout 

all phases of the experiment (shown in Figure 4.5A) were included in firing and visual 

response analysis. 

 To assess effects of optogenetic inhibition of TRAPed V1 neurons in ArchT-

expressing mice (Figure 4.6) recordings consisted of a 30-min spontaneous activity 

recording with no manipulation, a 30-min recording with periodic inhibition (532 nm green 

light, 15 mW, delivered in cycles of 5 s on, followed by a 500 ms offramp and a 1-s off 

period). Following these recordings, two orientation tuning curves were generated for all 

recorded neurons: 1) a baseline without inhibition, and 2) with inhibition of TRAPed V1 

neurons occurring during 10-s presentations of oriented grating stimuli. Only neurons 

stably recorded throughout all phases of the experiment (shown in Figure 4.6A) were 

included in firing and visual response analysis. 
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 For all recordings, stable single units were isolated using PCA-based analysis and 

MANOVA-based cluster separation, implemented using Plexon Offline Sorter software 

and previously-described methods29,32. Units that could not be reliably discriminated, or 

had refractory period violations in their spiking patterns, were eliminated from subsequent 

analyses. Changes in orientation tuning were assessed relative to the orientation of the 

TRAPed ensemble (X°), based on neurons mean firing rate responses to gratings of 

different orientations. For each tuning curve, an orientation preference index (OPI) was 

calculated for X° and the orthogonal stimulus orientation (X°/ X+90°), as described 

previously29,33,34. % changes in OPI (across optogenetic stimulation or control conditions) 

were calculated as [(OPIpre-OPIpost)/OPIpre] *100. Firing responses of neurons during 

rhythmic optogenetic stimulation in ChR2-expressing mice was assessed from Z-scored 

perievent rasters centered on blue light onset; significance of time-locked excitation or 

inhibition was calculated based on positive or negative Z-score deviations beyond the 

99% confidence interval (Neuralynx; Plexon). Changes in firing during optogenetic 

inhibition in ArchT-expressing mice were calculated for each neuron within the inhibition 

recording period, by comparing mean firing rate during the last 1.5 s of each green light 

delivery period with mean firing rate during the subsequent 500 ms offramps and 1-s off 

period. 

 Power spectral density for local field potentials was detrended using 

NeuroExplorer software (Plexon) with a single taper Hann Windowing Function with 50% 

window overlap. These were averaged across all active electrodes on each silicon probe 

shank. Distributions of power (between 0  and 20 Hz) were compared statistically using 

KS tests. 
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Surgical procedures 

 For V1 optical fiber implantation, mice were anesthetized using 1-2% isoflurane. 

Optical fibers (0.5 NA, 300 um core, ThorLabs) were positioned bilaterally at the surface 

of V1 at a 80 degree angle relative to the cortical surface (2.9 mm posterior, 2.7 mm 

lateral). Implants were secured to the skull with an anchor screw positioned anterior to 

bregma, using Loctite adhesive. For EEG/EMG recordings to differentiate sleep states, in 

addition to bilateral V1 optical fibers, mice received an EEG screw over V1 (2.9 mm 

posterior, 2.3 mm lateral), a reference screw over the cerebellum, and an additional EMG 

electrode in nuchal muscle. Mice were allowed 10 days of postoperative recovery before 

procedures to induce transgene expression in V1. 

Optogenetic manipulations in behaving animals 

 Two cohorts of implanted mice, expressing ChR2 in the TRAPed ensemble, were 

used to test perception of optogenetic activation of this cell population. Prior to behavioral 

training and testing, these mice were habituated to handling and tethering (for light 

delivery to V1) procedures for 3 days. The first cohort underwent cued fear conditioning 

as described above in context A at ZT0, with 30-s blocks of rhythmic light delivery to V1 

(1 Hz, 10 mW, 10 ms pulses) serving as a proxy shock cue (i.e., substituting for visual 

oriented grating presentation). Following 3 optogenetic stimulation-shock pairings, these 

mice were returned to their home cages and allowed ad lib sleep until ZT12. At ZT 12, 

they were placed in context B and freezing responses were assessed for visual 

presentation of both the same orientation as the TRAPed ensemble (X°) and an alternate 

orientation (Y°), as described above. A second cohort of mice underwent visually-cued 

fear conditioning to the same angle as the TRAPed ensemble (X°) in context A at ZT0. 
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After conditioning, they were returned to their home cage for ad lib sleep. At ZT12, they 

were tested in context B, where freezing behavior was assessed before, during, and after 

a period of 1 Hz light delivery to V1 (3 min before, 3 min during, and 1 min after).  

 To assess effects of sleep-targeted inhibition of visual engram neurons, 10 days 

after EEG/EMG and optical fiber implantation, mice underwent procedures to induce 

expression of ArchT in the TRAPed orientation-specific ensemble. Following 3 days of 

habituation to handling and tethering (for light delivery to V1 and EEG/EMG recording), 

these mice underwent 12 h sleep/wake baseline recordings, starting at ZT0. The next 

day, mice underwent visually-cued fear conditioning at ZT0, using either the same 

orientation as the TRAPed ensemble (X°) or an alternate orientation (Y°) as a cue for foot 

shock. They were then returned to their home cage for ad lib sleep. For the first 6 h post-

conditioning, a subset of mice expressing ArchT underwent periodic optogenetic inhibition 

targeted to both NREM and REM sleep. The state targeting was based on EEG signals, 

EMG signals, and the animal’s behavior. A control group of mice underwent the same 

procedures; however, they were not expressing ArchT. At ZT12, all mice were placed in 

context B to assess freezing responses to both X° and Y° oriented gratings, as described 

above. 

 EEG and EMG signals were used offline to classify each 10-s interval of baseline 

and post-conditioning recording periods as either wake, NREM, or REM sleep, using 

custom MATLAB software (Ognjanovski 2017; Durkin 2017). Additionally microarousals 

(periods of non-oscillatory activity between periods of NREM) as small as 5 s were 

identified as wake.  Mean power spectral density was calculated separately within REM, 

NREM, and wake for each phase of recording, and within and outside of periods of light 
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delivery to V1, as described previously (Durkin 2017). The power spectra were calculated 

as percent of the total power spectral density.  

Statistical Methods 

All statistical analyses were done using GraphPad Prism. Prior to making 

comparisons across values, the normality of distributions was tested using the 

D’Agostino-Pearson ominbus k2 test. If the distribution was non normal or if the n value 

was too low to test normality, nonparametric statistical tests were chosen. If the data 

involved multiple measures of the same information from one animal (e.g. multiple images 

taken from the same animal for immunohistochemistry), nested statistics were used.  All 

statistical tests were two-tailed. For each specific data set the statistical tests used are 

listed in the Results section. P values are represented as * p≤0.05, ** p≤0.01, *** p≤0.001, 

****p≤0.0001 

4.4 Visually cued fear memory consolidation is disrupted by sleep deprivation 

We first tested the role of sleep in consolidation of a fear memory associated with 

a specific visual cue. At ZT0, wild-type mice underwent cued fear conditioning in a novel 

arena (context A), in which 3 presentations of a 30-s phase-reversing grating (of a specific 

orientation X°) co-terminated with a 2-s foot shock. Mice were then returned to their home 

cage and were either allowed ad lib sleep for the next 12 h, or were sleep deprived (SD) 

for 6 h and then permitted 6 h of ad lib recovery sleep. At ZT12, fear memory associated 

with cued grating was assessed in a second novel context B. During testing, mice were 

exposed to flickering gratings of the shock cue (X°) and a different orientation 

(Y°)  (Figure 4.1A). As shown in Figure 4.1B, mice allowed ad lib sleep showed 

significantly higher freezing responses to the shock cue than the neutral cue (two-way 
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RM ANOVA, effect of sleep condition: p = 0.014, effect of cue orientation: p < 0.001, sleep 

condition × orientation interaction: p = 0.047). Both sleeping and SD mice discriminated 

between the shock and neutral cue (p < 0.0001 for sleep, p = 0.03 for SD, Holm-Sidak 

post hoc test), however, SD mice displayed significantly less freezing to the shock cue 

than mice allowed ad lib sleep (p = 0.002, Holm-Sidak post hoc test). To compare 

discrimination between cues, a discrimination index was calculated. Both freely sleeping 

and SD mice showed discrimination that differed from chance values; however, this effect 

was far clearer in mice allowed ad lib sleep (Wilcoxon signed rank test; Sleep: p = 0.0003, 

SD: p = 0.049).  Figure 4.1 shows data for both female and male mice (males - filled 

symbols, females - open symbols; a breakdown by sex is provided in Figure 4.S1). Both 

sexes displayed discrimination between shock and neutral cues when allowed ad lib sleep 

(p = 0.001 and p = 0.007 for males and females respectively, Holm-Sidak post hoc test) 

and impairment when sleep deprived (N.S. for shock vs. neutral, Holm-Sidak post hoc 

test).  Both sexes showed significant discrimination from random chance only when sleep 

was allowed (p=0.0156 for both male and female sleep, N.S. for male and female SD, 

Wilcoxan signed rank test). Thus, for subsequent analysis, both sexes were used. 

The circuitry in the primary visual cortex (V1) underlying visually-cued fear 

conditioning could be specifically amenable to alteration by sleep29,33–35. However, prior 

studies using tone-cued fear conditioning have provided conflicting results on the sleep-

dependence of cued fear memory consolidation36–39. We hypothesized that these 

discrepancies are due to differences in the timing of either training or testing (or both) 

between studies. We performed a time course of fear memory testing for mice trained at 

ZT0 - and found that mice showed different visual cue discrimination performance when 
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tested 12, 24, and 36 hours after visually-cued fear conditioning - with better 

discrimination seen at the two ZT12 time points (ZT 12 and 36; Figure 4.S2).  
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Figure 4.1. Consolidation of visually-cued fear memory is enhanced by post-conditioning sleep. (a) At ZT0, 
mice underwent three stimulus-shock pairings in context A. After either 12 h of ad lib sleep or 6 h sleep deprivation 
(SD) followed by 6 h ad lib sleep, mice were exposed to the shock cue (X° grating) and a neutral cue (Y° grating) in 
context B. (b) Freezing behavior of the mice during the ZT12 test (Sleep: n = 15 - sleep, SD: n =14; males - solid 
symbols, females - open symbols). Mice allowed to sleep froze significantly more to the shock cue than mice who were 
sleep deprived (** indicates p=0.002 t=3.29 df=54 ,Holm-Sidak post hoc test). Both the sleep and SD mice showed 
higher freezing the the shock cue (**** indicates p<0.0001 t=5.255  df=27, * indicates p=0.028 t=2.3 df=27, Holm-Sidak 
post hoc test). Sleep x orientation interaction was significant (p=0.047 F=4.365 df=1, Two-way RM ANOVA). (c) 
Freezing behavior quantified a discrimination index [X°/(X°+Y)] for each mouse and compared to chance performance 
(* indicates p =0.0494, ** indicates p = 0.0003, Wilcoxon signed rank test vs. chance). 
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4.5 Genetic targeting of orientation-selective neuronal populations in V1 

In order to characterize and manipulate activity in neuronal populations selectively 

activated by a specific oriented grating in primary visual cortex (V1)  (i.e., putative visual 

engram neurons), we used previously described techniques for transient recombination 

in activated populations (TRAP)21. For the following studies, cfos-CREER mice were 

crossed to mice expressing tdTomato in a cre-dependent manner (cfos::tdTom), and 

presented with either an oriented grating (X°) or a dark screen (Figure 4.2A). Immediately 

following the visual stimulus presentation, we administered tamoxifen, and the mice were 

housed in complete darkness for the next 3 days to prevent additional visually-driven 

recombination in V1. 11 days later, visually-driven V1 tdTomato expression was 

quantified. The dark screen presentation induced very low V1 labelling; in contrast, 

oriented grating presentation led to higher levels of labelling (Figure 4.2B-C; nested t-

test, p=0.0001).  

To test the orientation-specificity of the TRAPed ensemble, mice were either 

presented with the same oriented grating (X°) or an alternate oriented grating (Y°) prior 

to sacrifice (Figure 4.2D). cFos protein expression was evaluated after the second 

presentation (Figure 4.2E).  The TRAPed ensemble shows a significantly higher percent 

of cells reactivated after re-exposure to the same orientation (X°; average 32%, SEM 3%) 

than a different orientation (Y°; average 21%, SEM 2%) (Figure 2E-F). This level and 

specificity of cFos overlap is comparable to what has been reported for auditory sensory 

stimuli21. Together these data suggest that TRAP provides genetic access to orientation-

specific ensembles. 
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Figure 4.2. TRAP labels orientation-selective V1 ensembles. (a) cFos::tdTom mice were presented with either a 
dark screen or an oriented grating (X°) and were then injected with tamoxifen prior to 3 d of housing in complete 
darkness. (b-c) Representative V1 tdTomato labelling quantified 11 d after tamoxifen administration. **** indicates p 
=0.0001 t=7.068 df=8 for dark screen vs. X°, nested t-test (n = 5 mice/condition) (d) Prior to tissue harvest, mice were 
either re-exposed to gratings of the same orientation (X°) or an alternate orientation (Y°). (e-f) Representative images 
showing overlap of tdTomato (red) and cFos protein (cyan). An example of colocalization (quantified in f) is  indicated 
with a white arrow for each image in the inset. ** indicates p=0.0092 t=3.219 df=10 nested t-test (n = 5 mice for X°, n = 
6 mice for Y°). 
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4.6 Optogenetic activation of orientation-selective V1 neurons generates an 

orientation-specific percept 

To further test the orientation selectivity of the TRAPed ensemble alongside 

evaluating the behavioral significance of this population, we used TRAP to drive 

expression of channelrhodopsin2 (cfos::ChR2). As shown in Figure 4.3A, cFos:ChR2 

mice were implanted with bilateral V1 optic fibers and recombination was induced to a 

single orientation (X°). 11 days later, two variants of visually-cued fear conditioning were 

performed. In the first variant, the footshock was paired with optogenetic stimulation of 

the TRAPed ensemble (1 Hz light delivery) rather than visual stimulation (Figure 4.3B). 

During subsequent visual testing, the mice showed significantly higher freezing to the 

TRAPed angle (X°) than an alternate orientation (Y°) (ratio paired t-test, p = 0.0081) - 

showing discrimination between the gratings (Wilcoxon signed rank test vs. chance, p = 

0.0195) (Figure 4.3C).  

In the second variant, mice underwent visually-cued fear conditioning to the same 

orientation as the TRAPed ensemble. During subsequent testing, they received bilateral 

1 Hz light delivery to V1 instead of a visual stimulus. These mice showed significantly 

greater freezing behavior during optogenetic stimulation than before and after stimulation 

(Figure 4.3E; p = 0.0028 for each Holm-Sidak post hoc test). Both of these results indicate 

that optogenetic activation of the TRAPed ensemble is sufficient to generate a percept of 

the oriented grating stimulus, consistent with recent data40. Moreover, these data 

demonstrate that the TRAPed ensemble can substitute behaviorally as a cue for either 

encoding or recalling fear memory.  
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Figure 4.3. Optogenetic stimulation of TRAPed V1 neurons mimics visual experience. (a) cFos::ChR2 mice with 
bilateral V1 fiber optics had recombination induced to a specific angle (X°). 11 days later, visual behavior was run. (b-
c) At ZT 0, the mice received bilateral V1 optogenetic stimulation paired with foot shocks in lieu of the oriented grating 
visual stimuli used for cued conditioning in Figure 1. At ZT 12, the mice were presented with the same oriented grating 
used for TRAP (X°) and an alternate orientation (Y°). Optogenetically-cued conditioning resulted in higher subsequent 
cued freezing responses to X° relative to Y° (n = 10 mice; p = 0.0081, t =3.384, df = 9, ratio paired t-test). (d-e) At ZT0, 
a second cohort of mice underwent visually-cued fear conditioning to the same orientation as the TRAPed ensemble. 
At ZT12, the mice received optogenetic stimulation in place of a visual test.  Freezing behavior was higher during 
optogenetic stimulation than before or after stimulation (n = 5 mice;  Pre vs Stim - p = 0.0028 t = 7.300 df=4, Stim vs 
Post - p=0.0028 t=7.851 df=4; Holm-Sidak post hoc test, RM one-way ANOVA).  

 
 
 
 



 115 

4.7 Orientation-selective V1 ensembles are reactivated during sleep-dependent 

consolidation of visually-cued fear memory. 

Since sleep facilitates consolidation of visually-cued fear memory and activation of 

the TRAPed ensemble can provide cue-selective information, we next evaluated whether 

TRAPed population is selectively activated during sleep after visually-cued fear 

conditioning. As shown in Figure 4.4A, we used cfos::tdTom mice to TRAP the ensemble 

for a specific oriented grating (X°). 11 days later the mice underwent cued conditioning to 

either the same angle (X°) or an alternate angle (Y°). They were then returned to their 

home cage and allowed ad lib sleep over the next 4.5 h, after which they were sacrificed 

for V1 cFos immunostaining. When the cued orientation was the same as the orientation 

of the TRAPed ensemble (X°), 34 +/- 2% of tdTomato-expressing V1 neurons showed 

expression of cFos after subsequent sleep (Figure4.4B) - a level similar to that seen after 

same-orientation grating exposure (Figure 4.2E). When the cued orientation differed from 

the TRAPed ensemble, the percent overlap was significantly lower (26 +/- 1%). These 

results are in accordance prior work that have seen memory reactivation in the visual 

cortex during post learning sleep (Ji and Wilson 2007). These data suggest that V1 

ensemble reactivation could serve as a plausible substrate underlying sleep benefits for 

visually-cued fear memory consolidation. 
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Figure 4.4. TRAPed V1 neurons selective for the conditioned stimulus are reactivated in post-conditioning 
sleep. (a) cFos::tdTom mice had recombination induced to a specific angle (X°). 11 days later, they were cue 
conditioned to either the same angle as induction (X°; n = 7 mice) or an alternate angle (Y°; n = 4 mice). All mice were 
allowed 4.5 h of post-conditioning ad lib sleep prior to tissue harvest. (b-c) Representative images showing overlap of 
cFos expression (cyan) with tdTomato (red). The boxed region is magnified as an inset with an arrow indicating an 
overlapping neuron. Expression of cFos in tdTomato-labelled cells was greater for mice conditioned to the same 
orientation used for TRAP labelling (* indicates p=0.0250 t=2.685 df=9, nested t-test). 
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4.8 Rhythmic offline reactivation of orientation-selective V1 ensembles induces 

plasticity and alters representation of orientation in V1. 

To test whether sleep-associated reactivation of orientation-selective neurons 

could impact the representation of orientation in V1, we examined how rhythmic 

optogenetic activation of the TRAPed ensemble affected V1 neurons’ response 

properties. We recorded neuronal firing responses in V1 from anesthetized cfos::ChR2 

mice with recombination induced to a specific oriented grating (X°). Using high density 

silicon probes, we recorded firing patterns and visual responses before, during and after 

a period of rhythmic (1 Hz) light delivery. We first generated tuning curves to assess 

orientation preference for each V1 neuron, measuring firing rate responses to a series of 

8 different oriented gratings. This orientation preference test was followed by a 20-30 min 

period without optogenetic stimulation, a second orientation preference test, a 20-30 min 

period of 1 Hz optogenetic stimulation, and then a final orientation preference assessment 

(Figure 4.5A).  

V1 neurons showed heterogeneous firing responses during rhythmic optogenetic 

stimulation of the TRAPed ensemble (Figure 4.5B). A small fraction of the recorded 

neurons (4%) fired selectively during the 10-ms light pulses, 1% were significantly 

inhibited, and 1% showed only long-latency (more than 200 ms) excitatory responses. 

The remaining recorded neurons were either unaffected by optogenetic stimulation (44%) 

or showed consistent firing 20-50 ms after light pulses (49%). These neurons firing within 

the 20-50 ms post-pulse window may be receiving excitatory input from the TRAPed 

population (Figure 4.5C). Rhythmic activation of the TRAPed ensemble did not 
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significantly alter the V1 local field potential (LFP) power spectrum (Figure 4.5D, N.S., K-

S test).  

To assess how optogenetic reactivation of the TRAPed population affects 

response properties in surrounding V1 neurons, orientation tuning curves for well-isolated 

and stably-recorded neurons were compared before vs. after optogenetic stimulation. 

While orientation preference for X° (vs. X+90°) was stable across 20-30 min period 

without optogenetic stimulation, a similar period of 1 Hz light delivery caused a selective 

shift in orientation preference across V1 toward the orientation of the TRAPed population. 

Shifts in orientation preference towards the orientation of the TRAPed ensemble (X°) 

were greater for those neurons that showed consistent excitatory responses 20-50 ms 

following light pulses, relative to neurons that did not show these responses (N.S. - not 

activated neurons, p = 0.0017 - activated neurons, nested t-test; Figure 4.5e,f). Critically, 

this shift is similar to that seen in V1 after presentation of oriented gratings, followed by a 

subsequent period of ad lib sleep 29,33,34 
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Figure 4.5. Offline reactivation of orientation-selective TRAPed V1 neurons changes orientation 
representations in V1. (a) cFos::ChR2 mice were presented with an oriented grating (X°) for TRAP. 11 days later, 
orientation tuning was measured repeatedly for V1 neurons recorded from anesthetized mice: at baseline, after a 20-
30 min period without optogenetic stimulation, and after a 20-30 min period with 1 Hz light delivery. (b) Representative 
rasters and perievent histograms for 4 simultaneously-recorded neurons, showing diverse firing responses during 
optogenetic stimulation. (c) The majority of stably-recorded V1 neurons were reliably activated following light pulses, 
with variable lag times. A small proportion were inhibited by light delivery, and the remaining neurons were not affected 
(n=5 mice, n=62 neurons). (d) Power spectra for V1 LFPs showed no significant effect on ongoing rhythmic activity 
(N.S.,K-S test, n=5 mice) (e-f) After optogenetic stimulation, neurons that were not activated following light pulses 
showed no change in orientation preference (N.S., nested t-test, n=5 mice, n=32 neurons). In contrast, activated 
neurons showed increased firing rate responses for gratings of the same orientation (X°) used for TRAP. (** indicates 
p=0.0017 t=3.272 df = 62, nested t-test, n=5 mice, n=30 neurons). 
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4.9 Sleep-associated reactivation of orientation-selective V1 neurons is necessary 

for consolidation of visually-cued fear memory 

Since reactivation of orientation-selective populations occurs during post-

conditioning sleep, and rhythmic reactivation of this population is sufficient to induce 

changes in orientation representations in V1, we next tested the necessity of sleep-

associated ensemble reactivation for consolidation of visually-cued fear memory. To 

assess how inhibition of the TRAPed population affects firing in surrounding V1 neurons, 

we used TRAP to drive expression of ArchT (cfos::ArchT). We recorded spontaneous 

activity and visually responses in V1 neurons using high density silicon probes, before 

and during a period of optogenetic inhibition (Figure 4.6A).  

Periodic inhibition (cycles of 5 s light delivery, followed by a 0.5 s ramp off, and 1 

s off) led to heterogeneous changes in spontaneous firing (Figure 4.6B-C), with 34% 

showing no response (± 0-5% change in firing rate), 21% activated (> 5% increase in 

firing rate) and 34%, 9%, and  2%, respectively, inhibited slightly (6-33% decrease in firing 

rate), moderately (34-66% decrease), or strongly (67-100% decrease). Inhibition did not 

affect power spectral in the V1 LFP (Figure 4.6D, N.S., K-S test).  Inhibition during 

presentation of oriented gratings led to a significant decrease in orientation preference 

for X° in inhibited neurons (Figure 4.6f, p =0.0065, nested t-test). There was no significant 

shift in non-inhibited neurons (Figure 4.6e, N.S., nested t-test). There was no significant 

shift in non-inhibited neurons. Together, these data indicate that inhibition of the TRAPed 

ensemble leads to changes in orientation representation across the population, without 

grossly disrupting network activity across V1. 
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Figure 4.6. Optogenetic inhibition of orientation-selective TRAPed V1 ensembles alters orientation preference 
in surrounding V1 neurons. (a) cFos::ArchT mice were presented with an oriented grating (X°) for TRAP. 11 days 
later, V1 neurons were recorded from anesthetized mice across 30 minutes of optogenetic inhibition, and 30 minutes 
without inhibition. Afterward, orientation preference was assessed without optogenetic inhibition and with inhibition.  (b) 
Representative rasters and perievent histograms for 4 simultaneously-recorded neurons, showing diverse firing 
responses during optogenetic inhibition. (c) Distributions of stably-recorded V1 neurons which were significantly 
inhibited, activated following light pulses, or unaffected by light delivery (n=5 mice, n=58 neurons). (d) Power spectra 
for V1 LFPs showed no significant change in rhythmic activity during periods of inhibition (N.S., K-S test, n=5 mice). (e-
f) During optogenetic inhibition, neurons that showed no decrease in firing rate showed no change in orientation 
preference (N.S., nested t-test, n=5 mice, n=32 neurons). In contrast, neurons that were inhibited showed a reduced 
preference for gratings of the same orientation (X°) used for TRAP (** indicates p=0.0065 t=3.649 df=8, nested t-test, 
n=5 mice, n=26 neurons). 
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We next asked whether inhibition of V1 visual engram neurons (i.e., neurons 

encoding the orientation cues) during post-conditioning sleep disrupts consolidation of 

visually-cued fear. cfos::ArchT mice underwent visually-cued fear conditioning, using 

either the same orientation as the TRAPed ensemble (X°) or an alternate orientation (Y°) 

as the cue - either matching inhibition and cued information (X° inhibition - X° cue) or 

inhibiting non-cued information (X° inhibition - Y° cue)  (Figure 4.7A). They were then 

returned to their home cages for ad lib sleep. For the first 6 hrs following conditioning, the 

TRAPed population was inhibited during sleep (quantification of state targeting success 

rates is in Figure 4.S3). As shown in Figure 4.1, this six hour window is a critical time 

window for consolidation of visually-cued fear. Importantly, this manipulation did not 

significantly alter sleep architecture or power spectra (Figure 4.S4) - indicating that the 

inhibition selectively disrupts reactivation without disrupting other features of sleep. Mice 

who were cued to the same orientation as the TRAPed ensemble showed high levels of 

generalized fear - indicating disrupted fear memory consolidation. In contrast, both control 

mice (not expressing ArchT), and mice shocked to an alternate cue, showed cued fear 

memory consolidation and discriminated between shock and neutral cues at ZT12 

(Figure 4.7b-c). Together these data suggest that selective reactivation of V1 visual 

engram neurons during post-learning sleep provides an essential substrate for 

consolidation of an associative visually-cued memory. 
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Figure 4.7. Sleep-specific inhibition of a V1 engram disrupts visually-cued fear memory consolidation. (a) 
cFos::ArchT mice implanted with bilateral V1 optical fibers and EEG/EMG electrodes were presented with X° for TRAP. 
11 days later, mice were conditioned using either the same orientation (X°) or an alternate orientation (Y°). Post-
conditioning, the mice slept, with sleep-specific inhibition during the first 6h. (b) The controls and mice cued to Y° 
showed higher freezing to the shock than the neutral cue (* controls p=0.017 t=2.599 df=21, *** Y°-cued p<0.001 
t=3.995 df=21; Holm-Sidak post hoc test, RM two-way ANOVA), while the mice cued to X° did not (N.S. Holm-Sidak 
post hoc test). Both mice cued to X° (* shock cue p=0.028 t=2.321 df=42, *** neutral cue p<0.001 t=4.395 df=42; Holm-
Sidak post hoc test) and mice cued to Y° showed higher freezing to both cues (*** shock cue p<0.001 t=4.147 df=42,** 
neutral cue p=0.002 t=3.423 df=42; Holm-Sidak post hoc test). The ANOVA effects: optogenetic condition (p<0.001 
F=9.933 DF=2), cue condition (p=0.007 F=9.006 DF = 1), and opto condition x cue condition (p=0.003 F=7.828, DF=2). 
(c) Controls and mice cued to Y° show significant discrimination, while mice cued to X° did not (* indicates p=0.0156 
for both control and Y° shock; Wilcoxon signed rank test). 
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Figure 4.S1. Female and male freezing. (a) Male mice allowed to sleep froze significantly more to the shock cue (X°) 
than mice who were sleep deprived (* indicates p=0.014 t=2.673 df = 26, Holm-Sidak post hoc test; Two-way RM 
ANOVA). The sleep group froze significantly more to the shock cue than the neutral cue (*** indicates p=0.001 t=4.182 
df=13, Holm-Sidak post hoc test; Two-way RM ANOVA).The ANOVA effects are as follows: effect of sleep condition 
(N.S.), effect of cue orientation (p= 0.002 F=16.027 df=1), effect of sleep condition x orientation interaction (N.S.). (b) 
Sleeping male mice showed cued discrimination above random chance (p=0.0156 Wilcoxon signed rank test vs 
chance). (c) Female mice who were allowed sleep froze significantly more to the shock cue than the neutral cue (** 
indicates p=0.007 t=3.251 df=12, Holm-Sidak post hoc test; Two-way RM ANOVA). The ANOVA effects are as follows: 
effect of sleep (N.S.), effect of cue orientation (p=0.0034 F=13.19 df=1), sleep condition x orientation interaction (N.S.). 
(d)Female mice allowed ad lib sleep showed significant discrimination, while sleep deprived mice did not (p=0.0156 
Wilcoxon signed rank test vs chance).  
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Figure 4.S2. Time course of freezing testing. (a) ZT12 test day of conditioning. Sleep mice froze more to the shock 
cue than SD mice (* indicates p=0.014 t=1.57 df=26, Holm-Sidak post hoc test; Two-way RM ANOVA). The sleep mice 
froze more to the shock cue than the neutral cue (***p=0.001 t=4.182 df=13, Holm-Sidak post hoc test). The ANOVA 
effects are: sleep condition (N.S.), cue orientation (p= 0.002 F=16.027 df=1), sleep condition x orientation interaction 
(N.S.).(b) Sleeping mice showed discrimination (* p=0.0156 Wilcoxon signed rank test vs chance) (c) ZT0 test the next 
day. There were no differences within groups or across groups (N.S., Holm-Sidak post hoc test; Two-way RM ANOVA). 
All ANOVA effects were not significant. (d) Neither group discriminated beyond chance (N.S., Wilcoxon signed rank 
test vs chance). (e) ZT 12 test the next day. Sleep mice  froze more to the shock cue than SD mice (*p=0.013 t=2.934 
df=20,Holm-Sidak post hoc test). Sleep mice froze more to the shock cue than the neutral cue (***p<0.001 t=4.881 
df=10). The ANOVA effects are: sleep condition (N.S.), cue orientation (N.S.), sleep condition x orientation interaction 
(p<0.001 F=22.331 df=1). (f) Mice allowed ad lib sleep showed discrimination above random chance (*p=0.0313, 
Wilcoxan signed rank test vs chance)  
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Figure 4.S3. Success rates of state-specific inhibition targeting. There were no significant differences in state 
coverage between different experimental groups (Two-way RM ANOVA, Holm-Sidak post hoc test; n=8 control, n=8 
trained to X°, n=7 trained to Y° ). In each group high levels of REM (average 93%+/-3, 96%+/-1, 96%+/-3) and NREM 
(69%+/-3, 75%+/-4, 79%+/-4)  were covered. In each group low levels of wake were covered – Mostly reflecting 
microarousals (19%+/-2, 15%+/-2, 22%+/-3).…………………………………………………………………………………..  
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Figure 4.S4. Sleep architecture and power during baseline and inhibition. (a) Representative traces of EEG 
classified as NREM sleep, REM sleep, and wake. (b-d) Percent of recording time spent in each state across recording 
times and across experimental groups. There were no significant differences across experimental groups (n.s. Holm-
Sidak post hoc test; Two-way RM ANOVA). (e-g) Average bout length for each state across recording times and across 
experimental groups. There were no significant differences across experimental groups (n.s. Holm-Sidak post hoc test; 
Two-way RM ANOVA).  (h-j) Average power within NREM delta (0.5-4 Hz), NREM spindle (12-15 Hz), and REM theta 
(4-12 Hz) frequency bands across recording times and across experimental groups. There were no significant 
differences across experimental groups (n.s. Holm-Sidak post hoc test; Two-way RM ANOVA). 
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4.10 Discussion 

 Our present data demonstrate that orientation-selective V1 neurons involved in 

encoding a specific visually-cued fear memory (visual engram neurons) play an ongoing 

role in memory consolidation during subsequent sleep. After selective activation of these 

neurons during visually-cued fear conditioning, these neurons continue to be active during 

sleep in the subsequent hours (Figure 4.4) - a time window during which sleep plays a 

role in promoting consolidation (Figure 4.1). Activity in these neurons is sufficient to drive 

a percept which can substitute for the visual fear cue in mice during wake (Figure 4.3). It 

remains unclear how selective sleep-associated reactivation of these neurons affects the 

surrounding visual cortex (or interacts with circuitry engaged selectively by aversive 

conditioning). However, periodic optogenetic activation of these orientation-selective 

neurons is sufficient to drive shifts in orientation preference in surrounding neurons that 

show excitatory postsynaptic responses to their input (Figure 4.5). This leads to an 

increase in the representation of the visual engram neurons’ preferred orientation in the 

surrounding V1 network. While the functions of such an increase in representation are 

currently unknown, this increase in representation for a specific orientation is seen in the 

visual cortex in mice29,33,34,41,42, human subjects43, and nonhuman primates as a result of 

orientation-specific experience and task training44,45. Thus, changes in representation in 

sensory cortex appear to be either a correlate, or a cause, of changes in orientation 

discrimination ability with experience. 

 We show conversely, that optogenetic inhibition of orientation-selective neurons 

acutely reduces the representation for the visual engram neurons’ preferred orientation 

in the surrounding V1 network (Figure 4.6). Finally, we demonstrate that optogenetic 
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inhibition of these “visual engram” neurons during post-conditioning sleep dramatically 

disrupts consolidation of fear memories for specific visual cues (Figure 4.7). Mice with 

sleep-targeted inhibition of cue-activated neurons show high levels of general freezing 

behavior at testing, but no discrimination between cues of different orientations. Thus, 

their specific memory deficit seems to be due to an inability to link fear memory to a 

specific orientation cue during consolidation, rather than a disruption of fear memory per 

se.  

 This work links together two bodies of literature regarding the neural substrates of 

memory. One recent area of investigation has focused on the role of engram neurons 

which are activated by learning experiences, and whose activation is necessary and 

sufficient for memory recall22,23,46. However, the role these neurons play in the 

consolidation of memories following learning has been a matter of speculation. Here we 

show that the neurons engaged during learning play a necessary and instructive role over 

subsequent hours for long-term memory consolidation. A second body of literature has 

focused on replay of learning-associated activity patterns in specific neuronal ensembles 

as a mechanism for sleep-dependent facilitation of memory storage. While the 

phenomenon of replay during sleep has been widely reported2,47,48, a causal role for 

sleep-dependent replay in memory consolidation has been difficult to prove. At least two 

technical obstacles have slowed progress toward understanding the role of replay in 

sleep-dependent consolidation. First, many tasks used in rodents to study replay 

phenomena (e.g. maze running) require several days of training prior to obtaining 

recordings of sequential firing patterns - a timescale incompatible with memory 

consolidation occurring across a single sleep period. Second, many prior studies aimed 
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at addressing the question of replay’s necessity for consolidation have relied on disrupting 

circuit-level activity across windows of sleep or over several days26,27. Here we have taken 

advantage of recently-developed genetic tools to label cue-activated neurons and a new 

paradigm for studying sleep-dependent consolidation of memory for a specific sensory 

cue (Figure 4.1)21. These have allowed us to demonstrate that sleep-associated 

reactivation of cue-activated visual engram neurons plays a critical, instructive role in 

consolidating an associative memory linked to that cue. 

 A limitation of the present study is that inhibition of visual engram neurons in V1 

occurred throughout all stages of sleep (i.e., both REM and NREM). Our prior work on 

experience-dependent plasticity in V1 (which has been linked to recognition memory for 

previously-viewed orientations42)has demonstrated that thalamocortical oscillations 

coordinating activity between the lateral geniculate nucleus (LGN) and V1 during NREM 

sleep are essential for orientation preference shifts in V129.The pattern of optogenetic 

stimulation used on visual cue-activated neurons in this study (i.e., regular periodic 

activation at 1 Hz) is in some ways similar to what occurs in V1 during these NREM 

oscillations. Critically, this pattern of activation is sufficient to drive large V1 orientation 

preference shifts (Figure 4.5). However, a role for REM activity in cortical plasticity cannot 

be ruled out. REM plays a critical role in developmentally-regulated experience-

dependent plasticity in V149. In many species, REM is characterized by selective 

activation of LGN-V1 circuitry during pontine-geniculate-occipital (PGO) waves, which 

promote synaptic plasticity in various brain structures50. Future work will be aimed at both 

characterizing patterns of activity in orientation-selective populations during REM vs. 

NREM, and in targeting inhibition of this population to specific states.   
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 The present findings may ultimately inform our understanding of how sensory 

cortical areas interact with structures such as the hippocampus and amygdala during 

sleep, and how these interactions inform consolidation of specific memories. Together 

our data indicate that primary sensory structures engaged in fear memory encoding 

communicate with structures conveying emotional valence information during post-

learning sleep to promote long-lasting fear association with a specific cue. Whether this 

interregional communication is unique to one or more sleep states is a critical unanswered 

question. Answering this question may have important implications not only for 

understanding sleep’s mechanistic role in memory consolidation, but also its mechanistic 

role in regulation of mood and affect. It will also have specific implications for treating 

disorders where fear is dysregulated or misattributed, including anxiety and panic 

disorders, acute stress disorder, and PTSD. 
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CHAPTER V 
 

Conclusion 
5.1 In Sum 
 
 For almost 100 years we have known that sleep is critical for memory 

consolidation1. However, the sleep-associated neurobiological mechanisms underlying 

this effect are largely unknown. Prior work attempting to elucidate the activity-dependent 

mechanisms for sleep-dependent memory consolidation faced two major technical 

challenges. First, there were almost no behavioral paradigms where memory 

consolidation had been examined after a single period of sleep. Second, it was nearly 

impossible to examine sleep’s effects at the level of a specific memory. Chapters 3 and 

4 of this dissertation use chronic in vivo electrophysiology and new genetic tools for 

engram labeling to begin to examine sleep’s effects on visual system plasticity and visual 

memory.  

In Chapter 3, we demonstrate that sleep bidirectionally modulates neuronal firing 

rates in the V1. Low firing rate, highly orientation-selective neurons show increases in 

firing rate across sleep, while high firing rate, minimally selective neurons have their 

activity selectively downregulated across sleep. This work suggests that sleep may refine 

networks by simultaneously increasing signal (e.g., activity among neurons whose firing 

has a high orientation encoding capacity) and decreasing noise (e.g., activity among 

neurons whose firing provides little feature-selective information).  

In Chapter 4, we ask whether sleep-associated reactivation of memory encoding 

neurons is necessary for memory consolidation. We first characterized the sleep-
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dependence of visually-cued fear memory consolidation—a memory which is encoded 

during a single training trial, pairing oriented gratings with foot shocks. Next, using 

recently developed genetic tools for engram labeling, we were able to visualize and 

manipulate orientation-selective V1 neurons. Rhythmic optogenetic activation of these 

neurons produces shifts in the orientation tuning of surrounding V1 neurons, leading to 

increased representation of the activated neurons’ preferred orientation in the cortex. This 

labeled ensemble was selectively reactivated during ad lib sleep in the hours following 

training. Sleep-specific optogenetic inhibition of the labelled neurons leads to an inability 

to discriminate the foot shock cue stimulus from other stimuli, expressed as high levels of 

generalized fear. 

This work examines sleep-dependent memory consolidation mechanisms in 

sensory cortex with unprecedented resolution—discriminating between changes 

occurring in memory encoding neurons compared to other neurons in the network.  The 

network refinement that we see in Chapter 3 aids in resolving a long-standing debate 

between proponents of SHY and ASC. Rather than having a unidirectional effect on the 

firing of cortical neurons, sleep facilitates bidirectional changes. Increases in firing occur 

selectively in neurons providing the most refined sensory information to the network, 

against a background of reduction in firing amongst neurons providing the least sensory 

information. In Chapter 4, we show for the first time that sleep-associated reactivation of 

V1 ensembles that encode sensory experience is necessary for sleep-dependent memory 

consolidation. These two processes (firing rate rescaling and selective reactivation of 

learning-associated neurons) may be linked. For example, firing rate data from mice 

exposed to visual stimuli to induce OSRP in Chapter 3 suggest potentially larger firing 
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changes in these mice across sleep than in blank screen controls. Selective reactivation 

of populations of stimulus encoding populations may thus underlie the widely reported 

phenomenon of firing rate rescaling. However, further studies need to be conducted in 

order to directly link reactivation to firing rate rescaling.  

To directly link reactivation and network renormalization the final experiment in 

Chapter 4 should be repeated with tetrode recording in V1 rather than EEG to track the 

activity of individual neurons. This would allow assessment of whether firing rate 

renormalization is dependent on memory reactivation. Additionally, that data could be run 

through stability algorithms to get a deeper biophysical understanding of the network 

changes. It would be beneficial to also add a tetrode bundle in the LGN (similar to Durkin 

et al)2. This would allow for evaluation of information transfer between the LGN and V1. 

One may also consider a hippocampal tetrode bundle or LFP electrode to assay changes 

in SWRs and patterned hippocampal activity. Together these recordings could elucidate 

the links between memory reactivation, network renormalization, and two stage memory 

transfer (from initial hippocampal and thalamic inputs to cortical storage) 

This work opens up a number of questions for future study. While our work 

addressed the necessity of reactivation for sleep-dependent memory consolidation, 

sufficiency of reactivation for memory consolidation (i.e., in the absence of other sleep-

associated physiological changes) remains an open question. Testing sufficiency is likely 

to be more difficult: it is easier to break a toaster than to build one. Due to the complex 

electrochemical changes coordinated across many brain circuits during sleep, it is unlikely 

that reactivation of neuronal populations in V1 alone will be sufficient to produce proper 

visually-cued fear memory consolidation. However, augmentation of memory reactivation 
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during sleep may be feasible via closed-loop reactivation precisely coordinated with 

sleep’s endogenous rhythms. Similarly sleep-targeted reactivation has been beneficial in 

human subjects in memory studies linking features of learned material to external sensory 

cues that can be re-presented to subjects during post-learning sleep3-5.  

Further studies must also be done to test the necessity of sleep-dependent 

reactivation for consolidation in other brain regions and across other memory paradigms. 

A greater understanding of when and where reactivation is beneficial for consolidation 

(and when and where it is not) will providing further insight into the neurobiological 

underpinnings of memory storage in the brain.  

Another branch of future directions should center around changes occurring in 

individual engram neurons during sleep-dependent memory consolidation. This work can 

interrogate three key plasticity correlates: changes in structure, function, and molecular 

expression. To examine changes in structure and expression, our lab is currently 

examining sleep-dependent changes in dendritic spine density and ribosome-associated 

mRNAs in TRAPed neural ensembles. Further electrophysiological work will also be 

needed to fully evaluate functional changes in TRAPed neurons across sleep. This work 

should include measuring AMPA to NMDA ratios and evoked and spontaneous 

postsynaptic currents. The role of reactivation in this plasticity could also be studied at 

the level of specific connections both within and outside of the TRAPed ensemble. For 

example, optogenetically stimulating TRAPed neurons to evoke EPSCs in postsynaptic 

partners would provide unique access to studying plasticity in memory-specific synaptic 

connections. Together this work will begin to define a mechanism for how sleep alters 

specific memory traces at the cellular and molecular level. 
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 Combining data dissecting circuitry and molecular mechanisms linked to replay 

may provide a more comprehensive view of how sleep alters memory. This would provide 

critical insights allowing for pharmacological treatment of disorders that are linked to 

alterations in sleep. Some such disorders, such as schizophrenia, show long term 

changes in sleep signatures linked to disordered executive function. These would require 

long-term treatment either pharmacologically stimulating replay or using targeted memory 

reactivation to induce replay where it was lacking before.6 Others, such as PTSD, may 

be linked to a critical window during consolidation followed by extended sleep 

disturbance.7 These may require rapid intervention during the acute stress phase – either 

pharmacologically inhibiting maladaptive replay of the traumatic memory or perhaps using 

targeted memory reactivation to occlude replay of the traumatic memory.  

In the broad scheme of things, sleep is a highly conserved process critical for many 

body and brain functions - including maintaining proper cognition and memory 

consolidation. Whether it's a honeybee who needs to  remember its waggle dance or a 

grad student who needs to remember the words to their dissertation defense, sleep plays 

a critical role in orchestrating our everyday lives. So now that you have read this, get 

some rest, and consolidate these memories while you sleep. 
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