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ABSTRACT

Improved upper bounds on viscous energy dissipation rates of wall-driven shear

flow subject to uniform injection and suction rates are computationally determined.

The so-called ‘background’ variational formulation is implemented via a time-stepping

numerical scheme to determine optimal estimates. Shear flow Reynolds numbers

range from 50 to 40 000 with injection angles up to 2◦. The computed upper bounds

for pre-selected angles of injection at high Reynolds numbers significantly improve

the rigorously estimated ones. Our results suggest that the steady laminar flow is

nonlinearly stable for angles of injection greater than 2◦.

A viscous extension of Arnold’s inviscid theory for non-inflectional plane shear

flows is developed and viscous Arnold’s identities are obtained. Special forms of our

viscous Arnold’s identities have been revealed that are closely related to the pertur-

bation’s enstrophy identity derived by Synge [44] [see also 17]. As an application

of our enstrophy identities, we quantitatively investigate mechanisms of linear stabil-

ity/instability within the normal modal framework. The investigation reveals a subtle

interaction between a critical layer and its adjacent boundary layer, which governs

stability/instability of disturbances. As an implementation of relaxed wall bound-

ary conditions imposed for our enstrophy identity, a control scheme is proposed that

transitions wall settings from the no-slip condition to the free-slip condition, through

which a flow is stabilized quickly within an early stage of the transition.

viii



CHAPTER I

Introduction

1.1 Energy Dissipation in a Shear Layer

1.1.1 The ‘background’ method

Turbulence remains to be one of the most difficult unsolved problems in classical

physics and mathematics. Research on turbulence can be traced back to more than

120 years ago, since a first experiment conducted by Osborne Reynolds in 1883 [39].

Reynolds demonstrated through his experiment that an initially laminar pipe flow

would become turbulent once the flow speed reaches a critical value. Thereafter, a

vast amount of research in literature strives to explore the cause of instability (onset

of turbulence) for viscous shear flows.

Mathematically, turbulence can be exactly described by solutions to Navier-Stokes

equations, a set of nonlinear equations that describe the velocity field of any flow.

However, due to the nonlinear nature of these equations, it poses great difficulty for

mathematicians to find a complete set of solutions to these equations, especially for

the high-Reynolds-number regime in which turbulence may occur. In fact, it remains

unknown as to whether the three-dimensional Navier-Stokes equations are well-posed

regarding long-time evolution of smooth solutions.

Despite the difficulty of solving Navier-Stokes equations in general, mathemati-
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cians developed a few methods to produce rigorous inequality information directly

from the equations without solving them explicitly. Among these methods, the ‘back-

ground’ method is a variational approach for rigorously determining upper bounds

on the long-time averaged energy dissipation rate (referred to as ‘dissipation rate’

hereafter) of fluid systems.

The essence of the background method is to split the flow velocity field into two

components, a background field and a fluctuation field, in which the background field

acts its role to extremize dissipation rates among solutions to Navier-Stokes equations.

This method was proposed by Doering and Constantin [10, 11, 9], who adopted a

technique of Hopf [21], and it has relations to the energy (nonlinear) stability theory

[25].

1.1.2 A shear layer with suction

Flows subject to injection and suction play important roles in industrial and ap-

plied science applications. Injection and suction of fluid through a heated/cooled wall

is widely used in boundary layer control applications such as film cooling and polymer

fiber coating [23]. Suction may reduce drag on an air foil by inhibiting boundary layer

separation [5]. Suction is also important astrophysics where matter in accretion disks

may be sucked into condensed objects such as black holes [16]. Suction and injection

through bounding surfaces can significantly alter fluid flow and, as a consequence,

the energy dissipation rate. It is thus of great interest to study effects of injection

and suction on viscous laminar/turbulent energy dissipation for wall bounded shear

flows.

The plane Couette flow is a classical problem in fluid mechanics that demonstrates

shear-driven fluid motion [13]. The flow system consists of two infinite, parallel plates

translating in opposite directions with a constant speed. The fluid between the plates

is subjected to dynamics due to the relative plate motion. There is a laminar so-
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lution to the corresponding Navier-Stokes equations for this flow, which is shown

to be nonlinearly stable if Re < 2
√

1708 ≈ 82.66 (Joseph, 1976). Application of

the background method to this flow deduced a rigorous upper bound on the non-

dimensionalized dissipation rates to be 1
8
√

2
≈ 0.088 for Re ≥ 8

√
2 ≈ 11.31 (Doering

& Constantin, 1992). Besides, it is proved that the dissipation rates are at least Re−1

for this flow, and this lower bound is valid for any level of Re. Subsequent work had

been carried out to implement the background method numerically, which estimated

an improved upper bound to be 0.0086 as Re→∞ [37].

Two decades ago Doering, Spiegel, and Worthing [12] carried out an investigation

of the effects of uniform injection and suction on the stability and energy dissipation

of boundary-driven shear flow, a natural generalization of plane Couette flow. The

setup is shown in Figure 1.1 where Re and θ, the Reynolds number and flow injection

angle, are the dimensionless control parameters. Steady laminar flows were found

and their linear stability and nonlinear energy stability domains were constructed;

see Figure 1.2 in which Res(θ) is the marginal energy stability curve and Reu(θ) is

the marginal linear instability curve. Asymptotic stability of the steady laminar flows

in the region enclosed between Res(θ) and Reu(θ), most of the region with Re > 82.66

and θ < 3◦, remained undetermined. Note that the horizontal asymptote of Res(θ)

is at Re = 2
√

1708 ≈ 82.66, the energy stability limit for plane Couette flow [25].

Upper bounds on energy dissipation rates of solutions to the Navier-Stokes equa-

tions were also rigorously estimated for arbitrary values of (Re, θ). The bounds were

derived using the background method [12]. Unlike the viscous dissipation rate in

steady laminar flows, the analytically derived rigorous upper bounds exhibited neg-

ligible sensitivity to changes in θ at high Re when θ < 1◦. It was also conjectured

that the dissipation rate corresponding to the laminar solution is the lowest among

all solutions to the governing equations.

In addition to rigorous estimations based on the background method, computa-
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tional implementations have also been performed for various problems in fluid dy-

namics [37, 48, 49, 50]. A time-stepping computational scheme was shown to be

robust (no restriction on the choice of an initial state) for computing optimal upper

bounds within the background variational framework on energy dissipation rates of

the Couette flow without injection or suction [49]. The scheme involves a pseudo-

time-stepping algorithm for solving the Euler-Lagrange equations derived from the

background variational problem.

In Chapter II of this dissertation, we implement the time-stepping numerical

scheme [49] to solve Euler-Lagrange equations associated with the optimal back-

ground method. We restrict attention to cases with small angles of injection, θ ≤ 2◦,

for which the steady laminar solution might not be energy stable. Pre-selected (Re, θ)

combinations for our scope of computation are labeled in Figure 1.2 as circles. Our

numerically computed upper bounds for the case with θ = 0◦ validates previous nu-

merical results of [37]. We numerically compute upper bounds for θ > 0 at high Re

to improve rigorous estimates of [12] by more than 90%.

1.2 Stability of viscous plane shear flows

1.2.1 Viscous extension of Arnold’s stability Theory

Stability analysis of plane wall-bounded parallel shear flows forms the basis of

modern hydrodynamic stability theory. Within the framework of inviscid linear sta-

bility analysis, Rayleigh’s inflection-point theorem [38] is one of the fundamental

results, it states that a flow is linearly unstable only if its velocity profile has an in-

flection point. A stronger version of Rayleigh’s criterion was established by Fjørtoft

[15], in which an additional constraint on the velocity profile of a shear flow was

imposed and shown to be necessary for instability.

In studies on nonlinear stability of inviscid planar strictly parallel shear flows,
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Arnold [2, 3] was the pioneer to formulate an energy-Casimir function, which is known

as the Arnold’s function, for examining dynamics of two-dimensional finite-amplitude

perturbations, based on which he established conditions for global nonlinear stability

that stand as counterparts of Rayleigh’s and Fjørtoft’s linear stability criteria. In

essence, Arnold’s approach involves a Lie-Poisson reduction of symmetries in an in-

viscid shear fluid motion, a process that deeply reflects intrinsic symmetries of the

vorticity motion, see [4] for details.

Arnold’s theory resides on the Hamiltonian structure of an idealized inviscid flow,

and it is not applicable to viscous flows. It is thus of great interest to generalize the

theory for inclusion of viscous flows, those with corresponding dynamical systems to

be sufficiently close to Hamiltonian systems in their inviscid limits. Pursuing this en-

deavor, a first extension of Arnold’s inviscid theory to viscous flows was carried out by

Yau, Wang and Rusak [51] for viscous circular Taylor-Couette flow confined between

two concentric rotating cylinders. Through regarding the original inviscid Arnold’s

function as a Lyapunov function of the associated viscous dissipative system, the vis-

cous extension had led to discovery of a definite flow operation domain in which the

Taylor-Couette flow is nonlinearly stable against arbitrary finite-amplitude axisym-

metric perturbations. The acquired nonlinear stability operation domain occupies

a significant portion of the so-called quasi-Keplerian regime of the Taylor-Couette

flow, see the review article by Grossmann, Lohse & Sun [19]. As a comparison, the

classical result of Serrin [42] based on the Reynolds-Orr energy equation predicts a

stability domain that stays sufficiently close to the solid-body rotation flow, which

merely contributes to an infinitesimal fraction of the quasi-Keplerian regime.

In Chapter III of this dissertation, we start off by carrying out a viscous extension

of Arnold’s inviscid stability theory for strictly parallel non-inflectional shear flows

confined between two infinite parallel plates subject to arbitrary two-dimensional

perturbations. Through employing the Arnold’s inviscid function as a Lyapunov

6



function (a proposed viscous Arnold’s function) for the viscous dissipative system,

the extension led to a novel viscous Arnold’s identity, it forms the foundation for

our study. In Chapter IV of this dissertation, we present another viscous Arnold’s

identity that is valid for plane shear flows with boundary injection and suction.

1.2.2 Enstrophy-based perspectives on stability/instability

Our viscous Arnold’s identity ties in closely with enstrophy of a disturbance field,

an important physical quantity in fluid dynamics. An identity that quantifies pertur-

bation’s enstrophy of viscous planar shear flows was derived by Synge [44] within the

classical normal modal framework. He focused on applying the enstrophy identity to

study linear stability of viscous planar Poiseuille flow under no-slip wall condition.

With the aid of a variational procedure, Synge obtained a critical Reynolds number

corresponding to marginal linear stability to be 155, which is better than the one

estimated based on the kinetic energy approach [35].

A variety of identities that involve the disturbance’s enstrophy have been reviewed

in the lecture notes by Waleffe & Kerswell [47], they extended linear stability theories

of Rayleigh’s and Fjørtoft’s on inviscid shear flows to viscous shear flows. Some

enstrophy-based stability criteria and the significance of wall boundary terms therein

have also been reviewed and studied in their lectures notes.

In recent years, Fraternale et al [17] generalized Synge’s enstrophy identity to

include general non-modal disturbances. They also improved Synge’s approach to

study non-modal transient growth of perturbations in viscous planar Poiseuille flow

and viscous planar Couette flow.

In this dissertation, we further explore perturbation’s enstrophy through using

our viscous Arnold’s identity. An essential term in the linearized viscous Arnold’s

identity stands for disturbance’s enstrophy scaled by a weight factor, based on which

a weighted perturbation’s enstrophy identity was naturally obtained. In the special
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case of strictly parallel base flows, the weight factor becomes a constant that has re-

duced the perturbation’s enstrophy identity to the one by Synge [44], thus it provides

an alternative path to the perturbation’s enstrophy identity. We also established

a novel weighted perturbation’s enstrophy identity in form of Theorem III.2, which

is valid for non-inflectional streamwise translation-invariant base shear flows under

linear dynamics.

For strictly parallel flows, the validity of the perturbation’s enstrophy identity

under global nonlinear dynamics imposed with more general wall boundary conditions

than the no-slip condition was rigorously examined, and established as Theorem III.4.

Our enstrophy identities serve as grounds for applications. As noted by Theorem

III.2 and Theorem III.4, these identities are valid under relaxed wall boundary con-

ditions which include the no-slip condition only as a special case, a fact that allows

one to impose active wall boundary settings with controls. We demonstrated in §4.2,

that through controlling wall boundary’s vorticity disturbance, one may effectively

stabilize an originally unstable shear flow.

As enlightened by the earlier works of Synge [44], Waleffe & Kerswell [47] and

Fraternale et al [17], we seek the potential of applying our enstrophy identities to

explore physics underneath the onset of turbulence in planar shear flows. It is evident

from the form of a disturbance’s enstrophy identity that instability, if there was

any, would only be triggered at the walls. To elaborate the physics underneath

this vorticity-based observation, we conducted a preliminary investigation in §4.1 to

explore the physical mechanism of linear instability and stability for viscous planar

Poiseuille flow within classical normal modal framework.

Through our investigation, we found that the production of disturbance’s enstro-

phy at a wall is consistently associated with the viscous damping in disturbance’s

enstrophy at a near-wall region, and their subtle balance determines the long-term

behavior of an unstable perturbation. We also found that the critical layer always

8



plays a significant role in damping of the perturbation’s enstrophy.

As an implementation of those relaxed wall conditions imposed for the enstrophy

identity, we proposed a control scheme in §4.2 on wall boundary’s vorticity disturbance

for viscous plane Poiseuille flow. The control scheme transitions wall settings from the

no-slip condition to the free-slip condition. It is observed that an originally linearly

unstable mode subject to the no-slip wall condition would quickly be stabilized after a

small amount of decrease in its vorticity disturbance at the walls. Evidently, vorticity

control schemes of this kind can be potentially applied to general wall-bounded shear

flows.

1.3 Outline of the dissertation

My dissertation is organized as follows. In §2.1, we formulate the background

variational framework for a shear flow with boundary injection and suction. In §2.2,

we numerically implement the background method for deducing new upper bounds

on energy dissipation rates.

In §3.1, we formulate the mathematical flow problem and introduce the general

mathematical form of base steady state solutions for strictly parallel shear flows. In

§3.2 – §3.5, we carry out the viscous extension of Arnold’s inviscid theory, based on

which we develop a series of perturbation’s enstrophy identities that hold under linear

or global nonlinear dynamics. In §3.6.1, we provide a new perspective regarding the

physical mechanism of linear instability/stability for viscous planar Poiseuille flow

based on our enstrophy identity. In §3.6.2, we implement our novel viscous theory by

proposing a control scheme on wall boundary’s vorticity for viscous planar Poiseuille

flow.

In §4.1, we carry out the viscous extension of Arnold’s inviscid theory for plane

shear flows subject to boundary injection and suction. In §4.2, we derive a novel

perturbation’s enstrophy identity for the suction problem that holds under global

9



nonlinear dynamics. In §4.3, we present some enstrophy-based perspectives on the

onset of instability for an asymptotic suction profile.

Some future works shall be discussed in §5.
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CHAPTER II

Energy dissipation rate for plane shear flow with

boundary injection and suction

The material in this chapter comes from Physics of Fluids 31, 085102 (2019) [31].

2.1 Formulation of the problem

We adopt dimensional conventions presented in Section 2 of [37]. We consider a

layer of an incompressible (unit density) Newtonian fluid with kinematic viscosity ν

confined between parallel rigid plates separated by distance d. The velocity vector

field is u∗ = u∗1i + u∗2j + u∗3k where i, j, k are the unit vectors in the x∗, y∗ and z∗

directions, respectively. The bottom plate at z∗ = −d/2 moves with speed U∗/2 while

the top plate at z∗ = d/2 moves with speed −U∗/2 in the x∗ direction. In addition to

the shearing motion of the boundaries, fluid is uniformly injected into the layer with

speed V ∗ at the top plate and uniformly removed at the bottom plate. The boundary

conditions are thus

u∗ = −1
2
U∗i− V ∗k at z∗ = d

2
, (2.1a)

u∗ = 1
2
U∗i− V ∗k at z∗ = −d

2
, (2.1b)
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with all variables periodic in the x∗ and y∗ directions with periods 2L∗x and 2L∗y

respectively. The velocity u∗ and pressure p∗ are governed by the Navier-Stokes

equations

∂u∗

∂t∗
+ u∗ · ∇∗u∗ +∇∗p∗ = ν∇∗2u∗ , (2.2a)

∇∗ · u∗ = 0. (2.2b)

The set-up is illustrated in Figure 1.1.

We define two control parameters of this problem, the Reynolds number

Re =
U∗d

ν
(2.3)

and the fluid injection angle θ defined by

tan θ =
V ∗

U∗
. (2.4)

Changing variables in (2.2a) and (2.2b) according to

u =
d

ν
u∗, (x, y, z) =

1

d
(x∗, y∗, z∗), t =

ν

d2
t∗, p =

d2

ν2
p∗, (2.5)

we obtain the non-dimensional equations

∂u

∂t
+ u · ∇u +∇p = ∇2u , (2.6a)

∇ · u = 0, (2.6b)

and boundary conditions

u = −1
2
Rei−Re tan θk at z = 1

2
, (2.7a)

u = 1
2
Rei−Re tan θk at z = −1

2
. (2.7b)
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The non-dimensional variables are periodic in the x and y directions, with half periods

Lx = L∗x/d and Ly = L∗y/d.

A steady solution to the system is the laminar flow ul = Ul(z)i− Re tan θk with

horizontal profile

Ul(z) := −Re−Re exp
[
−Re tan θ(z + 1

2
)
]

1− exp(−Re tan θ)
+
Re

2
. (2.8)

The dimensionless long-time-averaged energy dissipation rate ε for velocity field

u(x, t) is

ε :=
1

Re3
lim
T→∞

1

T

T∫
0

〈|∇u|2〉 dt. (2.9)

where horizontal and bulk volume averaging are

(·) :=
1

4LxLy

Lx∫
−Lx

dx

Ly∫
−Ly

dy (·), (2.10a)

〈·〉 :=

1/2∫
−1/2

dz (·). (2.10b)

The energy dissipation rate εl corresponding to the laminar solution ul is

εl :=
tan θ

2 tan (1
2
Re tan θ)

(2.11)

with limiting behaviors

εl ∼
1

Re
as Re or θ → 0 (2.12)

and

εl ∼
tan θ

2
= O(1) as Re→∞. (2.13)

Using the background variational method, Doering, Spiegel, and Worthing [12]

derived a rigorous upper bound on ε for all solutions of the Navier-Stokes equations
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(2.6a) and (2.6b) with injection-suction-shear boundary conditions (2.7a) and (2.7b):

ε ≤ εB :=
1

2
√

2

[
1 +

8

3
tan2 θ

(
1− 3

√
2

2

1

Re

)]
(2.14)

for Re ≥ 2
√

2 with limiting behavior

εB ∼
1

2
√

2

[
1 +

8

3
tan2 θ

]
= O(1) as Re→∞. (2.15)

In view of (2.13), this upper bound displays sharp scaling with respect to the Re as

Re→∞ at fixed θ 6= 0, albeit with a substantially larger prefactor for θ . 3◦ where

flows other than ul could possibly persist. However, since piecewise linear functions

were utilized as background profiles, upper bounds (2.14) and (2.15) are not the most

optimal ones within the background variational framework.

To compute sharper upper bound on ε in the background scheme for boundary-

driven shear flows with injection and suction, we follow the approach of Plasting

& Kerswell [37] to numerically solve the full background problem. Consider the

functional

L := lim
T→∞

1

T

T∫
0

{
〈|∇u|2〉 −

〈
av ·

[
∂u

∂t
+ u · ∇u +∇p−∇2u

]〉

−〈p∇ · u〉
}

dt, (2.16)

defined for flows u = u1i + u2j + u3k satisfying the injection-suction-shear boundary

conditions, where a is a real number and v is a vector field. The field av and the

pressure field p play the roles of Lagrange multipliers associated with (2.6a) and

(2.6b), respectively. For a standard formulation, we introduce a ‘background profile’

φ(z) satisfying

φ

(
±1

2

)
= ∓1

2
Re (2.17)
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and choose

u(x, t) := φ(z)i + v(x, t)−Re tan θ k. (2.18)

Together with (2.6b), (2.7a) and (2.7b) these imply that

∇ · v = 0 , (2.19a)

v = 0 at z = ±1/2 (2.19b)

and v = v1i + v2j + v3k is periodic in the x and y directions.

(2.6b) implies that

u = u1(z)i−Re tan θ k, (2.20)

which together with (2.18) implies v2 = 0 = v3. This suggests decomposing

v = v1(z)i + v̂(x, t) (2.21a)

p = p(z) + p̂(x, t) (2.21b)

in which v̂(x, t) and q̂(x, t) are the mean-free parts of v and p, respectively. Then,

substituting (2.18), (2.21a) and (2.21b) into (2.16), and using (2.17), (2.19a) and

(2.19b) we obtain an alternate expression for L,

L = lim
T→∞

1

T

T∫
0

〈
φ′2 − aφ′v̂1v̂3 − (a− 1)|∇v̂|2

−(a− 1)v1
′2 + (a− 2)φ′′v1 + aRe tan θ φ′v1 − p̂ ∇ · v̂

〉
dt. (2.22)

Observe that if φ can be selected such that L has a maximum over all v, then

this value will also be an upper bound for ε, since any solution u of the Navier-Stokes

equations can also be represented by some v. Thus, minimizing the maximum over

all allowable φ would generate the least upper bound on ε: this is the essence of
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the background formulation. The optimization procedure described above can be

implemented by considering only stationary fluctuation fields v that fulfill (2.19a)

and (2.19b) [37]. Therefore, hereafter we release the time-dependence of all variables.

Euler-Lagrange equations for the stationary fields L are

δL
δa

:= −〈|∇v̂|2 + v1
′2 + φ′v̂1v̂3 − φ′′v1 −Re tan θ φ′v1〉 = 0, (2.23a)

δL
δφ

:= −2φ′′ + av̂1v̂3
′ − aRe tan θ v1

′ + (a− 2)v1
′′ = 0, (2.23b)

δL
δv1

:= 2(a− 1)v1
′′ + (a− 2)φ′′ + aRe tan θ φ′ = 0, (2.23c)

δL
δv̂

:= 2(a− 1)∇2v̂− aφ′


v̂3

0

v̂1

+∇p̂ =


0

0

0

 , (2.23d)

δL
δp̂

:= ∇ · v̂ = 0. (2.23e)

Note that (2.23c) may be solved for v1 yielding

v1 = − a− 2

2(a− 1)
(φ+Re z)− aRe tan θ

2(a− 1)

 z∫
−1/2

φ dz′ −
(
z +

1

2

) 1/2∫
−1/2

φ dz′

 . (2.24)

Let (a, v1, φ, v̂, p̂) be a stationary point of L obtained via solving (2.23a–2.23e).

The time-independent form of (2.22) evaluated at a stationary point reads

L (a, v1, φ, v̂, p̂) = 〈φ′2 − (a− 1)v1
′2 + (a− 2)φ′′v1 + aRe tan θ φ′v1〉

−(a− 1)Hφ,a(v̂) (2.25)

where

Hφ,a(v̂) := 〈|∇v̂|2〉+
a

a− 1
〈φ′v̂1v̂3〉. (2.26)
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A global upper bound on ε is thereon established to be

ε ≤ εN := 〈φ′2 − (a− 1)v1
′2 + (a− 2)φ′′v1 + aRe tan θ φ′v1〉 (2.27)

provided that a > 1 and Hφ,a(v̂) ≥ 0. The latter assumption is so-called the ‘spectral

constraint’, it would be manifestly fulfilled if Hφ,a(ŵ) ≥ 0 for all ŵ ∈ {w | ∇ ·w =

0, w = 0, w(x, y,±1/2) = 0}.

2.2 The time-stepping numerical scheme

In the following we assume, as in previous studies [37], that optimal solutions of

the Euler-Lagrange equations do not have x dependence, that is, ∂x ≡ 0. Justification

for the assumption dates back to Joseph [24] in the context of energy stability, which

was also adopted and partially verified by Busse [8]. We would like to remark that

the background method contains different information than linear stability/instability

analysis, and above assumption does not apply to the latter case [34, 27].

The time-stepping algorithm proposed by Wen et al [49] is adopted for solving

the Euler-Lagrange equations of L. Specifically, an artificial time evolution scheme is

imposed for (2.23a), (2.23b) and (2.23d) as follows:

∂a

∂τ
= −δL

δa
,
∂φ

∂τ
= −δL

δφ
, and

∂v̂

∂τ
=
δL
δv̂

(2.28)

where τ is the artificial time variable. These evolution equations are coupled with

(2.23e) and (2.24) to form a closed system.

The time-stepping scheme was shown to be numerically stable for solving a class

of flow equations, including system (2.28) [49]. A subroutine is incorporated into the

scheme for ensuring the positivity of H, which is enforced by (2.26). The algorithm

is implemented for pre-selected Fourier modes of v̂ and p̂, with application of the
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following Chebyshev collocation scheme.

Rescaling variables as φ → φ/Re, v̂ → v̂/Re, v1 → v1/Re, p̂ → p̂/(a − 1)Re in

Euler-Lagrange equations (2.23a), (2.23b) and (2.23d), substituting them into (2.28),

and coupling them with (2.23e) and (2.24) to obtain the following set of equations

∂a

∂τ
= 〈|∇v̂|2 + v1

′2 +Reφ′v̂1v̂3 − φ′′v1 −Re tan θ φ′v1〉, (2.29a)

∂φ

∂τ
= 2φ′′ − aRe v̂1v̂3

′
+ aRe tan θ v1

′ − (a− 2)v1
′′, (2.29b)

∂v̂

∂τ
= 2∇2v̂− a

a− 1
Reφ′


v̂3

0

v̂1

+∇p̂, (2.29c)

∇ · v̂ = 0, (2.29d)

v1 = − a− 2

2(a− 1)
(φ+ z)− aRe tan θ

2(a− 1)

 z∫
−1/2

φ dz′ −
(
z +

1

2

) 1/2∫
−1/2

φ dz′

 , (2.29e)

under boundary conditions

φ

(
±1

2

)
= ∓1

2
, v̂

∣∣∣∣∣
z=±1/2

= 0. (2.30)

For a solution that is translation invariant along the x direction (i.e. ∂x = 0), we

propose forms on v̂ and p̂ to be

v̂ =
M∑
m=1


v̂1m(z) cosmπy

v̂2m(z) sinmπy

v̂3m(z) cosmπy

 , p̂ =
M∑
m=1

p̂m(z) cosmπy, (2.31)

where M is a pre-selected integer, that is big enough for including all critical wave

numbers which contribute to the optimal solution.
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For the numerical implementation, we discretize the interval [−1/2, 1/2] into N+1

grid points according to the standard Chebyshev collocation method [7]. The cor-

responding differentiation matrix realizing the zero Dirichlet boundary conditions at

z = ±1/2 is denoted by DN . In the following description, every z dependent variable

is assumed to be a column vector with N + 1 entries.

We denote the state τ as a superscript in each variable hereafter. Given the initial

states φ0, v̂3m
0 and a0, one obtains v1

0 based on (2.29c). Besides, v̂1m
0, v̂2m

0 and p̂m
0

are determined in accordance with (2.29c), (2.29d) and (2.31) as

v̂1m
0 =

a0Re

2(a0 − 1)

[
D2
N − (mπ)2IN

]−1 (
DNφ

0 � v̂3m
0) , (2.32a)

v̂2m
0 = − 1

mπ
DN v̂3m

0, (2.32b)

p̂m
0 =

2

mπ

[
D2
N − (nπ)2IN

]
v̂2m

0, (2.32c)

in which IN is the (N + 1) × (N + 1) identity matrix, and the binary operation �

stands for the entry-wise vector multiplication.

Suppose the time-step in τ is ∆s, and suppose that we have the variables at τ = s

computed for some s ≥ 0. The variables corresponding to τ = s + ∆s are to be

computed as the following.

First, we impose time stages to variables in (2.29c) and (2.29d) as follows

v̂s+∆s − v̂s

∆s
= 2∇2v̂s+∆s −


a

a− 1
Reφ′


v̂3

0

v̂1




s

+∇p̂s+∆s (2.33a)

∇ · v̂s+∆s = 0. (2.33b)
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Based on (2.33a) and (2.33b), variables v̂m
s+∆s and p̂m

s+∆s are computed to be

v̂1m
s+∆s(2 : N) = A(2 : N, 2 : N)−1

[
v̂1m(2 : N)−∆s

aRe

a− 1
(DNφ� v̂3m) (2 : N)

]s
,

(2.34a)
v̂2m(2 : N)

v̂3m(2 : N)

p̂m(1 : N + 1)


s+∆s

=


A(2 : N, 2 : N) O(N−1)×(N−1) mπ∆sIN(2 : N, 1 : N + 1)

O(N−1)×(N−1) A(2 : N, 2 : N) −∆sDN(2 : N, 1 : N + 1)

−mπIN(1 : N + 1, 2 : N) −DN(1 : N + 1, 2 : N) O(N+1)×(N+1)


−1

×


v̂2m(2 : N)

v̂3m(2 : N)−∆s aRe
a−1

Dφ� v̂1m(2 : N)

O(N + 1, 1)


s

,

(2.34b)

where A := [1 + 2(nπ)2∆s] IN − 2∆sD2
N .

Secondly, let φ̂ := φ+z, we have then φ̂(±1/2) = 0 according to (2.30). Assigning

time stages to variables in (2.29b) as follows

φ̂s+1 − φ̂s
∆s

= 2
d2

dz2
φ̂s+1 −

[
aRe v̂1v̂3

′
+ (a− 2)v1

′′ − aRe tan θ v1
′
]s
. (2.35)

(2.35) implies that

φ̂s+1(2 : N) = B(2 : N, 2 : N)−1×{
φ̂−∆s

[
aReDN

(
1

2

M∑
m=1

v̂1m � v̂3m

)
+ (a− 2)D2

Nv1 − aRe tan θ DNv1

]}s

(2 : N),

(2.36)

where B := IN − 2∆sD2
N .
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Then, v1
s+1 is obtained by substituing φ = φs+1 and a = as into (2.29e).

Next, (2.29a) and the marginal case of the stability constraint (2.26) imply the

following

as+1 =as + ∆s

〈
− Re

as − 1

(
1

2

M∑
m=1

v̂1m
s � v̂3m

s

)
�DNφ

s

〉

+ ∆s 〈DNv1
s �DNv1

s +DNv1
s �DNφ

s −Re tan θv1
s �DNφ

s〉 .
(2.37)

Above routine is kept running until the absolute difference between successive

time stages of a, φ and v̂ are within 10−8.

Finally, once after a set of stationary solutions of L are computed, we need to verify

a > 1 and the spectral constraint that (2.26) ≥ 0, by numerically solving the following

eigenvalue problem in (λ,w), in which we had applied the scaling w→ w/Re

−2∇2w +
aRe

a− 1
φ′


w3

0

w1

−∇p = λw , (2.38a)

∇ ·w = 0 , (2.38b)

w
∣∣∣
z=± 1

2

= 0. (2.38c)

By proposing w to be of the same form as v given by (2.31), one may again use the

Chebyshev collocation scheme described for solving (2.29c), to solve for the compo-

nents of w corresponding to each wave number. The spectral constraint is met if the

smallest eigenvalue corresponding to each wave number is non-negative.

2.3 Computational outcome

Results for θ = 0◦, 0.5◦, 1◦, 2◦ are shown in Figure 2.1 and Figure 2.1(b). The

dotted blue curve at the top of each subfigure stands for previously established rigor-
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ous upper bounds εB given by (2.14); there is very little sensitivity of this bound to

changes in the angle of injection for θ < 1◦. Our numerically computed upper bounds

εN from (2.27) are shown as circles (connected by the black solid curve). The red

dashed curve is εl given by (2.11). Note that εN approaches a finite asymptotic value

for Re > 10 000 at each fixed angle of injection in agreement with the zeroth law of

turbulence which states that the dissipation rate becomes independent of viscosity

as the viscosity tends to zero. In particular, for the case with θ = 0◦, εN approaches

0.0086 for Re > 10 000, reconfirming the results of Plasting and Kerswell [37]. For

Re > 10 000, the asymptotic values of εN are all well over an order of magnitude less

than than the analytical bounds (εB) at θ = 0◦, 0.5◦, 1◦, 2◦, respectively: the computed

bounds significantly improve the rigorous estimates at high Reynolds numbers.

Results presented in Figure 2.1 suggest new insights about stability of the laminar

solution Ul. As illustrated in Figure 1.2, the laminar flow is energy stable for Re <

2
√

1708 ≈ 82.66 at any angle of injection, a fact supported by the match of εN with

εl (the dashed curve) for the same range of Re at each pre-selected θ. Fig. 1.2 also

shows that the laminar solution is energy stable for θ > 3◦, but it is still unknown

about whether the flow is absolutely stable for θ < 3◦ at high Re. Observe that

the gap between asymptotic values of εN and εl in Fig. 2 diminishes as θ increases.

In particular, the difference between εN is just 1.7% above εl for θ = 2◦. This

small difference suggests that Ul might actually be the unique asymptotically stable

solution of equations (2.23a)- (2.23e) for θ only a small amount larger than 2◦, perhaps

significantly lower than the 3◦ energy stability limit.

The streamwise mean velocity components u1 of the optimizing fields correspond-

ing to Re = 10 000 are shown in Figure 2.2. In accordance with (2.18), u1 = φ+ v1.

Note that the gap between u1 (the solid curve) and Ul (the dashed curve) shrinks

substantially as θ → 2◦. This further supports the hypothesis that the base laminar

flow is stable for θ & 2◦.
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Figure 2.1: Upper bounds of ε versus Re for various values of θ.
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Figure 2.2: Optimized φ/Re, v1/Re, u1/Re and Ul/Re versus z at Re = 10 000
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2.4 Discussion

We computed improved upper bounds on energy dissipation rates ε of the Couette

flow with wall injection and suction. The scope of numerical computations included

a pre-selected set of Reynolds numbers Re ∈ [50, 40 000] for angles of injection θ ∈

{0◦, 0.5◦, 1◦, 2◦}. These (Re, θ) combinations mostly lie in a sub-region of the Re −

θ plane in which absolute stability nature of the steady laminar flow Ul remains

unknown.

For each (Re, θ) combination, a time-stepping numerical optimization scheme was

imposed via equations derived from the background variational formulation to solve

for optimal solutions that lead to an upper bound on ε. Computed upper bounds for

θ = 0◦ validated previous numerical results for shear flow in the absence of injection

and suction [37]. Our numerically computed upper bounds for θ > 0 at high Re

significantly improves rigorously estimated ones by more than an order of magnitude.

It was also observed that our computed upper bounds approach to those of Ul as

θ approaches 2◦, supported by the convergence of the computed optimal background

profile and the laminar solution for θ = 2◦. This suggests that the true absolute

stability limit of the steady laminar solution is closer to θ ≈ 2◦, about a degree lower

than the energy stability limit [12].

The success of this computational approach to deduce improved bounds on ε sig-

nals its potential for applications to other fundamental fluid flow problems. A closely

related problem that remains open regards cylindrical Taylor-Couette flow with in-

jection and suction [18, 22]. In that case analytical application of the background

method fails to produce bounds on the flow’s viscous dissipation rate at (even mod-

erately) high Reynolds number and injection-suction flux rates. This mathematical

shortcoming is subtle [28] and computational studies employing the time-stepping

numerical scheme may help guide alternative analysis techniques [45].
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CHAPTER III

Viscous extension of Arnold’s non-viscous stability

theory for plane shear flows

The material in this chapter comes from Journal of Fluid Mechanics 877, 1134–

1162 (2019) [30].

3.1 Mathematical formulation

We adopt following conventions [see 13, 37]. The dimensional velocity field is des-

ignated as u∗ = u∗i + v∗j, where i , j are the canonical unit vectors of x∗− (stream-

wise) and y∗− (spanwise) directions, respectively. The velocity field is governed by

following two-dimensional incompressible Navier-Stokes equations, in which t∗ is the

dimensional time, p∗ is the dimensional pressure normalized by constant density of

the fluid, and ν is the kinematic viscosity


∂u∗

∂t∗
+ u∗ · ∇∗u∗ +∇∗p∗ = ν∇∗2u∗,

∇∗ · u∗ = 0.

(3.1)

We confine the domain to be over the finite cell (x∗, y∗) ∈ [−Lx, Lx] ×
[
−h

2
, h

2

]
, in

which the streamwise direction is periodic with half-period Lx.

We consider an arbitrary non-zero strictly parallel base steady state of the form
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Figure 3.1: The dimensional flow system with boundary conditions, in which U∗0 (y∗)i
is an arbitrary base steady state that satisfies (3.1).

u∗0 := U∗0 (y∗)i and denote

U∗ := max
y∗∈[−h2 ,

h
2 ]
|U∗0 (y∗)|. (3.2)

Flow velocities at the walls are the following

u∗
(
x∗,±h

2
, t∗
)

= U∗0

(
±h

2

)
i, (3.3)

as illustrated in Figure 3.1.

Introducing following dimensionless quantities, in which R is the Reynolds number

u =

u
v

 :=
1

U∗
u∗,

x
y

 :=
2

h

x∗
y∗

 , t :=
2U∗

h
t∗, p :=

p∗

U∗2
, R :=

U∗h

2ν
. (3.4)
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Substituting (3.4) into (3.1) to obtain non-dimensionalized equations


∂u
∂t

+ u · ∇u +∇p = 1
R
∇2u,

∇ · u = 0.

(3.5)

Let L := 2Lx
h

and let U0 :=
U∗0
U∗
, note that we have |U0(y)| ≤ 1 for y ∈ [−1, 1]. The

periodic domain is Ω := [−L,L]× [−1, 1] , and u is imposed with following rigid wall

boundary condition

u(x,±1, t) =

U0(±1)

0

 . (3.6)

Let p0 be the pressure field corresponding to the base steady state U0(y)i. It is

evident from (3.5), that

∂p0

∂x
=

1

R
U ′′0 (y),

∂p0

∂y
= 0. (3.7)

Thus we have

p′′0(x) = 0 = U ′′′0 (y). (3.8)

It implies that U0(y) is in general a quadratic function, among which U0(y) = 1− y2

is the viscous planar Poiseuille flow. We restrict our attention to cases where U ′′0 (y)

does not change its sign for every y ∈ (−1, 1), namely non-inflectional flows. Without

loss of generality, we assume that U ′′0 < 0 throughout this study, with a note that all

results presented henceforth are also valid for the category of flows with U ′′0 > 0. In

particular, the viscous planar Couette flow has its U0(y) = y, hence it is precluded

from the scope of our study. However, as we shall see, that Theorem III.4 is also

applicable to the viscous planar Couette flow.
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Suppose following decomposition for a solution u of (3.5)

u =

U0(y)

0

+

ũ(x, y, t)

ṽ(x, y, t)

 , p = p0(x) + p̃(x, y, t). (3.9)

In accordance with (4.4), wall boundary conditions on the perturbed fields are

ũ
ṽ

∣∣∣∣∣
y=±1

=

0

0

 (3.10)

together with streamwise periodicity.

For a vorticity form of (3.5), we introduce a stream function ψ(x, y) such that

u = ∂ψ
∂y

and v = −∂ψ
∂x
, the corresponding vorticity is ω := ∂v

∂x
− ∂u

∂y
= −∇2ψ. The

vorticity formulation of (3.5) is hence

∂ω

∂t
+ {ψ, ω} =

1

R
∇2ω, (3.11)

in which {ψ, ω} := ∂ψ
∂y

∂ω
∂x
− ∂ψ

∂x
∂ω
∂y
.

Let ψ0 be the stream function associated with the base flow U0i and let ω0 :=

−U ′0 = −ψ′′0 . Suppose a decomposition for a solution (ψ, ω) of (3.11) to be ψ =

ψ0(y) + ψ̃(x, y, t) and ω = ω0(y) + ω̃(x, y, t). We enforce streamwise periodicity on ψ̃.

Besides, following boundary conditions on ψ̃ are consistent with (3.10)

ψ̃
∣∣∣
y=±1

= 0,
∂ψ̃

∂y

∣∣∣∣∣
y=±1

= 0. (3.12)

Remark: Note that the wall boundary condition (3.10) is directly inherited from

the rigid wall condition (3.6). From now on, we shall refer the term ‘no-slip’ wall

boundary condition to be the one defined by (3.10). Besides, as we shall demonstrate,

that our major results in forms of Theorem III.2 and Theorem III.4 are both valid
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under more general wall boundary conditions including but not limited to the no-slip

wall condition.

3.2 Viscous extension of Arnold’s inviscid theory for strictly

parallel shear flows

In this section, we extend nonlinear stability theory of Arnold [2] on inviscid planar

shear flows to viscous planar shear flows subject to two-dimensional disturbances

under the no-slip wall condition. As a reminder that for our scope of study on non-

inflectional shear flows, we assume without loss of generality that ω′0 = −U ′′0 > 0

throughout this work.

Denoting the total kinetic energy of a flow field u as E := 1
2

∫
Ω

u ·u dΩ, the kinetic

energy of a base steady state U0i is thus E0 := 1
2

∫
Ω
U2

0 dΩ. Let Ẽ := E −E0. We define

an associated Casimir function to be Cs :=
∫

Ω
F (ω) dΩ, where F is an arbitrary

smooth function. In particular, let Cs0 :=
∫

Ω
F (ω0) dΩ and C̃s := Cs − Cs0.

By following the approach used in Arnold’s study on inviscid shear flows, we need

to choose a suitable function F that relates E + Cs to the perturbation fields. Based

on the definition of Ẽ and the Taylor expansion

F (ω0 + ω̃) = F (ω0) + F ′(ω0)ω̃ + F ′′(ω0 + ηω̃)
ω̃2

2
, for some η ∈ (0, 1), (3.13)

we choose F to be the function that satisfies the following condition for eliminating

first-order terms in Ẽ + C̃s

U0 + F ′′(ω0)ω′0 = 0, (3.14)
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from which we obtain

Ẽ + C̃s =

∫
Ω

1

2
ũ2 +

1

2
ṽ2 + F ′′(ω0 + ηω̃)

ω̃2

2
dΩ. (3.15)

For the purpose of conclusive stability analysis, the quadratic form (3.15) needs

to be positive definite. This is guaranteed if F ′′ is a positive-valued function, a

requirement that may be fulfilled by the introduction of an appropriate velocity shift

onto U0, as described below.

We introduce a constant velocity shift U that is to be added into the base steady

state’s streamwise velocity profile U0, with the observation that ω0 as well as all

perturbation fields are preserved under such a shift. As such, it enables us to modify

(3.14) for it to become

U0 + U + F ′′(ω0)ω′0 = 0, (3.16)

from which we obtain

F ′′(ω0) = −U0(y) + U

ω′0
. (3.17)

The positivity of F ′′ can hence be guaranteed by selecting a sufficiently negative

constant shift U .

Besides the goal of matching for the fixed sign condition on F ′′, the inclusion of

U into F ′′(ω0) reviews a fact, that F ′′(ω0) has a freedom due to an arbitrary constant

shift. This is built upon the idea of a travelling coordinate system that is moving

with a constant velocity relative to the original (stationary) coordinate system. We

will base our arguments on this fact in the next section.

Up to this stage, to continue our viscous extension of Arnold’s inviscid theory, we

need to ensure also that all first-order terms of the temporal rate of change of Ẽ + C̃s
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cancel each other out under the same F chosen according to (3.14).

The total kinetic energy of a flow is E = 1
2

∫
Ω

u · u dΩ. In accordance with (3.5),

we have the following identity

dE
dt

+
1

2

∫
∂Ω

|u|2u · dS +

∫
∂Ω

pu · dS =
1

R

∫
∂Ω

u∇u · dS +

∫
∂Ω

v∇v · dS−
∫
Ω

|∇u|2 dΩ

 .

(3.18)

Recall that E0 = 1
2

∫
Ω
U2

0 dΩ and Ẽ = E − E0. Substituting (3.9) into (3.18), and

using (3.8), (3.10), (3.12) together with streamwise periodicity to obtain the following

dẼ
dt

=
dE
dt
− dE0

dt

= −
1∫

−1

[p0(L)− p0(−L)]ũ(L, y) dy −
∫
Ω

U0
∂p̃

∂x
dΩ

+
1

R

L∫
−L

[
U0(1)

∂ũ

∂y
(x, 1)− U0(−1)

∂ũ

∂y
(x,−1)

]
dx

− 1

R

∫
Ω

|∇ũ|2 + |∇ṽ|2 + 2U ′0
∂ũ

∂y
dΩ

= −
∫
Ω

U0
∂p̃

∂x
dΩ +

1

R

∫
Ω

U0
∂2ũ

∂y2
+ U ′0

∂ũ

∂y
dΩ− 1

R

∫
Ω

|∇ũ|2 + |∇ṽ|2 + 2U ′0
∂ũ

∂y
dΩ

= −
∫
Ω

U0
∂p̃

∂x
dΩ +

1

R

∫
Ω

U0
∂2ũ

∂y2
dΩ +

1

R

∫
Ω

U ′′0 ũ dΩ− 1

R

∫
Ω

|∇ũ|2 + |∇ṽ|2 dΩ

= −
∫
Ω

U0
∂p̃

∂x
dΩ +

1

R

∫
Ω

U0
∂2ũ

∂y2
dΩ− 1

R

∫
Ω

|∇ũ|2 + |∇ṽ|2 dΩ, (3.19)

in which we have used the fact that
∫

Ω
ũ dΩ =

∫
Ω
∂ψ̃
∂y

dΩ =
∫ L
−L[ψ̃]y=1

y=−1 dx = 0.

The associated Casimir function was defined to be Cs =
∫

Ω
F (ω) dΩ. Recall that

Cs0 =
∫

Ω
F (ω0) dΩ and C̃s = Cs − Cs0. In accordance with (3.11), the streamwise

periodicity of ψ and ω, and the conditions v|y=±1 = −∂ψ
∂x

∣∣∣
y=±1

= 0, we arrive at the
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following identity

dCs
dt

=
1

R

∫
∂Ω

F ′(ω)∇ω · dS−
∫
Ω

∇F ′(ω) · ∇ω dΩ


−
∫
Ω

F ′(ω)
∂ψ

∂y

∂ω

∂x
dΩ +

∫
Ω

F ′(ω)
∂ψ

∂x

∂ω

∂y
dΩ

=
1

R

L∫
−L

[
F ′(ω)

∂ω

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

F ′′(ω)|∇ω|2 dΩ

−
1∫

−1

[
F (ω)

∂ψ

∂y

]x=L

x=−L
dy +

L∫
−L

[
F (ω)

∂ψ

∂x

]y=1

y=−1

dx

=
1

R

L∫
−L

[
F ′(ω)

∂ω

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

F ′′(ω)|∇ω|2 dΩ. (3.20)

Recall that ω = ω0 + ω̃. In order to re-express (3.20) in terms of ω0 and ω̃ with

the first- and the second-order terms explicitly shown, we proceed with the following

auxiliary function g in s ∈ R, regarding ω0 and ω̃ as constant terms herein,

g(s) :=
1

R

L∫
−L

[
F ′(ω0 + sω̃)

∂(ω0 + sω̃)

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

F ′′(ω0 + sω̃)|∇(ω0 + sω̃)|2 dΩ.

(3.21)

It is evident that g(1) = dCs
dt

and g(0) = dCs0
dt
.

Direct computation leads to the following derivatives of g

g′(s) =
1

R

L∫
−L

[
F ′′(ω0 + sω̃)ω̃

(
ω′0 + s

∂ω̃

∂y

)
+ F ′(ω0 + sω̃)

∂ω̃

∂y

]y=1

y=−1

dx

− 1

R

∫
Ω

F ′′′(ω0 + sω̃)ω̃

[(
s
∂ω̃

∂x

)2

+

(
ω′0 + s

∂ω̃

∂y

)2
]

dΩ

− 1

R

∫
Ω

F ′′(ω0 + sω̃)

[
2s

(
∂ω̃

∂x

)2

+ 2

(
ω′0 + s

∂ω̃

∂y

)
∂ω̃

∂y

]
dΩ, (3.22)
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g′′(s) =
1

R

L∫
−L

[
F ′′′(ω0 + sω̃)ω̃2

(
ω′0 + s

∂ω̃

∂y

)
+ 2F ′′(ω0 + sω̃)ω̃

∂ω̃

∂y

]y=1

y=−1

dx

− 1

R

∫
Ω

F ′′′′(ω0 + sω̃)ω̃2

[(
s
∂ω̃

∂x

)2

+

(
ω′0 + s

∂ω̃

∂y

)2
]
dΩ

− 4

R

∫
Ω

F ′′′(ω0 + sω̃)ω̃

[
s

(
∂ω̃

∂x

)2

+

(
ω′0 + s

∂ω̃

∂y

)
∂ω̃

∂y

]
dΩ

− 2

R

∫
Ω

F ′′(ω0 + sω̃)|∇ω̃|2 dΩ. (3.23)

Taylor’s expansion of g up to the second order centered at s = s0 with increment

∆s reads

g(s0 + ∆s) = g(s0) + g′(s0)∆s+
1

2
g′′(ξ)∆s2, (3.24)

where ξ ∈ (s0, s0 + ∆s) is a constant. In particular, set s0 = 0 and ∆s = 1 in (3.24)

to obtain

dC̃s
dt

= g(1)− g(0) = g′(0) +
1

2
g′′(ξ). (3.25)

Substituting (3.22) into (3.25) with s = 0 to obtain

dC̃s
dt

=
1

R

L∫
−L

[
F ′′(ω0)ω′0ω̃ + F ′(ω0)

∂ω̃

∂y

]y=1

y=−1

dx

− 1

R

∫
Ω

F ′′′(ω0)ω′20 ω̃ + 2F ′′(ω0)ω′0
∂ω̃

∂y
dΩ +

1

2
g′′(ξ) (3.26)

Using integration by parts and the relationship ω̃ = ∂ṽ
∂x
− ∂ũ

∂y
to further manipulate

(3.26) as follows
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dC̃s
dt

=
1

R

∫
Ω

F ′′′(ω0)ω′20 ω̃ + F ′′(ω0)ω′′0 ω̃ + F ′′(ω0)ω′0
∂ω̃

∂y
dΩ

+
1

R

∫
Ω

F ′′(ω0)ω′0
∂ω̃

∂y
+ F ′(ω0)

∂2ω̃

∂y2
dΩ

− 1

R

∫
Ω

F ′′′(ω0)ω′20 ω̃ + 2F ′′(ω0)ω′0
∂ω̃

∂y
dΩ +

1

2
g′′(ξ)

=
1

R

∫
Ω

F ′(ω0)
∂2ω̃

∂y2
dΩ +

1

2
g′′(ξ)

= − 1

R

∫
Ω

F ′(ω0)
∂3ũ

∂y3
dΩ +

1

2
g′′(ξ)

= − 1

R

L∫
−L

[
F ′(ω0)

∂2ũ

∂y2

]y=1

y=−1

dx+
1

R

∫
Ω

F ′′(ω0)ω′0
∂2ũ

∂y2
dΩ +

1

2
g′′(ξ)

= −
L∫

−L

[
F ′(ω0)

∂p̃

∂x

]y=1

y=−1

dx+
1

R

∫
Ω

F ′′(ω0)ω′0
∂2ũ

∂y2
dΩ +

1

2
g′′(ξ)

= −
∫
Ω

F ′′(ω0)ω′0
∂p̃

∂x
+ F ′(ω0)

∂2p̃

∂x∂y
dΩ +

1

R

∫
Ω

F ′′(ω0)ω′0
∂2ũ

∂y2
dΩ +

1

2
g′′(ξ)

= −
∫
Ω

F ′′(ω0)ω′0
∂p̃

∂x
dΩ +

1

R

∫
Ω

F ′′(ω0)ω′0
∂2ũ

∂y2
+

1

2
g′′(ξ). (3.27)

Notice that the fact ω′′0 = 0 and the following equation had been applied

1

R

∂2ũ

∂y2
(x,±1) =

∂p̃

∂x
(x,±1), (3.28)

which holds due to (3.5) and the no-slip wall boundary condition ũ = ṽ = 0. Notice

also that the presence of viscosity had made above derivations much more complicated

than Arnold’s original derivations for the non-viscous case, as in the latter case one did

not need to apply any constraint (e.g. equations of motion) other than the boundary

conditions.
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Moreover, the higher-order remainder in (3.27) is evaluated based on (3.23) to be

1

R
h(ω̃, ξ) : =

1

2
g′′(ξ)

=
1

2R

L∫
−L

[
F ′′′(ω0 + ξω̃)ω̃2

(
ω′0 + ξ

∂ω̃

∂y

)
+ 2F ′′(ω0 + ξω̃)ω̃

∂ω̃

∂y

]y=1

y=−1

dx

− 1

2R

∫
Ω

{
F ′′′′(ω0 + ξω̃)ω̃2

[(
ξ
∂ω̃

∂x

)2

+

(
ω′0 + ξ

∂ω̃

∂y

)2
]

+ 4F ′′′(ω0 + ξω̃)ω̃

[
ξ

(
∂ω̃

∂x

)2

+

(
ω′0 + ξ

∂ω̃

∂y

)
∂ω̃

∂y

]

+2F ′′(ω0 + ξω̃)|∇ω̃|2
}
dΩ. (3.29)

As the final step of the derivations, we need to validate that first-order terms

in (3.19) and (3.27) cancel each other out upon summed together under the same

function F defined by (3.16), but this is evidently true.

Therefore, the summation of (3.19) and (3.27) consists of perturbation terms of

at least a second-order, which gives rise to the following Theorem.

Theorem III.1. (The viscous Arnold’s identity) The following identity is valid for

a strictly parallel viscous planar non-inflectional shear flow U0(y)i under global non-

linear dynamics enforced by the no-slip wall boundary condition (3.10)

1

2

d

dt

∫
Ω

[
ũ2 + ṽ2 + F ′′(ω0 + ηω̃)ω̃2

]
dΩ = − 1

R

∫
Ω

|∇ũ|2 + |∇ṽ|2 dΩ +
1

R
h(ω̃, ξ),

(3.30)

where F is a function that obeys (3.17) for a sufficiently negative constant U such

that F ′′ > 0, 1
R
h(ω̃, ξ) is defined by (3.29) and η(x, y, t), ξ(x, y, t) are two functions

that depend upon ω̃ with range (0, 1).

We have so far extended Arnold’s nonlinear stability theory of inviscid parallel
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shear flows to viscous parallel shear flows. The basic physics revealed by Arnold’s

inviscid theory indicates that there is no physical mechanism which is capable to

support the growth of perturbation’s energy and vorticity, as shown by the Arnold’s

function on the left-hand side of (3.30). Above result demonstrates that the same

holds true for viscous shear flows, namely all terms related to the inviscid mecha-

nism cancelled each other out perfectly and remaining terms are explicitly viscous.

Theorem III.1 is novel and it serves as a basis for a number of results presented in

subsequent sections.

3.3 An alternative path to the enstrophy identity by J. L.

Synge

Let us reduce the complexity of the remainder term h(ω̃, ξ) in Theorem III.1 for

a moment by considering its linearized form, with those disturbance terms that are

higher than the second-order removed. Thereafter, we obtain the following

1

2

d

dt

∫
Ω

[
ũ2 + ṽ2 + F ′′(ω0)ω̃2

]
dΩ = − 1

R

∫
Ω

|∇ũ|2 + |∇ṽ|2 dΩ

+
1

2R

L∫
−L

[
F ′′′(ω0)ω̃2ω′0 + 2F ′′(ω0)ω̃

∂ω̃

∂y

]y=1

y=−1

dx

− 1

2R

∫
Ω

{
F ′′′′(ω0)ω′20 ω̃

2 + 4F ′′′(ω0)ω′0ω̃
∂ω̃

∂y
+ 2F ′′(ω0)|∇ω̃|2

}
dΩ, (3.31)

For further simplification of (3.31), we elaborate the observation made through

(3.17) that F ′′(ω0) has a freedom due to an arbitrary constant shift U, together with

the fact that ω′0 is a positive constant due to the strict parallelism assumption on U0

as enforced by (3.8).

Specifically, as we observed through (3.17), that F ′′(ω0) has a freedom due to an

arbitrary constant shift U. Differentiating both sides of (3.17) with respect to y, with
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the observation that ω′0 is a constant, we have

F ′′′(ω0) =
ω0

ω′20
, F ′′′′(ω0) =

1

ω′20
. (3.32)

Substituting (3.17) and (3.32) into (3.31), and dividing both sides of the resulting

identiy by −U to obtain

1

2

d

dt

∫
Ω

[
− ũ

2 + ṽ2

U
+
U0(y) + U

ω′0(y)U
ω̃2

]
dΩ =

1

R

∫
Ω

|∇ũ|2 + |∇ṽ|2
U

dΩ

+
1

2R

L∫
−L

[
− ω0(y)

ω′0(y)U
ω̃2 + 2

U0(y) + U

ω′0(y)U
ω̃
∂ω̃

∂y

]y=1

y=−1

dx

− 1

2R

∫
Ω

{
− ω̃

2

U
− 4

ω0(y)

ω′0(y)U
ω̃
∂ω̃

∂y
+ 2

U0(y) + U

ω′0(y)U
|∇ω̃|2

}
dΩ. (3.33)

Taking the limit as U → −∞ in (3.33) and then dividing out the constant common

weight factor 1/ω′0 on both sides of the resulting equality leads us to the following

identity

1

2

d

dt

∫
Ω

ω̃2 dΩ =
1

R

L∫
−L

[
ω̃
∂ω̃

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

|∇ω̃|2 dΩ, (3.34)

where ω̃ is determined by linear dynamics under the no-slip wall condition (3.10).

Identity (3.34) was first discovered by Synge [44] within the framework of the

classical normal-mode analysis in which perturbations are restricted to exponential

growth/decay modes. Fraternale et al [17] recently extended Synge’s result to in-

clude transient infinitesimal disturbances, and obtained (3.34) explicitly. Our al-

ternative derivation presented above establishes a natural connection between the

viscous Arnold’s identity and (3.34). Moreover, our alternative derivation signals the

potential of using the viscous Arnold’s identity to find new identities that quantify

the perturbation’s enstrophy. With regards such potential as a strategy, it gives rise
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to much of the work presented in the next two sections.

The quantity 1
2

∫
Ω
ω̃2 dΩ is commonly referred to as the perturbation’s enstrophy

over the domain Ω. It is worth mentioning that there is rather limited study in

literature that aims to explore the physical mechanism of shear flow stability from

the perspective of enstrophy [17].

An evident observation that can be made immediately based on (3.34) is that

the perturbation’s enstrophy can only generate at the walls, and it dissipates inside

the fluid bulk. However, one cannot draw further conclusion based on (3.34) alone

about the production/dissipation of the perturbation’s enstrophy. With the aid of

numerical computation, we will take a step of addressing this question in §4.1 in the

context of viscous planar Poiseuille flow.

We have restricted our attention so far to strictly parallel shear flows under the no-

slip wall condition. In the next two sections, we will relax the parallelism assumption

and/or relax the no-slip wall condition to arrive at two additional novel results of this

study. As we shall see, both of the upcoming results have their roots in Theorem

III.1.

3.4 A weighted disturbance’s enstrophy identity for non-parallel

shear flows

As we observed in the derivation procedure for (3.34), we needed to divide out the

constant common weight factor 1/ω′0 on both sides of the resulting equality to finally

obtain (3.34). Apparently, the constant weight factor 1/ω′0 that originally presented

on both sides of (3.34) played no practical role. However, it suggests a weighted

enstrophy identity that might be valid for a broader category of shear flows which

are not strictly parallel. Note that such weight factor corresponding to a non-parallel

shear flow is no longer a constant.
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Figure 3.2: Sketch of boundaries and wall boundary conditions for a streamwise
translation-invariant non-parallel shear flow imposed with uniform bound-
ary injection and suction. The streamwise velocity component is Ul(y),
and the constant rate of injection (through the top wall) and suction
(through the bottom wall) are both −V.

For a streamwise translation-invariant shear flow that is not strictly parallel, such

as a shear layer subject to uniform injection and suction of fluid through its walls, its

streamwise velocity profile is in general non-inflectional. A sketch of the boundaries

and wall boundary conditions for a flow of this kind is illustrated in Figure 3.2. We

present the following weighted perturbation’s enstrophy identity for such flows, which

is inspired by the viscous Arnold’s identity (3.30).

Theorem III.2. (A weighted perturbation’s enstrophy identity) Let Ul(y)i − V j be

a steady-state velocity field of a viscous shear flow that fulfills (3.5), where V is a

constant. Suppose that at each wall, either of the following two categories of boundary

conditions are imposed

1. ṽ = 0 and another arbitrarily prescribed condition on a perturbation field.

2. ũ = 0 and another arbitrarily prescribed condition on a perturbation field.
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Denote its vorticity by ωl := −U ′l , assuming that ω′l 6= 0 for y ∈ (0, 1). We have

1

2

d

dt

∫
Ω

1

ω′l
ω̃2 dΩ =

1

R

L∫
−L

[
1

ω′l
ω̃
∂ω̃

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

1

ω′l
|∇ω̃|2 dΩ, (3.35)

in which the perturbation’s vorticity ω̃ is determined by linear dynamics.

Proof. Recall that u = ∂ψ
∂y

and v = −∂ψ
∂x
. Linearizing (4.7) about the base steady

state Ul(y)i− V j to obtain

∂ω̃

∂t
+ Ul(y)

∂ω̃

∂x
− V ∂ω̃

∂y
+ ω′l(y)ṽ =

1

R
∇2ω̃ (3.36)

subject to either ũ = 0 or ṽ = 0 at the walls (as we shall see, that following derivations

rely on only one of these wall boundary conditions).

Multiplying both sides of (3.36) by ω̃/ω′l, then integrating which over Ω to obtain

1

2

d

dt

∫
Ω

ω̃2

ω′l
dΩ +

1

2

∫
Ω

Ul
ω′l

∂ (ω̃2)

∂x
dΩ− V

∫
Ω

ω̃

ω′l

∂ω̃

∂y
dΩ +

∫
Ω

ṽω̃ dΩ =
1

R

∫
Ω

ω̃

ω′l
∇2ω̃ dΩ.

(3.37)

Observe that the second integral on the left-hand side of (3.37) vanishes due to

the streamwise periodic condition on ω̃. Besides, we have

∫
Ω

ṽω̃ dΩ =

∫
Ω

ṽ

(
∂ṽ

∂x
− ∂ũ

∂y

)
dΩ =

1

2

∫
Ω

∂ (ṽ2)

∂x
dΩ +

∫
Ω

∂ṽ

∂y
ũ dΩ

=
1

2

∫
Ω

∂ (ṽ2)

∂x
dΩ−

∫
Ω

∂ũ

∂x
ũ dΩ

=
1

2

∫
Ω

∂ (ṽ2)

∂x
dΩ− 1

2

∫
Ω

∂ (ũ2)

∂x
dΩ

= 0, (3.38)

in which we had applied integration by parts to the second line that relies on either
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ũ = 0 or ṽ = 0 at the walls. The third line of (3.38) is due to the continuity

equation, and the streamwise periodicity is applied to the fourth line for deducing

the cancellation.

Moreover, the right-hand side of (3.37) reads

1

R

∫
Ω

ω̃

ω′l
∇2ω̃ dΩ =

1

R

L∫
−L

[
ω̃

ω′l

∂ω̃

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

|∇ω̃|2
ω′l

dΩ +
1

R

∫
Ω

ω′′l
ω′2l

ω̃
∂ω̃

∂y
dΩ.

(3.39)

Identity (3.37), thereby, reduces to the following

1

2

d

dt

∫
Ω

ω̃2

ω′l
dΩ =

1

R

L∫
−L

[
ω̃

ω′l

∂ω̃

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

|∇ω̃|2
ω′l

dΩ

+
1

R

∫
Ω

ω′′l
ω′2l

ω̃
∂ω̃

∂y
dΩ + V

∫
Ω

ω̃

ω′l

∂ω̃

∂y
dΩ, (3.40)

and the second line of (3.40) reads

1

R

∫
Ω

ω′′l
ω′2l

ω̃
∂ω̃

∂y
dΩ + V

∫
Ω

ω̃

ω′l

∂ω̃

∂y
dΩ =

∫
Ω

1

ω′2l

(
1

R
∇2ωl + V ω′l

)
ω̃
∂ω̃

∂y
dΩ = 0 (3.41)

due to (3.11) expressed with respect to the base steady state Ul(y)i− V j.

Identity (3.35) follows from (3.40) and (3.41).

Theorem III.2 provides us with a novel weighted identity for streamwise translation-

invariant shear flows. We present the following flow example taken from [12] for il-

lustrating an application of Theorem III.2. We will elaborate this result further in

Chapter 4, in which we will introduce a nonlinear enstrophy identity for flows with

suction.

Example III.3. The viscous planar Couette flow with injection and suction
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Figure 3.3: Plots of the weight function 1
ω′l

for the viscous planar Couette flow with

wall boundary injection and suction at R = 106 and (a): V = 1.5× 10−6,
(b): V = 5.5× 10−6.

Consider the planar Couette flow with U0(y) = y. Once after it is imposed with con-

stant injection and suction rates −V through the walls, its original linear streamwise

velocity profile would then be disturbed, and a base steady state to the new flow

system is of the form Ul(y)i− V j, with

Ul(y) :=
2− 2 exp [−RV (y + 1)]

1− exp (−2RV )
− 1, (3.42)

note that Ul(y)→ U0(y) = y when V → 0. The corresponding weight function is

1

ω′l(y)
= − 1

U ′′l (y)
=

1− exp (−2RV )

2R2V 2
exp [RV (y + 1)] . (3.43)

Plots of the weight function at R = 106 with V = 1.5× 10−6 and V = 5.5× 10−6

are shown in Figure 3.3(a) and Figure 3.3(b), respectively. The weights in both

cases exhibit relatively large magnitudes at a vicinity of the upper wall, whereas their

values at the lower wall are relatively negligible. The presence of the weight function
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reviews a significant fact, that the upper wall plays a much more dominant role than

the lower in terms of their influence on stability of the flow. This is especially clear in

the case V = 5.5× 10−6, in which the magnitude of the weight function reaches to an

exceedingly high magnitude of nearly O(103) at the upper wall, whereas it remains

to be of order O(1) at the lower wall.

3.5 Imposing wall boundary conditions to (3.34) under global

nonlinear dynamics

Let us take a step back to our study on strictly parallel non-inflectional shear flows.

With the observation that ω′0 is a non-zero constant, applying the aforementioned

procedure in §3.2 used to derive (3.34) under linear dynamics to the fully nonlinear

viscous Arnold’s identity (3.30) brings one to exactly the same identity as (3.34).

Therefore, (3.34) also holds under global nonlinear dynamics for the no-slip wall

condition. This is a direct consequence of the global nonlinear nature of our viscous

Arnold’s identity.

In fact, as noted in the work by Fraternale et al [17] [see also Appendix C of

46], the temporal rate of change of perturbation’s enstrophy quantified by (3.34) is

independent of the disturbance’s amplitude. Thus, the perturbation’s dynamics is

governed by linear mechanisms only. Physically, this fact is related to the lack of

vortex stretching in two dimensions. Fraternale et al [17] adopted this fact to justify

the usage of linearized equation (3.34) for seeking improved bounds (in terms of the

Reynolds number) on global nonlinear stability of viscous plane Couette flow and

viscous plane Poiseuille flow.

With regards above evidence as inspiration, we rigorously examined the validity of

(3.34) for strictly parallel shear flows under global nonlinear dynamics imposed with

two categories of wall boundary conditions, and we obtained the following result. We
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would like to point out, that Fraternale et al [17] did not prove the following result,

we are the first in literature to prove it.

Theorem III.4. Let ω̃ be the perturbation’s vorticity of a strictly parallel viscous

planar shear flow U0(y)i (ω′0(y) is a constant). Suppose that at each wall, either of

the following two categories of boundary conditions are imposed

1. ṽ = 0 and another arbitrarily prescribed condition on a perturbation field.

2. ũ = 0 and ω̃ = 0.

The temporal evolution of the perturbation’s enstrophy is then still governed by (3.34)

under global nonlinear dynamics.

Proof. Substituting ψ = ψ0(y)+ ψ̃, ω = ω0(y)+ ω̃ into (3.11), then integrating which

over Ω to obtain the following

1

2

d

dt

∫
Ω

ω̃2 dΩ =

∫
Ω

ω̃
∂ω̃

∂t
dΩ = −

∫
Ω

ω̃{ψ, ω} dΩ +
1

R

∫
Ω

ω̃∇2ω dΩ

= −
∫
Ω

ω̃
[
{ψ0, ω̃}+ {ψ̃, ω0}+ {ψ̃, ω̃}}

]
dΩ +

1

R

∫
Ω

ω̃∇2ω̃ dΩ. (3.44)

The first integral on the right-hand side of (3.44) is non-viscous, and it is equal

to zero as demonstrated termwise below

∫
Ω

ω̃ {ψ0, ω̃} dΩ =

∫
Ω

ω̃ U0(y)
∂ω̃

∂x
dΩ =

1

2

∫
Ω

U0(y)
∂(ω̃2)

∂x
dΩ = 0, (3.45)

in which we have applied integration by parts and the streamwise periodicity;

∫
Ω

ω̃ {ψ̃, ω0} dΩ = ω′0

∫
Ω

ω̃ṽ dΩ = 0, (3.46)

in which we have used the fact that ω′0 is a constant number, and we have applied
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(3.38) under either ũ = 0 or ṽ = 0 at the walls;

∫
Ω

ω̃{ψ̃, ω̃}dΩ =

∫
Ω

ω̃

(
ṽ
∂ω̃

∂y
+ ũ

∂ω̃

∂x

)
dΩ

= −1

2

∫
Ω

(
∂ṽ

∂y
+
∂ũ

∂x

)
ω2dΩ +

1

2

L∫
−L

[
ṽω̃2
]y=1

y=−1
dx+

1

2

1∫
−1

[
ũω̃2

]x=L

x=−L dy

= 0, (3.47)

in which we have applied the continuity equation, the streamwise periodicity, and

either ṽ = 0 or ω̃ = 0 at the walls. (3.47) reveals a hidden relationship between ω̃ and

ψ̃, namely that ω̃ is always orthogonal to {ψ̃, ω̃} with respect to the integral over Ω.

Moreover, applying integration by parts to the viscous term on right-hand side

of (3.44) deduces the following, note that its right-hand side is of the same form as

(3.34)

1

R

∫
Ω

ω̃∇2ω̃ dΩ =
1

R

L∫
−L

[
ω̃
∂ω̃

∂y

]y=1

y=−1

dx− 1

R

∫
Ω

|∇ω̃|2 dΩ. (3.48)

Above calculations are valid for any profile U0(y) with ω0 = −U ′0 being a constant

function, which includes the planar Couette flow (its U0(y) = y) as a degenerate

case.

Theorem III.4 is novel, it extends the validity of (3.34) to be under global nonlinear

dynamics, and it is valid for two sets of wall boundary conditions that include but not

limited to the no-slip wall boundary condition (3.10). According to above theorem,

the only production mechanism of perturbation’s enstrophy is due to the enforced

no-slip condition at the rigid walls, and the internal flow only contributes to the loss

in perturbation’s enstrophy. Moreover, it also shows that the inviscid mechanism has

no quantitative contribution to the production and loss of perturbation’s enstrophy
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in viscous shear flows, the same holds true in Arnold’s theory on inviscid shear flows

[2]. However, as inferred by our mathematical derivations for the viscous extension

of Arnold’s inviscid theory, that the inviscid mechanism still serves an important role

of transporting the perturbation’s vorticity in a viscous flow.

We take the viscous planar Poiseuille flow with U0(y) = 1 − y2 as an example

to substantiate the physical meaning of Theorem III.4. It is a well-known fact, that

under the no-slip wall boundary condition ũ = ṽ = 0, the critical Reynolds number

corresponding to the onset of linear instability of the flow is Rl = 5772 associated

with wave number αl = 1.02 [see 32, 36]. It has also been shown that a subcritical

bifurcation would trigger in this flow at the Reynolds number Rl. Beyond the subcrit-

ical bifurcation, it has been validated that some initial conditions on the flow would

lead to finite-amplitude two-dimensional equilibrated wave states, those were steady

in a constantly moving frame of reference with respect to the base steady state.

These results are summarized in a review article by Bayly, Orszag and Herbert

[6] [see also 20, 43] in form of a (E,α,R) plot, here E is the ratio between the

kinetic energy of the wave disturbance and that of the base steady state, and it is

directly proportional to the squared amplitude of the wave disturbance, α and R

are the wave number and the Reynolds number, respectively. We display this plot

as Figure 3.4 for convenience of the reader. The Reynolds number for the ‘nose’ of

the nonlinear neutral surface is Rcr = 2935 with the corresponding wave number to

be αcr = 1.32. The intersection of the neutral surface with the zero-energy plane

coincides with the linear neutral stability curve of the viscous planar Poiseuille flow

subject to infinitesimal wave disturbances, as shown by the red curve. The projection

of the neutral surface onto the zero-energy plane is shown by the blue curve, which

encloses the region of the (α,R)-plane associated with unstable two-dimensional wave

disturbances of arbitrary amplitudes.

As an application of Theorem III.4 to the viscous planar Poiseuille flow, we first
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Figure 3.4: Nonlinear neutral surface for finite-amplitude two-dimensional wave dis-
turbances in the viscous planar Poiseuille flow. The ‘tip’ of the neutral
surface is located at Rcr = 2935 with αcr = 1.32.

consider the no-slip wall boundary condition ũ = ṽ = 0. For an aforementioned two-

dimensional equilibrated travelling wave disturbance ω̃T , there holds d
dt

∫
Ω
ω̃2
T dΩ = 0

for all time t, and thus

1

R

 L∫
−L

[
ω̃T
∂ω̃T
∂y

]y=1

y=−1

dx−
∫
Ω

|∇ω̃T |2 dΩ

 = 0. (3.49)

(3.49) clearly reveals a physical mechanism, that a wave disturbance is able to remain

self-sustainable only if the internal damping in perturbation’s vorticity was perfectly

overcome by the production of perturbation’s vorticity at the walls. Therefore, (3.49)

stands as a crucial prerequisite for the existence of a nonlinear equilibrated wave

disturbance.

The second category of wall conditions are compatible with the vorticity flow

equations (3.11). Note that since ũ is prescribed at the walls, the other wall condi-

tion on ω̃ may be matched through controls on ṽ at the walls. Note also that the
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application of (3.34) into this case implies immediately global nonlinear stability for

the base flow, and it leads to an upper bound for the decay rate of the disturbance’s

enstrophy. We elaborate this through the following Example.

Example III.5. Consider the viscous planar Poiseuille flow (1− y2)i with its no-slip

wall boundary condition

u
v

∣∣∣∣∣
y=±1

=

0

0

 (3.50)

replaced by

u
ω

∣∣∣∣∣
y=±1

=

 0

±2

 or

v
ω

∣∣∣∣∣
y=±1

=

 0

±2

 . (3.51)

Note that U0(y)i remains to be the base steady state under the new wall boundary

conditions (3.51), because of ω0(y) = −U ′0(y).

Since the values of ω are prescribed to be those of ω0 at y = ±1, it implies that

ω̃ = 0 at the walls. Application of Theorem III.4 into this case deduces that

1

2

d

dt

∫
Ω

ω̃2 dΩ = − 1

R

∫
Ω

|∇ω̃|2 dΩ < 0, for ω̃ 6= 0. (3.52)

(3.52) implies that under wall condition (3.51), any given initial finite-amplitude

perturbation of the viscous planar Poiseuille flow must decay with respect to time.

For an estimation on the decay rate, we introduce the following Poincaré inequality

that is compatible with the streamwise periodic condition on ω̃ and ω̃ = 0 at the

walls [1]

∫
Ω

ω̃2 dΩ ≤M

∫
Ω

|∇ω̃|2 dΩ, (3.53)
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where M is a positive constant depending upon the domain Ω. To be precise, the

constant M is determined by the Rayleigh quotient

M :=

[
min
ω̃

∫
Ω
|∇ω̃|2 dΩ∫
Ω
ω̃2 dΩ

]−1

, (3.54)

in which the minimization process is taken over all perturbation fields ω̃ that are

admissible with the boundary conditions. By using (3.53), we find an upper bound

for the right-hand side of (3.52) to be

dW̃

dt
≤ − 2

MR
W̃ , (3.55)

where W̃ (t) := 1
2

∫
Ω

[ω̃(x, y, t)]2 dΩ. It yields the following analytical estimation on

the upper bound for the decay of the perturbation’s enstrophy W̃

W̃ (t) ≤ W̃ (0)e−2t/(MR), for all times t ≥ 0. (3.56)

We have therefore established global nonlinear stability for the flow.

The wall condition
(
ṽ, ∂ũ

∂y

)
= (0, 0) (i.e. ω̃ = 0) is commonly referred to as the

free-slip condition. [47] reviewed and studied the role of wall boundary conditions on

stability of strictly parallel shear flows, and found that flows are linearly stable under

the free-slip condition.

We would like to remark that the disturbance’s vorticity ω̃ at the walls are gen-

erally unknown for other wall boundary conditions, in particular, for the no-slip wall

condition. Thus, additional constraints on the disturbance fields are in general nec-

essary to enable an estimate of the boundary term in (3.34). Fraternale el al [17]

conducted a study on viscous planar Poiseuille flow and viscous planar Couette flow

with the no-slip wall condition imposed for both flows, through the incorporation of a

variational constraint, improved linear stability bounds were deduced for both flows.
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An implementation of the proposed boundary conditions in Theorem III.4 may

lead to effective flow control methodologies, we shall present a control scheme in §3.6.2

that transitions the wall settings from the no-slip condition to the free-slip condition.

3.6 Preliminary interpretation of linear instability/stability

and wall boundary vorticity control for viscous plane

Poiseuille flow

In the next two subsections, we investigate distributions of perturbation’s en-

strophy at/in-between the walls within the classical normal modal framework. The

investigation includes a variety of flow parameters and wall conditions, aimed to ac-

quire more quantitative understanding about the production/dissipation mechanisms

of the perturbation’s enstrophy. The viscous planar Poiseuille flow is selected to be

the base state for our investigation. The no-slip wall condition is imposed throughout

§3.6.1, followed by a flow control scheme that transitions the no-slip condition to the

free-slip condition in §3.6.2.

The modal analysis presented in this section is new, they give rise to the first set

of enstrophy-based perspectives on stability and instability for plane parallel shear

flows. The modal analysis is based on the perturbation’s enstrophy identity (3.34)

under various boundary conditions allowed by Theorem III.4.

The framework established in this section will be applied to investigate the insta-

bility mechanism of the Couette flow subject to asymptotic suction rates in the next

Chapter.
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3.6.1 Interpretation of linear instability/stability under the no-slip wall

condition

For classical normal-mode analysis, we propose perturbations to be of the following

form



ψ̃

ũ

ṽ

ω̃


=



φ(y)

û(y)

v̂(y)

ω̂(y)


exp[iα(x− ct)], with


û

v̂

ω̂

 =


φ′

−iαφ

α2φ− φ′′

 , (3.57)

in which α denotes a (positive) spatial wave number of perturbations and c denotes

the complex phase velocity (c := cr + ici, i
2 = −1), respectively.

Substituting (3.57) into the linearized equation (3.36) with V → 0 and Ul replaced

by U0 to obtain the standard Orr-Sommerfeld stability equation

(iαR)−1(D2 − α2)2φ = (U0 − c)(D2 − α2)φ− U ′′0 φ, (3.58)

in which D := d
dy
, and with the no-slip wall condition

û(±1) = 0 = v̂(±1). (3.59)

The growth rate of perturbations is hence computed from (3.34) to be

ci =
1

αR

 L∫
−L

[
Real(ω̃)

∂Real(ω̃)

∂y

]y=1

y=−1

dx−
∫
Ω

|∇Real(ω̃)|2 dΩ

/∫
Ω

Real(ω̃)2 dΩ,

(3.60)

where Real(ω̃) stands for the real-valued part of ω̃.

By setting L = π/α and substituting the normal-mode decomposition (3.57) into
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(3.60), we obtain the following expression for the growth rate

ci =
1

2αR

[
d
dy
|ω̂|2

]y=1

y=−1∫ 1

−1
|ω̂|2 dy

− 1

αR

∫ 1

−1
|ω̂′|2 + α2|ω̂|2 dy∫ 1

−1
|ω̂|2 dy

(3.61)

=: [Bω(y)]y=1
y=−1 −

1∫
−1

Iω(y) dy (3.61-1)

=: pB − pI . (3.61-2)

Besides, the Reynolds-Orr kinetic energy equation [see (1.11) on p. 9 of 41] im-

posed under (3.59) gives rise to the following

ci = − 1

α

∫
Ω

2yReal(ũ)Real(ṽ) dΩ∫
Ω

Real(ũ)2 + Real(ṽ)2 dΩ
− 1

αR

∫
Ω
|∇Real(ũ)|2 + |∇Real(ṽ)|2 dΩ∫

Ω
Real(ũ)2 + Real(ṽ)2 dΩ

(3.62)

= − 1

α

∫ 1

−1
y
(
ûv̂ + ûv̂

)
dy∫ 1

−1
|û|2 + |v̂|2 dy

− 1

αR

∫ 1

−1
|û′|2 + |v̂′|2 + α2 (|û|2 + |v̂|2) dy∫ 1

−1
|û|2 + |v̂|2 dy

(3.62-1)

=:

1∫
−1

SRO(y) dy −
1∫

−1

DRO(y) dy (3.62-2)

=: S −D. (3.62-3)

Observe that pI > 0 and D > 0 in all circumstances. Thus, pB and S are the

only constituents of ci that may contribute to instability. Noticing that Bω is an

odd function over y ∈ [−1, 1], while functions Iω, SRO, and DRO are all even. It is

thus sufficient to restrict our attention to be over y ∈ [0, 1] when we display these

functions. However, we refer actual physical quantities to the ones with respect to

y ∈ [−1, 1].

We set U0(y) = 1− y2 in (3.58) which is solved numerically by using the standard

Chebyshev collocation technique [7] in the spanwise direction under the no-slip wall

boundary condition (3.59). We started with input parameters α = 1 and R = 10 000,

and the first 50 largest growth rates are reconfirmed by corresponding results com-
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Figure 3.5: Production and damping of perturbation’s enstrophy and kinetic energy
for the unstable mode of the viscous planar Poiseuille flow under α =
1, R = 10 000 with c = 0.2375 + 0.0037i: (a) The solid curve represents
the vorticity damping function Iω over 0 ≤ y ≤ 1, the dashed horizontal
line represents the integral of Iω over −1 ≤ y ≤ 1, which is equal to
pI = 0.1657, and the diamond at y = 1 stands for the vorticity production
quantity pB = 0.1694. In addition, the circles represent Iωbl due to the
boundary layer solution (3.64) at a vicinity of y = 1, the dotted horizontal
line represents the vorticity damping resultant near y = ±1, namely p∗I =
0.1640, and the cross label at y = 1 stands for the vorticity production
quantity due to wall boundary layers near y = ±1, namely pBbl = 0.1820;
(b) The solid curve represents the Reynolds stress function SRO(y) over
0 ≤ y ≤ 1, the dashed horizontal line represents the integral of SRO over
−1 ≤ y ≤ 1, which is equal to S = 0.0098, and the solid vertical line
stands for the critical point yc =

√
1− cr = 0.8732; (c) The solid curve

represents the kinetic energy damping function DRO(y) over 0 ≤ y ≤ 1,
the dashed horizontal line represents the integral of DRO over −1 ≤ y ≤ 1,
which is equal to D = 0.0061.
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puted by Orszag [36]. Following discussions are based on two pre-selected modes,

with the first being unstable and the second being stable, related plots are presented

in Figure 3.5 and Figure 3.7, respectively.

The unique unstable mode has its associated c = 0.2375 + 0.0037i. As shown

in Figure 3.5(a), that the vorticity production term Bω at the walls gives rise to

pB = 0.1694 (the diamond label). Besides, the damping of perturbation’s vorticity is

primarily sustained within a neighbourhood of y = ±1, with an accumulated value

pI = 0.1657 (the dashed line). The overall contribution of the perturbation’s vorticity

is measured by ci = pB−pI = 0.0037, which is only a small portion of pB. Specifically,

we find that ci/pB ≈ 2.18%.

Identity (3.61) and Figure 3.5(a) suggest an interconnection between values of

pB and pI for this unstable mode. That is, pB is strongly related to the gradient

of perturbation’s vorticity across the walls, which in turn quantifies the steepness

of the vorticity damping function Iω (the solid curve) at a vicinity of y = ±1, and

hence it affects the area under the Iω curve near the walls, namely the value of pI .

Such interconnection between pB and pI near the wall boundaries explains the small

difference in their magnitudes. Moreover, it infers that the wall boundary layer effect

had played a predominant role for sustaining the growth of the mode.

To validate our hypothesis regarding the wall boundary layer effect, we define

p∗I :=

∫
±[0.9,1]

Iω(y) dy. (3.63)

Besides, we adopt the following wall boundary layer solution that holds for a

vicinity of y = ±1 [see (27.5) on p. 167 of 13]

φbl(y) ∼ exp
[
(±y − 1)

√
αRc e−

πi
4

]
, y ∼ ±1 (3.64)

and denote its associated quantities by the aforementioned symbols with a subscript
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bl.

The Iωbl function is shown in Figure 3.5(a) as circles over y ∈ [0.9, 1], from which

we observe an evident agreement between Iω and Iωbl . Moreover, the value p∗I = 0.1640

(the dotted line) is close to the value pI = 0.1657 (the dashed line), and the value

pBbl = 0.1820 (the cross label) is close to the value pB = 0.1694 (the diamond label).

The growth of the mode is thus predominantly sustained by the wall boundary layer.

Figure 3.5(b) represents the contribution to the growth rate due to the Reynolds

stress function SRO that appears in (3.62-2). It exhibits two contrasting features in

comparison to the vorticity based quantity Bω. First, the shape of the SRO function

indicates that the production of the perturbation’s kinetic energy is spread out over

the entire range of the fluid domain, with its peak value reached slightly to the right

of the critical layer yc =
√

1− cr = 0.8732 (the solid vertical line). This observation

was also made by Drazin [see 13, p. 223]. Secondly, there is zero energy production

at the wall boundary. The overall energy production is quantified by the area under

the SRO curve, which is S = 0.0098 (the dashed line). On the other hand, as shown

by Figure 3.5(c), that the energy damping function DRO demonstrates a similar trend

to that of the vorticity damping function Iω, with an integrated value D = 0.0061

(the dashed line).

As a validation of the observations made above for an unstable mode, we selected

ten further unstable modes with R ranges from 5772 (the critical Reynolds number

corresponding to the onset of linear instability) to 10 000. These modes are located

halfway through the stability boundaries in the (α,R) plane, as shown by the dots

in Figure 3.6. The stability parameters associated with these modes are presented in

Table 1.

To demonstrate the stability mechanism for this flow, we consider another sym-

metric (even) mode under the same set of parameters but c = 0.5129− 0.2866i. The

corresponding plots are shown in Figure 3.7, with the critical point yc = 0.6979 shown
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Figure 3.6: Marginal linear stability boundary (the solid curve) of the planar
Poiseuille flow. The region enclosed by the stability boundary consists
of unstable modes.

as a solid vertical line in each plot. It is evident that the Reynolds stress SRO and the

energy damping function DRO are both almost symmetrically distributed around the

critical point, so is the vorticity damping function Iω. The corresponding integrated

quantities are pI = 0.2866, S = −0.0289, and D = 0.2578, respectively (dashed lines).

The vorticity production quantities of this mode are pB = −1.014 × 10−7 (the

diamond label) and pBbl = −1.109×10−7 (the cross label), which are both negligible, it

hence exhibits little vorticity production at the walls. Besides, the vorticity damping

function Iω is accumulated over the subinterval [0.48, 0.9], outside which the value

of Iω is relatively negligible, this indicates that there is also little damping of the

perturbation’s vorticity at a vicinity of y = ±1. These phenomena are consistent

with the aforementioned interconnection between pB and the portion of pI near the

walls.

Similar observations were made through carefully examining other stable sym-

metric modes under the same set of prescribed parameters, see a summary of these

modes in form of Figure 3.8. Specifically, we observe in those stable modes that the

damping of vorticity are all accumulated at a neighbourhood of their corresponding

critical points away from the boundary layers, and there is considerably less vortic-
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Figure 3.7: Production and damping of perturbation’s enstrophy and kinetic energy
for the stable symmetric mode of the viscous planar Poiseuille flow under
α = 1, R = 10 000 with c = 0.5129 − 0.2866i. In all plots, the solid
vertical line stands for the critical point yc = 0.6979: (a) The solid curve
represents the vorticity damping function Iω over 0 ≤ y ≤ 1, the dashed
horizontal line represents the integral of Iω over −1 ≤ y ≤ 1, which is
equal to pI = 0.2866, the diamond at y = 1 stands for the vorticity
production quantity pB = −1.014 × 10−7, and the cross label at y = 1
stands for the vorticity production quantity due to wall boundary layers,
namely pBbl = −1.109×10−7; (b) The solid curve represents the Reynolds
stress function SRO over 0 ≤ y ≤ 1, the dashed horizontal line represents
the integral of SRO over −1 ≤ y ≤ 1, namely S = −0.0289; (c) The
solid curve represents the kinetic energy damping function DRO(y) over
0 ≤ y ≤ 1, the dashed horizontal line represents the integral of DRO over
−1 ≤ y ≤ 1, namely D = 0.2578.
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Figure 3.8: Distribution of eigenvalues of symmetric modes for viscous planar
Poiseuille flow at α = 1 and R = 10 000. The circles, wedges and squares
stand for modes of the A family, P family and S family, respectively (no-
tations adopted by Mack [33]).

ity production at the walls. These are different from the observations made for the

boundary layer dominant case, where production and damping of vorticity both sus-

tain with similar magnitudes within the boundary layer. In other words, from the

perspective of vorticity, a sufficiently strong wall boundary layer effect is necessary

for the onset of instability.

Remark: Above study on shear flow stability was based on (3.34) establised

under the no-slip wall boundary condition. This preliminary study provides a different

view from the one based on the classical Reynolds-Orr kinetic energy equation. In

particular, the current approach has its root in the vorticity motion of the flow. As it

was remarked by Küchemann [29], that vortices are ‘the sinews and muscles of fluid

motion’. Indeed, by pursuing the ‘sinews’, one would be able to ascribe precisely the

unique production source of perturbation’s enstrophy to the walls, over which the

flow is rubbed due to the enforced no-slip wall boundary condition.

It is evident that the internal flow always makes a direct contribution to the

perturbation’s enstrophy only as a damping constituent, which was quantified by the
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term −pI in (3.61-2). Specifically, the critical layer is a primary source of damping in

perturbation’s enstrophy at high Reynolds numbers. The relatively large magnitude

of the damping source at high Reynolds numbers is a consequence of the singularity

that forms at the critical layer in the inviscid limit of the flow.

In summary, the current study shows a natural interconnection between viscous

and inviscid flow stability mechanisms for non-inflectional shear flows. The viscous

and inviscid stability mechanisms are hence two sides of the same coin. Besides,

formulations based on enstrophy and kinetic energy tell different faces of the same

physical reality, they enrich and complement each other.

3.6.2 A control scheme on wall boundary’s vorticity for viscous plane

Poiseuille flow

Recall from Example III.5 that the wall condition (ũ, ω̃) = (0, 0) would imply

global nonlinear stability for the base planar Poiseuille flow. It is also clear that the

same is true under the free-slip wall condition, namely (ṽ, ω̃) = (0, 0).

We propose the following wall boundary control scheme, in which ls ∈ [0, 1] is the

control parameter


v̂(±1) = 0,

(1− ls)û(±1)∓ lsω̂(±1) = 0.

(3.65)

This control scheme can be regarded as an extension (or a relaxation) of the free-slip

wall condition (ṽ, ω̃) = (0, 0) that corresponds to the special case when ls = 1. On the

other hand, the case with ls = 0 corresponds to the uncontrolled unstable base flow

under the no-slip wall condition. The control scheme is aimed to seek an intermediate

value of the control parameter for which the base Poiseuille flow under wall conditions

(3.65) becomes stable. Note that for each ls, the vorticity wall condition in (3.65)

can be realized by matching the velocity ũ(x,±1, t) (e.g. through an actuator in
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Figure 3.9: The largest growth rate ci and its constituents as functions of the control
parameter ls for the viscous planar Poiseuille flow at α = 1, R = 10 000.
Pre-selected points for further display are marked by squares, and the
horizontal dotted lines are the zero reference lines: (a) Growth rate ci
as a function of ls; (b) The two constituents pB (solid curve) and −pI
(dashed curve) as functions of ls based on (3.61); (c) The modulus of ω̂
at y = 1 as a function of ls; (d) The normal derivative of |ω̂| at y = 1 as
a function of ls.

engineering practice) according to the instantly measured ∂ũ
∂y

(= −ω̃).

To further understand the qualitative behavior of the control scheme, we conduct

a linear stability analysis of the base Poiseuille flow under wall conditions (3.65).

Noticing that in accordance with Theorem III.2 (in the limit as V → 0) or Theorem

III.4, the vorticity based identity (3.61) is still valid under proposed wall boundary

conditions due to ṽ = 0 at the walls, but the Reynolds-Orr kinetic energy equation

(3.62) is no longer valid for ls 6= 0.

As a test for above wall vorticity control scheme, we consider the viscous planar

Poiseuille flow studied in §3.6.1 with α = 1, R = 10 000. Equation (3.58) imposed

under (3.65) is numerically solved for 0 ≤ ls ≤ 1 by using the standard Chebyshev

collocation method [7]. Note that we are looking for the mode corresponding to
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the largest growth rate for each ls. Results are summarized in Figure 3.9. Figure

3.9(a) shows that the growth rate ci (the solid curve) monotonically decreases as ls

increases, and the flow is stabilized at ls = 1.481%. Such rapid decreasing trend of

ci with respect to ls indicates that stability of the flow is sensitive to the proposed

control scheme. Besides, the successively added vorticity component in (3.65), namely

∓lsω̂′′(±1), would always shift the flow into a more stable state.

To further illustrate the change in flow stability with respect to the control pa-

rameter, we present in Figure 3.9(b) the constituents pB and pI of the growth rate as

a function of ls. Clearly, that the constituent pB (the solid curve) strictly decreases

over 0 ≤ ls ≤ 20%, with zero reached at about ls = 20%, thereafter it remains to be

approximately a constant that is slightly below zero until ls reaches 100%. Moreover,

Figure 3.9(c) and 3.9(d) indicate that a decrease in the wall boundary’s vorticity

would also lead to a decrease in its normal derivative across the walls. However, it

is evident that the magnitude of ω̂(1) is always much less than that of ∂ω̂
∂y

(1) at each

given ls. Thus, the test suggests that instability of the flow is primarily restrained by

the amount of perturbation’s vorticity at the walls, namely ω̂(±1) itself, but not its

normal derivative across the walls.

3.7 Discussion

A viscous extension of Arnold’s theory on planar non-inflectional shear flows was

developed. The extension in form of the viscous Arnold’s identity (Theorem III.1)

complements Arnold’s stability theory on inviscid shear flows subject to arbitrary

two-dimensional perturbations. The viscous Arnold’s identity contains viscous terms

only, it led to a number of perturbation’s enstrophy identities that are valid for a

variety of flow motions under various wall boundary conditions.

As a first application of our viscous Arnold’s identity, we found an alternative

derivation of the classical perturbation’s enstrophy identity under linear dynamics
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that was established earlier by Synge [44] and Fraternale el [17]. The enstrophy

identity consists of a boundary component at the walls and a damping component in

the fluid bulk, with the presence of viscosity in both components being a feature that

is consistent with our viscous Arnold’s identity.

We had established a new weighted perturbation’s enstrophy identity in form

of Theorem III.2 based on the viscous Arnold’s identity, which is valid for non-

inflectional streamwise translation-invariant base laminar states under linear dynam-

ics. The weighted identity holds under two classes of relaxed wall boundary condi-

tions.

We showed that the perturbation’s enstrophy identity for strictly parallel base

states is preserved under global nonlinear dynamics, this is a direct consequence of

the fully nonlinear viscous Arnold’s identity. Furthermore, we examined the validity

of the perturbation’s enstrophy identity under more general wall boundary conditions

than the no-slip condition. The results are summarized as Theorem III.4.

As a case study, the enstrophy identity under global nonlinear dynamics imposed

with the free-slip (zero disturbance’s vorticity) wall condition was applied to viscous

plane Poiseuille flow, thereby it rigorously deduced unconditional global stability for

the flow. The corresponding decay rate of a vorticity disturbance was estimated

through Example III.5. The case study illustrates a novel stabilization mechanism

that inhibits the growth of any two-dimensional disturbance, implementation of the

mechanism may lead to effective flow control methodologies.

To explore physical mechanisms of linear instability/stability from the perspective

of enstrophy, we carried out a preliminary study in §4 for the viscous planar Poiseuille

flow. Distributions of disturbance’s enstrophy at/in-between the walls were investi-

gated within the classical normal modal framework. We found that the critical layer is

always a direct source of damping in disturbance’s enstrophy for all cases computed.

We observed a subtle interaction between a critical layer and its adjacent boundary
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layer, which determines the stability nature of a shear flow. We would like to remark

that the underlying inviscid mechanism also plays a role in the interaction between

the two layers, although it is not explicitly included the viscous enstrophy identity.

As an implementation of those relaxed wall conditions imposed for the enstrophy

identity, we proposed a control scheme on wall boundary’s vorticity disturbance. The

control scheme transitions wall settings from the no-slip condition to the free-slip

condition. The linearly unstable viscous planar Poiseuille flow originally imposed

under the no-slip wall condition becomes stabilized after addition of about 2% of the

free-slip wall effect.

It should be remarked that the current study is limited to two-dimensional dis-

turbances. On the other hand, it is well known, that flow three-dimensionality can

develop in two-dimensional boundary layers relatively fast [see 26]. Thus, a three-

dimensional disturbance may cause a linearly stable (against two-dimensional distur-

bances) laminar boundary layer to undergo an intricate transition into a turbulent

state. The effectiveness of the control method proposed in the current study, therefore,

must be re-assessed in future studies for cases where three-dimensional disturbances

arise.
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CHAPTER IV

Viscous extension of Arnold’s non-viscous stability

theory for shear flows with suction

In this section and the next, we consider a layer of two-dimensional incompressible

(unit density) Newtonian fluid with kinematic viscosity ν confined between parallel

rigid plates separated by distance h. The velocity vector field is u∗ = u∗i + v∗j where

i, j are the unit vectors in the x∗ and y∗ directions, respectively. We confine the fluid

domain to be over the streamwise periodic cell (x∗, y∗) ∈ [−Lx, Lx] ×
[
−h

2
, h

2

]
with

half-period Lx.

We impose an arbitrary translation-invariant base laminar state in the form U∗l (y∗)i−

V ∗j, for which fluid is uniformly injected into the layer with speed V ∗ at the top plate

and uniformly removed at the bottom plate. Assume that U∗l is a smooth profile with

U∗
′′

l (y∗) 6= 0 for y∗ ∈
(
−h

2
, h

2

)
, denote

U∗ := max
y∗1 ,y

∗
2∈[−h2 ,

h
2 ]
|U∗l (y∗1)− U∗l (y∗2)|. (4.1)

Unless otherwise stated, we enforce the no-slip condition to u∗ with respect to the

base laminar solution at each wall, as illustrated in Figure 4.1.

Introducing following dimensionless quantities, in which t∗, p∗, Re, θ are the di-

mensional time, dimensional pressure normalized by the constant density of the fluid,
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Figure 4.1: Sketch of boundaries and boundary conditions for flows under considera-
tion.

Reynolds number and angle of injection, respectively.

u :=
1

U∗
u∗, (x, y, L) :=

1

h
(x∗, y∗, Lx), t :=

U∗

h
t∗, p :=

p∗

U∗2
, Re :=

U∗h

ν
, tan θ :=

V ∗

U∗
.

(4.2)

The fluid motion over (x, y) ∈ Ω := [−L,L] ×
[
−1

2
, 1

2

]
is governed by Navier-Stokes

equations 
∂u
∂t

+ u · ∇u +∇p = 1
Re
∇2u,

∇ · u = 0,
(4.3)

under wall boundary conditions

u = Ul

(
±1

2

)
i− tan θj at y = ±1

2
. (4.4)

Let pl denote the pressure field associated with the base laminar state Ul(y)i −

tan θj, equations (4.3) imply that ∂pl
∂y

= 0. A solution u of (4.3) can be expressed as

u = [Ul(y) + ũ(x, y, t)] i + [− tan θ + ṽ(x, y, t)] j, p = pl(x) + p̃(x, y, t), (4.5)
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in which (ũ, ṽ, p̃) are the perturbation fields. (4.4) and (4.5) imply

(ũ, ṽ) = (0, 0) at y = ±1

2
. (4.6)

For a vorticity form of (4.3), we introduce a stream function ψ(x, y) such that

u = ∂ψ
∂y

and v = −∂ψ
∂x
, the corresponding vorticity is ω := ∂v

∂x
− ∂u

∂y
= −∇2ψ. The

vorticity formulation of (4.3) is hence

∂ω

∂t
+ {ψ, ω} =

1

Re
∇2ω, (4.7)

in which {ψ, ω} := ∂ψ
∂y

∂ω
∂x
− ∂ψ

∂x
∂ω
∂y
.

Let ψl(x, y) be the stream function associated with the base laminar state Ul(y)i−

V j and let ωl(y) := −U ′l (y), it follows from (4.7) that

tan θω′l +
1

Re
ω′′l = 0, (4.8)

which further implies

ω′lω
′′′
l = ω′2l . (4.9)

A solution (ψ, ω) of (4.7) can be expressed as

ψ = ψl(x, y) + ψ̃(x, y, t), ω = ωl(y) + ω̃(x, y, t). (4.10)

Following wall boundary conditions on ψ̃ are consistent with (4.6)

(
ψ̃,
∂ψ̃

∂y

)
= (0, 0) at y = ±1

2
. (4.11)

The streamwise periodic condition applies to ũ, ṽ and ψ̃ throughout this study.
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4.1 Viscous extension of Arnold’s inviscid theory

We now extend the nonlinear stability criterion of [2] on inviscid planar shear

flows to a viscous base laminar flow of the form Ul(y)i− tan θj. We assume without

loss of generality that ω′l = −U ′′l > 0 throughout this study, note that this restricts Ul

to be non-inflectional. The extension closely follows the procedure established by [30]

for viscous strictly parallel shear flows, with additional aspects highlighted in present

study due to the suction component.

Denoting the total kinetic energy of a flow field u as E := 1
2

∫
Ω

u ·u dΩ, the kinetic

energy of the laminar state Ul(y)i − tan θj is thus El := 1
2

∫
Ω
U2
l + tan2 θ dΩ. Let

Ẽ := E −El. We define an associated Casimir function to be Cs :=
∫

Ω
F (ω) dΩ, where

F is an arbitrary real-valued smooth function. In particular, let Csl :=
∫

Ω
F (ωl) dΩ

and C̃s := Cs − Csl.

The first step of the extension procedure is to select an F function that makes

Ẽ + C̃s a positive-definite quadratic form for which to be used as a norm in stability

analysis. In accordance with (4.5) and (4.6) to obtain

Ẽ =

∫
Ω

ũ2 + ṽ2

2
+ Ulũ− tan θṽ dΩ. (4.12)

On the other hand, the Taylor expansion of F about ωl with a second-order remainder

reads

F (ω) = F (ωl + ω̃) = F (ωl) + F ′(ωl)ω̃ + F ′′(ωl + ηω̃)
ω̃2

2
for some η ∈ (0, 1), (4.13)

this implies that

C̃s =

∫
Ω

F ′(ωl)ω̃ + F ′′(ωl + ηω̃)
ω̃2

2
dΩ. (4.14)

We need to select an F with F ′′ > 0, under which first-order perturbation terms
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in Ẽ + C̃s cancel each other out. The sum of first-order terms in Ẽ + C̃s reads

∫
Ω

F ′(ωl)ω̃ + Ulũ− tan θṽ dΩ =

∫
Ω

F ′(ωl)

(
∂ṽ

∂x
− ∂ũ

∂y

)
+ Ulũ+ tan θ

∂ψ̃

∂x
dΩ

=

∫
Ω

−F ′(ωl)
∂ũ

∂y
+ Ulũ dΩ

=

∫
Ω

[F ′′(ωl)ω
′
l + Ul] ũ dΩ. (4.15)

Based on (4.15), F needs to be defined according to F ′′(ωl)ω
′
l +Ul = 0. We introduce

an arbitrary constant velocity shift U that is to be added into the base laminar state’s

streamwise velocity profile Ul, with the observation that ωl as well as all perturbation

fields are preserved under such a shift. Therefrom, the function F depends on U and

it fulfills

F ′′(ωl)ω
′
l(y) + Ul(y) + U = 0. (4.16)

The positivity of F ′′ can hence be ensured by a sufficiently negative U .

The next step of the extension procedure is to verify the cancellation of first-

order perturbation terms in the temporal derivative of Ẽ + C̃s, which needs to hold

for the same F defined by (4.16). We assume without loss of generality that U = 0

throughout following derivations.

Using (4.3), (4.6), and following the derivation for (A2) in [30] to obtain the

following, which has two first-order terms on its right-hand side.

dẼ
dt

= − 1

Re

∫
Ω

|∇ũ|2 + |∇ṽ|2 dΩ +

∫
Ω

Ul
∂p̃

∂x
dΩ +

1

Re

∫
Ω

Ul
∂2ũ

∂y2
dΩ + tan θ

∫
Ω

Ul
∂ũ

∂y
dΩ.

(4.17)
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Using (4.7) and following the derivation for (A3) in [30] to obtain

dCs
dt

=
1

Re

L∫
−L

[
F ′(ω)

∂ω

∂y

]y= 1
2

y=− 1
2

dx− 1

Re

∫
Ω

F ′′(ω)|∇ω|2 dΩ + tan θ

L∫
−L

[F (ω)]
y= 1

2

y=− 1
2

dx.

(4.18)

Through replacing the argument ω on right-hand side of (4.18) by ωl + λω̃, it defines

a function in argument λ with ω0 and ω̃ regarded as constant terms herein, we denote

this function by gθ(λ).

The Taylor expansion of gθ(λ) centered at λ = 0 with increment 1 up to the

second-order reads

gθ(1) = gθ(0) + g′θ(0) +
1

2
g′′θ (ξ) for some ξ ∈ (0, 1), (4.19)

Recall from (4.10) that ω = ωl + ω̃, the definition of gθ(λ) implies that dC̃s
dt

= gθ(1)−

gθ(0). Following the derivation for (A8) in [30] and applying (4.8) to obtain

dC̃s
dt

= gθ(1)− gθ(0) = g′θ(0) +
1

2
g′′θ (ξ)

= − 1

Re

L∫
−L

[
F ′(ωl)

∂2ũ

∂y2

]y= 1
2

y=− 1
2

dx+
1

Re

∫
Ω

F ′′(ωl)ω
′
l

∂2ũ

∂y2
dΩ

− tan θ

L∫
−L

[
F ′(ωl)

∂ũ

∂y

]y= 1
2

y=− 1
2

dx+ tan θ

∫
Ω

F ′′(ωl)ω
′
l

∂ũ

∂y
dΩ +

1

2
g′′θ (ξ)

= −
∫
Ω

Ul
∂p̃

∂x
dΩ− 1

Re

∫
Ω

Ul
∂2ũ

∂y2
dΩ− tan θ

∫
Ω

Ul
∂ũ

∂y
dΩ +

1

2
g′′θ (ξ).(4.20)

Note that the last line of (4.20) is based upon (4.16) and the following relation

(
− tan θ

∂ũ

∂y
+
∂p̃

∂x
− 1

Re

∂2ũ

∂y2

) ∣∣∣∣∣
y=± 1

2

= 0. (4.21)

It is clear that the first-order terms on right-hand side of of (4.20) are exactly the
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opposite of those in (4.17). Therefore, first-order terms in the temporal derivative

of Ẽ + C̃s indeed cancel each other out. Note that the sum of (4.17) and (4.20) is

equal to the sum of the temporal derivatives of (4.12) and (4.14) under the F chosen

according to (4.16). This establishes our first main result below.

Theorem IV.1. (The viscous Arnold’s identity with suction) The following identity

is valid for a laminar non-inflectional shear flow Ul(y)i−tan θj under global nonlinear

dynamics enforced by the no-slip wall condition (4.6)

1

2

d

dt

∫
Ω

[
ũ2 + ṽ2 + F ′′(ωl + ηω̃)ω̃2

]
dΩ = − 1

Re

∫
Ω

|∇ũ|2 + |∇ṽ|2 dΩ +
1

2
g′′θ (ξ), (4.22)

where F is a function that obeys (4.16) for a sufficiently negative constant U such

that F ′′ > 0, and 1
2
g′′θ (ξ) is evaluated explicitly to be

1

2
g′′θ (ξ) =

1

2Re

L∫
−L

[
F ′′′ (ωl + ξω̃) ω̃2

(
ω′l + ξ

∂ω̃

∂y

)
+ 2F ′′ (ωl + ξω̃) ω̃

∂ω̃

∂y

]y= 1
2

y=− 1
2

dx

− 1

2Re

∫
Ω

{
F ′′′′ (ωl + ξω̃) ω̃2 |∇ (ωl + ξω̃)|2 + 4F ′′′ (ωl + ξω̃) ω̃ [∇ (ωl + ξω̃) · ∇ω̃]

+2F ′′ (ωl + ξω̃) |∇ω̃|2
}

dΩ +
tan θ

2

L∫
−L

[
F ′′ (ωl + ξω̃) ω̃2

]y= 1
2

y=− 1
2

dx, (4.23)

in which η(x, y, t), ξ(x, y, t) are two functions with range (0, 1) that depend upon

ω̃(x, y, t).

Taking the limit θ → 0 in (4.22) and (4.23) recover the viscous Arnold’s identity

for a strictly parallel base shear flow [see (3.6) and (3.7) of 30]. In contrasting to

a strictly parallel base flow, the quantity ω′l is no longer a constant for cases with

θ 6= 0. Above result serves as a ground for derivation of further viscous identities.

We present a viscous identity in the coming section that quantifies perturbation’s

enstrophy.
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4.2 Quantification of weighted perturbation’s enstrophy un-

der global nonlinear dynamics

We observed through (4.16) that F ′′(ω0) has a freedom due to an arbitrary con-

stant shift U. We exploit such freedom in this section to derive an identity that

quantifies perturbation’s enstrophy under global nonlinear dynamics. The function

ωl 7→ F (ωl) defined by (4.16) acted upon an argument • reads

F ′′(•) = −Ul(Y (•)) + U

ω′l(Y (•)) , (4.24)

in which • 7→ Y (•) is the inverse function of y 7→ ωl(y). From (4.24) we obtain

F ′′′(•) =
ωl(Y (•))ω′l(Y (•)) +

[
Ul(Y (•)) + U

]
ω′′l (Y (•))

ω′l(Y (•))3
(4.25)

and

F ′′′′(•) =
1

ω′l(Y (•))2
+

[
Ul(Y (•)) + U

]
ω′′′l (Y (•))− 3ωl(Y (•))ω′′l (Y (•))

ω′l(Y (•))4

−3
[
Ul(Y (•)) + U

]
ω′′l (Y (•))2

ω′l(Y (•))5
. (4.26)

Let−N denote the set of non-positive integers. For each U ∈ −N, there exists an F

function that fulfills (4.16) and a corresponding ξU ∈ (0, 1) that fufills (4.19). Since the

sequence (ξU)−∞
U=0

is bounded within [0, 1], there exists a subsequence (nk)
∞
k=1 ⊂ −N

and a number ξ∞ ∈ [0, 1] such that ξnk → ξ∞ as k → ∞. Moreover, there exists a

subsequence (nks)
∞
s=1 ⊂ (nk)

∞
k=1 and a number η∞ ∈ [0, 1] such that ηnks → η∞ as

s→∞.

Denote � := ωl + η∞ω̃ and • := ωl + ξ∞ω̃. Substituting (4.24), (4.25), and (4.26)

into (4.22) and (4.23), dividing both sides of (4.22) by U , then taking the limit as
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U = nks → −∞ whilst s→∞ on both sides of the resulting equality to obtain

−1

2

d

dt

∫
Ω

ω̃2

ω′l(Y (�))
dΩ =

1

2Re

L∫
−L

[
ω′′l (Y (•))
ω′l(Y (•))3

ω̃2∂•
∂y
− 2

ω′l(Y (•)) ω̃
∂ω̃

∂y

]y= 1
2

y=− 1
2

dx

+
1

Re

∫
Ω

ω′′′l (Y (•))
ω′l(Y (•))4

ω̃2|∇ • |2 dΩ− 2

Re

∫
Ω

ω′′l (Y (•))
ω′l(Y (•))3

ω̃ [∇ω̃ · ∇•] dΩ

+
1

Re

∫
Ω

1

ω′l(Y (•)) |∇ω̃|
2 dΩ− tan θ

2

L∫
−L

[
1

ω′l(Y (•)) ω̃
2

]y= 1
2

y=− 1
2

dx, (4.27)

in which we had applied (4.9). The second integral on the second line of (4.27) is

further evaluated through using integration by parts to be

∫
Ω

ω′′l (Y (•))
ω′l(Y (•))3

ω̃ [∇ω̃ · ∇•] dΩ

=
1

2

∫
Ω

ω′′l (Y (•))
ω′l(Y (•))3

[
∇(ω̃2) · ∇•

]
dΩ

=
1

2

L∫
−L

[
ω′′l (Y (•))
ω′l(Y (•))3

ω̃2∂•
∂y

]y= 1
2

y=− 1
2

dx+
1

2

1
2∫

− 1
2

[
ω′′l (Y (•))
ω′l(Y (•))3

∂•
∂x

]x=L

x=−L

−1

2

∫
Ω

(
d

d•

[
ω′′l (Y (•))
ω′l(Y (•))3

])
ω̃2|∇ • |2 dΩ− 1

2

∫
Ω

ω′′l (Y (•))
ω′l(Y (•))3

ω̃2∇2 • dΩ

=
1

2

L∫
−L

[
ω′′l (Y (•))
ω′l(Y (•))3

ω̃2∂•
∂y

]y= 1
2

y=− 1
2

dx

+

∫
Ω

ω′′′l (Y (•))
ω′l(Y (•))4

ω̃2|∇ • |2 dΩ− 1

2

∫
Ω

ω′′l (Y (•))
ω′l(Y (•))3

ω̃2∇2 • dΩ, (4.28)

in which we had applied (4.9) and the streamwise periodicity.

Substituting (4.28) into (4.27) and using (4.8) to obtain the following result.

Theorem IV.2. The following identity holds for ω̃ determined by the global nonlinear
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dynamics under the no-slip wall condition (4.6)

1

2

d

dt

∫
Ω

ω̃2

ω′l(Y (�))
dΩ =

1

Re

L∫
−L

[
1

ω′l(Y (•)) ω̃
∂ω̃

∂y

]y= 1
2

y=− 1
2

dx− 1

Re

∫
Ω

|∇ω̃|2
ω′l(Y (•)) dΩ

+
1

2Re

L∫
−L

[
ω′′l (Y (•))
ω′l(Y (•))3

(
ω′l(y)− ω′l(Y (•)) + ξ∞

∂ω̃

∂y

)
ω̃2

]y= 1
2

y=− 1
2

dx

− 1

Re

∫
Ω

ω′′l (Y (•))
ω′l(Y (•))3

(
ω′′l (y)− ω′′l (Y (•)) + ξ∞∇2ω̃

)
ω̃2 dΩ

+
1

Re

∫
Ω

ω′′′l (Y (•))
ω′l(Y (•))4

(
ω′l(y)2 − ω′l(Y (•))2 + 2ω′l(y)ξ∞

∂ω̃

∂y
+ ξ2
∞|∇ω̃|2

)
ω̃2dΩ(4.29)

where � := ωl + η∞ω̃ and • := ωl + ξ∞ω̃ for some η∞, ξ∞ ∈ [0, 1].

We would like to remark that (4.29) contains terms of order greater than 2 for

cases with η∞ 6= 0 or/and ξ∞ 6= 0, this applies to the general situation under global

nonlinear dynamics. On the other hand, by letting η∞ → 0 and ξ∞ → 0 in (4.29)

would reduce which to the weighted enstrophy identity (3.35) that holds under linear

dynamics, with only the two quadratic terms of (4.29) present therein.

Theorem IV.2 stands as an example that illustrates the distinction in forms of

disturbance’s enstrophy identity under linear versus nonlinear dynamics. However,

as noted by Fraternale et al [17], the distinction is not observed for a strictly parallel

base flow due to the fact that ω′′l → 0 as θ → 0. For such a special case, Fraternale

et al [17] applied the enstophy identity under linear dynamics to study nonlinear

transient growth of perturbations in viscous Couette and Poiseuille flows.

4.3 Enstrophy-based views on instability at asymptotic suc-

tion rates

The viscous planar Couette flow becomes linearly unstable subject to asymptotic

wall suction under sufficiently large Re [34, 12]. The physical mechanism underneath
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the onset of instability remains unclear in literature [27, 31]. With the aid of the

weighted enstrophy identity and numerical computation, we provide a preliminary

investigation through this section on the vorticity-based instability mechanism for

the flow.

We impose Ul to be of the following form throughout this section [12]

Ul(y) :=
1− exp

[
−1

2
Re tan θ (2y + 1)

]
1− exp (−Re tan θ)

− 1

2
, (4.30)

note that Ul(y)→ y as θ → 0.

Linearizing (4.7) about the base laminar state Ul(y)i− tan θj to obtain

∂ω̃

∂t
+ Ul(y)

∂ω̃

∂x
− tan θ

∂ω̃

∂y
+ ω′l(y)ṽ =

1

Re
∇2ω̃. (4.31)

For a classical normal-mode analysis, we propose perturbations to be of the following

form [30]



ψ̃

ũ

ṽ

ω̃


=



φ(y)

û(y)

v̂(y)

ω̂(y)


exp [iα (x− ct)] , with


û(y)

v̂(y)

ω̂(y)

 =


φ′(y)

−iαφ(y)

α2φ(y)− φ′′(y)


(4.32)

in which α denotes a (positive) spatial wave number of perturbations and c denotes

the complex phase velocity (c := cr + ici, i
2 = −1), respectively.

Substituting (4.32) into (4.31) to obtain the following stability equation


(iαRe)−1(D2 − α2)2φ+ tan θ

iα
D(D2 − α2)φ = (Ul − c)(D2 − α2)φ− U ′′l φ,

φ
(
±1

2

)
= 0 = φ′

(
±1

2

)
.

(4.33)

in which D := d
dy

.
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The growth rate of perturbations is expressed according to the linearized form of

(4.29), by letting η∞ → 0 and ξ∞ → 0 therein to obtain

ci =
1

αRe

∫ L
−L

[
1
ω′l

Real(ω̃)∂Real(ω̃)
∂y

]y= 1
2

y=− 1
2

dx−
∫

Ω
1
ω′l
|∇Real(ω̃)|2 dΩ∫

Ω
1
ω′l

Real(ω̃)2 dΩ
, (4.34)

where Real(ω̃) stands for the real-valued part of ω̃.

By setting L = π
α

in (4.34) and substituting (4.32) into which to obtain

ci =
1

2αRe

[
1
ω′l

d
dy
|ω̂|2

]y= 1
2

y=− 1
2∫ 1

2

− 1
2

1
ω′l
|ω̂|2 dy

− 1

αRe

∫ 1
2

− 1
2

1
ω′l

(|ω̂′|2 + α2|ω̂|2) dy∫ 1
2

− 1
2

1
ω′l
|ω̂|2 dy

=: [Bω(y)]
y= 1

2

y=− 1
2

−

1
2∫

− 1
2

Iω(y) dy

=: pB − pI . (4.35)

It is manifest that pI > 0 in all circumstances. Thus, pB is the only constituent

of ci that may contribute to instability.

We fix α = 1 without loss of generality, equation (4.33) is solved numerically for

a range of (Re, θ) parameters by using the standard Chebyshev collocation technique

[7]. The stability boundary is presented in Figure 4.2(a) by the solid curve, below

which the base flow is linearly stable. For the fixed Re = 4.5 × 106, we computed

the growth rate ci versus tan θ starting from tan θ = 10−8, and we found that the

maximum growth is reached at tan θ = 3× 10−6 with a magnitude of ci = 0.0047.

The plot of ci and its constituents pB, pI versus tan θ that ranges from 10−8 to 3×

10−6 is presented in Figure 4.2(b), from which we observe the closeness in magnitudes

of pB and pI that well corresponds to small growth rates observed over the designated

range of tan θ. Moreover, Bω

(
±1

2

)
(the constituents of pB) versus tan θ is presented

in Figure 4.2(c). It is evident that the contribution to pB from the upper wall, namely
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Figure 4.2: Stability boundary and enstrophy parameters for fixed α = 1.

Bω

(
1
2

)
(the dashed curve) becomes significantly larger than that due to the lower wall

(solid curve) as tan θ approaches the stability boundary. This suggests that the upper

wall had played a predominant role in the onset of instability.

4.4 Discussion

The viscous extension of Arnold’s identity for the suction problem closely follows

the procedure established in the previous Chapter. However, there was a ‘risk’ at

the first step of the extension procedure which was not observed for the case of

strictly parallel flows, namely the presence of tan θ
∫

Ω
ṽ dΩ in (4.15). Though this

term vanishes due to streamwise periodicity of the perturbation’s stream function ψ̃,

it rang the alarm for us to think about whether the viscous extension of Arnold’s

non-viscous theory might be carried out for a universal shear flow. Nevertheless, one

thing we know for sure is that the extension would work only if there was a (unique)

F function that cancels first-order terms in Ẽ + C̃s.

Note that (4.29) in Theorem IV.2 is the nonlinear version of (3.35) in Theorem
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III.2. The drastic difference in forms of the two enstrophy identities were not seen in

the case for strictly parallel flows (recall Theorem III.4). This reveals a fact that the

identities which govern the perturbation’s enstrophy are of different forms under linear

versus nonlinear dynamics. In fact, the perturbation’s enstrophy identity possesses

the same form under both linear and nonlinear dynamics only for strictly parallel

plane shear flows.

One other fact about our enstrophy identities (3.34), (3.35) and (4.29) is related

to the challenging task of using these to carry out a rigorous Sobolev-type estimation

on the marginal stability boundary. The reason is due to the presence of boundary

terms in these identities. Specifically, one has to know apriori the range of ∂ω̃
∂y

based

on information of admissible ψ̃ up to the second-order derivative, but the Sobolev

embedding theorem does not serve for that purpose! The physical reasoning for such

difficulty arises from the Arnold’s procedure, namely the non-viscous portion of the

flow dynamics had been completely ‘wiped off’ from the Arnold’s function Ẽ + C̃s by

the unique choice of F , and hence the inviscid information is no longer recorded in

our enstrophy identities. Therefore, to enable an analytical estimation based on our

enstrophy identity, one needs to couple our enstrophy identity with the original set of

equations of motion in order to determine higher-order information on ω̃. Of course,

as far as physical interpretations are concerned, numerical solutions are adequate.
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CHAPTER V

Future works

Viscous extension of Arnold’s theory to plane shear flows had been established in

the last two chapters. Our viscous theory needs to be continually developed for more

sophisticated flows. Meanwhile, the novel theory up-to-date is readily applicable to

a variety of problems in fluid dynamics, such as the two outlined below.

5.1 Rigiorous proof of global nonlinear stability for viscous

plane-parallel Couette flow

The plane-parallel Couette flow is one of the most fundamental plane wall-driven

flows. Despite its formal simplicity and the general belief that the flow is stable against

arbitrary 2D perturbations, there is no rigorous proof of global nonlinear stability for

the flow in literature. On the other hand, there are numerical computations which

strive to push forward the best up-to-date stability bounds [14]. A rigorous proof of

linear stability for the plane-parallel Couette flow is due to V. A. Romanov which

dates back to 1973 [40]. Mathematicians since after have attempted to prove nonlinear

stability for the flow, but the traditional energy approach limited the arguments to

hold only under small Reynolds numbers [14].

Not withstanding the limitation of those traditional energy-type estimations, I

plan to re-visit the problem from the perspective of enstrophy (vorticity). The starting
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point is Theorem III.4 in Chapter 3, which enables one to use the enstrophy quantity

in global nonlinear stability analysis. In contrasting to an energy-type approach,

the enstrophy approach needs to be closely tied to flow equations in order to obtain

faithful estimations on the vorticity perturbation at the wall boundary. I foresee the

potential of such new approach in reviving interest of study on classical viscous flows.

5.2 The exact cause of instability in viscous pipe Hagen-

Poiseuille flow

The onset of turbulence in fluid flows has stood as a major challenge in physics

since the early past century. Shortly after the essential discovery by scientific gi-

ants Lord Kevin and Lord Rayleigh [38], a classical methodology based on linearized

Navier-Stokes equations had then been developed, and it is commonly referred to as

the ‘normal-mode analysis’. Despite its enormous success in recognizing early stages

of transition into turbulence for a great majority of fluid flows [13], there remain

a few flows of crucial importance that behave differently from the prediction made

according to the normal-mode analysis.

The Pipe Poiseuille Flow is one such flow that has perplexed fluid dynamists for

over a century. A first experiment on this flow was conducted by Osborne Reynolds in

1883, in which turbulence was observed at a moderately high flow speed. Thereafter,

a vast amount of research in literature strives to explore the cause of instability (onset

of turbulence) for the flow. The actual cause, however, remains to be a mystery at

the present. It is worth mentioning that the flow was predicted to be linearly stable

under arbitrary flow speeds, since the long-established normal-mode analysis fails to

predict any instability for the flow! It prompts us to make the conjecture that the

instability in the pipe Poiseuille flow is very likely due to nonlinear effects, for which

our novel nonlinear enstrophy identity shall be useful for re-visiting the problem.
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