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[GPa], Energies [meV/atom] . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2 Sampled high-symmetry k-points in the primitive cell of BCC reciprocal
lattice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

xvii



4.3 Single vacancy formation energy Ef
vac, migration energy Em

vac and diffu-
sion activation energy Qvac in Nb [in eV] by the MEAM and DFT (PAW-
PBE) calculations in this work (first three rows in the table). Results from
previous empirical potentials and DFT calculations are also listed. . . . . 70

4.4 Formation energies for the 〈100〉 dumbbell, 〈110〉 dumbbell, 〈111〉 dumb-
bell, activated crowdion, octahedral, and tetrahedral interstitials in Nb [in
eV]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 Low-index surface energies of BCC Nb [J/m2] . . . . . . . . . . . . . . . 73

4.6 Maximum stress, the corresponding critical strain and elastic modulus
E〈100〉 defined in Equation 4.12 in [100]BCC ideal tensile along TP and
OP [197, 265] by MEAM potential and DFT calculations . . . . . . . . . 78

4.7 Maximum stress, the corresponding critical strain and elastic shear mod-
ulus G〈111〉 defined in Equation 4.13 of ideal shear deformation along
{110} 〈111〉 and {211} 〈111〉 obtained by the MEAM and DFT PAW-
PBE calculations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.1 Critical engineering tensile strain to failure for heat treated Mg-2.4wt.%Nd
alloy in six aging conditions at 250 ◦C . . . . . . . . . . . . . . . . . . . 139

6.2 Line tension Γ and critical shear stress τc for dislocations with different
angles θ to cut through β1 precipitate according to Equation 6.1 to 6.7 . . 148

xviii



LIST OF ABBREVIATIONS

QM quantum mechanics

CM classical mechanics

DFT density functional theory

MD molecular dynamics

MS molecular statics

VASP Vienna Ab initio Simulation Package

CMA-ES Covariance Matrix Adaptation Evolution Strategy

EAM embedded-atom method

MEAM modified embedded-atom method

USPEX Universal Structure Predictor: Evolutionary Xtallography

VCA virtual crystal approximation

PBE Perdew-Burke-Ernzerhof

QE Quantum Espresso

PAW projector augmented wave

DFPT density functional perturbation theory

GSF generated stacking fault

SF stacking fault

USF unstable stacking fault

MT Martins-Troullier

FBZ first Brillouin zone

xix



LEFM linear elastic fracture mechanics

HCP hexagonal close packed

BCC body-centered cubic

FCC face-centered cubic

FDM finite displacement method

TP tetragonal path

OP orthorhombic path

ESI elastic shear instability

MEP minimum energy path

NEB nudged elastic band

DT deformation twinning

MAEAM modified analytical embedded-atom method

PBC periodic boundary conditions

AT anti-twinning

GB grain boundary

TB twin boundary

PK Peach-Koehler

TEM transmission electron microscopy

FS Finnis–Sinclair

BFGS Broyden-Fletcher-Goldfarb-Shanno

CG conjugate gradient

GGA generalized gradient approximation

PDE partial differential equation

LREP long-range empirical potential

SSH solid solution hardening

SSS solid solution softening

CRSS critical resolved shear stress

xx



APB antiphase boundary

CNA common neighborhood analysis

ABF annular bright field

FE Friedel-Escaig

RE rare earth

GP Guinier-Preston

SSSS supersaturated solid solutions

SHT solution heat treated

MC Monte Carlo

EA evolutionary algorithm

STGB symmetric tilt grain boundaries

GB grain boundary

LAMMPS Large-scale Atomic/Molecular Massively Parallel Simulator

ES evolution strategy

EBSD electron backscatter diffraction

DOF degrees of freedom

HP Hall-Petch

DD dislocation dynamics

GBD grain boundary dislocation

STEM scanning transmission electron microscopy

xxi



ABSTRACT

In crystalline metallic systems, plastic deformation originates from nucleation and evo-

lution of crystal defects. There are two types of complexity that generate substantial ob-

stacles for the simulations and understanding of these defects at the atomistic scale. One

aspect is to precisely describe interatomic bonding characteristics originated from complex

electronic structures. Another aspect is to construct the accurate and representative atom-

istic structures of defects for the investigations of plastic deformation. Thus, the main topic

of this thesis is to develop and apply the theoretical and computational methods that can

overcome these two types of barriers. For the aspect of the interatomic bonding, BCC re-

fractory metals (W, Mo, Nb, Ta) and their alloys are typical investigation systems, which

have partially filled d-band electrons that generate strong and directionally dependent in-

teratomic bonds. Thus, ab initio calculations and continuum models were applied to in-

vestigate the occurrence of the elastic and phonon instability at extreme stress conditions,

which reveals the characteristics of defects nucleation and the corresponding intrinsic duc-

tility properties from the lattice instability perspective. A potential-fitting package based on

a force-matching method was then developed to create a modified embedded atom method

(MEAM) potential for these BCC metals. The MEAM potential of Nb was constructed to

reflect both its intrinsic interatomic bonding characteristics under extreme stress conditions

and its dislocation core attributes. This potential and other accurate MEAM potentials for

BCC refractory metals and alloys can be used together to investigate the effects of inter-

atomic bonding characteristics on the plastic deformation at the mesoscale. For the aspect

of complex atomistic structures of defects, two-dimensional and three-dimensional defects

such as grain boundary (GB) and precipitates are typical investigation systems, since it can

xxii



be difficult to obtain their stable and metastable structures, which have significant impacts

on the plastic deformation behavior. Thus, an evolution algorithm (EA) based package was

developed to explore stable and metastable GB structures in FCC, BCC, and HCP metals.

The GB structures generated in this package build a solid foundation for the investigations

between GBs and other defects, such as dislocation and deformation twinning, in the future.

Finally, collaborating with experimentalists, the effects of the ordered superlattices of pre-

cipitates on the precipitate-dislocation interactions in Mg-Nd alloys were investigated. A

precipitation hardening model with parameters from ab initio calculations was constructed

to predict the strengthening effects of the anti-phase boundaries (APB). Molecular dynam-

ics (MD) simulations were performed to reveal the mechanism of dislocation cutting and

cross-slip when interacting with precipitates. Understanding these dislocation-precipitate

interaction mechanisms will be helpful in designing precipitate microstructures that can

enhance the strength and ductility of Mg alloys simultaneously.
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CHAPTER I

Introduction

1.1 Experimental and theoretical background

Metals and alloys are omnipresent to modern human society due to their essential roles

in architecture, vehicles, railway, aerospace, electronic devices, medical and nuclear indus-

try, etc. One crucial application for metals and alloys is to serve as structural materials,

and it requires metals and alloys of qualified mechanical properties, such as high strength

and ductility, to meet various commercial and safety requirements. Metals and alloys are

solid-state crystal materials, so their mechanical properties and deformation mechanism

rely on lattice properties and behaviors of crystal defects such as dislocations, deformation

twining, grain boundaries, cracks, and precipitates.

Crystal defects, as the source of crystal plasticity, have complicated evolution and inter-

action behaviors in different metallic systems under various thermodynamic and chemical

conditions. The complexity increases for metals and alloys that have interatomic bonds

with partially directional characteristics originated from d-orbital electrons and for defects

with sophisticated atomistic structures. Therefore, it is a scientifically critical and chal-

lenging task to understand, upon simulations and experiments, the lattice and defects be-

haviors during the plastic deformation of advanced metallic systems, like refractory and

light-weight metals and alloys.

Refractory metals with body-centered cubic (BCC) lattice, such as W, Mo and Nb, have
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nearly half-filled d-band electrons to form strong interatomic bonds with directional char-

acteristics, so deformation defects in these metals have complicated behaviors. Refractory

metals have critical engineering applications, such as fusion reactors and turbine engines,

due to their high melting point, strength, and excellent high-temperature mechanical prop-

erties. However, some refractory metals (W and Mo) have limited formability due to their

room-temperature brittleness [281, 208, 55, 82, 263], which is related to the deformation

mechanism at crack tips. Both the crack propagation and dislocation emission can occur

at the preexisting crack tip to release the strain energy by bond breaking and shear along

stacking fault layers, respectively. A ductile material tends to emit dislocations at crack

tips, and these dislocations blunt the crack to prevent the cleavage failure. Quantitative

descriptions of these deformation defects depend on lattice properties, the geometry of

crack tips, and the external loading conditions [12, 201, 228, 276, 123, 261, 9]. Recently

it was found these deformation mechanisms at crack tips may depend on d-band filling

[197]. Thus, to investigate the effects of electronic structures on bonding characteristics

and defect behavior is one of two main topics of this thesis.

Another main topic of this thesis is to investigate the deformation defects with sophis-

ticated atomistic structures, such as dislocations on non-close packed planes, general grain

boundaries (GBs) without a high degree of symmetry, precipitates with special ordered

lattices, and their interactions. These examples of defects can be frequently found in Mg

and Mg alloys with hexagonal close-packed (HCP) structure. As light-weight metals, Mg

and Mg alloys have increasing applications in automotive, aircraft, electronic devices, and

biomedical industries [192, 153]. However, common Mg alloys have low yield strengths

due to the easy basal slip and poor formability due to the development of basal textures

during mechanical processing [72, 254]. Grain boundary strengthening (Hall-Petch (HP)

strengthening) and precipitate strengthening, are applicable techniques to improve the me-

chanical performance of Mg and Mg alloys. For HP strengthening, different Mg alloys

show significant discrepancies in HP parameters, and it is unclear how the HP strength-
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ening related to dominant deformation modes, including different slips and twinning, and

grain boundary structures [251]. For precipitate strengthening, Mg rare earth (RE) alloys

are of interest because of their excellent age-hardening response, high creep resistance, and

good castability [170, 71, 211]. β1 precipitates are strengthening phases in the commercial

WE43 and WE54 Mg-RE alloys [168]. Thus, it is necessary to understand the interaction

mechanisms between dislocations and β1 precipitates given loading conditions and the size,

shape and distribution of β1 precipitates [280, 169, 96].

To comprehend mechanical properties in advanced metallic systems, many studies rely

on computational simulation methods, such as density functional theory (DFT), molecular

dynamics (MD), Monte Carlo (MC), and dislocation dynamics (DD). From the electronic

scale, methods such as DFT can reveal fundamental physics based on the interpretations of

electronic structures and interatomic bonding characteristics. For example, DFT calcula-

tions showed that at low temperatures the poor ductility of BCC refractory metals is related

to the low dislocation mobility that relies on d valence electrons [238, 154, 155, 139, 140].

At the atomistic scale, techniques such as MD can simulate lattice and defect evolution

during external loading. For example, atomistic modeling plays an important role to study

structures and properties of GBs [203, 30, 252, 199, 243, 241, 131, 178, 187, 114] and

interactions between GBs and other defects [212, 251, 69]. Atomistic simulations showed

that GBs of low static energies tend to resist slip transmission and nucleation at GBs [212].

A combined MC and MD approach revealed atomistic details of Ag-segregation-induced

structural transition at asymmetric Cu GBs [187].

In general, first-principles calculations based on DFT, despite reflect physics from elec-

tronic structures, can usually handle at most thousands of atoms, which is difficult to rep-

resent complex defect structures such as grain boundaries, crack tips, and precipitates, or

multiple defects. Atomistic modeling, which can handle millions of atoms, is a primary

technique to simulate the evolution of crystal defects such as dislocation nucleation from

crack tips, dislocation interactions with grain boundaries, or second-phase particles. Re-
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liable atomistic modeling of crystal defects requires accurate descriptions of interatomic

interactions and atomic structures of these defects. Therefore, to advance atomistic simu-

lations on the study of the evolution of defects in plastic deformation of advanced metallic

systems, the research work plan had two parts. The first phase is to develop methods to gen-

erate accurate interatomic potentials and atomic structures of complex defects. The second

phase is to implement atomistic simulations to analyze crystal defects behaviors in plastic

deformations of advanced metallic systems. In the two phases, we fulfilled four research

projects correlated with different aspects of atomistic simulations on crystal defects.

1.2 Outline

In Chapter II, the fundamental concepts related to mechanical deformations and the

computational methods are reviewed. The main computational methods used in this thesis

are DFT based first-principles calculations and MD. The key concepts related to mechan-

ical deformation and defects are lattice instability of the perfect crystal under increasing

homogeneous distortion and the corresponding ideal strength. The concepts and the funda-

mental features of dislocations and grain boundaries are also reviewed.

In Chapter III, our first work concentrates on the investigation of interatomic bonding

characteristics and intrinsic deformation mechanisms for perfect lattices of BCC refractory

metals and alloys [265]. These studies can reveal the defect properties at crack tips and

the ductility of real materials. We performed DFT and phonon calculations to study the

ideal tensile strength and lattice instability under 〈100〉 tension for the perfect crystals of

W based alloys. Anisotropic linear elastic fracture mechanics (LEFM) and Rice’s criterion

were applied to analyze the mechanical instability at the crack tip under 〈100〉 tension. We

showed that intrinsic ductility by promoting shear deformation and dislocation activities

exists in both W-Ta and W-Re crystals due to different mechanisms. The intrinsic ductility

of W-Ta alloys originates from elastic shear instability (ESI), which occurs before cleavage

failure. The intrinsic ductility of W-Re alloys comes from unstable transverse phonon
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waves, which are related to the generation of 〈111〉{2̄11} dislocation in BCC crystals.

Our second work, in Chapter IV, is to promote atomistic simulations to accurately

reflect the mechanical properties of BCC refractory metals by generating interatomic po-

tential(s) that can correctly describe the bonding characteristics and defect properties con-

sistent with those from DFT calculations [266]. We applied evolutionary algorithm (EA)

to build a modified embedded-atom method (MEAM) spline-interpolation potential able

to reproduce the intrinsic ductility of perfect Nb lattice during ideal tensile deformation.

This MEAM potential also enables atomistic simulations of Nb to exhibit similar-to-DFT

characteristics of deformation behavior, such as ideal shear strengths, generalized stack-

ing fault energies, twin boundary energies, phonon spectrum, etc. This potential outputs

the structures, energetic stability and glide mechanism of 1
2 〈111〉 screw dislocations, such

as dislocation core structures, core energies, migration barriers, and dislocation core tra-

jectories, consistent with DFT calculations. We also demonstrated that large-scale MD

simulations based on this MEAM Nb potential and another MEAM potential of Mo [179]

can produce different types of dislocation activities near crack tips, which are consistent

with their macroscopic mechanical behavior.

Our third work, in Chapter V, focuses on the construction of proper atomistic struc-

tures of complex crystal defects, such as grain boundary (GB), because the accurate GB

structures lay the solid foundation for the further studies of the mechanical properties due

to the interactions between GBs and deformation defects. General GBs without a high

degree of symmetry can have complex atomistic structures. In addition, GBs can exhibit

phase-like behaviors at the atomistic level under different chemical and thermodynamic

conditions such as temperature, pressure, and chemical potential. We developed a new

mutation operator that can induce abrupt internal structure changes to boost the search

efficiency of exploring GB structures at grand canonical ensembles with EA [267]. We

implemented the new mutation methods along with selection and crossover techniques to

form an EA package to explore defect structures with atomistic simulations. Our EA based
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defect structure package provides a qualified grand canonical search of atomistic structures

at GBs in different metallic systems, including face-centered cubic (FCC), BCC, and HCP

crystals. Further MD simulations reveal the influence of GB structures on the nucleation

mechanisms of dislocations and deformation twinning in pure HCP Mg.

In Chapter VI, the last work focuses on the interactions between dislocations and β1

precipitates during the plastic deformation of Mg-Nd alloys [105, 106]. The β1 precipitates

have a special ordered lattice structure, which increases the complexity of their effects

on dislocation motions. We began with a theoretical estimation of critical resolved shear

stress (CRSS) of dislocations cutting through a single β1 precipitate with inputs from DFT

calculations. The CRSS explained the TEM observation of dislocation pile-ups. Then

we performed MD simulations to confirm and understand the dislocation cross-slip when

interacting with β1 precipitates. Our atomistic simulations revealed details of structure

evolution at dislocation cross-slip.

In Chapter VII, the conclusions of each work mentioned above are summarized. The

possible future study directions are also proposed to advance atomistic modeling of defects

in plastic deformation of metallic crystalline materials.
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CHAPTER II

Fundamental Concepts and Modeling Methodologies

2.1 Materials modeling techniques

One purpose for materials modeling is to simulate the evolution of atoms of a material

system in a fixed period of time. We may describe the adiabatic potential energy surface

as E(R1, . . .RN), a function of N atom positions R1, . . .RN , and our task is to evalu-

ate E(R1, . . .RN) given atom positions and update atom positions from E(R1, . . .RN) of

the system. The density functional theory (DFT) provides an effective approach to solve

E(R1, . . .RN) in quantum mechanics, and the molecular dynamics (MD) is a technique to

simulate the evolution of system in classical mechanics.

2.1.1 Density functional theory (DFT)

Quantum mechanics describes an atom by both its nucleus and electrons. Since each

proton or neutron in a nucleus is 1800 heavier than an individual electron in mass, the Born-

Oppenheimer approximation breaks the challenge of solving states of an atom into separate

problems of finding the states of nuclei and electrons [26]. The estimation of E(R1, . . .RN)

requires solving the many-electron time-independent Schrödinger equation [56, 78]

–
h̄

2m

M∑
i=1

∇2
i +

M∑
i=1

V(ri) +
N∑

i=1

∑
j<i

U(ri, rj)

Ψ = EΨ (2.1)
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where Ψ is the electronic wave function, which is dependent on the spatial coordinates of

each of the M electrons of electron mass m, and E is the ground-state energy of the M

electrons. The first Hamiltonian term describes kinetic energy of electron, the second is the

interaction energy between the atomic nuclei and each electron, and the last is interaction

energy between different electrons. However, the electron position ri is not observable,

stead, the physically interesting variable is the density of electrons at a particular position

in space n(r) defined as

n(r) = 2
∑

i

Ψ∗i (r)Ψi(r) (2.2)

where Ψ∗i (r)Ψi(r) equals the probability of an electron in an individual wave function Ψi(r)

at position r, and the total probability is the summation for all individual electron wave

functions occupied by electrons.

The DFT is the methodology to approximately solve the Schrödinger equation of many-

body system based on decoupling of many-body wave-functions by theorem related to

electron density [102, 125, 180, 152]. The Hohenberg-Kohn theorem says that the ground-

state energy is unique to the electron density, and only true electron density that is the

full solution of the Schrödinger equation. Accordingly, the process of solving Schrödinger

equation can become an optimization problem of finding the true electron density n(r) at the

ground-state [102]. Kohn and Sham convert the task of solving the Schrödinger equation

2.1 to solving the Kohn-Sham equation [125, 180]

[
–

h̄2

2m
∇2 + V(r) + e2

∫
n(r′)
|r – r′|

d3r′ + Vxc(r)

]
Ψi(r) = εiΨi(r) (2.3)

Compared with the complete Schrödinger equation 2.1, the electron-electron interaction

is dependent on the third and fourth term in the Equation 2.3. The third term is Hartree

potential that describes the Coulomb interaction between the single electron and the total

electron density from all electrons in the system. The last term Vxc(r) is an exchange-
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correlation functional term that covers the electron-electron interactions beyond the Hartree

potential [125, 180]. The Kohn-Sham equation, as a single-electron wave function, only

has three variables for Ψ(r); therefore, by decoupling interactions between electrons, the

ground-state energy becomes solvable.

Figure 2.1: Schematic representation of the self-consistent cycle for solving of DFT based
Kohn–Sham equations.

In the DFT based Kohn-Sham equation, the Hartree potential is dependent on the elec-

tron density, and the electron density comes from the single electron wave function that

is the solution of the Kohn-Sham equation. This self-consistent loop indicates an iterative

way of solving the Kohn-Sham equation, as shown in Figure 2.1. With the development of

computational powers, numerical methods can solve the DFT based Kohn-Sham equation

for a system of up to a thousand atoms. The DFT based Kohn-Sham equation becomes a

useful and reliable technique to solve many-body electron problems in chemistry, physics,

and materials science [132, 152].
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2.1.2 Molecular dynamics (MD)

Unlike quantum mechanics (QM) that aims to solve many-body interactions upon elec-

tron wave function, classical mechanics (CM) abstracts away the variance of electronic

band structure and depicts an atom to be an independent object of fixed mass. In classical

mechanics, Molecular dynamics (MD) is a widely-used computer simulation technique that

reproduces the interactions and movements of atoms in a confined materials system within

a fixed period [66].

MD solves Newton’s equations of motion for a system of interacting physical particles

to predict the evolution and thermodynamics of the system. Forces on each atom depend

on the derivative of the adiabatic potential energy surface E(R1, . . .RN) for distribution

of atoms. Different from quantum mechanics that solves E(R1, . . .RN) upon Schrödinger

equation or its variations, MD obtains E(R1, . . .RN) with interatomic potentials, which are

materials-dependent mathematical or numerical functions to estimate potential energies

with information of atom positions [8]. Upon forces calculated from atom positions and

empirical potentials, MD integrate Newton’s equation of motion on atoms, and the most

common integration method is the Verlet algorithm [245]. If we use Fi(t) to indicate forces

on the i-th atom at time t, and Vi(t) for velocity of the i-th atom. The Tayler expansion of

position Ri(t) of atom at time t with forward ∆t and backward ∆t is

Ri(t + ∆t) = Ri(t) + Vi(t)∆t +
Fi(t)
2m

∆t2 +
∆t3

3!
δ3Ri(t)
δt3

+ O(δt4) (2.4)

Ri(t – ∆t) = Ri(t) – Vi(t)∆t +
Fi(t)
2m

∆t2 –
∆t3

3!
δ3Ri(t)
δt3

+ O(δt4) (2.5)

Combining Equation 2.4 and Equation 2.5, atom position in next time step is dependent on

its trajectory and the forces on the atom

Ri(t + ∆t) ≈ 2Ri(t) – Ri(t – ∆t) +
Fi(t)
2m

∆t2 (2.6)
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Figure 2.2: Schematic representation of the iteration cycle MD based on the Verlet algo-
rithm

And to make the force implicit, Equation 2.4 and Equation 2.5 also show the Vi(t)

Vi(t) =
Ri(t + ∆t) – Ri(t – ∆t)

2∆t
+ O(∆t2) (2.7)

Figure 2.2 shows the workflow of MD with the Verlet algorithm. In the Verlet algorithm,

the velocity Vi(t) is a single time step behind the position of atom, as in Equation 2.7.

Therefore, most MD programs apply the Velocity Verlet algorithm [230] to explicit include

velocities during updates of positions to avoid time step lags for velocity.

In atomistic simulations, a confined system of atoms requires statistical thermodynam-

ics descriptions, and in statistical thermodynamics, statistical ensembles rely on macro-

scopically observable variables such as volume (V), pressure (P), temperature (T), etc.

Gibbs defined three important thermodynamic ensembles [74]:

• A microcanonical ensemble (NVE ensemble) is a statistical ensemble representing
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an isolated system of no particles and energy exchange with its environment. The

system keeps micro-states quantities constant, such as the number of particles in the

system (N), the volume of the system (V), and the total energy of the system (E).

• A canonical ensemble (NVT ensemble) is a statistical ensemble that describes a

closed system in thermal equilibrium with a constant-temperature heat bath. The

number of particles (N) in the system, the volume of the system (V), and the temper-

ature of the system (T) are constant in the canonical ensemble.

• A grand canonical ensemble (µVT ensemble) is a statistical ensemble that describes

an open system in thermal and chemical equilibrium with a reservoir. µVT refer

to the constant values of the chemical potential of particles in the system (µ), the

volume of the system (V), and the temperature of the system (T).

2.2 Concepts in materials mechanics

2.2.1 Lattice instability

Metals and alloys are crystalline materials that have the lattice structure corresponding

to the global minimum of the potential energy landscape E(R1, . . .RN) at thermal equilib-

rium. Each atoms oscillates on its equilibrium lattice site, and phonon is the lattice wave to

describe vibrational motion of atoms in collective mode. And phonon vibration modes are

obtained by solving eigenvalue problem

D(q)eql = ω2
qleql (2.8)

where q is phonon wave vector, l is phonon band index, and eql is phonon polarization

vector that indicates atomic displacements. ω2
ql frequency of wave mode, and D(q) is the

dynamical matrix that can be approximated by second-order force constants in harmonic
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approximation as

Dαβij (q) =
∑

k

1
√mimj

δ2E(R1, . . .RN)

δUαi δU
β
j

eiq[Rj–Ri] (2.9)

α and β indicates Cartesian indices. i and j are indices of atoms with mass mi and mj

respectively, Uαi and Uβj are displacements for atom-i and atom-j, and k indicates the label

of unit cells. At equilibrium

ω2
ql > 0 (2.10)

when the lattice becomes unstable, ωql at certain polarization becomes negative, and the

corresponding polarization eql indicates atomic displacement toward an equilibrium state.

2.2.2 Ideal strength

These inherent properties largely depend on the ideal strength behaviors, which de-

scribe the deformation and failure of perfect crystals under the extreme stress without any

influences of precursor defects [210, 75]. From the stress perspective, the nucleation of

specific deformation defects (dislocation and crack) requires the local stress reach the cor-

responding ideal tensile or shear strength [119, 79].

The first-principles calculations have been extensively used to investigate ideal tensile

and shear strengths of different perfect crystals [224, 210, 197, 148, 165, 75]. For single

crystals of BCC metals like W, the cleavage mostly occurs on the low index {100} plane,

especially at relatively low temperatures [108, 124, 202, 224, 161, 82, 83], so their ideal

tensile strengths under tension along 〈100〉 directions have been well studied. Perfect crys-

tals of the group-V transition metals vanadium (V) and niobium (Nb) fail by a shear defor-

mation under the increasing 〈100〉 tensile strain [148, 165, 197]. The tetragonal symmetry

of the strained V or Nb crystal becomes orthorhombic symmetry by a shear deformation,

known as elastic shear instability (ESI), as illustrated in Figure 2.3, where vectors a2 and
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(a)

(b)

Figure 2.3: (a): Sketch of two types of supercells of BCC crystals in the ideal strength cal-
culations. The Cartesian coordinate system is defined along 〈100〉BCC. a1,2,3
indicates the base vector of a 2-atom BCC supercell applied for tetragonal ten-
sile path, and b1,2,3 indicates base vector of a 4-atom BCC supercell applied
for orthorhombic tensile path. (b) Illustration of supercell geometry changes
due to ESI under [100]BCC tensile strain. The sketch includes the BCC lattice
before/after shear instability viewed from [001] direction.

a3 of the original cubic unit cell become non-perpendicular to each other. These materi-

als prefer to shear plastic deformation, and they are intrinsically ductile. In opposite, the

strained BCC crystals remains tetragonal symmetry even when the tensile stress reaches the

ideal tensile strength for both molybdenum (Mo) and W. These materials prefer to generate

cleavage fracture along {100} plane, and they are intrinsically brittle [210, 148, 197].
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2.2.3 Dislocation

Dislocation is a linear crystallographic defect that represents a local mismatch of crys-

tal lattices in a one-dimensional pattern. In the theory of dislocation, the Burgers vector

b denotes the direction and amount of the atomic misfit of the crystal lattice, and it is es-

timated by plotting Burgers circuit around the dislocation core, as shown in Figure 2.4.

The dislocation line vector η indicates the tangent vector of the lattice misfit line. An edge

dislocation is a dislocation that its Burgers vector is perpendicular to its dislocation line

direction, and a screw dislocation is a dislocation that its Burgers vector is parallel to its

dislocation line, as shown in Figure 2.4. In general, dislocations are mixed of edge and

screw components when the Burgers vector forms an angle that is neither 0◦ or 90◦ [98].

Dislocations move under external loading, and the force F, acting on dislocation to drive it

Figure 2.4: A schematic illustration of atomic arrangement for an edge (left) and screw
(right) dislocation in simple cubic crystal. Green arrows form the Burgers cir-
cuit for edge and screw. The Burgers vector is perpendicular and parallel to the
dislocation line direction in edge and screw, respectively.

to move, satisfy the Peach-Koehler (PK) equation [98, 109]

F = (σ · b)× η (2.11)
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where the b is the Burgers vector and η is the dislocation line direction. Forces resolved

on slip plane can drive dislocations to glide on the slip plane, and the dislocation glide (or

slip) is the primary source to generate plastic deformations in metals and alloys.

To generate dislocations in atomistic simulations, we solve the dislocation displacement

in anisotropic elasticity and apply it to atoms in the simulation system. The target is to solve

the displacement field by the partial differential equation (PDE) [62, 226, 15, 98]

Cijkl
∂2uk
∂xi∂xj

= 0 (2.12)

The i, j, k, l equals 1, 2, 3 in Voigt contraction scheme, Cijkl is elastic constants, uk is dis-

placement along k-th axis, and xi is spatial coordinates along i-th axis. Dislocation is a

one-dimensional defect; thus conventional simulations apply infinite periodicity of dislo-

cation along the z-axis, and in this case, the displacements, strain, and stress are invariant

along the z-direction, so assuming

uk = Akf(x1 + px2) (2.13)

Equation 2.12 becomes

(Ci1k1 + pCi1k2 + pCi2k1 + p2Ci2k2)Ak = 0 (2.14)

For Ak not all zeros, the variable p can be solved by

|Ci1k1 + pCi1k2 + pCi2k1 + p2Ci2k2| = 0 (2.15)

And a general displacement field in Stroh’s form is [226, 15]

uk =
∑
α

Akαfα(zα) +
∑
α

Akαfα(zα) (2.16)
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where zα = x1 + pαx2 In addition, define stress vector φ such that

σi1 = –
∂φi
∂x2

σi2 = –
∂φi
∂x1

(2.17)

and φi satisfies

φi =
∑
α

Liαfα(zα) +
∑
α

Liαfα(zα) (2.18)

where

Liα = (Ci2k1 + pαCi2k2)Akα (2.19)

To calculate Akα and Lkα, use the notation

(ab)jk = aiCijklbk (2.20)

for tensor multiplication, and the six-dimensional eigenvalue equation becomes [15, 98]

–

 (nn)–1(nm) (nn)–1

(mn)(nn)–1(nm) – (mm) (mn)(nn)–1


Aα

Lα

 = pα

Aα

Lα

 (2.21)

where the m, n and m × n are three orthogonal vectors that defines the system, and the

eigenvalues and eigenvectors are qα, Akα and Lkα.

2.2.4 Grain boundary (GB)

Dislocation glide releases stress in a single crystal; however, most metals and alloys are

multi crystals, as shown in Figure 2.5. The electron backscatter diffraction (EBSD) grain

map shows that an extruded Mg-Al alloy consists of grains of size in µm as well as the GBs

in black lines. The GB, the interface that separates adjacent crystals (grains) of the same
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phase, plays an essential role in the mechanical deformation in metals and alloys [229].

Figure 2.5: electron backscatter diffraction (EBSD) grain map for extruded Mg-Al alloy.
Random colour indicates different GBs. The image is from Mohsen Andani.

We can characterize a grain boundary geometrically using five independent parameters

(macroscopic degrees of freedom (DOF)) [229, 259, 136] that specifies the information to

construct a bicrystal from given single crystals. Among the five variables, three indicate

mutual misorientation of the adjoining two grains, as grain-A and grain-B shown in Figure

2.6. This misorientation consists of rotation or tilt by a rotation axis that is dependent on

two parameters and a rotation/tilt angle of a single variable. The other two variables form

the normal n to the grain boundary plane to describe the plane orientation between these

two misoriented grains, as shown in Figure 2.6. In convention, symmetrical GBs represent
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GBs when two adjoining grains form mirror symmetry, and the GB plane is the mirror

plane of the same Miller indices in both adjoining grain, and other GBs are asymmetrical.

Figure 2.6: Sketch to show variables to define a grain boundary. Xa, Ya, Za and Xb, Yb, Zb
are the axes of the coordinates to represent crystallographic directions in grains
A and B, respectively. The rotation axis and the rotation (misorientation) angle
θ represent the translation between two grains. n determines the orientation of
the grain boundary plane.

Besides, the creation of a GB structure requires microscopic variables to characterize a

rigid body translation of both grains relatively one to the other, parallel and perpendicular

to the GB plane. Despite independent of macroscopic DOFs, these microscopic DOFs

rely on the thermodynamics of the system. Some mutual translations only exist if they

produce equilibrium atomic GB structures under certain thermodynamic conditions like

temperature, pressure, and chemical composition [229, 259, 136].
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CHAPTER III

Lattice Instability and Intrinsic Ductility of W and W

Alloys

In solid-state crystals, the intrinsic mechanical properties of the perfect lattices are de-

termined by interatomic bonding characteristics that originate from electronic structures.

These intrinsic properties are often related to lattice instability, defect nucleation/evolution,

and phase transformation. All of these phenomena are critical for accurate atomistic sim-

ulations of crystal defects and the evaluation of mechanical properties. Therefore, this

chapter focuses on our study of intrinsic mechanical properties of refractory alloys with ab

initio calculations and multiple theoretical analysis techniques [265].

3.1 Introduction

As a refractory metal, tungsten (W) has the highest melting point of all pure metals

and excellent high-temperature mechanical properties, making it critical material in many

engineering applications, such as fusion reactors and turbine engines. However, its forma-

bility and mechanical properties are severely limited by the room-temperature brittleness

[281, 208, 55, 82, 263], which is related to the low dislocation mobility at low temperature.

Theoretical studies revealed that the energetic of the dislocation motion is related to the fill-

ing of d valence electrons [238, 154, 155, 139, 140] in BCC refractory metals. The extra d

20



valence electrons in W alloys can enhance the double-kink nucleation of screw dislocations

in BCC lattice, which can increase dislocation mobility and result in solid-solution soften-

ing, and decreasing d valence electrons leads to hardening and embrittlement [154, 155].

To fully capture the essential mechanism of ductility, it is also necessary to analyze the

competition between crack propagation and dislocation emission behaviors [12, 201, 228,

276, 123, 261, 9]. Both the crack propagation and dislocation emission can occur at the

preexisting crack tip to release the strain energy by bond breaking and shear along stacking

fault layers, respectively. A ductile material emits dislocations more efficiently at the crack

tips, and these dislocations blunt the crack to prevent the cleavage failure. The competition

between crack propagation and dislocation nucleation is dependent on intrinsic mechanical

properties such as lattice instability under extreme stress conditions.

Our recent studies [197] show that the intrinsic ductility is tunable for Mo and W by

alloying them with elements, such as Nb, of less number of valence electrons, due to the

occurrence of ESI before the cleavage ideal tensile strength. The ESI originates from the

Jahn-Teller distortion effect depending on the electronic banding filling level [134], where

the tendency to break the symmetry of electronic band structures increases due to the down-

ward shift of Fermi level under the tensile strain. Oppositely, the increase of valence elec-

trons in Mo and W alloys inhibit elastic shear instability (ESI), keeping them intrinsically

brittle. However, rhenium (Re), despite has one more valence electron than W, can sub-

stantially improve the ductility of W in engineering applications, and theoretical studies

attribute these changes to the increase of dislocation mobility [154, 155, 184, 208].

Instead of ESI, the intrinsic ductility of W-Re alloys may originate from phonon insta-

bility, in which unstable phonon modes with imaginary frequencies emerge before the elas-

tic instability, and the propagation of unstable phonon modes generate different displace-

ments for individual atoms and destroy the integrity of the perfect crystal [55, 184, 185].

Both elastic instability and phonon instability belong to lattice instability that can be the

initial step of either phase transformation or nucleation of deformation defects (crack, dis-
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location, or deformation twin) [38, 141, 79].

The intrinsic ductility of a material can also be evaluated by the LEFM analyses [201].

The critical stress intensity factor for cleavage fracture propagation near a crack tip is re-

lated to elastic constants and surface energies of cleavage planes in Griffith theory [77].

The critical stress intensity factor for dislocation emission near the crack tip depends

on elastic constants and unstable stacking fault energies γusf of specific slip systems in

Rice theory [201]. The intrinsic ductility of this material can be determined based on

the ratio between these two types of stress intensity factors [201, 9]. These approaches

have been examined and modified in cooperation with many atomistic simulations based

on empirical interatomic potentials or first-principles calculations for different materials

[276, 123, 156, 231, 120, 44, 45, 9], including BCC metals [201, 228].

In this work, we investigated ideal tensile strengths and lattice instabilities of W, W-Ta,

and W-Re alloys under [100] tensile strain by DFT based first-principles calculations. W

alloys are simulated by using both the standard superlattice method and the virtual crystal

approximation (VCA) method [208, 184]. In addition, we applied anisotropic LEFM and

Rice’s criterion to analyze the mechanical instability at the crack tip under 〈100〉 tension.

3.2 Computational methods

3.2.1 Ideal tensile strength and phonon instability

We performed DFT ideal tensile calculations on pure W in BCC lattice, WRe and WTa

in B2 structure, W15Re1 and W15Ta1 in 2 × 2 × 2 BCC supercells, as well as WxTa1–x

and WxRe1–x (x = 0.05, 0.10, 0.15, 0.20, 0.25, and 0.50) alloys based on pseudopotentials

generated by VCA. We applied two types of supercell structures, as shown in 2.3 (a).

The two-atom cell is the conventional BCC supercell composed by vectors ai=1,2,3; the

four-atom cell is the tetragonal supercell composed by vectors bi=1,2,3. The [100]BCC axis

a1 in the BCC supercell is the same as [100] axis b1 in the tetragonal supercell. b2 and
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b3 in the tetragonal supercell are [011]BCC and [01̄1]BCC, respectively. An increasing

tensile strain along [100] direction was applied on the two supercells. We used σ11 and

ε11 = (a1(σ11)/a1(σ11 = 0)–1.0) to denote the true tensile stress and the engineering tensile

strain along [100], respectively. In each quasi-static step, we added ε11 = 2.0% along

[100] and relaxed the supercell along other directions until all stress tensor components

σij < 0.05 GPa except σ11. During supercell relaxation, the lengths of a2 = [010]BCC and

a3 = [001]BCC of the BCC supercell vary independently, the same for the b2 = [011]BCC

and b2 = [011]BCC of the tetragonal supercell, as shown in Figure 2.3 (a). If the relaxed

supercells under the fixed non-zero ε11 constraint maintain tetragonal symmetry, the tensile

deformation follows the TP, where two types of supercells generate the same stress-strain

(σ11-ε11) relations. Besides, the original tetragonal lattice can transform into orthorhombic

lattice (|b2| 6= |b3|), as shown in Figure 2.3 (b)), and this tensile deformation is along the

OP. TP and OP have different stress-strain relations, and the ideal tensile strength σIT
11 is

the minimum value of σ11 to satisfy the condition of dσ11/dε11 = 0 along both paths.

(a) (b)

Figure 3.1: (a) Paths (green lines) along high-symmetry points in the first Brillouin zone
(FBZ) of BCC primitive cell for phonon calculations. (b) Changes of FBZ and
the symmetric paths under [100]BCC tension along TP. The reciprocal coor-
dinate system (x∗-y∗-z∗) is defined based on the Cartesian coordinate system
defined in Figure 2.3 (a).
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We calculated phonon dispersion relations based on one-atom primitive cells for pure W

and VCA WxRe1–x/WxTa1–x alloys. The lattice parameters of the primitive cells in phonon

calculations were obtained by the above relaxation methods under fixed ε11 along TP. The

wave vectors used in phonon calculations were along the paths following the selected high-

symmetry points in the first Brillouin zone (FBZ) of the primitive cell. The coordinates of

these high-symmetric points in reciprocal space are listed in Table 3.1 and plotted in Figure

3.1 for primitive cells without and with the tensile deformation, respectively.

Table 3.1: Coordinates of the high-symmetry k-points in FBZ of BCC and BCT (body-
centered tetragonal) primitive cells shown in Figure 3.1. The reciprocal coor-
dinate is defined as the unit length equal to 2π/|ai=1,2,3|. Here ai as labeled in
Figure 2.3 can have different lengths due to the ideal tensile deformation.

BCC BCT Reciprocal coordi-
nates

N N [0.5 0.5 0]
H SM [0.0 0.5 0.0]
P P [0.5 0.5 0.5]

GP [0.5 0.25 -0.25]
Γ Γ [0 0 0]

3.2.2 Details of DFT calculations

DFT calculations were performed by using Vienna Ab initio Simulation Package (VASP)

[85] and Quantum Espresso (QE) [73] in non-spin-polarized conditions. In VASP cal-

culations, the applied pseudopotentials were based on projector augmented wave (PAW)

method [130] and Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [183].

We sampled the k-points using the Monkhorst-Pack method [163] by a 21 × 21 × 21 grid

for 2-atom BCC supercells, a 21 × 19 × 19 grid for 4-atom tetragonal supercells, a 13 ×

13 × 13 grid for 16-atom BCC supercell, and a 13 × 11 × 11 grid for 32-atom tetrago-

nal supercell, respectively. The partial occupancies of each orbital were in the first-order

Methfessel-Paxton scheme with a smearing of 0.4 eV [159]. The kinetic cutoff energy

was 380 eV. We applied Phononpy [236] for phonon spectrum calculations using the finite
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displacement method (FDM) with force constants from VASP calculations.

In QE calculations, the VCA scheme was employed to produce pseudopotentials of the

virtual WxRe1–x and WxTa1–x elements. These VCA pseudopotentials were generated by

the Martins-Troullier (MT) approach [239] using the PBE exchange-correlation functional

[182], and they were constructed by modifying the number of valence electrons per atom

for the virtual chemical element using the program FHI98PP [70]. The k-points were sam-

pled using the Monkhorst-Pack method by a 25 × 25 × 25 grid and a 25 × 21 × 21 grid

for the BCC and tetragonal supercells. The kinetic cutoff energy was 615 eV. Phonon dis-

persion curves and modes of atomic movements were calculated by the density functional

perturbation theory (DFPT) [20], which was implemented in QE. DFPT calculations used

6× 6× 6 Monkhorst-Pack grid and 1e–13 eV for energy convergence.

3.2.3 Stacking fault and surface energies

A stacking fault (SF) is formed by shifting one part of a crystal relative to the rest part

along a slip vector on a slip plane [246, 201, 45]. The energy increment as a function of the

slip vector is the generated stacking fault (GSF) energy or γ surface. The maximum energy

increment along the minimum energy path (usually the same direction as the Burgers vector

for BCC metals) of the γ surface is the unstable stacking fault (USF) energy γusf, which

represents the energy barrier to shift two neighboring parts of the crystal on the slip plane.

We performed DFT calculations to obtain GSF energies in the Burgers vector direction

〈111〉 of stacking fault planes {2̄11} and {1̄10} for pure W, WxTa1–x, and WxRe1–x alloys

in VCA scheme. The supercell geometry was [111]×[011]×[211] and [111]×[112]×[110]

along x-y-z axes with the periodicity of 1 × 1 on the x-y plane. The k-points were sam-

pled using the Monkhorst-Pack method by a 17 × 9 × 1 grid and a 20 × 7 × 1 grid in

〈111〉{2̄11} and 〈111〉{1̄10} γ surface calculations, respectively, and both types of super-

cells contained 12 layers of atoms and a vacuum layer along the z-axis. We evenly sampled

25 points along each slip path, and fixed the movement of atoms along x and y directions
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on the slip plane for a given slip vector during the relaxation. The γusf was measured by

the maximum GSF value along the slip path.

Cleavage is mostly on the low index {100} planes for W [83], so we calculated {100}

surface energies of pure W, WxTa1–x, and WxRe1–x alloys in VCA scheme by DFT with

the same VCA pseudopotentials for the LEFM analyses based on Griffith theory [77]. The

supercell was [100] × [010] × [001] along x-y-z axis with the periodicity of 1 × 1 on the

y-z plane, and it contained 14 layers of atoms and a thick vacuum layer along the x-axis

to create surfaces. The k-points were sampled using the Monkhorst-Pack method by a 1 ×

16 × 16 grid. The energy relaxation was based on conjugate gradient (CG) method in the

DFT calculations.

3.2.4 Linear elastic fracture mechanics (LEFM)

Anisotropic LEFM theory was applied to analyze the competition between crack prop-

agation and dislocation emission on a semi-infinite crack in a homogeneous system [77,

226, 201, 228]. A systematic summary of this method can be found in recent publications

[261, 9]. According to this method, the strain energy release rate G of the crack growth is

G = KTΓK (3.1)

K is the stress intensity factor given by

K = [KI, KII, KIII]
T (3.2)

where KI, KII and KIII denote the stress intensity factors of the basic fracture mode I, II

and III, respectively. Γ is defined as

Γ = 1/2Re{iAB–1} (3.3)
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where A and B originate from the eigenvectors of Stroh’s formulas in solving defect prob-

lems for dislocations and cracks in a continuous medium under 2D plane strain conditions

[226]. According to Griffith theory [77], the cleavage fracture happens when the strain en-

ergy release rate G equals the surface energy of the cleavage plane γs. The corresponding

critical stress intensity factor Kc is given by solving the following equation

Gc = KT
c ΓKc = 2γs (3.4)

Rice analyzed the critical stress intensity factor Ke for the dislocation nucleation and emis-

sion on the crack tip in isotropic elasticity [201]. Sun and Beltz [228] extended it to an

anisotropic formula as the following

s(φ)Keff =
√
γusfΓs(θ,φ) (3.5)

Keff is effective stress intensity factor defined by the following equation [201]

Keff = F(θ)Ke (3.6)

where F(θ) represents the angular-related matrix in the stress function of the crack tip re-

solved in a given slip plane. The critical stress intensity of dislocation emission is obtained

by solving Equation 3.6, as reviewed by Wu and Curtin [261]. γusf is the unstable stacking

fault energy, and φ is the angle between the Burgers vector and the crack front orientation

projected to the slip plane; θ is the angle between the cleavage plane and the slip plane.

s(φ) is the slip vector based on the constrained path approximation [201] given by

s(φ) = (cosφ, 0, sinφ)
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Γs(φ, θ) is the resolved Γ based on

Γs(φ, θ) = s(ΩΓΩT)–1sT (3.7)

where Ω is the rotation matrix

Ω =


cos θ sin θ 0

– sin θ cos θ 0

0 0 1

 (3.8)

For pure W, WxTa1–x, and WxRe1–x alloys in VCA scheme, we applied LEFM analyses to

calculate the critical stress intensity factors for the dislocation nucleation on 1/2〈111〉{2̄11}

/ 1/2〈111〉{1̄10} slip systems and the cleavage propagation along {100} plane under Mode

I loading along [100] direction. As shown in Figure 3.2 of the LEFM setup, a semi-infinite

crack sits in the y-z plane, and its front is along the z direction. The KI, KII, KIII are

defined in [100], [011] and [011] directions of the BCC crystal, respectively. The critical

stress intensity factor KIc for the cleavage propagation was calculated by Equation 3.4, and

the critical stress intensity KIe for dislocation emission was calculated by Equation 3.6.

The parameters for W and WxTa1–x/WxRe1–x alloys (including elastic constants, γs, and

γusf) were obtained by the DFT calculations described in Section 3.2.2 and 3.2.3.

LEFM analyses are based on the energetic stability of possible dislocation nucleation

events at the crack tip [201]. Figure 3.2 exhibits the potential dislocation slip systems

that include the Burgers vector and the slip plane. However, there is no explicit limitation

on the dislocation line directions in this 3-dimensional crystal. After the nucleation events,

dislocation lines can propagate on the slip planes according to the strain field near the crack

tip, and they can evolve to contain screw, edge, and mixed components with different values

of dislocation mobility. Both these dislocation nucleation and propagation processes make

significant contributions to improve the ductility of the material. To quantitatively evaluate
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(a)

(b)

Figure 3.2: Schematic diagram of the semi-infinite crack orientation and the dislocation
slip system at the crack front for LEFM analyses. (a) [111](211) disloca-
tion with (θ,φ) = (54.73◦, 0.00◦); (b) [111](011) dislocation with (θ,φ) =
(90.00◦, 35.27◦), where θ and φ are defined in Equation 3.5.
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their overall effects is beyond the scope of this study.

3.3 Results and discussion

3.3.1 Benchmarks of ideal strength and phonon calculations

The structural and mechanical properties of pure W from this work and previous studies

are summarized in Table 3.2. The lattice constant a, bulk modulus B, and shear modulus C′

(defined as 1/2(C11 –C12)) obtained in this work are consistent with their counterparts from

previous studies (the relative differences are no more than 5%). The ideal tensile strength

σIT
11 and the corresponding critical strain εIT

11 along TP are in Table 3.2. The differences in

σIT
11 between our results and those from recent studies are no more than 3%. The phonon

dispersion relations of pure W without strain from our benchmark calculations are plotted

in Figure 3.3. The FDM method using VASP and the DFPT method using QE show similar

phonon spectrum along the sampled paths, and both are consistent with previous studies

[55]. These results confirm that our calculations are representative of perfect W crystals.

Table 3.2: Lattice constant a (Å), bulk modulus B (GPa), shear modulus C′(= 1/2(C11 –
C12)) (GPa), the ideal tensile strength σIT

11 (GPa), and the critical tensile strain
εIT

11 (%) for pure W from our calculations and previous studies.
a B C′ εIT

11 σIT
11

VASP-PAW-PBE 3.171 284 164 14 29.6
QE-PBE 3.171 307.3 168 16 30.1
DFT-LDA [210] 3.17 331 161 13 29.5
FLAPW [224] - - - 12.3 28.9
CPMD-PBE [75] 3.23 294 - 11.7 26.7
QE, VASP [208] 3.187, 3.189 300, 330 160, 159 - -
Exp [14] 3.165 316 165 - -

For the validity of the VCA pseudopotentials in describing the mechanical properties of

W-Re/W-Ta alloys, we first check the accuracy of lattice and elastic constants with VCA.

The lattice constant, bulk modulus, C44, and C′ of the VCA WxTa1–x/WxRe1–x(0.5 ≤

x ≤ 1.0) alloys are shown in Figure 3.4 and 3.5, where the number of valence electrons
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Figure 3.3: The phonon dispersion relations of pure W along high-symmetry points of FBZ
of the primitive unit cell calculated by the DFPT method using QE, which are
consistent with results from the FDM method using VASP (these results are not
shown here).

per atom is determined by the alloy composition in the VCA. For example, W0.50Ta0.50,

W, and W0.50Re0.50 have 5.5, 6.0, and 6.5 valence electrons per atom, respectively. The

lattice constant decreases and the bulk modulus increases with increasing valence electrons,

consistent with the prediction based on the d-band filling and experimental measurements

[14]. C44 monotonously increases with the addition of electrons, which agrees with the

experiments as well [14]. Notably, the C′ of W-Re alloys monotonously decreases with

increasing d electrons, which manifests that the BCC W-Re alloy becomes structurally

unstable due to the increment of Re concentration [14]. In summary, all these parameters

change smoothly with the solid solute concentrations, and they coincide with the recent

results of W-Ta/W-Re alloys using the VCA pseudopotentials [139]. So it is a reasonable

approximation to apply these VCA pseudopotentials to investigate the effects of Ta/Re

solutes on the ideal strengths and lattice instability mechanisms of W alloys.

3.3.2 Ideal strength and shear instability

The ideal strength behaviors of W, W-Re, and W-Ta alloys were investigated based

on different methods, including standard PAW-PBE pseudopotentials by VASP, MT-PBE

pseudopotentials by QE, and VCA pseudopotentials by QE. All results are mutually consis-
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(a)

(b)

Figure 3.4: The correlation of lattice constant (a), C44 (b) with the concentration of Re in
W1–xRex, respectively, calculated in VCA scheme.

tent. Pure W exhibits intrinsically brittle behaviors because the ESI along OP only occurs

after the stress reaches the ideal tensile strength along TP. Alloying W with a large amount

of Ta can generate intrinsically ductile behavior because fewer valence electrons promote

ESI along OP before the stress reaches the ideal tensile strength along TP. Alloying W with

Re can create ideal tensile behavior with more severe brittle characteristics because more

valence electrons inhibit ESI along the OP.

3.3.2.1 Ideal tensile strength of W-Ta alloys

The ideal tensile behavior of W and W-Ta calculated by standard PAW-PBE pseudopo-

tentials using VASP is summarized in Figure 3.6. The stress-strain relations for pure W

behave identically in both TP and OP when ε11 < 18% as shown in Figure 3.6 (a). In

both TP and OP, σ11 reaches the ideal tensile strength σIT
11 = 29.6 GPa when ε11 reaches
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(a)

(b)

Figure 3.5: The correlation of C′ (a) and bulk modulus (b) with the concentration of Re in
W1–xRex, respectively, calculated in VCA scheme.

the ideal tensile strain εIT
11 = 14%. When ε11 is larger than a critical value (nearly 18% for

pure W), σ11 along OP drops dramatically compared with σ11 along TP. Above the same

critical strain, the lattice constants of b2 along [011]BCC and b3 along [011]BCC start to be

divergent along OP as shown in Figure 3.6 (b). This transition of lattice constants is also

described by ESI illustrated in Figure 2.3 (b). Thus, the critical strain for ESI, marked as

εESI
11 in the following sections, is approximately 18%. However, such εESI

11 is at least 4%

larger than εIT
11 along TP. It means the perfect W crystal should still fail by cleavage fracture

deformation and pure W is intrinsically brittle.

Our recent investigations of ideal tensile behavior suggest that ESI is induced by the

Jahn-Teller distortion of electronic structures [197]. Jahn-Teller distortion splits the degen-

erate energy levels of symmetry-related and partially occupied electronic band structures
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(a)

(b)

Figure 3.6: The ideal tensile strength behaviors of the perfect W and W-Ta alloy systems
under [100] tensile strain. (a): The stress-strain curves along both TP and OP
of W, W15Ta1 supercell and WTa in B2 supercell from VASP calculations; (b):
The corresponding variations of the lattice constants of the tetragonal supercells
under [100] tensile strain along the OP from VASP calculations, where b2 and
b3 are defined in Figure 2.3.

near the Fermi level [112]. This distortion activates symmetry-breaking structural transfor-

mation and ESI along OP, so the reduction of valence electrons can shift down the Fermi

level and induce ESI with smaller ε11 [197]. For alloy W15Ta1 in conventional 2 × 2 × 2

BCC supercell shown in Figure 3.6 (a), σ11 along TP and σ11 along OP are different when

ε11 is above the critical strain 16 %. In Figure 3.6 (b), lattice constants of b2 and b3 for

W15Ta1 also become significantly divergent when ε11 is above 16%. So εESI
11 is 16% for
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W15Ta1. It confirms that a slight decrease in the number of valence electrons can induce

ESI with smaller εESI
11 (16% for W15Ta1 vs. 18% for pure W) [197]. However, because εESI

11

of W15Ta1 is still larger than εIT
11 = 14% corresponding to its σIT

11 along TP shown in Figure

3.6 (a), W15Ta1 should still fail by cleavage mode along TP and it is intrinsically brittle,

which is consistent with that W-Ta alloys are brittle when Ta concentration is small [139].

(a)

(b)

Figure 3.7: The ideal tensile strength behaviors of the perfect W and W-Ta alloy systems
under [100] tensile strain. (a): The stress-strain curves along both TP and OP of
W, W15Ta1 supercell and WTa in B2 supercell from QE calculations; (b): The
corresponding variations of the lattice constants of the tetragonal supercells
under [100] tensile strain along the OP from QE calculations, where b2 and b3
are defined in Figure 2.3.

The number of valence electrons further decreases for WTa in B2 structure. As shown
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in Figure 3.6 (a), the difference between σ11 along TP and σ11 along OP emerges when

ε11 >14% for B2 WTa; its σ11 along OP reaches its σIT
11 with the corresponding εIT

11 at a

certain value between 14% and 16%, since the σ11 has almost the same values at these two

strain states. Meanwhile, σIT
11 along TP can only be reached at εIT

11 = 18%. In addition,

the small divergence of lattice constants b2 and b3 for B2 WTa starts from ε11 ∼ 14%

and becomes evident when ε11 = 16% as shown in Figure 3.6 (b), indicating εESI
11 should

be approximately 14%. Thus, WTa in B2 structure should fail by ESI along OP and is

intrinsically ductile. These results further confirm that the decrease of valence electrons in

group VI BCC transition metal can transform its mechanical properties from intrinsically

brittle to intrinsically ductile behavior under ideal tensile deformation [197].

All the above these calculations on W and W-Ta alloys are repeated by standard MT-

PBE pseudopotentials using QE, and the results are plotted in Figure 3.7. For pure W, the

difference between σ11 along TP and σ11 along OP emerges when ε11 > 18%. This critical

strain is larger than εIT
11 = 16% for its σIT

11 along TP, so it is still intrinsically brittle. For

WTa in B2 structure, ESI occurs at ε11 = 14% illustrated by lattice constants b2 and b3

shown in Figure 3.7 (b). Correspondingly, σ11 reaches its σIT
11 along OP at εIT

11 = 14%,

which is smaller than its counterpart εIT
11 = 18% along TP, so it is intrinsically ductile.

These results are almost the same as those from VASP calculations with different types

of pseudopotentials. This consistency provides strong evidence that the intrinsic brittle-to-

ductile transition is the fundamental material property insensitive to calculation methods.

3.3.2.2 Ideal tensile strength of W-Re alloys

Our recent studies suggest that the addition of valence electrons into group VI BCC

transition metal inhibits its ESI along OP [197]. This prediction is confirmed by our current

calculations of W-Re alloys by standard PAW-PBE pseudopotentials using VASP. Figure

3.8 (a) shows W15Re1 show slightly lower ideal tensile strength compared with pure W. σ11

along TP and σ11 along OP for W15Re1 are different when ε11 is above the critical strain
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(a)

(b)

Figure 3.8: The ideal tensile strength behaviors of the perfect W and W-Re alloys under
[100] tensile strain. (a) The stress-strain curves along both TP and OP of W,
W15Re1 supercell and WRe in B2 supercell from VASP calculations; (b) The
corresponding variations of the lattice constants of the tetragonal supercells
under [100] tensile strain along OP from VASP calculations, where b2 and b3
are defined in Figure 2.3.

18 %, similar to the case of pure W. At the critical strain ε11 = 18%, the difference between

b2 and b3 for W15Re1 is slightly smaller than its counterpart of pure W at the same strain,

indicating less tendency for ESI for W15Re1. Such tendency is further enhanced as the Re

concentration raises. For B2 WRe alloy, TP and OP show the same stress-strain responses

when ε11 ≤ 25% as shown in Figure 3.8 (a), and the |b2| and |b3| always have the same

values as shown in Figure 3.8 (b), indicating no ESI in the whole deformation path.
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(a)

(b)

Figure 3.9: The ideal tensile strength behaviors of the perfect W and W-Re alloys under
[100] tensile strain. (a) The stress-strain curves along both TP and OP of W,
W15Re1 supercell and WRe in B2 supercell from QE calculations; (b) The
corresponding variations of the lattice constants of the tetragonal supercells
under [100] tensile strain along OP from QE calculations, where b2 and b3 are
defined in Figure 2.3.

The calculations for W-Re alloys performed using QE provide essentially the same

results as VASP calculations. When Re concentration increases, the differences of σ11 be-

tween OP and TP decrease and vanish eventually, as presented in Figure 3.9. The supercell

for B2 WRe alloy keeps tetragonal symmetry throughout the deformation path, so it can

completely inhibit ESI along OP due to the increment of the valence electrons.

The above calculations are based on the conventional supercells and standard pseu-
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(a)

(b)

Figure 3.10: The ideal tensile behavior of W1–xRex in the VCA scheme under [100] tensile
strain. (a): Stress-strain curves along both TP and OP. (b): The correspond-
ing variations of the lattice constants of the tetragonal supercells under [100]
tensile strain along OP. Here b2 and b3 are defined in Figure 2.3.

dopotentials so that the ideal tensile behavior could be affected by the artificial order in

supercells. The ideal tensile behavior and lattice constant variations of W1–xRex alloys

based on the VCA pseudopotentials are presented in Figure 3.10. These results contain

no artificial-order effects so that they are more representative of the random binary solid

solution alloys. When the concentration of Re increases from 10% (W0.9Re0.1) to 25%

(W0.75Re0.25), the ideal tensile strength σIT
11 decreases and the critical strain εESI

11 , above

which the stress and lattice constant divergences between the TP and OP emerge, increases
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from 18% to 20%. As Re concentration increases to 50 % for W0.5Re0.5, σIT
11 further de-

creases, and the two deformation paths become identical throughout the deformation path,

the same as B2 WRe alloy in Figure 3.9. Because VCA method ignores the variations

of cation characteristics at different lattice sites, it further confirms that ESI along OP is

inhibited for W-Re alloys mainly due to the d-band filling effect.

3.3.3 Ideal strength and phonon instability (PI)

According to Section 3.3.2, Re can inhibit ESI along OP and keep W-Re alloys in

brittle failure mode under [100] ideal tensile deformation. This brittleness tendency is

inconsistent with the experimental facts that the addition of Re can improve the ductility of

W-based alloys [154, 155, 184, 208]. However, the above investigations of W alloys only

consider elastic instability(EI), which means the identical motion occurs to each atom of

the crystal in a homogenous tensile or shear distortion until σ11 reaches σIT
11 along either TP

or OP. Besides, crystals can become dynamically unstable due to heterogeneous motions of

atoms when there are imaginary frequencies for specific phonon modes, also called phonon

instability (PI). Polarization vectors of these unstable phonon modes usually correspond to

defects nucleation or structural transformation, such as dislocation emission or deformation

twinning [38, 141]. Therefore, analyses of phonon instability mechanisms for W, W-Ta,

and W-Re alloys under [100] ideal tensile deformation are explained in this section.

3.3.3.1 Phonon instability in Pure W

Figure 3.11 exhibits the evolution of phonon dispersion curves for pure W under in-

creasing tensile strain along [100]. For a particular value of ε11, only the phonon branch

with the lowest frequencies of the phonon dispersion relations is plotted along a specific

high-symmetry path in k-space defined in Figure 3.1. By convention, imaginary frequen-

cies are plotted as the negative values. Figure 3.11 (a) exhibits that PI with imaginary

frequencies first appears near the Γ point at ε11 = 15% in the FDM calculations using
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(a)

(b)

Figure 3.11: Phonon frequencies of pure W under different ε11 along TP during the [100]
ideal tensile deformation. Only the branches with the lowest frequencies of the
phonon dispersion relations are plotted. (a) Phonon dispersion curves calcu-
lated by FDM methods using VASP. (b) Phonon dispersion curves calculated
by DFPT method using QE.

VASP, but the critical strain εIT
11 ≈ 14% for ideal tensile strength σIT

11 along TP for pure W

as shown in Figure 3.6 (a). In the DFPT calculations of QE, PI happens near the Γ point at

ε11 = 18%, and pure W also reaches σIT
11 when ε11 = 18% along TP, as shown in Figure 3.7

(a). If the critical ε11 for the appearance of PI under [100] ideal tensile deformation is de-

fined as εPI
11, εPI

11 equals to σIT
11 for pure W (the small mismatch should be the consequence

of different discrete step sizes for strain increments in ideal tensile and phonon calcula-

tions). The unstable phonon modes at εPI
11 are located at the Γ point, corresponding to the
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limit of long-wavelength motions that are equivalent to the homogenous elastic deforma-

tion. Therefore, for pure W, the phonon modes only become dynamically unstable when

the system reaches its elastic limit under the ideal tensile strength. The phonon analyses

verify that it is the elastic instability that leads to the brittle fracture of W.

3.3.3.2 Phonon instability in W-Ta alloys

For W-Ta and W-Re alloys, since the atomic mass and valence electron number of Re/Ta

differ from those of W, the artificial order in the superlattice structures (B2 WTa/WRe or

W15Ta1/W15Re1 in a conventional 2 × 2 × 2 BCC unit cell) may significantly underesti-

mate εPI
11, the critical strain for the phonon instability [141]. We have verified that εPI

11 for

B2 WTa/WRe superlattice is indeed much smaller than εPI
11 for VCA W0.5Ta0.5/W0.5Re0.5.

Such artificial ordering of lattice structure usually does not exist in real W alloys. There-

fore, We only focus on the phonon instability of W alloys in the VCA scheme.

For VCA W0.5Ta0.5 alloy, the stress-strain behavior and the corresponding phonon dis-

persion curves are plotted in Figure 3.12. The stress-strain behavior for the VCA W0.5Ta0.5

calculated by QE in Figure 3.12 (a) is almost equal to the results for B2 WTa calculated

by VASP in Figure 3.6 (a) and those by QE in Figure 3.7 (a). The VCA W0.5Ta0.5 is also

intrinsically ductile under [100] tensile, since σIT
11 is first obtained when ε11 increases to

εIT
11 ≈ 14% along OP before εIT

11 ≈ 18% along TP. DFPT method is applied to calculate the

phonon dispersion relations of the VCA W0.5Ta0.5 using the primitive unit cell under an

increasing ε11 along TP. Figure 3.12 (b) shows the Γ-X phonon branch along [0 ξ 0] first

becomes negative near the Γ point when ε11 ≈ 15%, close to its εIT
11 along OP (the small

mismatch is the consequence of different discrete step sizes for strain increments in ideal

tensile and phonon calculations). Thus, similar to the pure W, VCA W0.5Ta0.5 becomes dy-

namically unstable due to the phonon modes corresponding to the limit of long-wavelength

motions when the system reaches its elastic limit under the ideal tensile strength.

Analyses of the polarization and wave vectors of the unstable phonon mode further
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(a)

(b)

Figure 3.12: (a) The ideal tensile behavior of W0.5Ta0.5 in the VCA scheme under [100]
tensile strain. (b) Phonon frequencies of VCA W0.5Ta0.5 under different
ε11 along TP during the [100] ideal tensile deformation calculated by DFPT
method using QE. Only the branches with the lowest frequencies of the
phonon dispersion relations are plotted.

confirm that the phonon instability in VCA W0.5Ta0.5 is equivalent to ESI along the OP.

As shown in Figure 3.13 (a), the wave vector k is along [010] direction, and the polariza-

tion vector p is along [001] direction. Since k is near the Γ point and perpendicular to p,

the phonon has a long-wavelength transverse wave mode, denoted by T[001][0 ξ 0], and it

should induce elastic shear deformation. In fact, the phonon mode T[001][0 ξ 0] near the Γ

point is regarded as the elastic shear deformation that is closely related to the elastic con-

stant C44 [55, 185]. Figure 3.13 (b) illustrates that the transverse waves of the T[001][0 ξ 0]
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(a)

(b)

Figure 3.13: A sketch of the unstable T[001][0 ξ 0] phonon mode in VCA W0.5Ta0.5 al-
loy:(a) The polarization vector p and the wave vector k of the unstable phonon
mode. (b) Projection of the crystal structure on (100)BCC plane to illustrate
the phonon instability is equivalent to the ESI in Figure 2.3 (b).
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mode shear the neighboring (010) atomic planes. As a result, one of the unit cell vectors

([010]BCC and [001]BCC) in the 2D square lattice of (100) plane is tilted relative to the

other. This deformation geometrically transforms the 2D square lattice to a rhombus struc-

ture. Thus, the whole 3D lattice changes from the tetragonal to orthorhombic symmetry in

the same ESI mechanism illustrated in Figure 2.3 (b) when the unstable phonon propagates.

3.3.3.3 Phonon instability in W-Re alloys

The phonon dispersion curves for VCA W1–xRex alloys under different ε11 during the

[100] ideal tensile deformation are plotted in Figure 3.14. For VCA W0.9Re0.1 alloy in

Figure 3.14 (a), the imaginary frequencies appear first near the Γ point when ε11 increases

to the critical value εPI
11 = 15%, which is close to εIT

11 ≈ 14% for its ideal tensile strength

σIT
11 shown in Figure 3.10 (a). So this long-wavelength phonon instability is equivalent to

its elastic instability, similar to the case of pure W discussed in Section 3.3.3.1.

For VCA W0.75Re0.25 alloy in Figure 3.14 (b), the critical strain εPI
11 for the emergence

of imaginary frequencies is 11%, smaller than εIT
11 = 12% for its σIT

11 shown in Figure 3.10

(a), so the imaginary phonon frequencies appear before the stress reaches its σIT
11 to induce

the elastic tensile failure. Figure 3.14 (b) also reveals the unstable phonon modes are along

the Γ-GP branch (k = [2ξ ξ ξ]) at the critical strain εPI
11 = 11% for VCA W0.75Re0.25.

Notably, when the phonon mode of the wave vector k=[0.2 0.1 0.1] along the Γ-GP branch

first becomes negative (imaginary) at εPI
11 = 11%, other phonon branches, including long-

wavelength modes near the Γ point, are still positive. It means this phonon instability is not

triggered by a long-wavelength phonon mode equivalent to homogenous elastic deforma-

tion. Instead, the crystal becomes dynamically unstable due to the phonon instability with

a wavelength of several atomic layers. This short-wavelength phonon instability becomes

further visible when the Re concentration increases. For VCA W50Re50 alloy in Figure

3.14 (c), the imaginary phonon frequencies first appear at the critical strain εPI
11 = 9% be-

fore the stress reaches σIT
11 at εIT

11 = 10% as shown in Figure 3.10 (a). The corresponding
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(a)

(b)

(c)

Figure 3.14: Phonon frequencies of VCA W1–xRex under different ε11 along TP during
the [100] ideal tensile deformation calculated by DFPT method using QE. (a):
W0.9Re0.1. (b): W0.75Re0.25. (c): W0.5Re0.5.
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(b)

Figure 3.15: The most negative phonon frequencies along different branches of phonon
dispersion curves for different VCA W1–xRex alloys at ε11 = 12% during the
[100] ideal tensile deformation.

wave vector k is [0.29 0.14 0.14] along the Γ-GP branch, also away from the Γ point.

The ideal tensile behavior and phonon spectrums of W0.85Re0.15, W0.80Re0.20, and

W0.75Re0.25 alloys in VCA scheme are also investigated to further confirm the effect of

Re on the phonon instability of W-Re alloys. For all these three compositions, the critical

strain εIT
11 corresponding to the ideal tensile strength σIT

11 is close to 12%. Meanwhile, the

most negative (imaginary) frequencies along different branches (Γ-N, Γ-P, and Γ-GP) as

functions of Re concentration are plotted in Figure 3.15. It reveals that the Γ-GP branch al-

ways has the most negative value for these alloys, suggesting the first imaginary frequency

always appears along Γ-GP branch. With the increment of Re concentrations, the imag-

inary phonon modes always produce more negative frequencies. For example, the most

negative frequency along Γ-GP branch changes from ∼-0.4 THz for W0.85Re0.15 to ∼-1.0

THz for W0.75Re0.25, suggesting the critical strain εPI
11 for the emergence of imaginary fre-

quencies should decrease with the increase of Re concentration. Thus, phonon instability

along Γ-GP branch for W-Re alloys is promoted by the increments of Re concentration and

the number of valence electrons per atom.

Figure 3.16 illustrates the analyses of the polarization and wave vectors of the unstable

phonon modes in VCA W0.75Re0.25 alloy. When the critical strain of phonon instability
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(a)

(b)

Figure 3.16: A schematic illustration of the dynamic instability of T[211][2ξ ξ ξ] phonon
mode in VCA W0.75Re0.25 alloy. (a): The polarization vector p and the wave
vector k of unstable phonon mode shown in the 3D lattice (left) and on the
projection of atoms on (011) plane (right). (b): Sketch of the hard sphere “roll
over” model [141]. The polarization vector p is the instantaneous tangent
direction along the transition path of the dislocation nucleation event, and it
has a small angle with Burgers vector b. Here the green/blue circles stand for
atoms at the corner/center of BCC unit cells.

εPI
11 is applied, the unstable phonon propagates along the wave vector k perpendicular to

(211̄) planes, and atoms oscillate along the direction of the polarization vector p close to

[211] with different phase factors. This unstable phonon mode can promote dislocation

nucleation on 1/2[111](211̄) slip system, which is among the most typical slip systems for

BCC crystals. The angle between the polarization vector p ‖ [211] and the Burgers vector

1/2[111] is about 18◦. This deviation between p and the Burgers vector is consistent with
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previous dynamics stability analyses [141], which indicates that the nucleation of certain

dislocation due to phonon instability requires the atoms on the potential slip plane to roll

over their neighbor atoms to minimize the dislocation nucleation barrier. The phonon po-

larization direction p responds to the instantaneous rolling direction [141] as illustrated in

Figure 3.16 (b). Thus, the unstable phonon for W1–xRex VCA alloys under the critical

strain before the elastic tensile failure can activate the emission of 1/2〈111〉{2̄11} disloca-

tions and enhance the preference of ductile plastic deformation to the brittle fracture under

the extremely high-stress condition, like the local region near the crack tip.

3.3.4 LEFM analyses

The ideal strength, elastic and phonon instability criteria emphasize the stress/strain

evolution, and the LEFM theory emphasizes the energetic variations. This section covers

LEFM analyses on the intrinsic brittleness/ductility in circumstances similar to the defor-

mation of real metals/alloys. Our LEFM analyses output the critical stress intensity factors

KIc for the cleavage propagation along the {100} plane and KIe for the emission of dis-

locations in 1/2 〈111〉 {2̄11} and 1/2 〈111〉 {1̄10} slip systems for different W1–xTax and

W1–xRex VCA alloys under Mode I loading along 〈100〉 directions. The parameters in

LFFM analyses listed in Table 3.3 are the elastic constants, surface energies γs (100), and

unstable stacking fault energies (γusf (211) and γusf (110)) calculated using VCA pseudopo-

tentials by QE. The results of KIc and KIe for different alloys are summarized in the Figure

3.17, where the number of valence electrons per atom indicates the chemical composition

of VCA W1–xTax and W1–xRex alloys.

The individual values of KIc and KIe for 1/2 〈111〉 {2̄11} and 1/2 〈111〉 {1̄10} slip sys-

tems are plotted in Figure 3.17 (a). Starting from pure W (the number of valence electrons

per atom equals to 6.0), KIc and KIe of two slip systems both decrease with the increment

of valence electrons per atom by adding more Re into W. These trends are consistent with

the variations of γs (100), γusf (211)m and γusf (110) listed in Table 3.3. A parameter KIe/KIc
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Table 3.3: Parameters in LEFM analyses: lattice constant a [Å], elastic constants [GPa],
and unstable stacking fault energy γusf and surface energy γs [J/m2]. The devi-
ations between the values of pure W from our DFT calculations and those from
previous results [151] should result from the usage of different pseudopotentials.

.

a C11 C12 C44 γusf (211) γusf (110) γs (100)
W0.50Ta0.50 3.250 344 187 92 1.599 1.276 3.941
W0.75Ta0.25 3.209 436 189 123 2.182 1.859 4.65
W0.80Ta0.20 3.199 467 190 136 2.191 1.992 4.771
W0.85Ta0.15 3.189 487 191 148 2.241 2.083 4.862
W0.90Ta0.10 3.178 512 191 160 2.258 2.095 4.935
W0.95Ta0.05 3.172 532 193 170 2.245 2.133 4.992
W 3.171 534 193 177 2.120 2.021 4.847
W [151] 3.165 523 203 160 1.978 1.762 4.630
W0.95Re0.05 3.168 537 199 182 2.025 1.944 4.749
W0.90Re0.10 3.166 536 203 184 1.930 1.867 4.643
W0.85Re0.15 3.163 531 208 187 1.832 1.768 4.534
W0.80Re0.20 3.161 527 211 189 1.738 1.687 4.426
W0.75Re0.25 3.159 529 217 191 1.647 1.610 4.323
W0.50Re0.50 3.149 512 243 198 1.243 1.132 3.905

is introduced to evaluate the intrinsic ductility of alloys because KIe/KIc can quantitatively

describe the preference of dislocation emission over the crack propagation to release the

strain energy at the crack tip [201, 9]. Figure 3.17 (b) shows that KIe/KIc decreases for both

1/2 〈111〉 {2̄11} and 1/2 〈111〉 {1̄10} slip systems when pure W is alloyed with higher Re

concentrations in the VCA scheme. It means to increase valence electrons in W promotes

the dislocation emission near the crack tip under Mode I loading along 〈100〉 and leads

to more ductile deformation. This result is consistent with the ideal tensile results that al-

loying Re solutes can induce short-wavelength phonon instability for W alloys to raise the

tendency of dislocation nucleation under the extremely high-stress condition.

Noticeably, KIe/KIc of both 1/2 〈111〉 {2̄11} and 1/2 〈111〉 {1̄10} slip systems are larger

than 1.0 for pure W. It means the propagation of {100} cleavage fracture occurs under less

stress intensity factors than dislocation emissions at the crack tip under Mode I loading de-

scribed as Figure 3.2, so pure W is intrinsically brittle. KIe/KIc of 1/2 〈111〉 {2̄11} becomes

smaller than 1 when Re concentration is above a critical value slightly larger than 0.25 ac-
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(a)

(b)

Figure 3.17: Cleavage and dislocation emission competition for different W alloys in the
VCA scheme predicted by anisotropic LEFM analyses based on crack tip ge-
ometry in Figure 3.2. The number of valence electrons per atom is 6.0 for pure
W, and it decreases/increases linearly in variance of Ta/Re concentration. (a):
The variations of critical stress intensity factor KIc for Griffith cleavage and
KIe for dislocation emissions of 1/2 〈111〉 {2̄11} and 1/2 〈111〉 {1̄10} slip. (b):
The variation of the ductility parameter KIe/KIc for both slip systems.

cording to Figure 3.17 (b). It means that the 1/2 〈111〉 {2̄11} dislocation emission occurs

under less stress intensity factors than the cleavage fracture, so W1–xRex VCA alloys are
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intrinsically ductile above this critical Re concentration [201, 9]. Interestingly, this critical

Re concentration is close to its counterpart to induce unstable phonon modes to activate

dislocation nucleation before elastic tensile failure predicted in Figure 3.14 (b).

Figure 3.17 (b) also unveils that, when a small amount of Ta (less than 25%) is added to

pure W, KIe/KIc first increases to some extent for both 1/2 〈111〉 {2̄11} and 1/2 〈111〉 {1̄10}

slip systems. These changes demonstrate that to slightly decrease valence electrons of W

inhibits the dislocation emission near the crack tip under Mode I loading along 〈100〉 so

that W1–xTax VCA alloys prefer to more brittle deformation. This result matches with

the previous DFT calculations [139] and experiments [263], both of which show that Ta

reduces the ductility of W alloys when Ta concentration is smaller than 10%. However,

when Ta concentration is higher than a specific value between 25 % and 50 %, KIe/KIc of

both slip systems for W1–xTax VCA alloys decline to values smaller than their counterparts

of pure W. These W alloys with high Ta concentration become more ductile compared with

pure W, consistent with the ESI revealed by ideal tensile calculations in Section 3.3.2.1.

Another interesting result of these LEFM analyses is the change of the preferable slip

system in W alloys. A comparison of KIe between two slip systems in Figure 3.17 (a)

indicates that 1/2 〈111〉 {2̄11} slip system is more favorable for the dislocation emission

at the crack tip than 1/2 〈111〉 {1̄10} in pure W and W-Re alloys, but adding a significant

amount (∼ 50%) of Ta solutes into W generates a preference to 1/2 〈111〉 {1̄10} dislocation

emission. This transformation of the preferable slip system by the variation of valence

electrons is consistent with our phonon analyses in W1–xTax and W1–xRex VCA alloys as

shown in Figure 3.13 and 3.14. It also agrees with the results of DFT-based dislocation

core structure calculations and microcantilever bending experiments [140], which show

that adding Re in W facilitates the 1/2 〈111〉 {2̄11} dislocations while alloying Ta in W

favors the 1/2 〈111〉 {1̄10} dislocations.
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3.4 Conclusion

Tuning the d-band filling by chemical alloying can make the brittle BCC W metal more

ductile due to different lattice instability mechanisms [197]. W-Ta alloys of small Ta con-

centration prefer to brittle cleavage fracture during [100] ideal tensile deformation so that

they are intrinsically brittle, as pure W. The addition of high-concentration (∼ 50 %) Ta

makes ESI occur before brittle cleavage fracture during [100] ideal tensile deformation so

that these W-Ta alloys are intrinsically ductile. Consistently, LEFM analyses reveal that

small amount of Ta (less than ∼ 25%) in W-Ta alloys increase the preference of {100}

cleavage fracture propagation than dislocation emissions near the crack tip under Mode I

loading along 〈100〉, so these W-Ta alloys should be more brittle than pure W. Higher Ta

concentrations (above a specific value between 25 % and 50 %) in W-Ta alloys induce the

preference of dislocation emissions, especially for those of 1/2 〈111〉 {1̄10} slip systems.

Re inhibits ESI in W-Re alloys during [100] ideal tensile deformation. However, Re

above a critical concentration (∼ 25%) in W-Re alloys provokes the phonon instability

with T[211][2ξ ξ ξ] phonon mode before the W-Re alloys reach elastic instability. The

propagation of this unstable phonon mode correspond to the initialization of 1/2[111](211)

dislocation nucleation, so these W-Re alloys are still intrinsically ductile. Consistently,

LEFM analyses show that, when Re concentration is above a similar critical concentration,

the emission of dislocations in 1/2 〈111〉 {2̄11} slip system is mostly favorable than {100}

cleavage fracture propagation and 1/2 〈111〉 {1̄10} dislocation emission near the crack tip

under Mode I loading along 〈100〉, so these W-Re alloys are intrinsically ductile also ac-

cording to LEFM analyses.

In general, for the BCC refractory metals and alloys, the differences in ductility be-

haviors found in the real materials indeed are consistent with the differences in their lattice

instability behavior in this work [281, 58]. These lattice instability criteria provide valuable

and easily obtainable indicators of material ductility without considering other factors at a

larger scale or from the external environment.
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CHAPTER IV

Accurate Interatomic Potential of Nb for Studies on

Deformation Defects

In BCC refractory alloys, with interesting intrinsic crystal deformation properties re-

vealed in Chapter III, this work is to promote atomistic simulations to accurately reflect

the intrinsic mechanical properties and interatomic bonding characteristics for the study

of defects nucleation and evolution during plastic deformation. We created an interatomic

potential that can reproduce bonding characteristics and defect properties for Nb consistent

with those from DFT calculations [266]. This potential combined with and other accu-

rate MEAM potentials for BCC refractory metals and alloys can assist our large-scale MD

simulations to investigate the effects of interatomic bonding characteristics on the plastic

deformation at mesoscale, such as the ductility difference between Nb and Mo.

4.1 Introduction

Niobium (Nb) as a refractory metal has many promising properties, such as outstand-

ing high-temperature mechanical performances and suitable biocompatibility. Moreover,

Nb shows excellent ductility and formability at room temperature, although its non-close

packed body-centered cubic (BCC) lattice and directional chemical bonding due to d elec-

trons that usually result in brittle deformation at relatively low temperatures (room tem-
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perature or lower) for other similar transition metals, such as molybdenum (Mo), tungsten

(W), and iron (Fe) [5, 116, 52, 52]. On the other hand, first-principles calculations based

on DFT revealed [128, 197] that Nb is intrinsically ductile due to its ESI during 〈100〉 ideal

tensile deformation before cleavage fracture along the typical {100} cleavage plane.

It is tempting to build clear and quantitative connections between the intrinsic ductility

revealed in perfect crystals by DFT calculations and the ductile properties of realistic mate-

rials revealed by macroscopic experiments. A fundamental step is to correlate the intrinsic

ductility and ideal strength of perfect Nb crystal to the characteristics of individual defor-

mation defects, such as the nucleation and motion of dislocations and deformation twin-

ning. Nevertheless, for mesoscopic mechanical processes involving dislocation network

evolution or crack propagation, their length/time scales lie beyond the domain achiev-

able by the nowadays computational power to fulfill DFT calculations. One remedy is

to develop mesoscale models using deformation defect characteristics obtained from large-

scale molecular dynamics/statics simulations, where the empirical interatomic Nb potential

should represent the fundamental ductile essentials consistent with DFT calculations.

To describe many-body interactions, embedded-atom method (EAM) [43] and Fin-

nis–Sinclair (FS) [64, 4] potentials treat each atom embedded in a host environment con-

sisted of other neighboring atoms, and the embedding energy is a function of the “electronic

density” contributed by all its neighboring atoms. EAM and F-S potentials are efficient in

computations, but they have limitations to represent directional bonding properties. For di-

rectional bonding features to represent the inherent ESI in Nb, we applied a MEAM that is

based on EAM but included three-body interactions in its “electron density”. The MEAM

model was first proposed by Baskes [21] to describe various bonding characteristics in-

cluding s, p, d, and f type angular contributions, and later successfully applied to study

advanced metals and alloys of complex atomic interactions [133, 138, 196, 179, 273, 54].

In this work, we applied MEAM spline form in the development of Nb potential with

emphasis on the simulations of its deformation behaviors under extreme and anisotropic
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loading conditions [197, 47]. We fitted the MEAM potentials using force matching method

[60] based on data from DFT calculations, and we employed a cubic spline interpolation

scheme of tabulated parameters rather than analytic formulas [138]. To minimize force

difference between the MEAM potential and DFT calculations, we applied an evolution

strategy (ES) and a model selection during the fitting and validating process. We applied

the MEAM potential to calculate structural, thermal and mechanical properties of Nb and

compared them with results from DFT calculations and/or experiments. We demonstrated

the difference of ductility during MD tensile test with Nb and Mo MEAM potentials.

4.2 Computational methods

4.2.1 Modified embedded-atom method

In MEAM, the total energy Etot of the system is in the form

Etot =
1
2

∑
i,j(j6=i)

φ(rij) +
∑

i

U(ni) (4.1)

where φ(rij) represents pair interactions between atoms i and j of a distance rij. U(ni) is

embedding function of ni, which is the total “electron density” at atom i’s position. This

background “electron density” in MEAM model combines both two-body and three-body

interactions for the atom i with all its neighboring atoms as

ni =
∑

j

ρ(rij) +
1
2

∑
jk

f(rij)f(rik)g[cos(θjik)] (4.2)

where both ρ(rij) and f(rij) are functions of a distance rij between atoms i and j. g[cos(θjik)]

is a function of θjik, the angle between the bond connecting atoms j and i and the bond con-

necting atoms i and k. Unlike the EAM, the embedding function in MEAM has an angular

term f(rij)f(rik)g[cos(θjik)] and loses the physics as a uniform electron density [21]. Equa-

tion 4.2 is equivalent to Baskes’ model [21] that g[cos(θ)] = A1 cos(θ) + A2 cos2(θ) +
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A3 cos3(θ). In Equation 4.1 and Equation 4.2, the functions φ(r), U(n), ρ(r), f(r) and

g[cos(θ)] are described by cubic spline interpolations [196], which add more flexibility

to fit forces obtained by the first principle calculations.

4.2.2 Force matching method

We adopted the force-matching method [60] to determine the five functions φ(r), U(n),

ρ(r), f(r) and g[cos(θ)] in the MEAM. We minimized differences between energies/forces

generated by DFT calculations and those calculated by the MEAM potential for the same

atomic configurations. Thus, the optimization target is the error function Ztotal as

Ztotal = wfZforce + weZenergy (4.3)

where wf and we are weighting factors of the error function for forces Zforce and energies

Zenergy, respectively. Some previous studies incorporated stress terms in the target function

[63]. In our cases, we noticed that incorporating stresses did not significantly improve the

quality of fitting results despite more time spent for stress calculations during iterations.

Thus we skipped fitting stresses for each data and incorporated more force data if necessary.

The error functions for the forces Zforce and energies Zenergy are

Zforce =
C∑

i=1

wi

Ni∑
j

∑
α∈x,y,z

Hpen(uijα) (4.4)

Zenergy =
C∑

i=1

wiHpen(ui) (4.5)

where C is the total number of configurations included in the dataset. Ni is the total number

of atoms in the configuration i, and wi is the weighting factor for configuration i. ui and

uijα are residuals of energies and forces between DFT and MEAM potential calculations.
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Hpen(u) is the Huber penalty function (also called robust least-squares) [27],

Hpen(u) =


u2 if |u| < M

M(2|u| – M) if |u| ≥ M
(4.6)

M is a parameter to be determined. This penalty form agrees with the least-squares penalty

function when residuals are smaller than M. The penalty grows linearly in l1-norm form

for residuals larger than M, which ensures that our fitting is less perturbed by ourliers

since l1-norm approximation is the most robust to outliers among (convex) penalty function

approximation methods. The residuals of forces uijα and energies ui are calculated by

uijα =
|FMEAM

ijα – FDFT
ijα |

|FDFT
ijα | + ε

(4.7)

ui = |EMEAM
i – EDFT

i | (4.8)

We measured the relative error of forces, and add a parameter ε to prevent errors of small

forces render the penalty to be extreme large.

4.2.3 Fitting procedures

To build the Nb MEAM potential, we first applied DFT calculations to generate the

force and energy dataset. Next, we implemented a ES for the optimization and a k-fold

model selection to choose the parameters of the five functions φ(r), U(n), ρ(r), f(r) and

g[cos(θ)]. Finally, we examined the accuracy, transferability, and limitations of the MEAM

potential by MS / MD calculations with DFT or experiment results.

In the first step, we built a DFT dataset with 4217 energies and 32601 force compo-

nents. We employed four types of atomic configurations in the DFT dataset: one-atom BCC

primitive cells under different types and magnitudes of strain exerted on the cell (includ-

ing those from ideal tensile/shear deformation); FCC and hexagonal close packed (HCP)
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unit cells with varying lattice constants near the equilibrium states; 5×5×5 duplicated

BCC primitive supercells of 125 atoms that record atomic trajectories using ab initio MD

simulations; 16-atom supercells generated by USPEX, a crystal structure prediction soft-

ware [173, 174, 149], based on crystal symmetries randomly selected from Space Groups

of Number 2-230. Our DFT data were purely based on strained/unstained simple phases

(BCC, HCP and FCC), their thermally activated atomic trajectories, and crystal structures

with randomly selected symmetric structures.

• Elastic strain: We added one-atom BCC primitive cells with various types of elastic

strains, including volumetric strains, volume-conserving orthorhombic strains and

volume-conserving monoclinic strains.

• Ideal tensile/shear deformation and phase transformation: We added atomic configu-

rations generated by applying extremely large strains and/or atomic shuffles, includ-

ing BCC crystals under 〈100〉 ideal tensile deformation along TP and OP [197, 265],

ideal shear along 〈111〉 on {211} and {110} planes, elastic strains and atomic shuffle

in Burgers model of BCC-to-HCP transformation [57].

• HCP and FCC phases: We added one-atom FCC primitive cells and two-atom HCP

unit cells, and the lattice constants were sampled near the equilibrium FCC and HCP

states without applied stress by DFT calculations.

• Thermal activated atomic trajectory: Upon a 5×5×5 BCC conventional supercell,

we run ab initio MD simulations for 1500 fs with temperatures from 400 K to 4000

K (one configuration per 200 K) and chose the last configuration of each run.

• Random chosen symmetric structures: We applied routines of USPEX to generate

multiple 16-atom configurations that have symmetries of space groups randomly cho-

sen from space group Number 2 to Number 230, such as P4/mmm, P2/m, C2/m etc.
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We applied VASP [129] for DFT calculations with the 10–4 eV/atom energy conver-

gence threshold for all electronic self-consistent calculations. The pseudopotentials were

based on the PAW method [130] and the PBE exchange-correlation functional [182]. Γ-

centered k-point were applied with meshed by 31×31×31 for the primitive cell, and the

number of k-point for other supercells change inverse proportionally to the supercell size.

We used 450 eV plane-wave cutoff energy and first-order Methfessel-Paxton smearing of

0.2 eV smearing width [159] for partial occupancies of each wave function.

In the fitting procedure, we implemented the Covariance Matrix Adaptation Evolution

Strategy (CMA-ES) algorithm [92, 91] to minimize the error function Ztotal. CMA-ES is

a stochastic method that can tackle continuous domain optimization of non-linear, non-

convex functions. The CMA-ES belongs to the class of evolutionary algorithms that are

normally based on an interleaving of variation (including recombination and mutation) and

selection processes. In our implementation, the fitting variables are spline knots of the

five MEAM functions φ(r), U(n), ρ(r), f(r) and g[cos(θ)], and pairwise dependencies be-

tween variables exist due to knots are connected together to describe one empirical potential

curve. During the optimization iteration, new candidate individuals are sampled according

to a multivariate normal distribution based on a moving mean vector and covariance matrix

which are internal state variables of the algorithm. The force penalty function Equation 4.6

is applied to measure the fitness of each solution. Then a new mean value is selected for the

distribution as the recombination step, and a random perturbation vector is added to each

candidate solution with zero mean as the mutation step. In general, the whole optimization

loop includes sampling of new candidate solutions, sorting sampled solutions upon their

fitness, and updating internal state variables including covarance matrix and step-size vari-

ables. We refer our initial values of spline knots to parameters of a Mo MEAM potential

[179] since Mo and Nb are adjacent elements in the periodic table.

Although the CMA-ES is efficient and robust even for rugged search landscape and

local optima, the initially fitted potentials may not be robust since some configurations that
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Figure 4.1: The cubic splines function of φ(r) in the MEAM Nb potential.

Figure 4.2: The cubic splines function of ρ(r) in the MEAM Nb potential.

Figure 4.3: The cubic spline function of f(r). in the MEAM Nb potential.

have large errors may dominate the optimization path. The quality of a potential is also

dependent on the number of spline knots, since too many/fewer knots may lead to overfit-

ting/underfitting. We therefore applied a k-fold model selection to tune hyper parameters
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such that weight parameters in the dataset were balanced to represent the material features

properly. Parameters we managed to select include: ε (in Equation 4.7) that limits the er-

rors of small forces; M (in Equation 4.6) that controls the effects of large residuals; we (in

Equation 4.3) that determines the weights of energies relative to the weights of forces, and

wi (in Equation 4.4) that specifies the weight of each configuration. For wi, we assigned

a specific value to a group of similar configurations as classified in the section C. To pre-

vent the configurations with large values of forces and high energies to dominate the fitting

processes compared with those near the equilibrium conditions, we added a correction by

wi = w0
i exp(

–|Ei – E0|
λ

) (4.9)

where λ is the parameter to be determined by our model selection. Ei and E0 are energy

per atom in configuration i and in equilibrium BCC phase, respectively. We applied a 3-

fold model selection to determine parameters from Equation 4.3 to Equation 4.9. For each

parameter among we, w0
i , M, ε, we divided our dataset to four disjoint subsets, then trained

the model using just three of them, leaving the fourth subset for the cross-validation purpose

[29]. We then applied the selected parameters to re-train the five spline functions on the

whole DFT dataset. For the number of spline knots, our tests showed a bias-variance trade-

Figure 4.4: The cubic spline function of U(n) in the MEAM Nb potential.

off: if we increased the number of the spline knots, the bias decreased but the variances
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Figure 4.5: The cubic spline function of g[cos(θ)] in the MEAM Nb potential.

grew. We thus followed the principle of parsimony as the following [29]. We started using

a few spline knots and kept accepting additional knots if the newly introduced trial knots

could significantly decrease force errors. For the evaluation of the potential, we focused

on the smoothness of the five spline functions and whether the potential reproduced certain

materials constants obtained from the DFT calculations with small bias. We repeated the

fitting process of adding or deleting knots in the five spline functions then re-fitting and

validating the potential. The final optimal MEAM potential was shown in Figure 4.1. In this

potential, φ(r) contain 12 knots, ρ(r) and f(r) are consisted of 11 knots, U(n) and g[cos(θ)]

have 4 and 9 knots respectively.

4.3 Results and discussion

To examine accuracy, robustness and usability of the MEAM potential, we evaluated

structural, thermal, mechanical and defect properties of the MEAM potential to compare

with DFT calculations and experiments. MD and MS calculations with the MEAM po-

tential were implemented by Large-scale Atomic/Molecular Massively Parallel Simula-

tor (LAMMPS) [191], which supported a new style multicomponent MEAM [273].
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4.3.1 Structural and elastic properties

We used Universal Structure Predictor: Evolutionary Xtallography (USPEX) [173, 174,

149] to perform crystal structure predictions based on the Nb MEAM potential. In USPEX,

we used LAMMPS for force calculations with supercells of 16 atoms. We optimized crystal

structures by minimizing the total enthalpy with 50 generations and 30 individual atomic

configurations per generation. The USPEX prediction confirmed that the most stable struc-

ture of the MEAM potential was indeed BCC.

Table 4.1: The cohesive energy Ecos, lattice parameters, elastic constants, bulk modulus
B = 1/3(C11 + 2C12), shear modulus C′ = 1/2(C11 – C12) calculated by Nb
MEAM potential and DFT calculations in this work, previous DFT calculations
[63] and experiment values [33]. The experimental lattice parameter and elastic
constants were measured at 4.2 K. The MEAM values for the energies and lattice
parameters of meta-stable phases for BCC metals are compared to DFT results.
The energies are denoted by their relative value to the cohesive energy. Units:
Lattice [Å], Elastic constants [GPa], Energies [meV/atom]

MEAM PAW-PBE GGA-
PBE[63]

Experiment
[25, 33]

Ecos 7.00 7.00 7.10 7.57 [122]
aBCC 3.322 3.322 3.309 3.303

[205]
B 173 173 172 173, 172
C’ 58 59 59 60, 56
C11 250 251 251 253, 246
C12 135 134 133 133, 135
C44 21 20 22 31, 29
aFCC 4.232 4.234 4.217 -
∆EFCC-BCC 321 319 324 -
aHCP 2.850 2.891 2.867 -
cHCP 5.339 5.266 5.238 -
∆EHCP-BCC 290 298 297 -
aA15 5.358 5.316 5.296 -
∆EA15-BCC 226 103 104 -
aβTa 10.398 10.231 10.184 -
cβTa 5.282 5.386 5.371 -
∆EβTa-BCC 208 82 83 -
aωTi 4.902 4.907 4.905 -
cωTi 2.700 2.710 2.765 -
∆EωTi 181 202 201 -

64



We collected cohesive energy, equilibrium lattice parameters, elastic constants and lat-

tice parameters (and energies) of meta-stable phases including FCC, HCP, β-W (A-15),

β-Ta and ω-Ti, from DFT calculations, the MEAM potential and experiments [25, 33]. As

shown in Table 4.1, the MEAM potential matches the cohesive energy 7.00 eV per atom

from DFT calculations. BCC lattice parameter of the MEAM is 3.322 Å, the same as the

DFT result. The elastic constants C11, C12 and C44 from the MEAM potential differ at

most 1 GPa from the DFT calculations. The bulk modulus B is identical to the DFT value,

and the shear modulus C′ differs only 1 GPa. For meta-stable phases, the energy per atom

of the meta-stable FCC phase is 321 meV higher than the equilibrium BCC phase in the

MEAM, differing 1% from the DFT 319 meV. Energy per atom for the difference between

BCC and HCP phases is 290 meV, 2-3% lower than the DFT. These excellent matches

may result from the elastically strained BCC, FCC and HCP configurations in the DFT

dataset. For other metastable phases, the MEAM potential overestimates energies of A-15

phase and β-Ta by ∼100 meV compared with DFT calculations. Similar overestimation

occurs in the MEAM potential of Mo [179], which also overestimates energies of A-15 and

β-Ta phase by ∼100 meV. As for ω-Ti phase, the MEAM potential reproduce the lattice

constants with less than 1% difference and the energy with 10% difference.

4.3.2 Phonon, volume-pressure and thermal expansion

4.3.2.1 Phonon

With experimental measurements, phonon dispersion relations are useful to estimate

dynamical properties of the interatomic potentials. We computed phonon band structures

along high-symmetry directions using the MEAM potential and DFT. We sampled high

symmetry phonon paths in BCC first Brillouin zone (FBZ), as shown in Figure 4.6. Table

4.2 summarized the meaning of k-point notations in BCC FBZ plotted in Figure 4.6.

We obtained the phonon band structures via FDM, and atomic forces in the FDM came

from both DFT and MS. We applied Phonopy [235] for phonon spectrum calculations
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Figure 4.6: Schematic illustration of sampled phonon paths in the primitive cell of BCC
reciprocal lattice.

Label x∗ y∗ z∗
Γ 0 0 0
H 1/2 -1/2 1/2
P 1/4 1/4 1/4
N 0 0 1/2

Table 4.2: Sampled high-symmetry k-points in the primitive cell of BCC reciprocal lattice.

with additional efforts to modify Phonopy for reading force data generated by LAMMPS.

In phonon calculations, we duplicated a one-atom BCC primitive cell by 6×6×6 and ex-

erted finite displacements to calculate induced forces. DFT calculations for phonon band

structure converged till the energy difference was below 10–8eV.

As shown in Figure 4.6, in which we refer experimental results for comparisons [195],

the MEAM potential reproduces degenerates of phonon bands in the spectrum. It matches

the DFT and experiments in long wavelength regime. Despite small deviations occur in the

middle of the Γ-H branch, H point, the middle of H-P branch and N point, the MEAM can

generally reproduce all phonon modes revealed by DFT and experiments.
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Figure 4.7: Nb phonon band structures obtained by the MEAM potential (MEAM), DFT
(PAW-PBE) and experiments [195]

4.3.2.2 Pressure-volume curve and thermal expansions

Volumetric compression can show qualities of a MEAM potential in high “electron”

density regime, which is related to the shape of the embedding function U(n). We measured

static pressure variation in response to the volume change by the MEAM potential and DFT

calculations. We used V0 to denote the equilibrium volume at 0 K and V/V0 for the volume

change. As shown in Figure 4.8, where the MEAM potential accurately replicates the static

pressure-volume relations obtained from DFT calculations. This match may result from

that the fitting dataset incorporates atomic configurations under hydrostatic strains.

On the other hand, we measured thermal expansions of MEAM potentials at 1 atm

pressure and temperatures from 0 K to 2500 K. We applied MD simulations in isother-

mal–isobaric (constant-NPT) ensemble to 12 × 12 × 12 conventional BCC supercell with

3456 atoms. The MD timestep was 1.0 femtosecond, and a Nose-Hoover barostat and ther-

mostat were applied to maintain the target pressures and temperatures. We simulated the

system in the constant-NPT ensemble for three nanoseconds, and we determined the lattice

constant by averaging the frames in the last 0.3 nanoseconds. As shown in Figure 4.9, the
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Figure 4.8: Nb 0K pressure-to-volume curve calculated by the MEAM potential and DFT.

Figure 4.9: Nb thermal expansion curve from 0K to 2500 K by the MEAM potential cal-
culations.

potential shows linear thermal expansions and it can be fitted by

∆a0
a0

= 2.23× 10–10T2 + 5.59× 10–6T + 6.28× 10–5 (4.10)

The MEAM potential results show almost linear expansion characteristics (the quadratic

term coefficient is much smaller than the linear term coefficient) the same as experiments.

But its linear term coefficient is 5.59 × 10–6, which is 19% smaller than linear expansion
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coefficients 6.96× 10–6 reported by experiments [237]. The constant term is 6.28× 10–5,

which is not exactly zero. This may come from statistical errors, and will not significantly

affect the thermal expansion property shown by Figure 4.9.

4.3.3 Point defects

Due to a low capture cross-section for thermal neutrons, Nb is used in the nuclear indus-

tries for building neutron transparent structures [113, 172]. However, point defects com-

monly occur due to radiation damage in nuclear industries. We thus verified our MEAM

potential on the formation and motion of point defects [117, 93, 104, 133].

4.3.3.1 Vacancy

We calculated single-vacancy formation energy Ef
vac, its migration energy Em

vac and the

activation energy of vacancy diffusion Qvac = Ef
vac + Em

vac. We applied a 16 × 16 × 16

conventional BCC supercell of 8192 atoms, and deleted one atom near the center of the

supercell to generate a single vacancy. Energy minimization was performed by CG descent

algorithm and the vacancy formation energy Ef
vac was measured by

Ef
vac = Evac

tol – NEcoh (4.11)

where Evac
tol is the optimized total energy of the system that contains a single vacancy. N is

the total number of atoms in the supercell and Ecoh is the cohesive energy of BCC Nb.

Vacancy migration energy was determined by the maximum energy increment in the

minimum energy path (MEP) of the vacancy migration. We applied the nudged elastic

band (NEB) method [118] to search the MEP. Our NEB calculations were performed upon

the 〈111〉 migration path, and its two ends were optimized equilibrium configurations be-

fore/after vacancy migration. We used eight interpolated images and a damped dynamics

method [24] in the calculations. We listed the vacancy formation, migration and activation
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Table 4.3: Single vacancy formation energy Ef
vac, migration energy Em

vac and diffusion ac-
tivation energy Qvac in Nb [in eV] by the MEAM and DFT (PAW-PBE) calcula-
tions in this work (first three rows in the table). Results from previous empirical
potentials and DFT calculations are also listed.

Ef
vac Em

vac Qvac
MEAM 2.10 0.92 3.02
PAW-PBE 2.46 - -
GGA-PBE [63] 2.72 0.55 3.27
EAM [63] 3.10 0.77 3.87
EAM [81] 2.88 0.97 3.85
EAM [104] 2.76 0.64 3.40
FS [93] 2.48 0.91 3.39
MEAM [18] 2.75 0.54 3.29
MEAM [133] 2.75 0.57 3.32

energies obtained by the MEAM potential and the reference data in Table 4.3. The 2.1

eV vacancy formation energy for the MEAM potential is 0.36 eV (14-15%) lower than the

DFT calculation of 2.46 eV. The total diffusion activation energy of 3.02 eV is 0.25 eV

(7-8%) lower than the DFT result of 3.27 eV [63]. Thus, although we did not apply any

vacancy-relevant configurations in our DFT training data to replicate the coordinate envi-

ronments of atoms near a vacancy, the MEAM potential shows acceptable transferability

for the simulation of vacancy formation and migration in Nb.

4.3.3.2 Interstitials

We also assessed energies of interstitial point defects by the MEAM potential. There

are six equilibrium self-interstitial configurations in BCC lattice due to symmetry as shown

by Johnson [117]. The six configurations are 〈100〉 split interstitial, 〈110〉 split intersti-

tial, 〈111〉 split interstitial, activated crowdion, octahedral interstitial and tetrahedral in-

terstitials, as shown in Figure 4.10. The interstitial energy can be defined as the energy

increment of the interstitial structure compared with a corresponding perfect crystal lattice

with the same number of atoms. Therefore, the interstitial formation energy ∆Ef
int can be
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Figure 4.10: Schematic illustration of six interstitial configurations in BCC lattice.

measured by the form [115]

∆Ef
int = Eini

tol –
N + 1

N
Ecoh

where Eini
tol is the total relaxed potential energy of the system with N atoms occupying per-

fect lattice position and one interstitial atom. In our modular static implementation, we

employed a 25 × 25 × 25 conventional supercell of 31250 atoms and inserted one extra

atom to form a self-interstitial point defect. Interstitial formation energies for the six sym-

metric positions calculated by the MEAM potential are summarized in Table 4.4. We also

list values obtained from DFT calculations [63], calculations based empirical potentials

including EAM [63, 104], FS [200, 3, 93] and MEAM [133] potentials.

Compared with DFT calculations [63], the largest difference of self-interstitial forma-

tion energy for our MEAM potential is ∼15%, which occurs in the 〈100〉 split interstitial.

The smallest difference is ∼3% for the 〈110〉 split interstitial. The differences are accept-
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Table 4.4: Formation energies for the 〈100〉 dumbbell, 〈110〉 dumbbell, 〈111〉 dumbbell,
activated crowdion, octahedral, and tetrahedral interstitials in Nb [in eV].

Ef
100 Ef

110 Ef
111 Ef

crd Ef
oct Ef

tet
MEAM 4.02 4.43 4.18 4.18 4.41 4.12
GGA-PBE [63] 4.76 4.31 3.95 3.99 4.89 4.56
EAM [63] 4.50 3.83 4.09 4.02 4.36 4.37
EAM [104] 4.44 4.39 4.74 4.93 4.43 4.73
FS [200] 4.13 3.99 - 4.10 4.23 4.26
FS [3] 4.82 4.49 4.80 4.86 - -
FS [93] 4.85 4.54 4.88 4.95 4.91 4.95
MEAM [18] - 2.56 - - - -

able, while our MEAM potential does not duplicate the lower-to-higher energy sequence

among the six self-interstitial in the DFT. Our MEAM potential exhibits the most ener-

getic favorable one is the 〈100〉 split interstitial, different from the DFT [63] that reveals

the 〈111〉 has the lowest self-interstitial formation energy. Our MEAM potential shows

formation energies for 〈111〉 split interstitial Ef
111 and crowdion interstitial Ef

crd are sim-

ilar, which is consistent with the DFT [63]. The DFT predicts the highest self-interstitial

formation energy is in octahedral interstitial but the MEAM potential shows Ef
oct of octahe-

dral interstitials similar to Ef
110 of 〈110〉 split interstitial. In general, the MEAM potential

may not be suitable for interstitial problems relying on the accurate energies of different

types of interstitials. However, it should be reliable for the study of the general effects

of self-interstitial defects since their average formation energies are close to DFT results.

In addition, the differences between the MEAM potential and DFT calculations may also

result from different supercell configurations used in each calculation method.

4.3.4 Surfaces, twin boundaries and generalized staking faults

Surface atoms have low coordination numbers so it can reflect robustness of a MEAM

potential in the low “electron” density regime. Twinning and slip are primary deformation

modes that characterize how the system deform beyond the elastic deformation. Accord-

ingly, to examine the quality of the MEAM potential for application in 2D defects, we
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calculated energies of low-indexed surfaces, deformation twinning (DT) and the GSF.

4.3.4.1 Surface energies

We verified the {110}, {100} and {111} surface energies of Nb MEAM potential by

MS and DFT calculations, and the MS calculations were based on a 24-layer-slab supercell

with a 12-15 Å vacuum layer to create surfaces. The smearing, energy cutoff and k-point

meshing in DFT calculations were the same as those for generating force dataset. As shown

in Table 4.5, we compared Nb surface energies with previous calculations including DFT

(generalized gradient approximation (GGA)-PBE) [63], EAM [63, 81, 104], FS [2], a long-

range empirical potential (LREP) [42], MEAM [21, 133] as well as modified analytical

embedded-atom method (MAEAM) [257].

Table 4.5: Low-index surface energies of BCC Nb [J/m2]
E110

surf E100
surf E111

surf
MEAM 1.64 2.12 2.43
PAW-PBE 1.98 2.22 2.30
EAM [63] 2.04 2.36 2.47
GGA-PBE [63] 2.10 2.34 2.39
EAM [81] 1.81 1.97 -
EAM [104] 1.73 1.93 -
FS [2] 1.67 1.96 -
LREP* [42] 1.79 2.10 2.34
MEAM* [21] 1.87 2.79 2.02
MEAM [133] 2.49 2.72 2.92
MAEAM [257] 1.77 2.00 2.28

* indicates unrelaxed surface energies

As shown in Table 4.5, our MEAM potential exhibits the same lower-to-higher energy

sequence as E110
surf < E100

surf < E111
surf as the DFT results. The largest difference between the

MS and DFT occurs in the {110} surface since the MEAM potential underestimates the

{110} surface energy by 17% than the DFT results. For the {100} and {111} surfaces, the

MEAM potential shows less than 5% differences with the DFT. It was difficult to improve

the energy difference among the {110}, {100}, and {111} surfaces, as we did not include
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any surface or vacancy in fitting dataset such that the potential could not reproduce the

exact low “electron” density of the DFT. We consider the 17% differences in {110} surface

is acceptable regarding of surface energies measured by referred empirical potentials. In

general, the potential can serve to study mechanical problems that incorporate surfaces.

Due to the 17% difference of {110} surface energies between the MEAM and the DFT

results, the MEAM potential may result in artificial effects to study problems that demand

accurate surface energies specifically.

4.3.4.2 Deformation twinning

Deformation twins form by a homogeneous simple-shear of the parent lattice, which

corresponds to highly coordinated individual atomic displacements, in contrast to the chaotic

slip band generations and growths [35]. Deformation twinning was observed in polycrys-

talline Nb under low temperature and high strain-rate loading conditions [5], and the ac-

tivation energy to nucleate a deformation twin is higher than to initiate a dislocation slip

[35, 176]. Compared with Fe, Nb is less inclined to form deformation twinning since a de-

formation twinning requires an above-critical stress concentration on the head of a rapidly

piled-up array of dislocations produced by a burst of slip [5]. Initial formation of the first

layer of a twin is more difficult than the subsequent growth of twin layers since the area of

misfit between a twin and matrix stays invariant during the twinned growth [40]. Once a

deformation twin is nucleated, it can instantly generate substantial inelastic strain since the

growth of twins has low energy barriers. Therefore, in BCC, the twinning formation energy

dominates mechanical behaviors under low-temperature, large-strain rate conditions.

We calculated the twinning formation energy by DFT and the MEAM potential by

applying a 24-layer-slab supercell of three basis vectors e1 = a0/2[111], e2 = a0[011] and

e3 = a0[211]. The twinning formation energy was obtained by measuring energy increment

between a reference matrix and a matrix-twinning-matrix sandwich structure. The twinning

elements in BCC metals was experimentally verified by Paxton et al. [181], and we built a
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Figure 4.11: Schematic illustration of deformation twinning pathway. A single red arrow
indicates one 〈111〉 Burgers vector magnitude. Atoms are visualized by the
software OVITO [227] with color assigned by common neighbor analysis.
Blue corresponds to BCC crystal and white corresponds to defects.

〈111〉 (211) deformation twinning [176]. The twinning pathway was shown in Figure 4.11.

Our DFT calculation shows for Nb a single twin boundary formation energy Ef
twin is 273.94

mJ/m2 and the MEAM potential shows Ef
twin is 292.50 mJ/m2, which just deviates 6-7%

from the DFT result. Therefore, the potential is useful in low-temperature, large-strain rate

conditions where deformation twinning may occur, for example, the onset of deformation

twinning nucleation from a crack tip.

4.3.4.3 Generalized stacking faults (GSF)

GSF energy (γ-surface) is a function of energy increment as displacing two parts of

a crystal relative to each other along a crystal plane, and it aims to study the existence

of stacking faults in BCC metals [246]. Since GSF is related to screw dislocation core

properties and the non-Schmid behavior in BCC metals [51], we calculated GSF using the

MEAM potential and DFT to validate the performance of the MEAM potential to simulate

the slip along the closed packed direction in BCC.

We calculated GSF energy by shifting the equilibrium BCC crystal along 〈111〉{211}

and 〈111〉{110} slip system, and the calculations were based on a 24-layer-slab supercell

for the {211} slip and a 12-layer-slab for the {110} slip. To measure the γ-surface, we
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Figure 4.12: Generalized stacking fault energies obtained by the Nb MEAM potential and
DFT calculations along [111](110) and [111](211) slip.

allowed each atom to relax only perpendicular to the fault plane since the displaced con-

figurations were energetically unstable and a full relaxation of three directions would elim-

inate the stacking fault. The 〈111〉{211} and 〈111〉{110} GSF calculated from DFT and

MEAM potential are shown in Figure 4.12. The MEAM potential reproduces the shapes

of GSF energy curves consistent with the DFT calculations. There is no local minima in

the 〈111〉{211} and 〈111〉{110} GSF for both the MEAM and DFT calculations, there-

fore, no metastable stacking faults exists. This is consistent with that in BCC metals a

full 〈111〉 dislocation cannot dissociate into partial dislocations. For the 〈111〉{211} GSF,

the maximum energy in MEAM potential is 54.9 meV/Å2, which deviates 9-10% from

76



50.0 meV/Å2 in the DFT. For the 〈111〉{110} GSF, MEAM potential shows the maximum

energy is 45.4 meV/Å2, differing 5-6% from 43.1 meV/Å2 in the DFT. The MEAM repro-

duces the fact that the 〈111〉{211} unstable stacking fault energy (USFE) 53.9 meV/Å2 is

larger than USFE in 〈111〉{110} which is 45.4 meV/Å2. Since the DFT dataset does not

include any slip or GSF configurations, the MEAM potential shows a potential based on

fitting intrinsic deformation properties can be extended to study slip and dislocations.

4.3.5 Ideal strengths

The ideal strength, as a consequence of bonding and electronic structures, reveals the

intrinsic mechanical behavior of materials under strain that is far beyond linear elastic

regime [197, 210]. To examine intrinsic mechanical behaviors, we applied ideal strength

test on the Nb MEAM potential.

4.3.5.1 Ideal tensile strengths

As shown in Figure 2.3, the ideal tensile deformation was applied by fixing tensile en-

gineering strain along the x-direction and relaxing other strain components of the supercell

so that σij = 0 (except σxx ) [210, 197, 265]. In the TP we constrained the calculation

supercell to conserve tetragonal symmetry by using a two-atom normal BCC unit cell. In

the OP we employed a four-atom supercell to release additional tetragonal constrain on

the system. During ideal tensile deformation, we increased 2% tensile strain (εxx) for

each run and performed Broyden-Fletcher-Goldfarb-Shanno (BFGS) method to optimize

external strain matrix until that the absolute value of all stress components, except σxx,

< 0.05 GPa. In BCC transition metals, the nearest extremes of the total energy variation

during the ideal tensile deformation along 〈100〉 TP is a maximum point that corresponds

to a FCC structure (so-called Bain path) [128, 209]. However, for Nb, in 〈100〉 OP, an

elastic shear on the {211} plane occurs before the inflection point in the TP. The failure

is intrinsically triggered by an elastic shear along the 〈111〉{211} [148, 197, 265]. This
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Figure 4.13: The curves of energy and tensile stress in response to ideal tensile strain along
[100] direction, calculated by DFT using a PAW-PBE pseudopotential.

tetragonal-to-orthorhombic shear originates from shifts of electron band structures and in-

duces a significant decrease of the ideal tensile strength [197]. Our ideal tensile of Nb by

Table 4.6: Maximum stress, the corresponding critical strain and elastic modulus E〈100〉
defined in Equation 4.12 in [100]BCC ideal tensile along TP and OP [197, 265]
by MEAM potential and DFT calculations

Stresses PAW-PBE MEAM
in [GPa] OP TP OP TP
σm
〈100〉 12.6 17.0 13.8 17.5
εm
〈100〉 0.12 0.18 0.10 0.16

E〈100〉 158 158 155 155
σm
〈100〉 / E〈100〉 0.08 0.11 0.09 0.11

DFT and MEAM potential calculations are shown in Figure 4.13, Figure 4.14 and Table

4.6. Both our DFT and MEAM potential calculations show the tetragonal-to-orthorhombic

shear occurs when the tensile strain εxx is 0.10, where the energy and stress along tensile
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Figure 4.14: The curves of energy and tensile stress in response to ideal tensile strain along
[100] direction, calculated by MS with the Nb MEAM potential.

direction drop significantly along OP. The relaxed tensile modulus along 〈100〉 [148, 128]

is estimated as

E〈100〉 =
(C11 + 2C12)(C11 – C12)

(C11 + C12)
(4.12)

where C11 and C12 are elastic modulus. As shown in Table 4.6, the maximum tensile stress

of TP and OP and the relaxed tensile modulus calculated from MEAM are less than 5%

deviation from the DFT. The maximum stress in OP occurs at ε〈100〉 = 0.10 from MEAM

simulations, 0.06 before the ε〈100〉 that corresponds to the maximum stress in TP. This

difference of the critical strain in OP and TP paths is identical to the DFT results that

shows in OP the maximum stress occurs 0.06 of ε〈100〉 before the maximum stress occurs

in TP. Therefore, the MEAM potential reproduces the inherent ESI in Nb.
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4.3.5.2 Ideal shear strengths

We calculated the 〈111〉{110} and 〈111〉{211} ideal shear strength by the MEAM po-

tential and DFT based on one-atom BCC primitive cell. We applied the true strain [209]

and determined the stresses by the DFT Hellmann-Feynman stresses and virial stress tensor

[234] generated by the MEAM potential. Applied shear strain increased 2% for each run,

and BFGS optimization was utilized on strain components except for the fixed shear strain

component until the system evolved to its minimum energy state [148].

Figure 4.15: Energy and shear stress of ideal shear by MS with the Nb MEAM potential.

As shown in Figure 4.15 and Figure 4.16, the maximum energy during both 〈111〉{110}

and 〈111〉{211} shear deformation in the MEAM potential calculations is the same as 0.15

eV, which exactly matches the DFT calculations. The MEAM potential calculations exhibit

that the maximum energy during shear deformation in both slip systems corresponds to the

tetragonal saddle-point structure, which is a stress-free tetragonal structure that defines

a saddle point in the strain-energy surface [148]. Consistent with DFT calculations, the
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Figure 4.16: Energy and shear stress of ideal shear calculated by DFT with PAW-PBE pseu-
dopotential.

MEAM potential unveils that the 〈111〉{110} shear reaches its saddle point sooner than the

〈111〉{211} shear due to the difference of relaxations of the two slipped structures [148].

Moreover, similar to DFT calculations, the MEAM potential calculations exhibit that the

stress-strain curves for ideal shear deformation in two slip systems are the same in small

strain regime, and their slopes were related to the relaxed shear modulus [209, 148, 128]

G{110}〈111〉 = G{211}〈111〉 =
3C44(C11 – C12)
C11 – C12 + 4C44

(4.13)

where C11, C12 and C44 are elastic constants.

In high strain regime, the MEAM potential calculations show the stress-strain curve

of 〈111〉{211} system reaches its peak at shear strain ∼0.22, consistent with 0.20 of our

DFT calculations and 0.20 in previous work [148] that shows for 〈111〉{211} shear in Nb

deviates from the sinusoidal shape toward a higher strain. The same as our DFT results,
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Table 4.7: Maximum stress, the corresponding critical strain and elastic shear modulus
G〈111〉 defined in Equation 4.13 of ideal shear deformation along {110} 〈111〉
and {211} 〈111〉 obtained by the MEAM and DFT PAW-PBE calculations.

Stresses PAW-PBE MEAM
in [GPa] {211} {110} {211} {110}
τm
〈111〉 6.3 6.9 4.9 7.2
εm
〈111〉 0.20 0.22 0.22 0.24

G〈111〉 36 36 36 36
τm
〈111〉 / G〈111〉 0.18 0.19 0.14 0.20

the stress-strain curve of 〈111〉{110} shear in the MEAM potential calculations starts to

deviate from 〈111〉{211} shear before it reaches its saddle point, and the 〈111〉{110} shear

evolves to a higher shear strength. The MEAM calculations shows the maximum shear

stress in 〈111〉{211} is 4.9 GPa, which is ∼20% lower than the DFT result. In general,

the MEAM potential reproduces the features of 〈111〉{211} and 〈111〉{110} ideal shear

deformation in Nb consistent with DFT calculations.

4.3.6 Screw dislocation cores

Screw dislocation dominated plastic deformations in BCC metals. A temperature and

strain-rate dependent plastic flow are due to high lattice resistance of screw dislocation so

that the movement of screw dislocations in BCC is thermally activated to overcome the

Peierls barriers [11]. Solid solution hardening solid solution hardening (SSH) and solid so-

lution softening (SSS) in BCC are due to the interaction between solid solutes with screw

dislocations and changes of Peierls barriers induced by increasing/decreasing valence elec-

trons [154]. In addition, the violations of Schmid’s law are also widely observed in BCC

metals [255, 47]. The non-Schmid effects originate from that the movement of the screw

dislocation in BCC is affected by stress components beyond the resolved shear stresses

[80]. We thus calculated the structure and motion of screw dislocation to verify whether

the screw dislocation simulated by this MEAM potential can have these characteristics.
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4.3.6.1 Dislocation Core structures

In BCC crystal, there are two types of screw dislocation core structures. A compact

screw dislocation core structure (non-degenerate) presents a full D3 symmetry in the {111}

zone. A polarized core (degenerate) exhibits C3 symmetry and it has two degenerate struc-

tures related along the 〈110〉 diad [51]. DFT studies evidenced that all BCC pure metals

have non-degenerate core structures without external stress [51, 65, 244]. The core con-

figuration may evolve from non-degenerate to degenerate due to changes of electron band

structures that can be induced by applied stresses or alloying [11, 154].

Figure 4.17: Equilibrium screw dislocation core structure given by the MEAM potential
calculation. Arrows indicate the differential-displacement of atoms along the
[111] Burgers vector direction [247].

To simulate a single screw dislocation core under zero external stress, we applied a

cylindrical slab oriented as the x-axis along [121], y-axis along [101] and z-axis along

[111]. The cylindrical slab had a radius of ∼30 nm and a thickness of ∼2 nm. We gen-

erated the dislocation by the anisotropic elasticity screw displacement field [226, 98], and

we implemented periodic boundary conditions (PBC) along the z-direction to make an in-
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finitely long straight screw dislocation. We fixed atoms in several outer layers of the slab

at initial positions during MS. The characterization of the screw core by the differential

displacement map [247] is shown in Figure 4.17. In Figure 4.17, atomic coordinates are

projected onto the (111) plane normal to the viewing direction and the differential displace-

ment (DD) map for this dislocation core is also plotted [247]. Circles of different colors

represent atoms in three successive (111) layers, and the same color denotes atoms in the

same stacking layer. Three longest arrows in the center for the DD map correspond to the

relative displacement vector a0/6[111], and together they form a a0/2[111] screw. Around

any circuit that encompasses the dislocation core, the net sum of the arrows is equal to the

length of 1/2[111] Burgers vector. Relaxed by the MEAM potential, the screw dislocation

core is non-degenerate, invariant to the [111] threefold screw axis and the 1/2[101] diad,

the same as the DFT results [256].

4.3.6.2 Dislocation core energy

We calculated the energy of a straight screw dislocation per unit length using the

MEAM potential. The dislocation energy is consisted of atomistic dislocation core energy

Ecore and elastic energy Eelas [19, 98]

Etot = Ecore + α ln
R
r0

(4.14)

α is dislocation prelogarithmic energy factor. R is outer cutoff and r0 is defined as inner

cutoff. r0 is artificially defined dislocation core radius, and in convention it is from 1 to 4

|b|. We calculated the dislocation core energy by various outer cutoffs. As shown in Figure

4.18, the dislocation core energy as a function of R can be represented by r0 = 2|b| as

Etot = 0.3667[eV/Å] + 0.1637 ln
R
r0

(4.15)
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Figure 4.18: Dislocation core energy calculated by the MEAM potential.

The dislocation prelogarithmic energy factor in continuum mechanics solution is [226, 19]

α =
biKijbj

4π
(4.16)

where Kij is the energy coefficient tensor obtained by solving a six-dimensional framework

by Stroh [226], and the bi is i-th component of Burgers vector. Based on elastic constants

calculated by the MEAM potential as listed in Table 4.1 and Equation 4.16, α is 0.1651

eV/Å, which is consistent with the value 0.1637 eV/Å in our fitting results. Thus, the

MEAM potential can show the relaxed screw dislocation energy amounts to the superposi-

tion of a core energy and linear elastic energy.

4.3.6.3 The Peierls barrier

For the migration of the screw dislocation core in the MEAM potential calculations,

we measured dislocation trajectory [244] and the energy barrier (the Peierls barrier) in the

MEP of a screw dislocation core moving from one equilibrium position (the Peierls valley)

to an adjacent equilibrium position. To avoid surface, we applied a dislocation dipole setup

[142, 111], as shown in Figure 4.19, a 231-atom supercell dipole configuration based on
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the periodic boundary condition image sum formula [31]. Using three basis vectors are

e1 = a0[112], e2 = a0[110] and e3 = a0/2[111], three edges of the supercells are defined as

h1 = 7e1, h2 = 3.5e1 + 5.5e2 + 0.5e3 and h3 = e3. We applied the NEB method with 19

images to find the minimum energy path for a [111] screw dipole gliding in a {110} plane.

The initial configurations were generated by interpolating initial and final configurations of

a screw dipole translating from a stable core position to an adjacent stable core position.

Figure 4.19: Schematic representation of the unit cell and periodicity vectors within the
quadrupolar arrangement [142, 111]. Atomic belong to three different 〈111〉
planes in BCC crystal are represented by three different colors. The disloca-
tion dipole is visualized by its differential displacement map.

Dependent on the direction of the screw Burgers vector, or the orientation of the triangle

formed by the three 〈111〉 columns near the core center, there exist two types of cores by

centering the dislocation in three 〈111〉 atomic columns: easy core (E) and hard core (H)

[111, 256, 244, 46, 47], as shown in Figure 4.20. An easy core is a stable dislocation

configuration where the chirality of 〈111〉 columns is reversed. A hard core is a metastable

or unstable dislocation configuration where the 〈111〉 columns are at the same level. We

can also denote a middle point position (M) in the middle between two easy core positions

and a split core position (S) by the midpoint in the linear extrapolating between a hard core

position and a middle point position [111, 47].

By applying the NEB method on the dislocation dipole setup, we can identify additional

metastable states along the path of dislocation movement, which may not be revealed by a
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Figure 4.20: Screw dislocation trajectory of moving from one easy core to an adjacent easy
core. E: easy core, H: hard core, S: split core, M: the middle point between
two easy cores. The red dots are the dislocation core positions extracted from
the cost-function method based on Equation 4.17 [244].

drag method [94] in which the reaction coordinate used is the vector from the initial to the

final position for the dipole or by the NEB method upon an isolated dislocation [256]. If

the Peierls barrier shows a “double-humped” shape with a local minimum between adjacent

Peierls valleys, the hard core or split core configuration is metastable. On the other hand,

the Peierls barrier becomes “single-humped” and neither of the intermediate configurations

is metastable [111]. As shown in Figure 4.21, our MEAM potential exhibits a single hump

along the MEP so that neither the hard core or split core is stable, which agrees with the

DFT results [256]. Moreover, the Peierls barrier from the MEAM potential for a dislocation

dipole is 58.13 eV/b (b is the length of the Burgers vector), which only deviates 1-2% from

59.25 eV/b by the DFT [256] (based on the same VASP and PAW type pseudopotentials

with PBE exchange-correlation functional as employed in present work).

To show the dislocation trajectory in the movement along the minimum energy path,

we determined the dislocation core position with a cost-function method [244], which was

upon the difference between the Volterra field solution of periodic distribution of disloca-

tion dipoles and the configuration of each NEB calculation image based on the MEAM

potential. Denoting (x1, y1) and (x2, y2) as centers of the two dislocations in the the dislo-
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Figure 4.21: The energy path of the infinite straight screw dipole moving between adja-
cent easy core positions in (110) plane by the NEB calculations based on the
MEAM potential.

cation dipole setup, the cost function is

C(x1, y1, x2, y2) =
N∑

i=1

(δMEAM
i – δELAS(x1,y1,x2,y2)

i )2 (4.17)

The calculation loops over the displacement field of N atoms in the five most displaced

〈111〉 atomic columns. δELAS(x1,y1,x2,y2)
i is the anisotropic elastic displacement of each

atom i induced by the dislocation dipole (positioned at (x1, y1) and (x2, y2)) and its periodic

images along the x and y directions. δMEAM
i is the displacement of each atom i obtained by

the NEB calculations using the MEAM potential. For each NEB image frame we obtained

dislocation core positions (x1, y1) and (x2, y2) of two dislocations in the dislocation dipole

by minimizing Equation 4.17. We recorded the positions of one dislocation core (x1, y1),

as shown by the red dots in Figure 4.20. The positions of the other dislocation core (x2, y2)

is symmetrically equivalent and not plotted here.

In Figure 4.20, the black arrows represent DD map near the saddle point of the transition

when the dislocation core position is in between the middle point of two easy cores (M)

and split-core point (S), consistent with Figure 2 in previous work [111], and red points are
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dislocation trajectories by minimizing the quadratic cost function method in Equation 4.17

[244]. The dislocation trajectory deviates towards the split core from a straight line that

connects two easy cores, and it is well consistent with DFT calculations [47]. The MEAM

potential shows the maximum deviation occurs in half of the path when the dislocation

is in the saddle state that corresponds to the maximum energy in the Peierls potential.

This saddle state is reached when the dislocation crosses the line connecting the hard and

split core positions (so-called the “hard-split line”). We use the angle α to characterize

the deviation of a dislocation core migration path from the straight line connecting two

easy cores (so-called the “easy-easy line”), as shown in 4.20. The maximum deviation

angle α from the MEAM potential calculation is 25.3◦, which only deviates 3.6◦ from the

DFT calculations [47]. The screw dislocation trajectory is important to accurately describe

plastic anisotropy and non-Schmid effect in BCC metals, since the twinning (T) and anti-

twinning (AT) asymmetries are linked to how the dislocation trajectory deviates from the

{110} slip plane [47]. Applying the Schmid law to the actual dislocation trajectory can

generate the predictions of T/AT asymmetries that qualitatively agree with experiments

and DFT calculations of Peierls stress [47]. Therefore, our MEAM potential is a good

candidate to study dislocation behaviors and mechanical problems that are related to plastic

anisotropy and non-Schmid effect in BCC Nb.

4.3.7 Simulations of crack evolution under tensile loading

We applied MD tensile simulations on crack evolution in bulk Nb to investigate whether

our MEAM potential can correctly describe the ductility behavior of Nb. In comparison, we

also employed the MD tensile test with the same setup with a Mo MEAM potential[179].

[100] ideal tensile strength calculations based this Mo potentials suggest that elastic shear

instability (ESI) is not preferred over cleavage during the ideal tensile test consistent with

DFT results[197, 148]. As shown in Figure 4.22, the energy and tensile stress ideal tensile

generated by the Mo MEAM potential agree with DFT results of ideal tensile stress-strain
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curves along TP and OP[197, 148]. Thus, both the empirical potentials and DFT calcula-

tions suggest that Nb is intrinsically ductile but Mo is intrinsically brittle. The next question

is whether large-scale atomistic simulations can describe their difference in ductility, which

is the main topic of this subsection.

Figure 4.22: Energy and tensile stress in response to ideal tensile strain along [100] direc-
tion from MS calculations using the Mo MEAM potential [179].

The simulation box contained 539580 atoms and was oriented as x-axis || [110], y-axis

|| [001] and z-axis || [110]. It has the dimension of approximately 470 Å × 460 Å ×

470 Å for Nb and 450 Å × 440 Å × 450 Å for Mo, respectively. The periodic boundary

condition was applied along the three axes. A microcrack was created by cutting a layer of

(001) atoms in a width of 50 Å in the center of the simulation box, and the microcrack was

periodic along the z-axis. The simulation started in the NPT ensemble with zero pressure

to increase the system temperature to 300 K, then a tensile loading along [001] was applied

on the system simulated in the NVT ensemble with a constant tensile strain rate is 5×7 s–1.

Figure 4.23 shows the tensile stress-strain curve during the MD tensile test on the mi-
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Figure 4.23: The stress-strain curve of [001] tensile on the BCC crystal bulk with a micro-
crack from MD simulations using Nb and Mo MEAM potential, respectively.

crocrack configurations. The maximum tensile stress is 7.2 GPa and 14.4 GPa for us-

ing the Nb MEAM and Mo MEAM potentials, respectively. Both of the maximum stress

values are approximately 50% of the corresponding [001] ideal tensile strength in DFT

calculations[197]. The critical strain corresponding to the maximum tensile stress is 0.0335

for the Nb MEAM result, which is 85% of the critical strain 0.0395 for the Mo MEAM re-

sult. This ratio between critical strains is similar to the ratio of the critical strains for Nb

and Mo in the DFT ideal tensile calculations[197].

Since both MEAM potentials are generated from DFT calculations, our MD 〈100〉 ten-

sile on BCC bulk crystal of microcrack show a correlation between the DFT ideal tensile

and MD tensile simulations. The tensile stress has a significant drop at the critical strain

for the Mo MEAM, which indicates the possible propagation of the preexisting microcrack

as the brittle deformation. In comparison, the tensile stress generated by the Nb MEAM

potential fluctuates after the maximum tensile stress, which indicates the dislocation nucle-

ation and propagation as the ductile deformation.

Figure 4.24 shows the atomistic structure evolution during the initial stage of the plastic
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Figure 4.24: The atomistic structure evolution of a microcrack under [001] tensile in MD
simulations using the Mo MEAM potential [179].
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deformation of the MD simulation using the Mo MEAM potential. Atoms are colored with

common neighborhood analysis (CNA) that uses blue to indicate the atoms in the perfect

BCC lattice. Right before the activation of plastic deformation, at the strain of 0.0375,

when the tensile stress is approaching maximum value, stress concentrates at two crack

tips to induce four to five layers of atoms at the crack tips to deviates from equilibrium

BCC lattice sites, as shown as the white atoms of defect structure at two crack tips. At the

strain of 0.04, the plastic deformation starts as the crack tip propagates approximately 1 nm

along the (001) plane, which is the cleavage plane of BCC lattice. Atoms of 2 nm (110)

layers at the crack tip shuffle such that the crack tip becomes sharper, which facilitates the

crack tip to propagate further, and the stress starts to drop, as shown in Figure 4.23. At

the strain of 0.0405, the crack tip propagates quickly along the (001) plane, and during the

propagation, the crack tip remains cleavage and induces lattice distortion on atoms close

to the crack tip within 2 nm. At the strain of 0.0410, the microcrack grows to the width of

nearly 160 nm, that is three times of its initial width, and one crack tip induces deformation

twinning along the (211) plane. Therefore, Mo is brittle at 〈100〉 tensile loading since its

plastic deformation only originates from the propagation of crack tips at the preexisting

microcracks.

Figure 4.25 shows the atomistic structure evolution at the initial stage of the plastic

deformation during the MD tensile using the Nb MEAM potential. Before the plastic de-

formation, at the strain of 0.0325, the microcrack is wider along the [001] direction so that

the crack tip is blunt, compared with the case of Mo MEAM. At the strain 0.0335 that ac-

tivates the plastic deformation, the crack tip generates stacking fault along the (211) plane.

When tensile strain increases, 〈111〉 (211) edge dislocation is nucleated from the crack tip

and glides on the (211) plane away from the crack tip, as shown at the strain of 0.0338,

where the black dashed lines indicates the trajectory of dislocation glides. The dislocation

nucleation and glide induce the plastic deformation that causes the tensile stress drops at

the strain of 0.0335 in Figure 4.23, and the whole process is consistent with one of our the-
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Figure 4.25: The atomistic structure evolution of a microcrack under [001] tensile in MD
simulations using our Nb MEAM potential.
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oretical picture in the ideal LEFT analysis in Chapter III. Due to the dislocation nucleation

and glide, the two crack tips become blunt, as shown at the strain of 0.0375, compared with

those at the strain of 0.0325 in Figure 4.23. Another interesting feature is that there are

significant lattice misfits at crack tips in Mo at the tensile strain of 0.0375, while the crack

tips in the Nb are more blunt and coherent compared with the bulk lattice under the same

tensile strain. As more plastic deformation achieved by dislocations nucleation and glide

from the crack tips, the Nb system starts to fail by cleavage fracture at the strain over 0.05,

which is ∼25% larger than Mo, as shown in Figure 4.23.

4.4 Conclusion

Using the force-matching method and first-principles calculations, we applied an ES

based optimization process to build a MEAM potential for Nb. The MEAM potential can

reproduce structural, thermal, mechanical, and defect features of Nb consistent with DFT

calculations and experimental results. The Nb MEAM potential exhibits the intrinsic duc-

tile characteristics of the pristine Nb lattice that originates from its electronic structures,

and the Nb potential also gives appropriate descriptions of the energetic stability of various

types of crystalline defects, such as vacancies, self-interstitials, surfaces, and deformation

twinning. Besides, this MEAM potential can generate accurate properties of a0/2 〈111〉

screw dislocation, such as dislocation core structures, core energies, migration barriers and

dislocation core trajectories that are related to plastic anisotropy and non-Schmid effect.

In our large-scale MD tensile simulations on the infinite bulk crystal with periodic arrays

of microcracks, Nb represented by our MEAM potential showed deformation with more

ductile features as its plastic deformation mainly originated from dislocation nucleation

and glides, while Mo represented by the MEAM potential [179] showed deformation with

more brittle features due to the occurrence of cleavage fracture propagation on the initial

stage of plastic deformation.

Therefore, by exploiting data that included unit cells contain few numbers of atoms

95



with small/large strains, thermal trajectories and randomly chosen symmetric phases, we

constructed a semi-empirical potential that successfully bridged the intrinsic mechanical

characteristics of Nb pristine crystal to the mesoscopic physics of deformation defects.

Our work built an example of extending the ideal and quantum-mechanical physics to an

applicable model of solving realistic and complex mechanical problems, especially those

under extreme and anisotropic loading conditions.
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CHAPTER V

Complex Grain Boundary Structures from Evolutionary

Algorithm

Besides suitable interatomic potentials for precise descriptions of bonding characteris-

tics, atomistic simulations of mechanical properties also demand the construction of accu-

rate and representative atomistic structures of complex crystal defects, such as stable and

metastable grain boundary (GB), which is the foundation for the studies of the interactions

between GBs and deformation defects. This chapter covers the development and applica-

tion of our method for the search of GB structures, as well as large-scale MD simulations

that demonstrate a correlation between GB structures and deformation mechanisms in Mg.

5.1 Introduction

Grain boundaries (GBs) strongly affect mechanical [135, 97, 221] properties of poly-

crystalline metals and alloys. GBs can impede dislocation motion and result in dislocation

pile-up, and further induces stress concentration and dislocation generations in neighboring

grains [87, 186, 251]. The dislocation can react with GBs to generate residual dislocations,

causing further nucleation or transmission of dislocations through GBs [97].

Although it is an active research area to study the influence of GBs on materials prop-

erties with experimental techniques, it is still challenging for experiments to characterize
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atomic structures, thermodynamic properties, phase transformations, and deformation be-

haviors of GBs [158, 279, 214]. Accordingly, atomistic modeling plays an important role

to study structures and properties of GBs [203, 30, 252, 199, 243, 241, 131, 178, 187],

and the interactions between GBs and other defects [212, 251, 69]. For example, Janssens

etc. computed the mobility for different types of symmetric GBs based on MD simulations

[114]. Sangid etc. employed atomistic simulations to show that GBs with a low static GB

energy tends to resist slip transmission and nucleation at GBs [212]. Peter etc. examined

the atomistic details of Ag-segregation-induced structural transition at asymmetric Cu GBs

with a combined Monte Carlo (MC) and MD approach [187].

For light-weight metals like Mg with HCP structure, atomistic simulations showed that

reactions of dislocations with grain boundaries depend on the structure and misorientation

of grain boundaries [251]. MD based study of the interaction between basal slip and {1012}

twin boundary (TB) revealed the absorption of dislocations in the twin boundary [59].

Besides GBs in pure Mg, GBs in Mg alloys may have different behavior due to the changes

in GB structures and compositions. For example, experiments showed that the clustering

and segregation of Gd in GBs may contribute to the modifications of GB evolution during

the mechanical processing and the overall texture in Mg alloys [84].

In atomistic simulations, a typical setup to construct a GB is to join two perfect crystals

with given orientations on a specific grain boundary plane. Based on this setup, the γ-

surface method is a conventional technique to examine a variety of microscopic degrees

of freedom by sampling all possible translations of the grains relative to each other to

find the most stable structure among sampling configurations [204, 240, 177, 251, 213].

Recent studies show that GBs are essentially interface-stabilized structures that may be

chemically and structurally distinct from any bulk phases [49, 222, 147, 67, 32]. Since

the GB structures could vary by the structural transformations at various thermodynamic

and chemical conditions, the conservation of the total number of atoms in the simulation

cell and the periodic boundary conditions limit the search of all possible configurations

98



[53, 188, 272, 67, 32].

Many methods based on stochastic search demonstrated novel results of GB structures

in the grand canonical ensemble [248, 249, 272, 278, 69, 17], and among them, the evo-

lutionary algorithm (EA) is a practical and effective method to be coupled with atomistic

simulations to investigate GB structures [272, 150, 36, 278, 69]. EA adopts bio-inspired

operators such as reproduction, mutation, recombination, and selection to traverse a fit-

ness energy landscape of structural configurations. Due to the high DOF in the crystal

structure optimization problem [173, 150], it is critical to have proper evolution operators

such as mutation and crossover for the EA to be reliable to explore atomistic structures

[149, 150, 242]. In prevailing successful EA applications in structure finding, a common

mutation operator is to add displacement vectors on atoms based on atomic properties

[150, 149, 278, 242, 225, 160, 36]. If displacement vectors have small magnitude, the

probability of transformation of an atomistic structure is limited. On the other hand, if

displacement vectors have large magnitude, the system may remain trapped in amorphous

structures, especially for pure metals with non-directional bonds, which brings no bene-

fits toward the ordered ground states. It is thus tempting to have abrupt internal structure

changes in addition to localized and incremental atomic displacements in mutation phase.

In this work, we developed a new mutation method upon the exchange of crystal struc-

ture blocks between internal GB structures and symmetric crystal structures seeds. Com-

bined with a series of evolution operators such as selections and crossovers, we incorpo-

rated the new mutation method into a parallel EA package to validate our mutation ideas

by exploring GB structures based on atomistic simulations. We applied the EA package

to examine GB structures in representative face-centered cubic (FCC), body-centered cu-

bic (BCC), and hexagonal close packed (HCP) metals, and we implemented a tensile test

to examine structure evolution at the GBs discovered by EA. Our results show that the pro-

posed mutation methods are sufficient and efficient to search GB structures with a variable

number of element types and macroscopic degrees of freedom. Finally, we demonstrate
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benchmark MD simulations of symmetric tilt grain boundaries (STGB) in pure Mg under

tensile loading using two different Mg interatomic potentials. The preliminary results sug-

gest the critical stress for the nucleation of dislocations and deformation twinning from

Mg GBs may depend on many factors of the detailed GB structures, and it is difficult to

correlate the critical stress with one parameter of GB properties, such as GB energies [212].

5.2 Computational methods

In this section, we discuss the workflow of the EA method in GB structure search,

our atomistic simulation setup to measure thermodynamic properties of GBs, the design

flowchart, and implementation details of evolution operators in the program.

5.2.1 Basics of evolutionary algorithm (EA)

Figure 5.1: The sketch of the basic EA workflow for the search of GB structures.

In our package, we implemented a typical evolutionary algorithm, which involves phases

of crossover, mutation, and selection [36, 278], as shown in Figure 5.1. Crossover and mu-

tation are procedures to spread the search scope by creating distinct atomistic structures at

GBs. The selection phase is to form a new generation based on the thermodynamic proper-

ties of candidate GBs. Our implementation measures the thermodynamic properties of each
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GB before the selection phase. To estimate thermodynamic properties, we use LAMMPS

[191] to run MD and MS on each GB to reach the state of force equilibrium.

5.2.2 Atomistic simulations of GBs

We apply a sandwich structure setup for GB simulations, as shown in Figure 5.2. The

simulation box is periodic along the directions parallel to the GB plane, and it is non-

periodic normal to the GB plane due to a vacuum layer of thickness 40 Å that creates two

free surfaces. We divide the supercell into several regions based on their distance to the

middle line of the simulation box. The region A is the most critical part that contains the

mutation and crossover operations, and its thickness is 30-40 Å in our implementation. The

Figure 5.2: The supercell model of GB representation in our atomistic simulations.

region B corresponds to the GB region for the estimation of GB properties, and this region

comprises region A and two additional slabs of thickness 10-20 Å. Structure relaxation

occurs on the region C, and this domain incorporates a buffer layer of thickness 10-20 Å

between the GB zone and the outside region D. The region D simulates the perfect crystal

lattice and surfaces, and this region remains rigid throughout molecular dynamics and force
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minimization. The GB energy γGB is measured by per unit area as

γGB = (EGB
tot – EBulk

coh NGB
tot )/AGB (5.1)

EGB
tot is the total energy measured at the GB region (the region B), and it equals to the

summation of energies of all atoms in the GB region. EBulk
coh is the cohesive energy for an

atom in the fully relaxed perfect crystal at 0K. NGB
tot is the total number of atoms at the GB

region, and AGB is the area of the cutting face that is parallel to the GB plane.

5.2.3 Flowchart of the EA based GB structure search implementation

Figure 5.3: Flow chart for finding GB structures by using an evolutionary algorithm with
effective mutation methods.

Our implementation of the EA-based GB structure search method contains two stages,
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including a selection phase and mutation-crossover phase in each evolution cycle. Figure

5.3 shows the flowchart of the implementation of the EA-based GB search method.

In the selection phase, operations aim to ensure an efficient sampling of GB structures

by maintaining individual quality and population diversity. Before selections of individ-

uals, we first run a quick dynamics and relax the GB zone to equilibrium states at 0 K.

We estimate GB structure properties such as GB energies, virial stress tensor [234] as well

as bond orientational order parameter [225, 160] in MD and force relaxation steps. Our

next step is to calculate and store a structure fingerprint for each relaxed GB structure. The

purpose of the structure fingerprint is to check similarities and duplicates for both GB struc-

tures and internal crystal nuclei, both of which are cached for future mutation operations

[175]. For each GB structure that resembles identities recorded in the structure fingerprint

caches, we exert a duplication punishment on the GB structure during the evaluation of

selections. Our definition and calculation of structure fingerprint are discussed in Section

5.2.6. The magnitude of duplication punishments is dependent on the times of duplica-

tion of the atomistic structure throughout the history of evolution. Meanwhile, we extract

arbitrary amounts of atomistic structure blocks at randomly selected GBs based on local

energies and stress states in the selection phase. We establish an optimal structure pool

to store GB structures with low GB energy and unique structure fingerprint. The optimal

structure pool primarily consists of a priority queue and a hash map of structure fingerprints

[39]. The optimal structure pool provides stable and metastable GB structures for outputs

and backtracking of search states. The backtracking operation occurs by random chances

if any particular GB structures deviate far away from the minimum-energy states at energy

landscapes. Our backtracking is to designate random structures from the optimal structure

pool to replace a single outlier structure with extreme GB energies. After the series of

preprocessing on GB structures at current generations, we apply a rank selection to pick

survivals to form the candidates for the next generation of GB structures.

In the mutation and crossover phase, our EA operations intend to spread the search
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scope by introducing innovative structures and making incremental changes on candidate

structures survived from the selection phase. We first apply a random choice to split

structure recreation into two routes, and these two routes join before the adjustment of

GB atomic densities to a user-predefined range. The first processing route simulates the

changes for microscopic degrees of freedom by adding random rigid translations. We

first divide randomly selected configurations into two pieces near the GBs, and add three-

dimensional rigid-translations on one piece. There may exist atoms that are too close to

each other after rigid translations. Due to the pigeonhole principle, the atom-overlapping

situation only occurs among pairs of atoms. Therefore, we replace pairs of overlapping

atoms with single atoms at the center of the original overlapped pairs.

The second structure re-creation route mainly produces novel local structures (so-called

“structure elements” here). Along this path, our first operation is to make a local adjustment

on selected configurations by insertion or deletion of a single atom based on local atomic

energy and stress. Discussion of insertion and deletion of atoms is in Section 5.2.5. The

crossover then happens between randomly selected candidates. The details of crossover

implementation are in Section 5.2.4. In the next, we randomly choose GB candidates to

exchange their internal structure elements with either an external or internal crystal nu-

clei pool. The external crystal nuclei pool originates from randomly generated symmetric

structures based on 230 space groups. The internal crystal nuclei pool consists of structure

blocks extracted from configurations that lived in previous generations. Our final opera-

tion is to add γ-surface translation with translation vectors on the grain boundary planes

on randomly selected candidates along this route. After two structure recreation routes

merge in the mutation and crossover phase, we adjust atomic density by inserting or delet-

ing atoms, and the corresponding details are in Section 5.2.5. To assist the occurrence of

phase transformations, we add perturbations to the position of each atom according to a

three-dimensional lattice wave on randomly selected GB structures. The direction lattice

waves are dependent on random selection from high symmetric crystal orientations. Fi-
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nally, we performed a few steps of dynamics and structure relaxation on all configurations,

and it handed the outputs back to the selection phase to start the next evolution cycle.

5.2.4 Crossover and mutation

Our crossover and mutation intend to promote robustness and effectiveness for the GB

structure search with EA. The crossover operation of our implementation resembles the

method proposed by Chua etc. [36]. For mutation, inspired by the application of symmetric

structures in the first generation [260, 150, 253, 189, 149], we develop a new mutation

technique based on swaps of crystal nuclei between GB internal structures and cached

symmetric crystal structure seeds, aiming to introduce ordered crystal structure genes into

GBs to assist the potential creation of new stable GBs with locally ordered structures.

Boosted by structure nuclei at GBs, the GB structure search visit different local minimum

states on the energy landscape more effectively by hopping over energy barriers.

Figure 5.4: The sketch of crossover based on swapping cuboids or slabs of atoms.

In the crossover, we randomly select pairs of configurations from the current genera-

tion, and the proportion of selection is a predefined constant, analogous to the work [36].

We generate a random cuboid or slab in each selected pair, and the cuboid or slab has
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identical size but various center locations in each configuration of pairs, as illustrated in

Figure 5.4. We perform wrap-around through the periodic boundary conditions for cuboids

at the boundary. Unlike the crossover in the previous work [36], our implementation al-

lows the variation of the number of atoms between exchanged cuboids/slabs in the pair

configurations to avoid re-selection of cuboids or slabs for the conservation of atoms.

In mutation, we first randomly choose a subset of configurations, then pick a random

crystal nuclei from the crystal nuclei pool for each chosen configuration. A crystal nuclei

pool stores the information of the atomistic structure of crystal nuclei and the used times in

the ongoing search. As shown in Figure 5.3, our system maintains two crystal nuclei pools:

an external pool (shown in Figure 5.5) and an internal pool (shown in Figure 5.6). The next

task is to inject the selected crystal nucleus into the selected GB. We define a nuclei-swap

to be an operation that copies relative atomic coordinates of a crystal nuclei to an internal

structure block at a GB. In a nuclei-swap, we first delimit an internal structure block, which

has the same dimension as the to-swapped crystal nucleus cell. We then remove atoms in

the internal block and insert the selected crystal nucleus to the internal cell location, as

shown in Figure 5.5 and Figure 5.6. A single nuclei-swap step may be inefficient as only

Figure 5.5: The sketch of crossover based on swapping cuboids or slabs of atoms from the
crystal nuclei pool generated externally based on 230 space groups.
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a single local change introduced in the GB. We hence applied a series of nuclei swaps

in a single mutation step. We first calculate the maximum number of candidate crystal

nuclei that can simultaneously occupy in the GB region of selected configurations, then

use a random choice upon the binomial distribution to determine the number of nuclei-

swap steps. A scalar variable serves as a mutation step length to scale the probability of the

binomial distribution, and a large mutation step length gives a high possibility of making

more nuclei swaps in a single mutation step. The mutation step length depends on the GB

energy ranking of the configuration among the previous generation. A GB structure of low

ranking in the selection has a more substantial mutation step length than GB structures of

high ranking, which is thermodynamically preferred. The location of each nucleus swap is

determined after the number of nuclei swaps. Our implementation is to arrange all nuclei

swaps near the GB plane with patterns randomly chosen from the plane crystallographic

group (also known as wallpaper group) [86] and exert sinusoid perturbations on the center

location of swaps with normal along the GB plane normal.

Figure 5.6: The sketch of crossover based on swapping cuboids or slabs of atoms using the
crystal nuclei pool generated internally, which means those nuclei are chosen
from local structures of GBs in previous generations of EA.

For the effectiveness of nuclei-swap mutation, we consider two requirements for can-

didate crystal nuclei. The crystal nuclei first should be representative of ordered structures
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of different symmetries for exhaustive search on the energy landscape. Second, the crystal

nuclei should contain high-quality genes to speed up the creation of promising candidates.

For the first requirement, we construct the external crystal nuclei pool by generating sym-

metric crystal structures based on 230 space groups with steps similar the work [149]. We

determine the number of atoms in the crystal nuclei by a random choice, then randomly

pick one space group that is compatible with the number of atoms in the unit cell. Atoms

are placed based on Wyckoff positions with random variable picked, and cells are re-scaled

to make atomic volume consistent with equilibrium matrix crystal. We finally apply addi-

tional operations such as deletion, insertion, and merge of atomic positions to make atomic

positions satisfy the minimum bond length constraints in the periodic boundary conditions

along with all three directions. We construct the internal crystal nuclei pool to meet the

second requirement. As shown in the flowchart of Figure 5.3, we extract structure blocks

at GBs from randomly selected configurations in each EA generation. The probability of

a configuration to be picked is proportional to the ranking of this configuration. Next, we

define structure blocks that are centered at atoms with high energies and relatively ordered

neighboring by evaluating the potential energies and virial stress tensor of atoms. The size

of blocks and the number of atoms included in the crystal nuclei are random variables

among predefined ranges. Our hypothesis for choosing internal structure blocks into the

crystal nuclei pool is that atomistic structure blocks with high energy concentration and

ordered local structures contain critical structural signatures of stable GBs. Additionally,

we constrain the lifespan of each crystal nuclei during EA by removing a crystal nuclei if

its usage surpasses a predefined limit.

5.2.5 Control of atomic density

It is critical to measure and control the variation of the number of atoms at GBs during

the GB structure search in the grand canonical ensemble. To quantify the number of atoms
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at GBs, we first define the excess amount of atoms at GB per unit area NGB
ex as

NGB
ex =

〈
NGB

tot – VGB
tot /Γ

〉
/AGB (5.2)

The NGB
ex is an estimation of the excess number of atoms in the GB. In a single estimation

step, we first define a measurement region that contains the GB (region B in Figure 5.2),

and the measurement region thickness is a random variable that can make the measurement

region incorporating the GB region. The excess number of atoms amounts to the total

number of atoms in the region NGB
tot subtracting the expected number of atoms, which is

the total volume of the region Vtot dividing equilibrium volume per atom Γ. We take an

average of 30 measurements for the estimation of NGB
ex , and divide it by the effective GB

plane area AGB. Mutation and crossover can vary the excess number of atoms at GB NGB
ex .

Random rigid translation can induce both volume and amount of atoms change. Crossover

may change NGB
ex since it may not be the same for the number of atoms in the cuboids or

slabs swapped between two configurations.

Additionally, we have two operations for automatic atom insertion and deletion. The

first operation occurs before the crossover, and the target of this insertion/deletion opera-

tion is to tune internal crystal structures locally before crossover and mutation. We first

take samples of several structure units with high energies and evaluate the virial stress of

sampled atoms, then determine whether to proceed with the insertion or deletion of a sin-

gle atom based on the average volumetric stress field of sampled structures. If the average

volumetric stress exceeds an upper bound, we insert a single atom to the system; other-

wise, if the average volumetric stress is less than a lower bound, we delete a single atom at

GBs. The upper bound and lower bound are materials-dependent constants calculated by

expanding and shrinking a perfect crystal with one percent volumetric strain.

As shown in Figure 5.7, to delete a single atom at GB, we first select candidate atoms

in high energy and compressive volumetric stress environment. The atom to be deleted is a
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Figure 5.7: The sketch of insertion and deletion of a single atom into/from the GB region.

random choice among candidate atoms with a bias on the atomic energy of each candidate.

During the insertion, we divide the GB region into equal-size cubic grids by a 3-D mesh

split, and the size of mesh grids is a random choice in each insertion to promote the flexi-

bility of atom insertion. We then measure the energy/stress properties of each mesh grid by

summing the properties of atoms of distances to the center of the grid within a critical cut-

off value. We choose candidate grids based on the average energy and expansive pressure

of atoms in each grid, and among candidate grids, we randomly select a final grid that is

further divided into eight sub-grids. We measure the expansive pressure on the sub-grid us-

ing the same method applied to the grid. In sub-grids unoccupied by any atoms, we finally

insert a single atom at the center of the sub-grid with the highest expansive pressure.

The second automatic insertion and deletion of atoms is for the adjustment of atomic

density at GBs, as shown in Figure 5.3. Our EA method is for effective search of metastable

states of GB structures with NGB
ex inside a range predefined by users. Since the crossover

and mutation may vary NGB
ex to be outside of the expected scope, we modify NGB

ex to a ran-

dom choice in the expected scope by inserting or deleting atoms at GBs. Since operations
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have no atomic properties as a reference at this stage, we delete atoms in a high atomic

density environment and to insert atoms at locations of low atomic density. Similar to the

previous insertion method, we divide the GB region into 3D mesh grids and estimate the

atomic density of each mesh grid. To calculate atomic density in each mesh grid, we sum

the contribution of atoms with within a cutoff distance to mesh grid centers. We insert

or delete a single atom in a random grid among those of the lowest atomic density or the

highest atomic density, respectively. After each deletion or insertion of a single atom, we

recalculate the atomic density of each grid using the same method for another insertion or

deletion. We repeat this process until the NGB
ex of all GB structure in one EA generation

reaches a uniform distributed random target in the predefined atomic density range.

5.2.6 Selection and structure fingerprints

Selection is to pick qualified candidates to form the next generation that retains both

the quality and diversity of the atomistic structure genes of the previous and current gen-

erations. For the quality of survival configurations, we apply rank selection [76] upon a

comparison of GB energies defined in Equation 5.1. However, configurations may greedily

converge to resembling structures of low GB energies, which decreases the diversity of the

generation and further traps the generation in a local minimum of the energy landscape. We

thus apply a trade-off by adding external punishment for similar or repeated structures to

balance between quality and diversity. To estimate the punishment, we introduce structure

fingerprint, unique to each atomistic structure and measurable directly from this structure,

for filtering duplicated GB structures during the evolution. Many studies have proposed

different descriptors to discriminate structures, such as usage of distance metrics [95, 258],

bond orientational order parameter [225], topology or statistics of potential energy land-

scapes [22, 28, 219], and pairwise structure factor [175, 150].

We represent a structure fingerprint with a serial key based on the structural and ener-

getic properties of atoms at GBs. Figure 5.8 exhibits an example of our key-based structure

111



Figure 5.8: A diagram of extraction and calculation of structure fingerprints for each GB
structure

fingerprint and the diagram for the calculation of structure fingerprint. Our first step is

to select a constant amount of representative atoms of the highest atomic energy and vol-

umetric stress. We define an atomic fingerprint as the inner product between the atomic

energy and the bond orientational order parameter, which relies on the structural environ-

ment of each atom and the potential energies of the materials. The next is to discretize the

atomic fingerprint into discrete bins and assign atoms to bins upon their atomic fingerprints

such that atoms of a similar atomic environment in the same atomic fingerprint bin. We

group adjacent occupied bins into a large bin and evaluate the average atomic fingerprint

for each occupied bin, then measure the structure fingerprint by encoding the index, size,

and average atomic fingerprint of each occupied bins. Our key-based structure fingerprint

is hashable to achieve the constant time search for the detection of duplication of atomistic

structures throughout evolution history during the selection phase, but it prohibits the di-

rect comparison of different atomistic structures. Therefore, it is worth for future studies

on the development of methods that balance between key-based fingerprint for structure

identification and matrix-based fingerprint for structure comparison.
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5.2.7 Details of GB setups and simulations

We apply the EA method to investigate STGBs in pure metals, including the [001]

STGBs in FCC copper (Cu), the [110] STGBs in BCC tungsten (W), and the [1210] STGBs

in HCP magnesium (Mg). Our EA method utilizes empirical potentials to simulate the GBs

of each metal, and the potentials in use are a Cu embedded atom method (EAM) potential

[43, 162], a W EAM potential [277], and an Mg EAM potential [146]. All empirical

potentials applied in this work are previously validated to be suitable for the studies of GBs

[30, 240, 67, 278, 217, 213, 69, 252, 251, 167, 178].

Our simulations apply orthogonal simulation boxes to construct STGBs. To build the

[001] STGBs in FCC Cu, we align the [100], [010], and [001] lattice orientation along the

x- and y- and z- Cartesian axis, respectively. We coordinate the x- and y- and z- Cartesian

axis parallel to the [110], [001], and [110] to construct the [110] sets of STGBs in BCC W.

We apply the basal-plane tilt to build the [1210] STGBs in HCP lattice [279], and the three-

axis corresponds to the [1010], [0001] and [1210] lattice orientation, respectively. Thus,

for all the GB simulations, the GB tilt axis is along z-axis and the grain boundary plane is

on the x-z plane. In the next, we divide the supercell of the perfect crystal into a top and

a bottom half part, respectively. Along the tilt axis, we then rotate the top grain by the tilt

angle θ clockwise and tilt the bottom grain by θ counterclockwise. The total misorientation

angle φ thus equals twice of the tilt angle θ. We determine the tilt angle and the simulation

box width (length along the x-axis) based on the constraint of periodicity along the x-axis.

We regulate the simulation box width along each dimension at least 20 Å and at least four

atomic layers by examining their correlations to the GB energies. Throughout simulations

in this work, we display atomic structures with OVITO, an open visualization tool for

visualization and analysis of atomistic simulation data [227].
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5.3 Results and discussion

5.3.1 The [001] STGBs in FCC Cu

We first apply the EA method to study the [001] STGBs in FCC copper (Cu). Re-

cent investigations of Cu Σ5(210)[001] and Σ5(310)[001] STGBs reveal an occurrence of

phase transformations induced by diffusion of atoms at the GBs [67], which indicates that

a conventional method that conserves the number of atoms at GBs impose constraints for

potential structure transformations. A recent GB search method demonstrates the possibil-

ity of finding new stable and metastable phases at GBs in grand canonical ensembles [278].

Accordingly, our first work is to explore the [001] STGBs in FCC Cu as a benchmark to

examine the effectiveness of our mutation operations and EA implementation.

Figure 5.9: Two projected views of the ground-state STGB structures of the Σ17(410)[001]
and Σ53(720)[001] GBs at the misorientation angle of 28.07◦ and 31.89◦, re-
spectively, obtained in the grand canonical ensembles at 0 K. The left images
show the view along the z-axis (the tilt axis) and the right images show the
view along the x-axis. The grain boundary plane is on the x-z plane. All the
following GB images are plotted according to the same orientation setup.
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Our GB search starts with low tilt angles, and we discovered the ground-state (GS)

structures of Σ17(410)[001] at φ = 28.07◦ and the Σ53(720)[001] at φ = 31.89◦, as pre-

sented in Figure 5.9. The left panel exhibits atomic structures from the view parallel to the

[001] tilt axis, and the right panel shows the view along the direction perpendicular to the

tilt axis but still on the grain boundary plane. The GB energies are 0.902 J/m2 and 0.944

J/m2 for the Σ17(410)[001] and the Σ53(720)[001], respectively. For low tilt-angle STGBs

such as the Σ17(410) and the Σ53(720), we find ground-state structures that belong to the

Split Kite (SK) family but have non-glide symmetry compared with the typical Split Kite

(SK) structure. The finding of Split Kite (SK) with non-glide symmetry is consistent with

the GS structures of the Σ17(410) and the Σ53(720) reported by Zhu etc [278].

Figure 5.10: The projected views along z-(left images) and x-(right images)axis of the
STGB structures of the Σ5(310)[001] with the misorientation angle of 36.87◦

at the ground state (top images) or a near-ground state (bottom images) ob-
tained in the grand canonical ensembles at 0 K.

We increase the tilt angle for the Σ5(310)[001], Σ29(520)[001] and Σ5(210)[001] GBs

that correspond to the misorientation angle at 36.87◦, 43.60◦ and 53.37◦, respectively. For
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the Σ5(310)[001], our EA identifies two structures of GB energy equal or close to the

ground state, as shown in Figure 5.10. The top one shows the conventional Kite structure

GB with GB energy of 0.905 J/m2, and the bottom one exhibits a GB of the skewed Split

Kite (SK) structure with GB energy 0.914 J/m2. This is consistent with reported results that

the Kite structure is the ground-state GB structure for the Σ5(310)[001] at 36.87◦, and the

structure of Split Kite family gives energy close to the ground-state Kite structure [278].

Moreover, the skewed Kite has excess atoms per unit GB area NGB
ex of -0.007 Å–2, which

indicates its atomic density is close to the perfect FCC Cu lattice. Compared with the NGB
ex

of -0.041 Å–2 for the conventional Kite, the skewed Kite GB has a higher atomic density

than the usual Kite GB, which also matches the previous analysis [278].

Figure 5.11: The projected views along z-(left images) and x-(right images) of the STGB
structures of the Σ29(520)[001] with the misorientation angle of 43.60◦ at the
ground states obtained in the grand canonical ensembles at 0 K. Two ground-
state structures (top vs. bottom images) are obtained.

At the misorientation angle of 43.60◦, we find the Σ29(520)[001] has two structures

that correspond to the ground-state with the same GB energy of 0.983 J/m2, as displayed
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in Figure 5.11. The top GS structure is the typical Kite GB structure with Kite units of

alternated size periodically aligning along the GB plane. The second GS is in a Distorted

Kite structure, as shown in the bottom penal of Figure 5.11, where atoms are in distorted

positions compared with the usual Split Kite structures. The finding of two GS structures

agrees with the finding from Zhu etc. [278]. The Distorted Kite structure has NGB
ex of -0.016

Å–2 that is in-between the -0.024 Å–2 for the normal Kite and -0.007 Å–2. Therefore, the

GB of Distorted Kite has an atomic density in the middle of the split and normal Kite GB,

which is consistent with previous examination [278].

Figure 5.12: The projected views along z-(left images) and x-(right images)axis of the
STGB structures of the Σ5(210)[001] with the misorientation angle of 53.37◦

at the ground state (top images) or a near-ground state (bottom images) ob-
tained in the grand canonical ensembles at 0 K.

For the Σ5(210)[001] at the misorientation angle of 53.37◦, our GB search obtains

two structures at or near the ground-state. As shown in Figure 5.12, the GS is a Split Kite

structure (top images in Figure 5.12) of GB energy 0.943 J/m2, and the second to the GS is a

Distorted Kite structure (bottom images in Figure 5.12) of GB energy 0.947 J/m2. The NGB
ex
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of Split Kite structure is -0.006 Å–2, higher than the NGB
ex of -0.015 Å–2 for the Distorted

Kite structure. The atomic density of Split Kite GB family is close to perfect the FCC lattice

and higher than typical Kite GB family in that extra atoms occupy lattice sites between the

[001] planes. Split Kite family also have complex internal structures of distinct subunits

compared with the typical Kite family, and this rich structural diversity corresponds to the

increase of entropy, which is consistent with the results that most ground-state structures at

high temperatures belong to the Split Kite family [278].

Figure 5.13: The projected views along z-(left images) and x-(right images)axis of the
STGB structures of the Σ13(320)[001], Σ25(430)[001] and Σ61(650)[001]
with the misorientation angle of 67.38◦, 73.74◦ and 79.61◦, respectively, at
the ground states obtained in the grand canonical ensembles at 0 K.
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At high angles, we perform the structure search on the Σ13(320)[001], Σ25(430)[001],

and Σ61(650)[001] for the misorientation angle at 73.74◦, 67.38◦ and 79.61◦, respectively.

As shown in Figure 5.13, these three GB structures are in the category of Extended Kite

family since the structure units at the GBs are [110] edge dislocations with extended dislo-

cation core structures compared with regular Kites [278]. The GB energies are 0.805 J/m2,

0.666 J/m2, and 0.509 J/m2 for the Σ13(320)[001], Σ25(430)[001] and Σ61(650)[001], re-

spectively. When the tilt angle increases, the GB energy of Extended Kites decreases. The

Extended Kites become favorable than Normal Kites and Split Kites at high misorienta-

tion angles, and this observation is consistent with previous examinations on [001] STGBs

[278]. The NGB
ex is -0.0263 Å–2, -0.014 Å–2 and -0.013 Å–2 for the Extended Kite struc-

tures at Σ13(320)[001], Σ25(430)[001], and Σ61(650)[001], respectively. Extended Kites,

therefore, have atomic densities close to Split Kites and higher than regular Kites, and this

estimation also agrees with the previous investigation [278].

5.3.2 The [110] STGBs in BCC W

Our next application of the EA is to study GBs in BCC refractory metals. Unlike

many FCC metals, d valence electron in transition metals promotes directional chemical

bonding, causing additional complexity on the structures and behaviors of defect [21, 266].

Thus, early studies applied DFT calculations to investigate properties of STGBs at different

tilt angles with γ-surface method [217, 218, 213]. Recently, an application of metastable

structural unit model demonstrated the variety and multiplicity of states and properties of

GBs in BCC W [90], and researches focused on W [001] and [110] tilt GBs discovered

novel structures with the number of atoms inconsistent with the number of atoms in the

lattice planes of neighbor crystals [68, 69]. Consequently, we employ our EA package to

study [110] STGBs in BCC W to validate the quality of our EA GB search method.

Our first examination focuses on GB structures of the Σ3(112)[110] and Σ3(332)[110]

at the φ of 70.53◦ and 129.52◦, since these two tilt angles correspond to the two deep
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Figure 5.14: The projected views along z-(left images) and x-(right images)axis of the
ground-state STGB structures of the Σ3(112)[110] at φ = 70.53◦ (top im-
ages) and Σ3(332)[110] at φ = 129.52◦ (bottom images) obtained in the grand
canonical ensembles at 0 K.

cusps for the GB energy curve [213, 69]. Figure 5.14 shows the ground-state structures

of Σ3(112)[110] and Σ3(332)[110] explored by the EA, and their ground-state energy are

0.582 J/m2 and 2.016 J/m2, respectively. For the Σ3(112)[110], the lattice at GB is com-

pletely symmetric and coherent. The excess atoms per GB area NGB
ex is -0.008 Å–2, and it

indicates the ground-state structure of the Σ3(112)[110] has almost the same atomic den-

sity as the perfect BCC crystal. Due to the consistency of structure and atomic density at

the GB, the Σ3(112)[110] has ground-state GB energy much lower than other tilt angles in

the [110] tilt set. As a comparison, NGB
ex of Σ3(332)[110] is -0.018 Å–2, and the decrease

of atomic density is due to small vacancies spread at the GB plane, as indicated by the bot-

tom images in Figure 5.14. These vacancies increase the GB energy of Σ3(332)[110] to be

about three times higher than the Σ3(112)[110]. In summary, at the angles of 70.53◦ and

129.52◦, our EA finds both structures and energies that are consistent with previous reports

[218, 213, 69], and no novel ground-state structures compared with γ-surface approach.
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For misorientation angles between 0◦ and 70.53◦, we apply the EA to examine the

Σ33(118)[110] at the angle φ of 20.05◦. Our result shows a novel structure that is different

from the one given by the γ-surface approach [213, 69]. As shown in top images of Figure

5.15, GB atoms shuffle along the z-axis to generate new structure units evenly distributed

along the GB plane at a distance of approximately 9 Å. This structure is consistent with a

recent finding by a grand canonical GB structure search technique [69]. A high-temperature

molecular dynamics simulations with open surfaces also confirms that this structure is equi-

librium at high temperature after phase transformations that accompanied with changes of

atomic density at GB [69]. Also, this structure is found to be the ground-state GB structure

for the Σ33(118)[110] with other W empirical potentials [69].

We next examine the Σ43(335)[110] and Σ3(111)[110] at the misorientation angle φ

of 80.63◦ and 109.47◦. As shown in Figure 5.15, our EA finds a novel GB structure with

novel structure units aligned along the GB plane with spacing of 14.6 Åalong x-axis for

the Σ43(335)[110]. These local structure units consist of pairs of interstitial atoms at the

GB plane, and these structures serve as extended grain boundary dislocation (GBD) to

alleviate lattice misfit energy such that the rest atoms at GB are symmetrically coherent.

This GB structure has NGB
ex of -0.013 Å–2. This new GB structure has not been reported

for the STGBs at the misorientation angle of 80.63◦ in BCC metals. At the misorientation

angle of 109.47◦, our EA discovers a new GB structure of thickness of three atomic layers

along z-axis, as shown in Figure 5.15, and this structure has atoms shifted along the x- and

z-axis near the GB plane. This distorted phase exhibits a rich structural diversity in that

multiple equivalent structures of different distortion of atoms exist near the ground-state.

The GB energy is 2.357 J/m2 for this GB structure, lower than the GB energy provided by

γ-surface method [69]. This structure also matches the stable GB phases at thermodynamic

equilibrium in recent high-temperature MD simulations with atom diffusion at GB [69].

We investigate the Σ27(552)[110] at the angle of 148.41◦ for the misorientation angle

above 129.52◦. As shown in Figure 5.15, the EA discovers a novel phase that is related to
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Figure 5.15: The projected views along z-(left images) and x-(right images)axis of ground-
state STGB structures of the Σ33(118)[110] at φ = 20.05◦, Σ43(335)[110] at
φ = 80.63◦, Σ3(111)[110]at φ = 109.47◦, and Σ27(552)[110] at φ = 148.41◦

obtained in the grand canonical ensembles at 0 K.
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a shuffle of atoms along the z-axis. This novel structure has GB energy 2.493 J/m2 that is

7% lower than the GB energy of 2.67 J/m2 for structures from γ-surface method [68, 69].

The NGB
ex of the GB phase is -0.009 Å–2 such that this GB structure has the almost same

atomic density as the equilibrium BCC lattice. This GB phase has a high structural diversity

since our EA detects multiple structures with similar energies, with the only difference on

the local interstitial sites within the GB plane. The same GB structure was found with

different potentials, and DFT calculations and high-temperature MD simulations confirmed

its energy and thermodynamic stability [68, 69].

5.3.3 The [1210] STGBs in HCP Mg

We apply the EA method to explore [1210] STGBs in Magnesium (Mg). Since GBs

perform a fundamental role in plastic deformation [229], many theoretical and experimental

work investigated GBs in Mg or Mg alloys [252, 251, 107, 167, 279, 178]. Wang and

Beyerlein comprehensively analyzed the correlation between the GB structures and tilt

angles for [1210] STGBs. In this work, we revisit the study of [1210] STGB structures

with our EA methods to validate the effectiveness of the EA in the HCP crystal structure.

We first examine the GB structures at tilt angles that correspond to the formation of twin

boundaries (TBs). The TBs form a particular subclass of STGBs that satisfy mirror symme-

try on the twinning plane, and the TBs are coherent with atoms belong to both grains that

form the GBs. We applied the EA for the (1013)[1210], (1012)[1210], (1011)[1210] and

(2021)[1210] at the misorientation angle of 63.99◦, 86.28◦, 123.83◦ and 150.12◦ respec-

tively, and our EA validates that the TBs are their corresponding ground-state structures,

as shown in Figure 5.16. The GB energy is 0.104 J/m2, 0.122 J/m2, 0.075 J/m2 and 0.125

J/m2 for the (1013)[1210], (1012)[1210], (1011)[1210] and (2021)[1210], respectively, and

these energies are consistent with previous studies on the structures of TBs in HCP metals

[215, 216, 164, 252, 131]. Moreover, the excess atoms per GB area NGB
ex is 0.002 Å–2,

0.001 Å–2, -0.020 Å–2, and 0.004 Å–2 for the (1013)[1210], (1012)[1210], (1011)[1210]
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Figure 5.16: Two projected views along z-(left images) and x-(right images)axis of the
ground-state STGB structures of the (1013)[1210] at φ = 63.99◦, the
(1012)[1210] at φ = 86.28◦, the (1011)[1210] at φ = 123.83◦ and the
(2021)[1210] at φ = 150.12◦ obtained the grand canonical ensembles at 0 K.
All the four GBs have coherent twin boundary structures, and the blue dashed
line indicates the twin boundary plane.
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and (2021)[1210], respectively. Most TBs have atomic density close to the perfect HCP

lattice, except for the misorientation angle at 123.83◦. The (1011)[1210], energetically the

most favorable GB, has the atomic density lower than the perfect HCP lattice.

Figure 5.17: Two projected views along z-(left images) and x-(right images)axis of the
ground-state STGB structures of the (101 12)[1210] at φ = 17.75◦ and the
(1018)[1210] at φ = 26.37◦ obtained the grand canonical ensembles at 0 K.
Each purple sign indicates a single edge-type grain boundary dislocation, and
the blue dashed line highlights the middle plane of each GB.

At low angles, our EA searches the (101 12)[1210] and (1018)[1210] GBs at the misori-

entation angle of 17.75◦ and 26.37◦, respectively. Our EA finds the ground-state structure

with GB energies of 0.281 J/m2 and 0.306 J/m2 for the (101 12)[1210] and (1018)[1210],

respectively, and both GB energies are approximately 0.02 J/m2 lower than values reported

by the conventional γ-surface method [252]. As shown in Figure 5.17, the ground-state of

the two low-angle STGBs consists of edge-type grain boundary dislocations (GBD) that

form a tilt wall [97]. Moreover, unlike the conventional picture that tilt-wall consists of

edge-type GBDs arranged to a straight line, our EA discovered the zigzag distribution of

the GBDs along with the tilt GB plane. We consider each displacement along the GB plane
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normal of adjacent GBDs as a step [99], which is related to the passage of lattice dislo-

cations thorough the GBs [194, 99, 100, 101]. A disconnection is defined as a combined

step/dislocation defect [194, 99], and it is related to the interface defects in phase trans-

formations [193, 1] and interactions between GBs and dislocations [100, 101]. It is worth

for future research on the thermal and mechanical influence of the arrangement of GBDs

at low angle [1210] STGBs in HCP Mg. Our EA shows the NGB
ex is -0.001 Å–2 for the

(101 12)[1210] and approximately 0 Å–2 for the (1018)[1210]. Accordingly, the transverse

distribution of GBD at GBs may attribute to conservation of the atomic density at GB.

Figure 5.18: Two projected views along z-(left images) and x-(right images)axis of the
ground-state STGB structures of the (5056)[1210] and (5054)[1210] at the
misorientation angle of 114.74◦ and 133.77◦ obtained the grand canonical
ensembles at 0 K. The blue dashed line indicates the GB plane that is charac-
terized by the common neighborhood analysis [103].

We next increase the tilt angle to explore the STGB structures of the (5056)[1210] and

(5054)[1210] at the misorientation angle of 114.74◦ and 133.77◦, respectively. Our struc-

ture search shows the GB energy of their ground-state structure is 0.216 J/m2 and 0.209

J/m2 for the 114.74◦ and 133.77◦, respectively. The ground-state structures discovered by
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our EA have GB energy approximately 0.03 J/m2 lower than the ground-state GB energy

reported by original γ-surface method [252]. The NGB
ex is -0.010 Å–2 for the (5056)[1210]

and -0.012 Å–2 for the (5054)[1210]. As exhibited in Figure 5.18, the STGB plane is semi-

coherent for the GB structures of both (5056)[1210] and (5054)[1210]. Identified by the

common neighborhood analysis [103], the GB plane consists of pure cleavage steps that

are 1-2 nm in height and depth for the GBs with φ of 114.74◦ and 133.77◦, as indicated

by the blue dashed line in Figure 5.18. The lattice along the step surface parallel to the

GB planes resemble the complete coherent (1011)[1210] TB, which has the minimum GB

energy for all [1210] STGBs in HCP Mg. Atoms near the step surface normal to the GB

plane deviate from equilibrium lattice sites to alleviates the lattice mismatch due to the tilt

orientation varying from the perfect twining angle 123.83◦. On the other hand, the con-

ventional γ method predicts the GB structures that are straight tilt walls of GBDs aligning

along the GB plane [252]. Therefore, our EA shows that the semi-coherent GB consisted

of ∼ 1 nm thick steps can decrease the GB energy to be lower than a straight interface.

5.3.4 Predictions of metastable GB structures

Our package can output not only optimized ground-state GB structures but also a spec-

trum of metastable GB structures near the ground state. For example, Figure 5.19 shows

GB energies of metastable GB structures recorded in our package during the EA search of

the GB Σ27(552)[110] in BCC W. Our EA records GB structures of various atomic den-

sities at GBs, which are evaluated by the average excess number of atoms at GB per unit

simulation cell in Figure 5.19. For each value of GB density (the average excess num-

ber of atoms labeled in the x-axis of Figure 5.19), there are many variants of metastable

structures of GBs with a spectrum of GB energies (labeled in the y-axis of Figure 5.19).

These results are consistent with the recent discovery that the vast multiplicity of GB states

show statistical properties in the description of GB statistical-mechanics [89]. Beyond pure

metals, atomistic simulations showed that the GB segregation concentrations and energies
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Figure 5.19: A spectrum of stable/metastable GB energies at Σ27(552)[110] at φ = 148.41◦

in BCC W

for solute atoms form a spectrum of normal-like distribution in polycrystals [250]. Our

package generates a spectrum of stable or metastable states GB structures that can serve as

the foundation for grand canonical Monte Carlo simulations on GB segregation and other

GB properties, which have been shown to have a critical influence on ductility and strength

[206, 207, 137, 229].

5.3.5 Simulations of Tensile Loading on [1210] STGBs in HCP Mg

To demonstrate the effects of GB structures and properties on plastic deformation, we

applied MD simulations of tensile loading on selected Mg [1210] STGBs using both the

EAM [146] and MEAM potential [48] that generated the same GB structures as illustrated

in the last section. In the MD tensile simulation, we enlarged the GB supercell so that the

simulation cell was at least 150 Å along the x-axis, 500 Å along the y-axis and 120 Å along

the z-axis. We applied periodic boundary conditions (PBC) along the x- and z-axis, and

created free surface along the y-axis.

Before the tensile, we performed thermostatting and barostatting on the system until
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Figure 5.20: The tensile stress strain curve for MD tensile normal to the planes of the GB
(1018)[1210] at the misorientation angle φ = 26.37◦ and (5056)[1210] at the
misorientation angle φ =114.74◦ based on Mg EAM potential [146].

it reaches NPT ensemble of zero external pressure and 300 K. We then applied tensile of

constant strain rate 107 s–1 along the y-axis at NVT ensemble at 300 K. The simulation

timestep is 1 femtosecond throughout the MD simulations.

Figure 5.20 shows the stress-strain curves of MD tensile on the GB (1018)[1210] at

φ = 26.37◦ and the GB (5056)[1210] at φ =114.74◦ based on Mg EAM potential [146].

For both GBs, the plastic deformation starts to activate at the strain of between 0.02 to

0.03 indicated by the slope change of stress-to-strain curves. However, the stress curve

for the (1018)[1210] GB has a large drop compared with the (5056)[1210] GB, and the

stress variation of each curve shows different plastic deformation mechanisms for both

GBs. As shown in Figure 5.21 of the atomistic structure evolution at the (1018)[1210]

GB, the GB generates the (1012) twin embryos on both sides of the GB, as shown at the

strain of approximately 0.024. Similar twin embryos nucleation was observed at low angle

STGBs when interacting with external dislocations [251]. The twin embryos formed from

the dissociation of GBDs distributed in a zigzag pattern, as shown in Figure 5.17. The
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Figure 5.21: Atomistic structure evolution near the GB (1018)[1210] at the misorientation
angle of 26.37◦ during increasing tensile strain normal to the GB plane at 300
K based on Mg EAM potential [146].

twin embryo grows to the twin nucleus that expands further to generate sizeable plastic

deformation when the tensile strain increases, as shown at the strain of 0.042 in Figure 5.21.

The significant embryo growth is consistent with the stress drop in the stress-strain curve,

and the twin nucleation indicates the resolved shear stress for dislocation activation is larger
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Figure 5.22: Atomistic structure evolution near the GB (5056)[1210] at the misorientation
angle of 114.74◦ during increasing tensile strain normal to the GB plane at
300 K based on Mg EAM potential [146].

than the counterpart for twin nucleation at Mg [1210] STGBs with low misorientation

angles. This deformation twinning at GBs relieve inelastic strains and could increase the

ductility of polycrystalline hexagonal metals without 〈c + a〉 pyramidal slip [110].

As shown in Figure 5.18 and 5.22, the (5056)[1210] GB consists of basal stacking
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faults interleaved with (1011)[1210] twinning boundary segments. At the strain of 0.036,

1/3
〈
1010

〉
{0001} partial dislocations nucleates from the GB to glide along the basal

plane, leaving FCC stacking fault layers, indicated by atoms in green color. The leading

partial dislocations glide on the basal plane away from the GB when the elongation strain

increases, leaving an array of stacking fault layers, as shown at the strain of 0.041 in Figure

5.22. In comparison to the low misorientation angle GB (1018)[1210], the (5056)[1210]

favors dislocation slip over deformation twinning to release tensile stress normal to the GB

plane, partially because the Schmid factor increases for the resolved shear stress on the

basal dislocation slip
〈
1220

〉
{0001} when the misorientation angle increases. The atom-

istic structure of GBs are also related to the plastic deformation mechanism under tensile

loading along the GB plane normal direction. The (1018)[1210], have twin embryo easily

nucleated at slight strain, while the (5056)[1210] GB structure contains stacking faults that

facilitates the dislocation nucleation from the GB.

Systematic MD simulations on tensile loading of more [1210] STGBs in Mg were per-

formed. Figure 5.23 shows the critical tensile stress at the start of the plastic deformation

of these GBs during the MD tensile tests using both the EAM [146] and MEAM potential

[48]. Results from both potentials show consistent results that the preferred deformation

mechanism at low misorientation angles is deformation twining, as shown in Figure 5.21,

and partial dislocation glide on basal planes dominates the plastic deformation at increased

misorientation angles. In addition, since it was reported that GBs with a low static GB

energy tends to resist slip transmission and nucleation at GBs [212], the critical tensile

stress to activate plastic deformation was plot relative to the GB energy variation in Figure

5.23. It shows GBs of relative high GB energies are those with low misorientation angles

and they tend to generate deformation twinning, while low energy GBs are those with high

misorientation angles and they often induce dislocation slip.

Another remarkable result in Figure 5.23 is that the (5056)[1210] 114.74◦ GB has a

significant lower critical tensile stress in both potentials compared with other GBs with
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Figure 5.23: The critical tensile stress to activate plastic deformation in relation to the GB
energy for [1210] STGBs with different misorientation angles using both the
EAM [146] and MEAM potential [48]. The value of the misorientation angle
for each GB is labeled in the figure.

either lower or higher GB energies. This GB structure has stacking fault segments due to

partial dislocations on basal planes, as shown in Figure 5.18, so they have easy sources

to generate more basal dislocations. As a result, our MD results suggest that there is no

simple correlation between the GB energy and the critical tensile stress for the activation of

dislocation and deformation twinning nucleation as suggested by previous MD simulations

[212]. Other GB features, like certain GB structures that can enhance dislocation activities,

should be considered to comprehensively understand the GB effects on plastic deformation.
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5.4 Conclusion

In this work, we created an EA-based GB structure search code of novel mutation

methods upon the exchange of internal atomistic structure segments. The package suc-

cessfully explored symmetric tilt grain boundaries (STGB) in different metallic systems of

various crystal structures to produce results consistent with recent progress on GB struc-

tures searches [67, 278, 69, 68, 17]. Moreover, our structure search discovered a distinct

ground-state structure in the Σ43(335)[110] for BCC W, GBs with a distribution of grain

boundary dislocations (GBDs) at low misorientation angles of the [1210] STGBs, as well

as GBs in the shape of 1-nm thick steps, as shown in Figure 5.18, for the [1210] STGBs in

HCP Mg with high misorientation angles. Furthermore, our code can output a spectrum of

metastable GB structures near the ground state, which is critical to describe the GB prop-

erties based on statistical mechanics [89]. In general, this EA-based GB structure search

code is efficient and robust. From the efficient aspect, the nuclei-exchange-based structure

mutation, as the critical development in our EA package, only employs linear time to scan,

insert, and delete atoms. From the robust aspect, the nuclei exchange technique does not

exert additional boundary constraints on the material systems. Therefore, beyond the GB

structure, our EA based search package can solve general atomistic structure optimization

problems such as perfect crystals, dislocations, interphase boundaries, and surfaces.

Finally, we performed benchmark MD simulations of tensile loading on symmetric

tilt grain boundaries (STGB) in pure Mg generated by our GB structure search code us-

ing two different Mg interatomic potentials. The preliminary results suggest the critical

stress for the nucleation of dislocations and deformation twinning from Mg GBs may de-

pend on many factors of the detailed GB structures, such as misorientation angles, GB

energies [212], and local GB structures that can enhance dislocation activities. More sys-

tematic simulations and analyses are required to obtain a clear and quantitative description

on GB effects to dislocation/twinning activities and plastic deformation based on stable and

metastable GBs generated by our code.
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CHAPTER VI

Simulations of Dislocation-precipitate Interactions in

Mg-Nd Alloys

Chapter V focuses on the interactions between deformation defects and typical two-

dimensional defects such as grain boundaries. This chapter focuses on the interactions

between dislocations and β1 precipitates as three-dimensional defects during the plastic

deformation of Mg-Nd alloys [105, 106]. The β1 precipitates have a special ordered lat-

tice structure, which increases the complexity of their effects on dislocation motions. We

demonstrate a mixed approach of DFT calculations, MD simulations and experiments that

reveals novel motion mechanisms for basal dislocations in Mg-Nd alloys. All experimental

work in this chapter is from our collaborator Zhihua Huang [105, 106].

6.1 Introduction

Mg-RE alloys such as Mg-Nd, Mg-Nd-Y, Mg-Gd, and Mg-Gd-Y share a similar precip-

itation sequence, and their dominant strengthening mechanism is precipitation hardening.

For Mg-Nd, the precipitation sequence is supersaturated solid solutions (SSSS) - Guinier-

Preston (GP) zone - β
′′′

- β1(Mg3Nd) - β(Mg12Nd) - βe(Mg41Nd) [280, 190, 166]. β ′′′

is a shearable coherent thin (5 nm) precipitate of nominal dimensions of 10 to 30 nm, as

shown in Figure 6.1 [105]. Oppositely, β1 has FCC structure with a D03 ordering, and it is
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Figure 6.1: Dark field image a) and bright field image b-d) show microstructure and pre-
cipitate configuration for 30 minutes a), 6 hours b), 9 hours c) and 100 hours
d) aging of Mg-Nd alloy. Fine β

′′′
precipitates dominate the 30-min sample,

and β1 precipitates are profuse in other conditions. The view is close to [0001]
direction, and the triad represent {1210} direction. All aging is at 250 ◦C.

regarded as non-shearable precipitate [144]. The orientation between β1 and Mg matrix is

〈111〉β1 ||
〈
1210

〉
Mg and {110}β1 || {0001}Mg. β1 precipitates are in shape of thin-plate

with dimensions of approximately 130 nm × 10 nm × 310 nm, aligned on a {1100}Mg

prismatic habit plane, as shown in Figure 6.1. Our recent TEM images show steps on the

surface of β1 precipitates, as shown in Figure 6.2, which indicates dislocations can cut

through β1 precipitates during deformation. Compared with easy-to-shear β ′′′ precipitates,
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Figure 6.2: Undeformed samples show straight precipitates with an intact interface with the
matrix in a) and b). Images c) and d) are taken from samples compressed 5%
showing that the precipitate is cut by basal dislocations leaving an offset at the
sheared interface. Image c) is an annular bright field (ABF) image and the thin
dark lines (marked with arrows) are dislocations impinging on the precipitate.
The inset in c) is a high magnification image of interface offsets. All images
are viewed from [1210] direction.

it is worthwhile to understand the critical stress for dislocation cutting β1 precipitates to

further estimate the strengthening property of β1 precipitates.

For ductility, the basal slip is the most active to generate plastic deformation in Mg and

Mg alloys [6, 264], it provides only two independent slip systems that are insufficient to

satisfy von Mises criterion of five independent slip systems for arbitrary shape change in a
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random polycrystalline aggregate [232]. Mg and Mg alloys still have measurable ductility

with slip systems involving 〈a〉 type dislocations. The tensile elongation-to-failure of many

Mg alloys at room temperature is 15 to 25% [13], significantly higher than many materials

with a limited number of slip systems, such as Be and NiAl, both of which rarely achieve

greater than 3% tensile elongation-to-failure at room temperature. Koike et al. showed

AZ31B alloys of a refined grain size could reach greater than 45% tensile elongation at

room temperature with an abundance (40%) of non-basal 〈a〉 type dislocations [126], sug-

gesting a profuse occurrence of cross-slip in the system. Agnew et al. [6] showed similar

results and pointed out that the non-basal cross-slip could provide two extra independent

slip systems
〈
1210

〉
{1010} to activate a total of four independent slip systems, which

might account for increased room temperature tensile ductility, particularly under defor-

mation conditions such as unconstrained in-plane tension [6].

Figure 6.3: Engineering stress-strain curve of heat treated Mg-2.4wt.%Nd alloy in six aging
conditions at 250 ◦C

Our recent tensile experiment and TEM characterization revealed non-basal 〈a〉 dis-

location cross-slip in β1 dominant microstructure, as shown in Figure 6.4, among Mg-

2.4wt.%Nd alloy at six heat treatment conditions including solution heat treated (SHT) and

aging at 250 ◦C for 30 minutes, 2 hours, 6 hours, 9 hours, and 100 hours. As shown in
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Table 6.1: Critical engineering tensile strain to failure for heat treated Mg-2.4wt.%Nd alloy
in six aging conditions at 250 ◦C

Microstructure Sample conditions Strain to failure
no precipitates SHT 13.7% ± 1.3%

only β
′′′

precipitates 30 mins 12.4%
only β1 precipitates 6 hours, 9 hours, 100 hours 17.9% ± 0.3%

Figure 6.4: Sequence of dislocation interactions with β1 precipitates from in situ experi-
ments, viewed along [1213]. The bright field TEM images in a), b), c) and d)
show the progression of the interaction at different times. Images show a cross-
slipped dislocation pinned at the departure side of the precipitate, The pinning
point of dislocations 1 and 2 are marked with blue and green dots. The dislo-
cations of interest are marked by dashed blue line in the enlarged inset at top
right of each image.

Table 6.1, the sample of 30-mins aging only has β
′′′

precipitates, and it fails at strain 13.7%

± 1.3%. Samples at 6-, 9-, and 100-hour aging conditions have β1 dominant microstruc-
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ture, and they fail at strain 17.9% ± 0.3%, as shown in Figure 6.3. In addition, non-basal

〈a〉 dislocation cross-slip in Mg and Mg alloys has been observed and studied experimen-

tally [41, 37] and computationally [268, 269]. Couret and Caillard [41] showed that the

prismatic glide is controlled by thermally activated motion of rectilinear screw component,

known as the FE mechanism [61]. Experiments have exhibited both basal and prismatic slip

systems polycrystalline samples, despite the CRSS to activate prismatic slip is two orders

of magnitude higher than basal slip at room temperature [6, 126, 127]. Recent MD simu-

lations showed dislocation cross-slip at Mg17Al12 precipitate [143]. Experiments showed

the precipitation-hardened Mg alloys could exhibit a comparable ductility even better than

solutionized alloys [274, 275, 23].

In this work, we start with calculating the CRSS for dislocation cutting the precipitates

based on a theoretical model to analyze the dislocation pile-up phenomenon. We then apply

MD to directly simulate interactions between the β0 precipitates and single edge or screw

dislocation to understand the mechanism of the dislocation cross-slip.

6.2 Computational methods

6.2.1 DFT calculations for stacking fault energy

We used the VASP [85] based on the PAW-PBE pseudopotentials [130, 182]. Our

calculation supercell size was 5.25 Å × 7.41 Å × 114.37 Å, containing with 108 Mg

atoms and 36 Nd atoms and 20 Å vacuum along z-direction. The supercell axes were x

|| [110], y || [001], and z || [110] in Cartesian coordinates. We sampled 13 × 9 × 1 k

points by the Monkhorst-Pack method and used 350 eV as the cutoff energy for the plane-

wave basis set. Due to crystal symmetry, we built antiphase boundary (APB) by shifting

half of the supercell along with 1/4[111] and 1/2[111] vector on (110) plane in Mg3Nd

precipitates. We applied VASP to calculate the energies of the supercell before and after

introducing APB, respectively. Ionic relaxation was performed to all atoms by conjugate
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gradient algorithm until total energy converges to 1e–4 eV. We estimated the APB energy

by the total energy difference divided by the x-y plane area of the supercells.

6.2.2 Dislocation line tension in HCP lattice

To estimate dislocation line tension in HCP Mg, we employed anisotropic elasticity by

Γ(θ) =
b2

4π

[
Ke sin2 θ + Ks + cos2 θ + 2(Ke – Ks) cos 2θ

]
ln

R
r0

(6.1)

Where θ is the angle between Burgers vector and the dislocation line. Ke and Ks are energy

coefficients for edges and screw dislocation. In hexagonal crystals, Ke and Ks are related

to elastic constants by

Ke = (C∗13 + C13)
[

C44(C∗13 – C13)
C33(C∗13 + C13 + 2C44)

]1/2
, C∗13 = (C11C33)1/2 (6.2)

Ks =
[

1
2

C44(C11 – C12)
]1/2

(6.3)

Here, r0 is a small cut-off length that corresponds to the dislocation core radius, and it is

independent of the surroundings of the dislocation and is usually within 1 to 4 Burgers

vector length. R depends on surroundings of the dislocation, so it is not well defined

[34, 10]. By convention, we adopted the approximation that ln(R/r0) equals 4, which was

reported appropriate for alloys aged to near the peak strength condition [10]. The elastic

constants we use are c11 = 63.5 GPa, c12 = 25.9 GPa, c33 = 66.4 GPa, c13 = 21.7 GPa, and

c44 = 18.42 GPa measured by experiments [223].

6.2.3 MD simulations of dislocation-precipitate interactions

We set up two simulation boxes of∼ 2.9 million atoms for dislocations interacting with

β1, one for a screw dislocation, as shown in Figure 6.5, and one for an edge dislocation,

as shown in Figure 6.6. The supercell basis vectors for the screw dislocation setup were
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x || [1010], y || [0001] and z || [1210] with the size along each dimension as 46.36 nm,

41.90 nm and 33.14 nm, respectively, as shown in Figure 6.5. The basis vectors of the

edge dislocation setup were oriented as x || [1210], y || [0001] and z || [1010], and the

simulation box has dimensions of 47.87 nm × 46.53 nm × 33.20 nm, as shown in Figure

6.6. We applied PBC along x- and z-directions of the supercells, and we cut along the

Figure 6.5: MD simulation setups for interactions between a single basal 〈a〉 screw dislo-
cation and a β1 precipitate. The blue dashed vectors indicates the lattice orien-
tation of each β1 precipitate; an orange cuboid indicates the β1 precipitate in
3D view of the supercell in the bottom subfigure.

y-directions to make free surfaces of (0001)Mg, on which we applied the traction force to

make the dislocation glide. In these periodic supercells, we created a periodic array of 〈a〉

dislocations on the basal plane in the equilibrium HCP lattice based on Stroh’s formula, as
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Equation 2.16, and we applied methods described by Bacon [16] to maintain the periodicity

along the x-z plane after introducing dislocations. As shown in Figure 6.5 and Figure

6.6, to simulate a precipitate in our system, we cut a cuboid out from each supercell and

replaced it by β1 precipitate (Mg3Y in D03 structure) of the same shape and size. The

lattice orientation relationships between the Mg matrix and β1 precipitate were [111]β1 ||

[1210]Mg and (110)β1 || (0001)Mg, also shown in Figure 6.5. The size of the cuboid was

11.97 nm × 29.34 nm × 7.68 nm in the screw dislocation setup and 12.85 nm × 32.16 nm

× 6.74 nm in the edge dislocation setup, respectively, as shown in Figure 6.6.

Figure 6.6: MD simulation setups for interactions between a single basal 〈a〉 edge disloca-
tion and a β1 precipitate. The blue dashed vectors indicates the lattice orienta-
tion of each β1 precipitate; an orange cuboid indicates the β1 precipitate in 3D
view of the supercell in the bottom subfigure.

We determined the precipitate sizes by the inter-precipitate spacing estimated from our
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experiments. Our simulations disregarded the exact shape of precipitates due to the size

limitation of the MD simulation supercells. Among six orientation variants of β1 (Mg3Nd)

precipitates [145], we only simulated one orientation variant of β1 precipitates to demon-

strate the interaction between dislocation and precipices. We fully relaxed our simulation

supercells before applied the traction force to make the dislocation glide. The equilibrium

edge and screw 〈a〉 dislocations in the Mg matrix from our simulations exhibited the same

core structures compared with those from the recent reportedly work [262].

Our MD simulations started with an isothermal-isobaric ensemble (NPT) based on the

Nose-Hoover temperature thermostat and pressure barostat for 50 ps to make the system

equilibrium at 300K. The system evolved in the canonical (NVT) ensemble at 300 K with

external force applied on its free (0001)Mg surfaces, as shown in Figure 6.5. To generate

the shear stress to drive the dislocation glide, we applied surface traction by adding a con-

stant force on the top and bottom surfaces at each time step. Based on the Peach-Koehler

equation (Equation 2.11), the forces were applied along the z-direction in the screw dislo-

cation setup, and along the x-direction in the edge dislocation setup, both along (1210)Mg,

as shown in Figure 6.5 and Figure 6.6. The applied forces Fapp per atom is

Fapp = σshearAxz/Nsurf (6.4)

In Equation 6.4, σshear is the shear stress component that drives dislocations to move, Axz

is the surface area of the x-z plane, and Nsurf is the number of atoms on the surface. Our

MD simulations run in a timestep of 1 fs, and we applied constant shear stress of 200 MPa

on the simulation box to drive the dislocation move.

144



6.3 Results and discussion

6.3.1 Theoretical estimation of CRSS for slip transmission across a β1 precipitate

Interactions between dislocations and coherent precipitates include two forms: hard-

contact interactions and soft-contact (or diffuse) interactions [11]. In precipitates that can

form superlattice ordering, the hard-contact interactions refer to atomic-order strengthening

that when dislocation shearing precipitates they induce antiphase boundaries inside the

precipitates. The soft-contact interactions are size-misfit and modulus misfit interactions.

Since hard-contact interactions contribute main resistance for dislocation cutting through

precipitates, we focus on atomic-order strengthening to estimate the critical resolved shear

stress for slip transmission across a β1 precipitate.

The Mg matrix and β1 precipitates have coherent lattice with the orientation relation-

ship [111]β1 || [1120]Mg , and the 1/4[111] lattice vector in the β1 precipitate matches the

Burgers vector 1/3[1120] of basal 〈a〉 dislocation in Mg matrix in terms of magnitude and

direction. As shown in Figure 6.7 (a), a 1/4[111] Burgers vector generates an APB in the

β1 precipitate since it only consists 1/4 of a translational-symmetry vector in the β1 lattice.

Once a consecutive dislocation glides through, it adds another 1/4[111] shift to the precip-

itate and induces another APB. The whole energy landscape along 〈111〉 shifting requires

NEB calculations to handle energy barriers. As our interest centers on APB energies rather

than energy barriers, we used MD calculations based on MEAM potential [121, 7] to con-

firm the shape of energy landscape along 〈111〉 shift, and only applied DFT calculations for

configurations near the local/global minimum in the energy landscape. As shown in Figure

6.7 (b), in the sketch landscape the local minimum energies correspond to APB energies,

and our DFT calculations show the APB energy γAPB is 0.0158 eV/Å2 (253.1 mJ/m2) for

1/4[111] shift and 0.0103 eV/Å2 (165.0 mJ/m2) for 1/2[111] shift.

For only one dislocation cutting the precipitates, based on average spacing and dislo-

cation bows out model from Ardell, A.J. [10], we estimate the critical shear stress to cut
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(a)

(b)

Figure 6.7: Illustration of the APB generated by 1/4[111] Burgers vector in the lattice of a
β1 precipitate. Purple and yellow atoms stand for Mg and Nd, respectively. b)
Sketch of energy increment when 〈a〉 basal dislocations consecutively cut the
lattice of a β1 precipitate

through a β1 precipitate by

τc =
γAPB

b
(3π2γAPBf 〈r〉 /(32Γ)1/2 (6.5)
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where γAPB is APB energy per unit area for 1/4[111] shift, f is volume fraction of pre-

cipitates and 〈r〉 is the average radius of precipitates and Γ is the dislocation line tension.

The volume fraction f is 0.013 measured from TEM and the average radius is calculated by
√

wt, where w is the average width of precipitate (130 nm) and t is the average thickness

of precipitate (10 nm). For the dislocation line tension Γ in hexagonal crystals, we adopt

anisotropic elasticity, as Equation 6.1 [34] in which the line tension, Γ(θ), is a function of

the angle θ between the dislocation line and the Burgers vector.

Furthermore, as shown in Figure 6.7 (b), the influence of second, third, and forth dislo-

cation on CRSS are also profound. When a second dislocation cutting through the precipi-

tates, it decreases APB energy; thus, the APB force assists the dislocation cutting through

the precipitates. The multiple dislocation effects are difficult to calculate due to statistical

distribution for dislocation-dislocation spacing and different extent of bowing. We con-

sider relatively weakly coupled dislocations. The balanced forces acting on a group of four

dislocations satisfy the equation

4τb = γ1
d1
L1

+ (γ2 – γ1)
d2
L2

+ (γ3 – γ2)
d3
L3

+ (–γ3)
d4
L4

(6.6)

where γi (i=1,2,3,4) denotes APB energy after i-th dislocation cutting the precipitate, di/Li

denotes the fraction of a i-th dislocation inside precipitates. Due to lattice inverse symmetry

along 〈111〉, γ3 equals to γ1. Based on the energy landscape in Figure 6.7 (a), we apply

the assumption that the first and third dislocation bow out due to resistance and the second

and forth dislocation remain straight, details of similar analysis can be found in the work

[10] (Order Strengthening section). And Based on the assumptions and combine the APB

energies calculated by DFT, the CRSS for loosely coupled four dislocations is

τc4 =
γ1
4b

(3π2(γ1)f 〈r〉
32Γ

)1/2

– f

 +
γ1 – γ2

4b

(3π2(γ1 – γ2)f 〈r〉
32Γ

)1/2

– f

 (6.7)
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where γ1 and γ2 are ABP energies per unit area for 1/4[111] shift and 1/2[111] shift re-

spectively. Γ is the dislocation line tension and f is precipitate volume fraction. The calcu-

lation results for dislocation line tension, CRSS for a single dislocation, and CRSS for four

loosely coupled dislocations based on 〈a〉 dislocation of different mixed angles θ ranging

from 0◦ (for pure screw dislocations) to 90◦ (for pure edge dislocations) are in Table 6.2.

Table 6.2: Line tension Γ and critical shear stress τc for dislocations with different angles
θ to cut through β1 precipitate according to Equation 6.1 to 6.7
θ [degree] Γ(θ) [eV / Å] τc [MPa] τ4c [MPa]
0 0.72 250 72
22.5 0.645 264 76
45 0.464 310 91
67.5 0.283 398 117
90 0.208 465 137

On the other hand, our recent in situ indentation in TEM showed that basal 〈a〉 disloca-

tions pile up at β1 precipitates, and in some regions the pile-up dislocation number was up

to six or seven, as shown in Figure 6.8. The in situ shows a Frank-Read-type source that

generated dislocations that form a single-ended pile-up at the β1 precipitate facets. We can

estimate the number of allowed dislocations of single-ended pile-up [98] by

N =
π
√

1 – νdτ
Gb

(6.8)

where ν is Poisson’s ratio of Mg (0.35), G is the shear modulus of Mg (16.5 GPa), b is

the Burgers vector of the basal 〈a〉 dislocation (0.32 nm), τ is the applied shear stress from

external force and d is the diameter of the confined space which is equal to 230 nm. With

rearrangement of Equation 6.8, the local shear stress τ due to the pile-up is approximately

63 MPa. For comparison, the required shear stress to generate the dislocations bowing out

a certain gap is given by the Frank-Read model [109]

τF-R =
Gb
λ

(6.9)
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Figure 6.8: Images show how dislocations overcome the blocking precipitates. From a) to
c), the number of piled-up dislocations is tracked with white arrowheads. The
yellow triangle in b), c) and d) show that the leading dislocation escapes from
the confined region.

where λ is the gap distance between two pinning points. For a 182 nm gap, estimated

from 6.1, it needs 29 MPa shear stress to bow dislocations inside the confined region.

However, the local applied shear stress increases to 63 MPa with the dislocations pile-

up. The pile-up mechanism significantly improves the local strength level and indicates a

higher strengthening comparing to dislocation looping.
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The critical shear stress for shearing a β1 precipitate is estimated by the stress on the

leading dislocation Nτ . When N equals 7, the CRSS for shearing β1 precipitate is 441

MPa. The experimental result is consistent with simulation result given in Table 6.2, in

which the critical stress to shear a precipitate is estimated to range from 250 to 465 MPa

depending on the character of the dislocation. The dislocations in the pile-up have both

screw and edge components, evident from the curved dislocation lines observed in the in

situ experiment. Thus, 441 MPa is a reasonable estimation for a mixed dislocation to shear

a β1 precipitate. This analysis indicates a very high stress at the front of the pile-up.

6.3.2 Verification of empirical potentials in MD simulations

We applied MD simulations with Mg-Y MEAM potential [7] to simulate Mg-Y system

due to the lack of accurate Mg-Nd potentials. To validate if the Mg-Y potential can repre-

sent basic mechanical behavior of Mg3Nd in D03 lattice, we calculated the two dimensional

GSF [246] energy on the (110)β1 plane, which was parallel to the basal slip plane in Mg

matrix in Mg-Nd alloys. As shown in Figure 6.9, a periodic unit cell on (110)β1 plane

can be made by a vector of [111]β1 and a vector of 1/2[112]β1. A vector of 1/4[111]β1 is

parallel and equal to a Burgers vector 1/3[1210] in Mg matrix, so four 〈a〉 type 1/3[1210]

dislocations in Mg matrix consist a complete translational symmetry displacement along

[111]β1 in a β1 precipitate. Thus, GSF energies on the (110)β1 plane, especially those

along [111]β1, are critical to evaluate the dislocation-β1 interactions.

In the GSF calculations, we created a simulation box of size 12.63× 102.50× 8.93 nm,

with three supercell basis vectors oriented as x || [111]β1, y || [110]β1 and z || [112]. We

introduced free surfaces by adding 2 nm vacuum layer along y-axis. Atoms were relaxed

along with y-direction while fixed displacements along x- and z-axis were applied to all

atoms above a (110)β1 plane bisecting the y-axis to obtain the GSF energy landscape in

Figure 6.9 (b). The GSF energies along [111]β1 are highlighted in the plot of Figure 6.10.

Consistent with the crystal structure of (110)β1 plane in Figure 6.9 (a), a displacement
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Figure 6.9: (a) A 2D periodic unit cell of (110)β1 plane defined by the dashed rectangle,
where yellow atoms are Nd or Y. (b) the color contour of the GSF energy land-
scape on (110)β1 plane of D03 Mg3Y, calculated from MEAM potential [7].

of 1/4[111]β1, 1/2[111]β1 and 3/4[111]β1 generates a local minimum-energy state that

corresponds to an anti-phase boundary (APB) on the (110)β1 plane, respectively.

In addition, the APB energies corresponding to a 1/4[111]β1 and a 3/4[111]β1 displace-
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Figure 6.10: The corresponding GSF energy curve for the displacement along [111]β1 on
(110)β1 plane. Numbers in red color are GSF energy values calculated from
DFT for Mg3Nd [27], and values in black color are calculated from MEAM
potential for Mg3Y [31].

ments are equivalent (234.80 mJ/m2) due to the crystal symmetry. The USF energy, which

is the maxima occurring along [111]β1 GSF curve in Figure 6.10, is approximately 330

mJ/m2 and 420 mJ/m2 before the APB generated by 1/4[111]β1 and 1/2[111]β1 displace-

ment, respectively. These USF and APB energies are much higher than their counterparts

for USF and stable SF energies (< 100 mJ/m2) of partial dislocations on the basal plane in

Mg matrix. In addition, the GSF energy landscape in Figure 6.9 (b) does not indicate an-

other minimum energy path with lower energy barriers other than the displacement along

[111]β1 shown in Figure 6.10. Thus, the main resistance for dislocation cutting the β1

precipitate is the lattice friction due to high USF and APB energies. We also compared

APB energies for the displacement along [111]β1 on (110)β1 plane generated by the Mg3Y

MEAM potential in the D03 structure to their counterparts generated by DFT calculations,

as shown in Figure 6.7, for Mg3Nd in the same structure. As shown in Figure 2(d), the

APB values for 1/4[111]β1, 1/2[111]β1 and 3/4[111]β1 displacements from DFT calcu-
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lations are close to MEAM results, and this suggests that the Mg-Y MEAM potential is

suitable for a qualitative study of dislocation-precipitate interactions in Mg-Nd alloys.

6.3.3 β1 precipitate-dislocation interaction

Due to lack of suitable Mg-Nd interatomic potential, we performed MD simulations us-

ing the Mg-Y MEAM potential [7]. As shown in Figure 6.7 (b) and Figure 6.10, we identify

similar APB energies for the displacements of 1/4[111]β1, 1/2[111]β1 and 3/4[111]β1 on

(110)β1 plane of D03 Mg3Y by MS calculations and Mg-Nd by DFT calculations, which

indicate the Mg-Y potential is suitable to demonstrate the dislocation interaction mecha-

nism with D03 Mg3Nd β1 precipitates. For clarity, we use “Nd” rather than “Y” in the

following text. Results in Figure 6.11 to Figure 6.14 were snapshots of MD simulations for

edge and screw dislocation interacting with β1 precipitates at 200 MPa flow stress.

Figure 6.11 shows the MD simulation snapshots that record atomic structures of the

single basal 〈a〉 edge dislocation that interacts with the β1 precipitate. We employ Ovito

[227] to visualize configurations, and color atoms by CNA. Green stands for FCC, blue

stands for BCC, and grey indicates unclassified structures. A zoom-out image at the right-

bottom corner of each frame shows only Nd atoms (highlighted by yellow color) in Mg3Nd

precipitate to demonstrate the details of atomic displacement inside the precipitates. The

basal 〈a〉 edge dislocation dissociated into two 1/3
〈
1100

〉
partial dislocations and a stack-

ing fault region (indicated by green color in Figure 6.11). Due to the applied shear stress

of 200 MPa, the dislocation glides toward the precipitate and first contacts the precipitate

at 38.8 ps of the simulation time, as shown in Figure 6.11 (a). Cutting the β1 precipitate by

the 〈a〉 dislocation can generate APB inside the precipitate, so the energy barrier to form

the APB exerts a resisting force against dislocation cutting the precipitate. Due to the APB

force, the dislocation starts bowing around the precipitate and forms interface dislocation

on the precipitate-matrix interface. As indicated in the snapshot at 45.2 ps in Figure 6.11

(b), a part of the dislocation glides forward, while the other dislocation segments remain
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Figure 6.11: Snapshots of the process of the single basal edge 〈a〉 dislocation shearing the
β1 precipitate. a) The dislocation starts to meet the precipitate. b) The dislo-
cation bows out and forms the interface dislocation on the precipitate-matrix
interface. c) The dislocation almost cut through the precipitate. Each snap-
shot includes a top view in the top subfigure and a side view in the bottom
subfigure.

blocked by the precipitate.

As a result, the dislocation forms two interface dislocations on the two sides of matrix-
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Figure 6.12: Snapshots of a single basal edge 〈a〉 dislocation shearing the β1 precipitate
for the second time. a) The dislocation forms a screw component on the
precipitate-matrix interfaces perpendicular to [1010] due to the dislocation
bow-out and interface glide. b) A part of screw component cross slips on the
prismatic plane. c) The cross slipped dislocation segment glides on another
basal plane. d) The dislocation cross slips back to the original basal plane.
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precipitate interfaces. The Nd atomic structure in the precipitate shows that one Burgers

vector displacement exists between Nd atoms above and below the slip plane on the two

sides of the precipitate-matrix interfaces perpendicular to [1010], highlighted by the black

rectangles in Figure 6.11 (b). However, the inner part of the precipitate remains its original

ordered D03 structure. When the unblocked portion of the dislocation moves forward, the

dislocation line tension increases and drives the blocked portion of the dislocation line to

cut through the precipitate. This change is confirmed by the snapshot shown at 66.4 ps, as

shown in Figure 6.11 (c), that the unblocked part of the dislocation line glides forward (out

of the screen of the snapshot), and the blocked part of the dislocation line is stretched to

cut through the precipitate. Inside the precipitate, Nd atoms above the slip plane shift by a

Burgers vector, as shown in Figure 6.11 (c), and there are clear offsets between Nd atoms

above/below the slip plane on two sides of the precipitate-matrix interfaces perpendicular

to [1210] indicated by the arrows in the bottom of Figure 6.11 (c). Further calculations

confirm that the average position of all Nd atoms above the (110)β1 slip plane shift by a

distance equivalent to 〈a〉 along the Burgers vector direction relative to the average position

of all Nd atoms below the slip. In summary, Figure 6.11 (a)-(c) show that the basal 〈a〉 edge

dislocation completely cuts through the precipitate when it interacts with the precipitate.

Figure 6.12 shows the interaction of a second (successive) basal 〈a〉 edge dislocation

at the sheared location after the first shearing event. Because the second 〈a〉 dislocation

corresponds to the transform of 1/4[111]β1 displacement to the 1/2[111]β1 displacement

in the β1 precipitate, as shown in Figure 6.10, it can have different dislocation-precipitate

interaction behavior compared with the first 〈a〉 dislocation. Initially, similar to the first

shearing interaction, the dislocation bows out and forms two interface dislocations along

its trajectory on the matrix-precipitate interface, as indicated by the frame at 92 ps in Fig-

ure 6.12 (a). When the dislocation moves forward, the bowed dislocation portion has a

screw component extrapolated out from the precipitate-matrix interfaces perpendicular to

[1010] (the prismatic plane), as shown by the frame 92.8 ps in Figure 6.12 (b). Due to the
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resisting force induced by the precipitate, the screw dislocation portion starts cross-slip on

the prismatic plane. Experiment captures similar phenomenon, as shown in Figure 6.4, the

dislocation-1 and -2 glide on two parallel basal planes before they first contact with the β1

precipitate. We use red dashed lines to label glide plane of dislocation-1, and green and

blue dots to track the motion of the pinning points of the two dislocations on the precipitate

interface. The purple box represents one prismatic plane close to the interacted precipitate.

Both dislocation-1 and -2 get pinned on the precipitate, as shown Figure 6.4 (b), and they

start to straighten and elongate the screw segment. The dislocation-1 becomes zigzag shape

at dislocation segments close to the pinning point, as shown in Figure 6.4 (c). The screw

component increases and cross slips on prismatic plane, as shown in Figure 6.4 (d).

Figure 6.13: Schematic of the FE cross-slip mechanism. A cross-slipped basal dislocation
dissociates into two partial dislocations. The shadow areas represent stacking
faults on the basal plane (blue) and green lines represent the perfect screw
dislocation segment that cross slips on the prismatic plane (green) before dis-
sociation to partials on an adjacent basal plane (orange).

Figure 6.12 (c) shows that the cross-slipped dislocation portion dissociated on another
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basal plane and starts to glide forward. Accordingly, the cross-slipped screw dislocation

forms a prolonged dislocation kink connecting two basal dislocations on different basal

planes. This cross-slip behavior resembles the FE cross-slip mechanism [61], as shown in

Figure 6.13. However, as indicated at the frame of 100 ps in Figure 6.12 (d), the kink of

the screw shrinks and the cross-slipped dislocation portion cross slips back to its original

glide plane, possibly because it is easy for the dislocation to cut the precipitate and move

forward if it stays on a single basal plane. Eventually, the dislocation returns to its original

basal plane and cut through the precipitate for the second time.

Interactions between a screw basal 〈a〉 dislocation and β1 precipitates are shown in

Figure 6.14. The screw dislocation dissociates into two 1/3
〈
1100

〉
partial dislocations

bounded by a stacking fault, and its dissociation distance is smaller than edge dislocation,

which is consistent with DFT calculations [262]. Due to periodic boundary conditions

along the x-axis, the dislocation cuts the precipitate multiple times during the MD sim-

ulations. The snapshot at 102.6 ps in Figure 6.14 (a) shows the dislocation contacts the

precipitate for the second time. The snapshot at 103.8 ps in Figure 6.14 (b) shows that

the two 1/3
〈
1100

〉
partial dislocations merge to a single complete 〈a〉 dislocation at the

precipitate-matrix interface perpendicular to [1010] (the prismatic plane). A full 〈a〉 screw

dislocation is non-planar and easy to cross slip. Hence a portion of the screw dislocation

starts cross-slip on the prismatic plane along the precipitate-matrix interface, and the cross

slip continues, as shown by Figure 6.14 (c) and (d). Figure 6.14 (d) shows the dislocation

has cross slipped 7-8 nm along 〈c〉 direction. The other portion of the screw dislocation

bows out rather than cross slip along the prismatic plane. The cross slipped dislocation

is a dislocation kink that spans 7-8 nm, but it stops propagating due to the limitation of

the simulation box size. Unlike the case of edge, the cross-slipped portion of dislocation

does not re-dissociate on another basal plane. The cross-slipped part stays on the prismatic

plane for a longer time compared with the cross-slipped part for the edge dislocation in

Figure 6.12. Finally, the cross-slipped part is pulled back to the original basal plane as the
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Figure 6.14: Snapshots of the basal screw 〈a〉 dislocation interacting with the β1 precipitate
for the second time due to the periodic condition of the supercell. a) The screw
dislocation contacts with the precipitate. b) The dislocation starts to cross-
slip on the prismatic plane toward 〈c〉 direction. c-d) The cross-slip process
continues and spans over 7 nm along 〈c〉 direction, and the cross-slip portion
and bow-out portion of the screw dislocation are pinning each other.
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simulation continues (not shown in Figure 6.14).

6.4 Conclusion

We applied DFT calculations and theoretical model to estimate CRSS for dislocation

cutting through the β1 precipitates and simulated dislocation precipitate interactions with

MD in Mg-Nd alloys. The β1 precipitates have a special ordered lattice structure, and the

glide of basal dislocations from Mg matrix into the precipitate can generate different types

of antiphase boundary (APB) depending the number of dislocations that have cut through

the precipitate. Our theoretical CRSS based on the multiple-dislocation-cutting mechanism

and DFT calculated APB energies reflects the strong strengthening effects of β1 precipi-

tates, which explains the dislocation pile-up at β1 precipitates observed in experiments.

In atomistic simulations of dislocations interacting with β1 precipitates, we reveal that

both edge and screw dislocations can cross slip during their interactions with β1 precipi-

tates. When interacting with non-screw 〈a〉 dislocations, β1 precipitates can pin the prop-

agating dislocations, causing unrelieved stress to activate dislocation cross-slip along the

c-axis. The cross-slip, similar to Friedel-Escaig (F-E) mechanism, requires the formation

of a large portion of screw components and nucleation of kinks. Screw dislocations, when

interacting with β1 precipitate, are easy to cross-slip since their cross-slip occurs on both

the front and rear end of the sheared precipitates. In real materials systems, the possibility

and magnitude of dislocation cross slip depend on many factors such as the local shear

stress, interactions between dislocations, inter-spacing of precipitates, and sizes/shapes of

precipitates. The cross-slip generates non-basal (prismatic) dislocation segments that can

glide at the broad facet of β1 precipitates. Besides, dislocations can even double cross slip

to overcome the blocking β1 precipitate. Understanding these glide dislocation-precipitate

interaction mechanisms will be helpful in designing the precipitate microstructures that can

enhance the strength and ductility of Mg alloys simultaneously.
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CHAPTER VII

Summary and Future Work

7.1 Summary

The first work, illustrated in Chapter III, focuses on the intrinsic mechanical proper-

ties of refractory metals and alloys studied by first-principles calculations. We applied

three different criteria, elastic instability of perfect crystals under ideal tensile deformation,

phonon instability of the same perfect crystals, and LEFM analyses of crack tips under

Mode I loading to evaluate the intrinsic ductility of W alloys. The intrinsic ductility can

be achieved if shear deformation and dislocation nucleation are more favorable than tensile

deformation and cleavage fracture propagation under extreme stress conditions.

Our work shows that Ta solutes induce either intrinsically brittle or ductile behaviors of

W-Ta alloys depending on the alloy concentrations. For W-Re alloys, despite Re solutes in-

hibit the elastic shear instability (ESI), transverse phonon modes of imaginary frequencies

emerge before the elastic instability at a critical concentration of Re. The phonon instability

indicates dislocation nucleation that makes W-Re alloys intrinsically ductile. LEFM anal-

yses provide consistent results of the competition among deformation defects (dislocation

nucleation vs. crack propagation). In realistic conditions, plastic deformation and ductility

in BCC metals and alloys depend both the dislocation nucleation and the screw dislocation

mobility [238, 154, 155, 208, 140, 139, 83, 263, 233]. Therefore, systematic researches

on ductility and deformation mechanisms demand larger-scale atomistic simulations on
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defects evolution in various chemical and thermodynamic conditions.

Accurate atomistic simulations require representative interatomic potentials to reflect

the relevant bonding characteristics and defect properties of material systems. The second

work, discussed in Chapter IV, tackles the challenge of creating such accurate interatomic

potentials for larger-scale atomistic simulations on the defect evolution in BCC refractory

metals, which have nearly half-filled d-band electrons to form strong interatomic bonds

with directional characteristics. Upon DFT calculations, we applied the evolutionary al-

gorithm (EA) to build a Nb modified embedded-atom method (MEAM) potential that re-

produces intrinsic lattice and defect properties. The MEAM potential provides atomistic

simulations of Nb with essential characteristics of deformation behavior, such as vacancy

migration barrier, ideal tensile and shear strength related to intrinsic ductility, GSF ener-

gies, twin boundary energies, phonon spectrum, etc. All these results are consistent with

DFT calculations.

Besides, the MEAM potential generates similar-to-DFT dislocation properties, includ-

ing the core structures, core energies, migration energy barriers, and glide trajectories of

1/2 〈111〉 screw dislocations. Therefore, our work on the development of the MEAM po-

tentials facilitates the study of defects evolution and plastic deformation of refractory met-

als with atomistic simulations. We also performed large-scale benchmark MD simulations

based on this MEAM Nb potential and another MEAM potential of Mo [179]. The MD

results show different types of dislocation activities near crack tips (more dislocation activ-

ities near the crack tip of Nb than those in Mo), consistent with their macroscopic ductility

characteristics (Nb is generally more ductile than Mo).

The creation of initial configurations of complex defects is another challenge in larger-

scale atomistic simulations on defects evolution of crystalline materials. Especially for

GBs, despite geometrically described simply by 5 macroscopic degrees of freedom, GBs at

the atomistic level exhibit a large amount of microscopic degrees of freedom, especially for

general GBs without a high degree of symmetry and GBs in crystals with multiple atoms in
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one primitive cell (like 2 atoms for one primitive cell of HCP structures). In the third work

covered in Chapter V, we invented a new mutation operator of abrupt internal structure

changes to boost the EA based exploration of GB structures at grand canonical ensem-

bles. We developed an EA based GB structure search package to generate GB structures

for animistic simulations on metallic systems. The package offers qualified GB structure

search in FCC, BCC and HCP metals, and has discovered novel GB structures in advanced

metallic systems such as BCC W and HCP Mg. Based on large scale atomistic simulations

on the GB structures discovered by our GB structure exploration package, we reveal that

GB of different misorientation and microstructures can induce different plastic deformation

mechanisms such as the nucleation and emissions of dislocations and deformation twinning

from GBs. These results also suggest the critical stress for the nucleation of these defor-

mation defects from Mg GBs may depend on many factors of the detailed GB structures.

So far it is difficult to correlate the critical stress with one parameter of GB properties,

such as GB energies [212]. Additionally, our GB structure search and simulation tech-

niques are ready to be coupled with experimental techniques to study GB structures and

deformation properties systematically. For example, high-resolution TEM can character-

ize atomistic GB structures in experiments, and recent researches demonstrated consistent

results of GB structures between atomistic simulations and scanning transmission electron

microscopy (STEM) characterization in pure metals [157] and alloys [187]. So far the

application of our GB structure search package in binary alloys suggest that we can dupli-

cate the GB structures from STEM characterization of Mg-Zn and Mg-Gd alloys STEM

characterization of Mg-Zn and Mg-Gd alloys [171].

The last work, illustrated in Chapter VI, is to apply large scale atomistic simulations to

study dislocation-precipitate interactions in Mg-RE alloys. We applied theoretical models

and DFT calculations to estimate the CRSS for dislocation cutting through β1 precipitates

in MgNd alloys, which illustrate the dislocation pile-up phenomenon observed by our In

situ indentation experiment. Besides, we implemented large scale MD simulations of dis-
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location shearing β1 precipitates under constant flow stress loading. Our simulations reveal

that both edge and screw can cross slip on the prismatic plane when interacting with the β1

precipitates due to residual stress from precipitates pinning dislocations, which confirms

the TEM observation of dislocation cross-slip in MgNd alloys under tensile tests. The dis-

location cross-slip in β1 precipitate dominant microstructure adds two possible slip systems

and potentially reduces the basal and prismatic slip anisotropy. Our atomistic simulations

and experimental work provide insights into dislocation motion when interacting with β1

precipitates, which require future experiments and analysis to verify whether cross-slip can

increase of tensile ductility in the aged Mg-Nd alloys with β1 precipitates.

7.2 Suggested future work

In general, from the first-principles calculations to atomistic simulations coupled with

experiments, my research works form an integrated framework on the study of defects

evolution during plastic deformation in advanced metallic systems. Based on our progress

and unresolved problems, I propose several topics for future studies.

First, the analysis of ideal strength and ESI based on DFT calculations showed that

Nb is intrinsically ductile for perfect lattice in extreme tensile stress conditions. In experi-

ments, Nb has a low work-hardening rate [116, 52], and Nb can exhibit a double-cross-slip

mechanism and bands of secondary slip similar to the dislocation activities observed in typ-

ical FCC metals [52], which are usually more ductile compared with BCC metals. Since

we have created a Nb MEAM potential that reproduces the ESI revealed by DFT calcula-

tions, it is worthwhile in future work to systematically analyze how the intrinsic ESI affects

ductility by applying the Nb MEAM potential, together with a Mo MEAM potential [179],

to simulate defect nucleation and evolution during plastic deformations. Moreover, con-

sidering we developed an EA based force-fitting framework that successfully created the

MEAM potential with DFT data, the future work can apply the framework to create Nb-Mo

binary MEAM potential, and apply it to explore the effects of Nb solutes on the ductility
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of Mo-Nb binary alloys by atomistic simulations.

Second, our DFT calculations discovered that Re solutes induce phonon instability in

extreme stress conditions in W-Re alloys, and phonon instability indicates the nucleation

of dislocations. Ductility also depends on the screw dislocation mobility, which is related

to electronic band structures [238, 154, 155, 208, 140, 139]. Based on our EA based em-

pirical potential fitting framework, future researches can construct W-Re binary empirical

potential that reproduces the dynamic phonon instability. Atomistic simulations can apply

the W-Re potential to study dislocation mobility change with Re concentration, as well as

dislocation nucleation at crack tips or grain boundaries, to systematically understand Re

contribution to the ductility in W based alloys. On the other hand, compared with pure W,

the VCA W-Re system is based on tuning d valence electrons without changing other ionic

characteristics; therefore, the phonon instability in W-Re is mainly related to d band filling.

Accordingly, we propose at least two criteria for solute elements that may generate similar

phonon instability effects in brittle refractory metals such as W and Mo. First, the number

of d valence electrons per atom should be increase compared with pure W/Mo. Second,

it is thermodynamic stable or metastable to generate such random solid-solution alloys

without precipitates. Based on these two criteria, it is worth to generalize our findings to

search other alloying elements by applying the same ideal strength and phonon analyses to

different types of solid-solution alloys based on W and Mo.

Third, our MD simulations showed that the GB structures affect the nucleation and

emission mechanisms of dislocation and deformation twinning in pure HCP Mg. Mg has

poor cold formability due to strong basal textures, and experiments showed that rare-earth

elements, such as Y and Gd, can segregate at GBs to facilitate texture change and increase

the formability of Mg-alloys [84, 206, 207]. Experiments also showed that zinc (Zn) and

calcium (Ca) solutes segregate to GB in Mg alloys [271], which enhances the GB cohe-

sion and reduce the nucleation of intergranular cracks at GBs [270]. The future work can

apply our EA based GB structure search package on Mg alloys to explore GB structures
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segregated by solid solutes, and use the structures in MD simulations to study the effects

on solute segregation on deformation mechanism at GBs. Furthermore, machine learn-

ing techniques based on appropriate local atomistic structure descriptors can be applied

to identify the representative GB features to describe the GB-defect interactions and the

macroscopic GB strengthening effects [50, 220].

Fourth, studies showed that shear-coupled GB migration, the motion of GB driven by

applied shear forces, is based on the model of nucleation and motion of disconnection,

which is linear defects of step and dislocation character constrained in GBs. We found

stable symmetric tilt grain boundaries (STGB) structures of zigzag grain boundary disloca-

tion (GBD) and nano-step in HCP Mg based on our EA-based GB structure search package

[198, 100, 101, 88]. It is worthwhile to apply atomistic simulations on both the novel

GB structures and GB structures found by the γ surface method to explore the influence

of zigzag GBDs and nano-steps on the formation and migration of disconnection in GBs.

Moreover, since there could be many metastable GBs with different types of disconnections

that affect the GB kinetics [89, 90, 88], future work can be performed to estimate the GB

mobility with bicrystal setup effectively with the spectrum of stable and metastable GBs

discovered by our package.

Fifth, our MD simulations have revealed the phenomenon of dislocation cross-slip from

the basal plane to the prismatic plane when interacting with β1 precipitates, which also con-

firmed by the TEM characterization. The dislocation cross-slip creates a degree of freedom

along the normal of the basal plane to facilitate the dislocation overcome β1 precipitates,

which have high CRSS in our theoretical estimation. Limited by the length and time scale,

our atomistic simulations only provide an intuitive explanation of the possible increase of

ductility measured by our tensile test. Therefore, possible future work can be dislocation

dynamics simulations with proper implementation on dislocation cross-slip mechanisms

to directly link dislocation evolution to mesoscale plastic deformation and ductility at the

influence of β1 precipitates.
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[80] R Gröger, AG Bailey, and V Vitek. Multiscale modeling of plastic deformation of
molybdenum and tungsten: I. atomistic studies of the core structure and glide of
1/2<111> screw dislocations at 0 k. Acta Materialia, 56(19):5401–5411, 2008.

[81] AM Guellil and JB Adams. The application of the analytic embedded atom method
to bcc metals and alloys. Journal of materials research, 7(3):639–652, 1992.

173



[82] P Gumbsch, J Riedle, A Hartmaier, and HF Fischmeister. Controlling factors for the
brittle-to-ductile transition in tungsten single crystals. Science, 282(5392):1293–
1295, NOV 13 1998.

[83] Peter Gumbsch. Brittle fracture and the brittle-to-ductile transition of tungsten. Jour-
nal of Nuclear Materials, 323(2):304–312, 2003.

[84] JP Hadorn, TT Sasaki, T Nakata, T Ohkubo, S Kamado, and K Hono. Solute clus-
tering and grain boundary segregation in extruded dilute mg–gd alloys. Scripta Ma-
terialia, 93:28–31, 2014.
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