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Abstract

During the operation of a rechargeable battery, the electrochemical reactions occur at the
interface between the electrolyte and the active material in the electrode. The electrochemical
performance of such batteries is influenced by a complex interplay between the kinetics of the
electrochemical reactions and the transport of reactant and product species in the electrode and
electrolyte. In this dissertation, the effect of various electrode and electrolyte properties on the
electrochemical performance of the battery is investigated via computational modeling at a
variety of length scales and dimensionalities. Two applications are studied in this dissertation:
the kinetics and thermodynamics of nucleation during electrodeposition on metallic anodes, and
the transport kinetics in the electrolyte and intercalating electrodes in lithium-ion batteries.

A continuum-scale model based on the classical theory of nucleation is formulated to
study the nucleation behavior of several metals during electrodeposition on metal anodes. The
model utilizes the formation energies of critical nuclei obtained from density functional theory
calculations to estimate the time-dependent and steady-state nucleation rate and density on
various metal anodes. Nucleation rates are predicted to be several orders of magnitude larger on
alkali metal surfaces than on the other metals. This multiscale model highlights the sensitivity of
the nucleation behavior on the structure and composition of the electrode surface.

In order to study the kinetics of lithium ion transport in intercalating electrode particles, a
continuum-scale model is developed that provides detailed insight into the kinetics and voltage
behavior of the (de)intercalation processes in core-shell heterostructure cathode particles. The

simulations indicated that an open-circuit potential difference between the surface and bulk
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phases in a core-shell cathode particle leads to a charge/discharge asymmetry in the galvanostatic
voltage profiles, causing a decrease in the accessible capacity of the particle. Moreover, further
simulations showed that this reduction in the accessible capacity is smaller when the surface-
phase diffusivity is higher than the bulk-phase diffusivity. These findings provide valuable
guidance in developing material selection criteria that ensures optimal electrochemical
performance in core-shell heterostructure hybrid cathode particles.

In composite battery electrode architectures, local limitations in ionic and electronic
transport can result in nonuniform energy storage reactions. A continuum-scale model based on
the porous electrode theory was utilized to investigate the effect of various electrode and
electrolyte properties on the reaction heterogeneity across the electrode thickness. Our
simulations showed that accelerated reactions at the electrode faces in contact with either the
separator or the current collector demonstrate that both ionic and electronic transport limit the
reaction progress. This rate heterogeneity may accelerate rate-dependent degradation pathways
in regions of the composite electrode experiencing faster-than-average reaction.

Designing Li-ion batteries with electrodes that are capable of fast ion transport is
essential in improving their power density under fast-charging conditions. In order to investigate
the effect of introducing vertical channels through the thickness of the electrode on the Li ion
transport during fast charging, a three-dimensional continuum-scale model based on the porous
electrode theory is developed. These simulations allow us to investigate the geometric
parameters that affect the electrochemical performance of highly-ordered hierarchical (HOH)
anodes under galvanostatic extreme fast charging conditions. Our analysis showed that the HOH

anode architecture with optimized geometric parameters can significantly improve the
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galvanostatic charge capacity of the electrode at high rates by minimizing the transport

limitations that occur during extreme fast charging conditions.
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Chapter 1.

Introduction

Context and Motivation

During the past few decades, rechargeable batteries have received significant attention for
a wide range of applications including consumer electronic products such as cell phones and
laptops, electrified powertrain systems such as electric vehicles (EVs) and hybrid electric
vehicles (HEVs), and powering supplies in aerospace systems such as aircrafts and space
exploration vehicles (rovers) [1, 2]. In particular, lithium-ion batteries have a higher energy and
power density compared to more conventional battery chemistries such as lead-acid and nickel-
metal hydride batteries, which makes them suitable for use in EVs and HEVs [3]. Moreover, the
development and manufacturing cost of lithium-ion battery packs has been rapidly decreasing
over the past decade [4], making them of increasing interest in home and grid storage
applications [5, 6].

A lithium-ion battery is an electrochemical device that converts the stored chemical
energy into electrical energy. Since the invention of voltaic pile by Alessandro Volta in 1800 [7],
significant improvements have been made in the development of the electrochemical cell
components, while the operating principles have not fundamentally changed. As shown in the
schematic illustration in Figure 1.1, a lithium-ion battery consists of anode (negative) and
cathode (positive) electrodes, which are usually porous materials capable of reversibly storing

lithium in their crystal structure [7, 8]. These two electrodes along with an electronically-



isolating porous separator are soaked into a liquid electrolyte that fills the pores of their structure

and allows for ionic transport between the anode and cathode during the operation of the battery.

Li* ion

BN

Anode Current Collector
Cathode Current Collector

.

Figure 1.1. Schematic illustration of the structure and operation of lithium-ion battery during discharge. The reverse
reactions occur during charge.

The electrochemical reactions occur at the interface between the electrode particles and
electrolyte. During discharge, the oxidation reaction occurs at the anode/electrolyte interface and
the reduction reaction occurs at the cathode/electrolyte interface. Therefore, during discharge,
lithium atoms depart from the anode material, travel in the electrolyte through the separator in
the form of Li" ion, and intercalate into the cathode particles [7, 8]. This process generates an
electromotive force, which sends the electrons from the anode to the cathode by travelling
through the battery external circuit in order to balance the charges. Therefore, an electric current
is generated, which can be used to power a load. The opposite of this reversible process occurs
during charge [7].

Since 1999 when Sony Corporation successfully commercialized the lithium-ion battery
technology for small portable electronic devices, several active material have been developed for

use in the anode and cathode electrodes [7], each with their own advantages and disadvantages



making them suitable for specific applications. Carbon-based intercalation materials with various
morphologies such as graphite and hard carbon have been long considered as the most widely
used anode material in commercial lithium-ion battery cells thanks to their low working
potential, high safety, and low cost. However, these materials suffer from a high voltage
hysteresis and irreversible capacity loss [9]. Titanium-based oxides such as spinel LisTisO12
(LTO) and TiO; have also been extensively studied as promising anode materials, which benefit
from a long cycle-life, high safety, and high-power capability. However, very low capacity and
low energy density are the common issues among this type of anode materials [9]. Alloying
anodes such as high Si, Ge, Sn, P, and Si/Sn-based oxides have a much higher specific capacity
and energy density compared to intercalation materials [9]. However, one of the main
challenging issues with this type of materials is the unavoidable large volume expansion during
lithiation, resulting in a poor cycling capability. Similarly, transition metal oxide conversion
anode materials such as oxides of Fe, Co, Ni, Mn, Cu, Mo, etc., benefit from high specific
capacities, but suffer from large volume change, low coulombic efficiency, and unstable SEI,
which results in a poor cycling capability. Lithium metal anode provides the highest specific
capacity and lowest working potential. However, the use of metallic lithium in rechargeable
batteries have always been accompanied by safety concerns, mainly due to the dendrite
formation on the surface of anode, which can penetrate the polymer separator and possibly cause
fire due to internal short-circuit [10].

One of the most commonly used cathode materials in lithium-ion batteries are layered
lithium metal oxides such as lithium cobalt oxide (LiCoO> or LCO), thanks to their high
structural stability [11]. As a solution to reduce the synthesis cost and improve the

electrochemical performance and thermal stability of LCO, the mixed transition metal oxide



variants of layered cathode materials have gained significant attention [12]. In particular, nickel-
rich compositions of layered oxides such as lithium nickel manganese cobalt oxides (LiNij.-
1CoxMn;02 or NMC) and lithium nickel cobalt aluminum oxide (LiNij.x,Co,Al,O2 or NCA),
have been increasingly used in commercial lithium-ion cells for automotive applications due to
their improved energy density and rate capability [12]. Olivines, which are mainly recognized by
their compound name, lithium iron phosphate (LiFePO4 or LFP) are another common type of
cathode materials. These materials have a moderate specific capacity, but offer benefits such as
small capacity fade as well as being non-toxic and environmentally friendly [11]. Lithium
manganese oxide (LiMn204 or LMO) spinel cathode materials are also used as cathode materials
in lithium-ion batteries. This material have a high rate capability and minimal environmental
impacts [11], but is unstable in a reduced capacity state due to the presence of electrochemically
active Mn>" ions, which results in a large capacity fade upon frequent cycling [11].

Over the past two decades, researchers have been continuously working on improving the
safety and energy density of rechargeable batteries, especially for large-scale applications [13-
16]. Such efforts require a deep understanding of the battery materials behavior under various
operating conditions. Due to the complicated multi-physics nature of batteries, physics-based
models can provide a deep understanding of the multiple physical and chemical phenomena that
occur simultaneously during the operation of the battery. Moreover, the complex interplay of
these physical processes creates complicated problems, each of which require a specific temporal
and spatial resolution. Therefore, a wide range of simulation and modeling approaches will be
required to study these systems, including atomistic-level techniques (Density Functional Theory
[17-23] and Molecular Dynamics [24, 25] simulations), stochastic approaches (Monte Carlo and

Kinetic Monte Carlo simulations [26]), and continuum-scale modeling techniques [10, 27, 28]. In



continuum-scale models, the behavior of individual atoms is neglected, and the average response
of the system are captured by studying the coarse-grained description of that phenomenon. The
main focus of this dissertation will be on continuum-scale models applied to the electrochemical

processes that occur in a broad range of time and length scales.

Dissertation Overview

In this dissertation, three examples of electrochemical processes are considered that occur
during the operation of metal anode and lithium-ion batteries: 1) thermodynamics and kinetics of
nucleation during electrodeposition in metal anode batteries, ii) kinetics of lithium intercalation
in electrode particles, and iii) the electrochemical behavior of lithium-ion battery electrodes
under various operating conditions. In order to study these systems, three different computational
models are presented. The first model uses the classical theory of nucleation to study the
nucleation behavior of several metals during electrodeposition on metal anodes. This model
utilizes the formation energies of critical nuclei obtained from density functional theory (DFT)
calculations to estimate the time-dependent and steady-state nucleation rate and density on
various metal anode surfaces. The second one is a one-dimensional model based on the
smoothed-boundary formulation of transport equation, which allows for explicitly distinguishing
different phases in the model system. This model is used to study the kinetics of lithium
intercalation in core-shell heterostructure cathode particles. The third one is a three-dimensional
model based on the porous electrode theory, which is used to study the effect of various
electrode and electrolyte properties on the reaction heterogeneity in battery electrodes. This
model is also used to study the electrochemical behavior of highly ordered hierarchical anode
architectures in extreme fast charging lithium-ion batteries. The simulation results of this model

are also validated against experimental measurements.



This dissertation is divided into eight chapters: (1) Introduction, (2) Background, (3)
Thermodynamics and Kinetics of Nucleation during Electrodeposition on Metal Anodes, (4) The
Effect of Surface-Bulk Potential Difference on the Kinetics of Intercalation in Core-Shell Active
Cathode Particles, (5) The Effect of Lithium Diffusivity and Particle Geometry on the Kinetics
of Intercalation in Core-Shell Active Cathode Particles (6) Reaction Heterogeneity in Battery
Electrodes, (7) Electrochemical Behavior of Highly Ordered Hierarchical Anode Architectures
for Extreme Fast Charging Batteries, and (8) Summary and Future Work. In this dissertation, the
goal is to find an explanation for the following questions:

1. What determines the nucleation behavior and characteristics of different metal anodes
during electrodeposition?

2. In hybrid cathode particles, how do the thermodynamic and kinetic properties of its
active materials affect the electrochemical behavior of the particle?

3. What causes reaction heterogeneity in battery electrodes?

4. How can the electrode architecture be modified to improve its rate capability?

Chapter 2 provides a general overview of different battery modeling approaches, and in
particular, the underlying physics, assumptions, and the governing equations of the pseudo two-
dimensional model developed by Newman et al. [29, 30], which is extensively used in literature
as a comprehensive physics-based approach for modeling electrochemical systems.

In chapter 3, a model based on the classical theory of nucleation is utilized to study the
nucleation behavior of several metals during electrodeposition on metal anodes. The model uses
the formation energies of critical nuclei obtained from density functional theory (DFT)

calculations to estimate the time-dependent and steady-state nucleation rate and density on



various metal anodes with potential applications in single- and multi-valent metal anode
batteries.

In chapter 4 and 5, a continuum-scale model is developed to study the kinetics of lithium
ion transport in intercalating electrode particles. The model uses smoothed-boundary method to
reformulate the governing partial differential equations, which allows for explicitly
distinguishing different phases that are present in the model system. The simulations provide
detailed insight into the kinetics and voltage behavior of the intercalation/de-intercalation
processes in core-shell heterostructure cathode particles.

In chapter 6, a continuum-scale model based on the porous electrode theory is developed
to study the reaction heterogeneity in the composite porous electrode of a lithium-ion battery.
These simulations allow us to investigate the effect of various electrode and electrolyte
properties on the reaction heterogeneity across the electrode thickness. The simulation results are
also validated against the experimental data obtained from X-ray diffraction computed
tomography (XRD-CT) measurements.

In chapter 7, a three-dimensional continuum-scale model based on the porous electrode
theory is developed to investigate the effect of introducing vertical channels through the
thickness of the electrode on the Li ion transport during fast charging. These simulations allow
us to investigate the geometric parameters that affect the electrochemical performance of highly-
ordered hierarchical (HOH) anodes under galvanostatic extreme fast charging conditions.

In chapter 8, a summary of the research presented in this dissertation and our key findings
are discussed, along with potential areas where the modeling frameworks can be extended to for

future studies.
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Chapter 2.

Background

In this chapter, we provide a general overview of different battery modeling approaches,
and in particular, the underlying physics, assumptions, and governing equations of the pseudo
two-dimensional (P2D) model developed by Newman et al. [29, 30], which is extensively used
in literature as a comprehensive physics-based approach for modeling batteries.

As one of the primary energy storage solutions, Li-ion batteries play a major role in a
wide range of applications from vehicle electrification to powering consumer electronic devices.
The optimal design and implementation of Li-ion batteries that are suitable for such a wide range
of applications and can operate under various loading conditions, requires extensive
experimental characterization and diagnostic efforts to fully comprehend and optimize the
electrochemical behavior of its components. The electrochemical modeling of batteries allows
for investigating the electrochemical behavior of their components beyond the feasibility, cost,
and time constraints of experimental methods. Moreover, battery models can provide predictive
information about the electrochemical performance of battery materials under certain operating
conditions. Therefore, such models can be used to facilitate the optimal design of rechargeable
batteries, while reducing the time and cost associated with the development of their various
components.

Reduced-order empirical battery models such as equivalent-circuit models are typically

used in battery management systems for battery state of charge and state of health estimation and
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control [7, 31, 32]. These equivalent-circuit models employ a network of capacitors, resistors,
and constant-phase elements to reproduce the observed voltage-current relationship of a battery
[7, 33, 34]. While these models are computationally inexpensive, their validity range is limited
by the operating conditions in which they have been parameterized. Moreover, these equivalent-
circuit models can only relate the voltage and current of a battery and are not capable of
predicting the electrochemical state of the internal battery components [7].

On the other hand, physics-based battery models can describe the thermodynamics of the
cell, kinetics of the electrochemical reaction at the active particle-electrolyte interfaces, and Li
ion transport within the electrolyte and electrode particles. Such models are typically valid over a
wide range of operating conditions, and could be directly coupled with other physics such as
electrode/electrolyte degradation and heat generation/transfer [7]. The development of accurate
physics-based battery models is contingent upon determining the appropriate electrochemical
parameters. These parameters are necessary for describing the physical and chemical phenomena
that occur during the operation of a battery, which include the evolution of concentration and
electrostatic potential in the electrodes and electrolyte, and the electrochemical reactions in the
electrodes.

One of the most commonly used physics-based battery models is the pseudo two-
dimensional (P2D) model, which is based on the porous electrode theory, both developed by
Newman et al. [29, 30, 35]. The P2D model is a continuum-scale electrochemical model that
accounts for the dynamics of lithium ion transport and electrostatic potential in the electrode and
electrolyte, as well as the electrochemical reactions that occur at the active particle-electrolyte
interfaces. The evolution of electrostatic potentials in the electrode and electrolyte, as well as

lithium ion transport in the electrolyte occur across the thickness of the cell, which are in macro-

11



scale; however, the solid-state lithium transport inside the electrode particles occurs in micro-
scale due to the small size of active material particles in the anode and cathode. Therefore, the
mathematical treatment of the governing equations for these process needs to be performed at

two different length-scales [7].
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Figure 2.1. A schematic view of the macro- and micro-scale computational domains in the P2D model.

A schematic representation of the computational domain for the P2D model is shown in
Figure 2.1. The anode, separator, and cathode subdomains constitute the macro-scale domain of
the model. The exact microstructures of the composite electrodes are neglected. Therefore,
porous electrode theory [35] is used for the mathematical treatment of the solid and liquid phases

in these subdomains as superimposed continua [7]. At each grid point of the anode and cathode
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subdomains, a one-dimensional micro-scale domain in radial coordinates is considered to model
the dynamics of lithium (de)intercalation in the active electrode particles.

The dependent variables in the P2D model are lithium concentration in the solid phase,
electrolyte salt concentration, electrostatic potential in the electrolyte, the electrostatic potential
in the solid phase at the surface of the particle, and the electrochemical reaction rate. Time and
special coordinates across the cell thickness and particle radius are the independent variables [7].

The lithium concentration evolution in the active electrode particles is described by the

Fick’s second law of diffusion in spherical coordinates [30, 36],

9si_p L9 (rz&) (2.1)

ot Sir2oar or
where cg; is the lithium concentration in the solid phase, Dg; is the diffusion coefficient of
lithium in the solid electrode particles, and i denotes the positive (i = p) or negative (I = n)

electrodes. Due to the symmetry of the spherical particles, a no-flux (homogenous Neumann)

6c5,i
ar

boundary condition is applied to the center of the particle such that —D; =0 atr =0 [30,

36]. Since the electrochemical reaction occurs at the particle-electrolyte interface, the flux on the

. . ) dcs
surface of the particles is equal to the reaction rate such that —Dg ; % = J; at r = R ;, where J;
is the electrochemical reaction flux at the surface of the particles, and R;; is the radius of the

spherical particles in the anode or cathode [30, 36].
The salt concentration evolution for the binary electrolyte in the liquid phase is described

by the porous-medium diffusion equation with an electrochemical reaction source term [30, 36],
dc;

& 6_; =V. (Deff,iVCi) + (1 - t_?_)aL]l (22)

where ¢; is the porosity, ¢; is the concentration of the binary electrolyte, Dess; is the effective

diffusivity of lithium ion in the electrolyte, t$ is the transference number of lithium ion, and i =
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p, s, and n, denoting positive electrode, separator, and negative electrode, respectively. The
variable a; is the surface area per unit volume of the intercalation particles defined as (3/
Rs,i)(l —& — sf,i). The reaction flux is zero in the separator since it is not electrochemically
active. No-flux boundary conditions are applied to the electrode-current collector interfaces at

the two ends of the cell such that _DEff.nVCnL:O = 0 and —Deff,chpl = 0 [30, 36].

z=Ln+Ls+Ly
At the positive electrode-separator and the negative electrode-separator interfaces, we assume
continuous electrolyte salt concentration and continuous flux, resulting in the following
additional boundary conditions [30, 36],
Cnlz=1; = Cs|z=L;;,
Cslz=(intL)~ = Cp|z=(Ln+L5)+’
—Deff,nan|Z=Lr_l = —Deff,sts|Z=L;, and
DesysVes |z=(Ln+L5)_ = "DesrpVep |z=(Ln+LS)+'

The electrostatic potential in the solid phase, ¢, ;, is determined by employing Ohm’s law
[30, 36],
V. [Ueff,iv¢s,i] = a;FJ; (2.3)
where F is the Faraday’s constant, and o.f is the effective electrical conductivity of the
electrode defined as og,rr; = ai(l —& —sf,i) with i =p and n for positive and negative
electrode, respectively. A flux boundary condition is applied to the positive electrode-current

collector interface such that the charge flux is equal to the applied current density, I, [30, 36],

_O-eff.pvqb&p |Z=Ln+Ls+Lp = Iapp'
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A no charge flux boundary condition is applied to the electrode-separator interfaces, which

results in the following boundary conditions [30, 36],

—OcffpVPsp | = 0, and

zZ=Ln+Lg
_aeff,nv¢s,n|2=Ln = 0.
The electrostatic potential at the negative electrode-current collector interface is set to zero,

¢)s,n|z=0 = 0, and therefore, the cell voltage will be equal to the electrostatic potential at the

positive electrode-separator interface, E..;; = ¢s'p|z—L Lol [30, 36].
=LnTLstlp

The electrostatic potential in the liquid phase, ¢;;, is governed by the charge balance
equation based on Ohm’s law [30, 36],

2RT(1-t$
%V[Keff,thl Ci] = aiF]i (24)

—V[Kers Vi) +
where K,y ; 1s the effective ionic conductivity of the electrolyte, R is the universal gas constant,
and T is the temperature. No charge flux boundary conditions are applied to the liquid phase at

the electrode-current collector interfaces such that [30, 36],
—Keff,nVle,nL:O = 0, and
KerrpVPup |z=Ln+L5+Lp =0

The electrochemical reaction flux, J;, in Eq. (2.2)-Eq. (2.4) is determined by the Butler-

Volmer equation [8, 30, 36],

) 0.5F —0.5F
Ji = lo, [exp (?Tli) - exp( o7 Tli)] (2.5)
where the overpotential for the electrochemical reaction, 7;, is defined as ¢g; — ¢;; — U;. The
exchange current density, iy;, in Eq. (2.5) is defined as [30, 36],

0.5
. — 0.5
lo,i = ki(cs,i,max - Cs,i,surf) Cs,i,surf

c,05 (2.6)
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where k; is the anodic/cathodic reaction rate constant, Cg; mqx and Cg gy are the maximum and
surface concentration of lithium in the solid electrode particles, respectively.

A slightly modified version of this model that assumes uniform lithium concentration
inside the particles is used in chapter 6 to model the reaction heterogeneity in an LFP half-cell.
Later in chapter 7, the three-dimensional (3D) form of this full-cell model is used to simulate the
electrochemical behavior of highly-ordered hierarchical (HOH) anode under extreme fast

charging conditions.
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Chapter 3.

Thermodynamics and Kinetics of Nucleation for Electrodeposition on Metal Anodes

Introduction

In this chapter,” we utilized the classical theory of nucleation informed by first-principles
atomistic simulations to study the nucleation behavior of several metals during electrodeposition
on metal anodes. Despite the success of lithium-ion batteries [37-39], demands for higher
gravimetric and volumetric energy densities, greater power output, and longer lifetime are
driving research into other battery chemistries beyond Li-ion [40]. In this regard, metals are
promising candidates for future battery anodes because they have higher theoretical capacities
than the graphite-based, intercalation anodes used in lithium ion batteries, Table 3.1.
Furthermore, the higher abundance of non-Li metals may result in reduced costs.

The use of metal anodes in rechargeable batteries is not a new idea. Early attempts to
commercialize a Li-metal-based cell were unsuccessful due to dendrite growth during charging
[41]. More recently, Fluidic Energy™ has commercialized a rechargeable Zn-air battery [42],
while Aurbach et al. developed the first rechargeable battery incorporating a Mg metal anode in
2000 [43]. Efforts to improve Mg batteries’ capabilities is an active area of research [38, 44, 45].

Al anodes are currently used in primary batteries [46], but the use of an aqueous electrolyte

=l‘Adapted from K.S Nagy, S. Kazemiabnavi, K. Thornton, and D.J. Siegel, “Thermodynamic Overpotentials and
Nucleation Rates for Electrodeposition on Metal Anodes,” ACS Appl. Mater. Interfaces, 11, 8, (2019) 7954-7964.
This is an unofficial adaptation of an article that appeared in an ACS publication. ACS has not endorsed the content
of this adaptation or the context of its use.
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limits rechargeability due to the irreversibility of the AlOs discharge product. Plating and
stripping Al metal anodes using organic-based electrolytes has been largely unsuccessful at room
temperature [47, 48], with ionic liquids demonstrating the only evidence to date of cycling [49-
51]. Na batteries using molten Na electrodes have been proposed for applications in load-
levelling and emergency power [39]. Nevertheless, considerable interest in room temperature Na
metal anode batteries also exists, as evidenced by numerous studies on Na-ion, Na-O, and Na-S
systems [39, 52, 53]. Ren et al. reported a K-O; battery which showed a low discharge/charge
voltage gap of less than 50 mV during the initial cycle [54], and Zhao et al. reported a K-S
battery with impressive initial charge capacity [55]. Earlier attempts to cycle Ca anodes in
organic-based solvents proved unsuccessful [56]; however, cycling of Ca metal was recently

reported at elevated temperatures [57], and at room temperature [58].

Table 3.1. Properties of candidate negative electrode metals for use in battery applications. Reproduced from Ref.
[23].

Anode Abundance Gravimetric Capacity Volumetric Capacity Potential vs. SHE

(ppm) (mAh/g) (mAh/cm?®) W)
Al 83,176 2980 8046 -1.66
Ca 52,481 1337 2046 -2.87
Mg 32,359 2205 3837 -2.37
Na 22,909 1166 1181 -2.71
K 9,120 685 624 -2.93
Zn 79 820 5846 -0.76
Li 13 3862 2093 -3.04
Graphite - 300 to 350 790 -2.79t0-2.94

These developments have stimulated the growing interest in batteries that employ
metallic negative electrodes. To be viable, metal electrodes should undergo electrodeposition and
-dissolution with low overpotentials. For some metals these processes are highly efficient, yet for
others achieving efficient cycling is a greater challenge. The experimental overpotential of

various metals extracted from cyclic voltammograms reported in this chapter [23] suggest the
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existence of trends across the various metals. Electrodeposition involving Group I metals, Li, Na,
and K, is the most efficient, whereas electrodeposition of Ca is much less so. Mg, Al, and Zn
tend to fall between these extremes, with their performance dependent on electrolyte
composition, scan rate, and temperature [59, 60].

These observations beg the question: Why are some metals able to plate and strip more
easily than others? The overpotentials associated with electrodeposition and -dissolution provide
a measure of the efficiency of these processes. In general, these overpotentials can be traced to
four contributing processes: charge transfer, mass transport, chemical reaction, and
crystallization [61]. As a step towards understanding efficiency differences between different
metal electrodes, first-principles calculations can be used to evaluate the thermodynamic
overpotentials [62] associated with plating and stripping on several low-energy surfaces of seven
metals relevant for battery applications: Li, Na, K, Mg, Ca, Al, and Zn. In this chapter, reactions
at terraces and step edges are considered. The thermodynamics factors probed here contribute to
the reaction and crystallization components of overpotentials, and reflect heterogeneity in the
adsorption/desorption energy of ions arising from inequivalent reaction sites on the electrode
surface.

Recognizing that the rate and density of nucleation can affect the evolution of
electrodeposits [63-65], steady-state nucleation rates are estimated using a multi-scale approach
wherein a classical nucleation model is informed by DFT calculations [66-68]. These simulations
allow for a comparison of nucleation rates during electrodeposition on different metallic surfaces

and surface features (e.g., terraces vs. step edges).

19



Surface Energies and Thermodynamic Overpotentials

In order to identify the most likely surfaces of the metal electrodes to be present during
electrodeposition, equilibrium crystallite shapes were predicted by constructing Wulff plots from
the calculated surface energies of several plausible facets. Surfaces with the largest areal packing
densities are typically expected to exhibit the lowest surface energies. As shown in Figure 3.1,
the equilibrium crystallite shapes (i.e., Wulff plots) were constructed using the surface energies
from DFT calculations. In addition to listing the surface energies obtained from DFT
calculations, Table 3.2 tabulates the respective fraction of the crystallite surface area of each
facet. Based on the surface energies and areas, Gweighted T€presents the area-weighted average of
the surface energy. This value is expected to be the property most closely resembling
experimental measurements of the surface energy in cases where the {/k/} index of the surface is
not known. Indeed, less than 12% disagreement was observed between Gweighted and the average
of the experimental values for each of Al, Ca, Li, Na, and Mg. The discrepancy between theory
and experiment is larger for potassium (~20%) and Zn (>40%). The absolute values for the
surface energy of K are smaller than the other metals considered here, so a small variation yields
a greater percentage error.

There are several possible explanations for the discrepancies be-tween the experimental
and calculated surface energy of Zn, one of which is the experimental method used to obtain the
surface energies. For example, Tyson [69] established a linear correlation between cohesive
energy at 0 K and surface energy, while de Boer et al. [70] established a linear trend between
enthalpy of vaporization and surface energy. It has been noted [71, 72] that these methods use
observables which are referenced to elements in the gas phase, which in the case of the divalent

metals Hg, Cd, Mg, and Zn, leads to significant errors in the resulting surface energies.
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Furthermore, the experimental values use surface tensions measured at high temperatures, but
then extrapolate to 0 K [69, 71, 72]. Additionally, several authors [73, 74] have noted that
experimentally determined surface energies are generally larger than those predicted by
calculations. This results from the presence of surface defects, and the experimental surfaces

being a mixture of several crystallographic planes.

() Mg

(8) Zn

(0K

Figure 3.1. Wulff plots for (a) Li, (b) Na, (c) K, (d) Ca, (e) Al, (f) Mg, and (g) Zn. At ambient conditions (a) — (c)
adopt the BCC crystal structure, (d) — (¢) adopt the FCC structure, and (f) — (g) are HCP. Reproduced from Ref.
[23].
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Table 3.2. Calculated surface energies (o) for a given {hkl} surface facet, the equilibrium area fraction of each facet
as determined by the Wulff construction, and the area-weighted surface energy, oweighted. Reproduced from Ref. [23].

Gcalculated Area Oweighted Expt. Values
Metal  {hid} (/m)  Fraction  (J/m} IZJ/mz)
(100} 1.05 0.17
(110} 1.14 0.02
(111} 0.96 0.57
Al 120, 13 000 1.01 1.14[75]
(113} 1.09 0.15
(133} 112 ]
(100} 0.49 0.43
(110} 0.58 -
Ca g;g g:gg 07 0.50 0.50 [69]
(113} 0.57 -
(133} 0.56 :
(100} 0.49 0.33
(110} 0.53 0.33
(11 0.56 0.04
Li (114} 0.55 - 0.52 0.52 [69]
(120} 0.54 0.13
(121} 0.57 0.06
(233} 0.57 0.10
(100} 0.24 0.20
(110} 0.23 0.67
(11 0.25 0.09
Na {114} 0.26 - 0.24 0.24 [75]
(120} 0.30 -
(121} 0.26 0.04
(2331 0.26 ]
(100} 0.12 0.17
(110} 0.1 0.77
(11 0.13 0.01
K (114} 0.13 ) 0.1 0.13 [75]
(120} 0.13 -
(121} 0.13 0.05
(2331 0.13 ]
(001} 0.59 0.17
(170} 0.70 0.37
Mg (171} 0.71 0.46 0.69 0.76 [70]
(110} 0.85 -
(111} 0.84 :
(001} 0.41 0.46
Zn (170} 0.71 0.54 0.57 0.92 [75]
(11 0.80 :
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The calculation of thermodynamic overpotentials has been used extensively to examine
electrocatalysts [76-78] and metal-air batteries [62, 74]. The calculated overpotentials from these
studies generally agree well with experimentally observed overpotentials. In this chapter, the
overpotential contributions during the electrodeposition and -dissolution of metal ions at metallic
negative electrodes in batteries is explored. The goal is to examine trends in the thermodynamic
overpotentials and nucleation rates as a function of anode composition and surface structure, the
latter including various surface facets and adsorption/desorption sites.

Our calculations consider terrace and step sites on the electrode surface. In prior studies
[62, 79] it was observed that application of the thermodynamic overpotentials method at terrace
sites alone led to an overestimation of the overpotential; electrochemical reactions at step and
kink sites yielded predictions more in line with experimental data. Nevertheless, it has also been
suggested [80, 81] that at high current densities the overpotentials resulting from charge transfer
at terrace sites can contribute to the overpotential when a large number of terrace sites are
available. Additionally, the limited time available for surface diffusion under high current
densities implies that not all electrodeposited ions will have sufficient time to migrate to low-
energy step/kink sites. Thus, it is reasonable to examine behavior at both terrace and kink sites.

DFT simulations of sequential adsorption-relaxation processes of metal atoms on the
abovementioned surfaces show that the initial deposition step onto an empty terrace is
consistently the most endergonic step. This results from the initial deposition site presenting the
least number of nearest neighbors for bonding. This step nucleates a new, single-atom island on
top of an existing terrace. Similarly, the final deposition step that forms a complete monolayer, is
consistently the most exergonic step since the depositing atom has the maximum number of

nearest neighbors available for bonding.
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The thermodynamic overpotentials obtained from DFT calculations for electrodeposition
on several low-energy surfaces of the seven metals are shown in Figure 3.2. The data are
grouped by metal and arranged for a given metal according to increasing surface energy. The
thermodynamic overpotentials for terrace reactions are represented by the orange bars for the
deposition process and overlaid blue cross-hatching for the dissolution process. The facets
examined for thermodynamic overpotentials were those with the largest areal fractions: {111}
and {100} for Al and Ca; {110} and {100} for Li, Na, and K; {001}, {110}, and {111} for Mg;
{001} and {110} for Zn. Additionally, deposition on stepped surfaces was also considered. Step
morphologies were approximated using {210} surfaces for BCC metals, {212} for FCC metals,
and {1017} for HCP metals.
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Figure 3.2. Thermodynamic overpotentials obtained from DFT calculations for electrodeposition and -dissolution
on 7 metals as a function of surface facet and surface morphology (terraces vs. steps). Facets of a given metal are
arranged according to ascending surface energy, and metals are grouped by column of the periodic table. Solid
orange/green bars represent plating overpotentials on terraces/steps; cross-hatched bars represent stripping
overpotentials on terraces and steps. For simplicity, only the absolute value of the overpotential is plotted.
Reproduced from Ref. [23].

The data in Figure 3.2 shows that the calculated thermodynamic overpotentials on

stepped surfaces is smaller than those on terraced surfaces. This trend can be understood using a
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simple bond-counting argument: adsorption at a step-edge or kink presents a larger number of
coordinating atoms compared to adsorption on a terrace. A second trend in the data pertains to
the Group I metals, Li, Na, and K, which generally exhibit lower thermodynamic overpotentials
compared to the Group II metals (Ca and Mg), Group III metal (Al), and the transition metal
(Zn). This trend is in agreement with the experimental overpotentials[23].

To explain the lower overpotentials observed for the alkali metals, we recall that they
crystallize in the BCC structure, while the other metals adopt FCC or HCP lattices. BCC bulk
atoms have a coordination number (CN) of 8, while the close-packed FCC and HCP systems the
atoms have CN = 12. Focusing on deposition, we recall that the thermodynamic overpotential is
determined by the initial deposition event. Therefore, the origin of the relatively lower
overpotential for the alkali metals should be tied to the bonding environment of these initially
deposited adatoms. These adatoms are coordinated by 4 or 5 nearest neighbors on the {110} and
{100} surfaces, respectively. In contrast, the CNs for adatoms on the FCC and HCP metals (Mg,
Ca, Al, Zn) are at best similar to the BCC surfaces, and are often smaller: CN = 3 on the close-
packed {111} and {0001} surfaces; CN = 4 on the FCC {100} surfaces and on Mg {1100} and
{1101}; CN = 2 on Zn{1100}. Comparing the bulk CNs to the CNs of the initially deposited
adatoms, we note that the BCC alkali metals have the smallest surface-to-bulk CN difference. In
other words, the surface bonding environment experienced by the alkali metals adatoms is more
similar to their bulk-like coordination than in the FCC or HCP systems. This similarity results in
relatively lower thermodynamic overpotentials for the alkali metals. A similar argument based
on CN has been invoked to explain differences in dendrite formation tendencies during

electrodeposition of metals [82].
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Additional trends apparent in Figure 3.2 relate to the surface energy and the asymmetry
between deposition and dissolution. Regarding surface energy effects, we note that the
thermodynamic overpotential generally decreases with increasing surface energy. In the case of
deposition, this trend can be rationalized by recognizing that the atoms comprising a high-energy
facet are more reactive to (i.e., more readily bond with) adatoms. In the case of stripping and
assuming a simple picture of surface energetics that depends only on bond counting, it will be
energetically easier to remove an atom from a high surface energy facet due to the fewer number
of bonds that must be broken (relative to a more stable surface). This qualitatively explains the

reduction in thermodynamic overpotential for stripping from higher surface energy facets.

Steady-State Nucleation Rates
According to classical nucleation theory [83, 84], the time-dependent nucleation rate,
J(t), can be expressed in terms of an induction time, 7, and the steady-state nucleation rate, J,

using Eq. (3.1) [83]:

J(@© = Jo[1 + 255 (- exp (2] (3.1)
where J, is expressed as [84]:

Jo =N (39) (i) e (o) G2)

Here, N is the total number of atoms per unit surface area of the electrode that can

contribute to the formation of nuclei. Assuming that a layer of the electrolyte in the vicinity of
the electrode contributes directly to the nucleation, N can be calculated using N = N,.C,.d,
where N, is Avogadro’s number, C, is the electrolyte concentration (1000 mol/m?), and d is the

thickness of the layer of electrolyte in the vicinity of the electrode (assumed 10 A for all cases).
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AG, is the formation energy of the critical nucleus, g. is the number of atoms in the critical
nucleus, and w,, is the frequency of collision of the atoms with the critical nucleus.

In classical nucleation theory the formation energy of the cluster is assumed to be
separable into bulk free energy and surface free energy terms [85]. This assumption holds as long
as the cluster is large enough to distinguish between its surface and bulk regions. However, very
small clusters do not satisfy these criteria; the cluster does not necessarily take the crystal
structure of the bulk phase, and no clear differentiation between the bulk and surface energy
contributions can be made. Therefore, an atomistic approach is necessary to determine the
formation energies of clusters that are on the nanoscale. As described previously in this chapter,
the deposition of the first adatom on the electrode surface is consistently the most endergonic
electrodeposition step, independent of surface composition or structure (terrace or step). This
behavior suggests that the critical cluster size should be taken as a single atom. Similarly, AG, is
defined in Eq. (3.2) to be the reaction energy of the deposition of the initial adatom at either a
terrace or step.

In the case of nucleation during electrodeposition process, assuming the process in
controlled by the kinetics of the electrochemical reaction and not by the diffusion of atoms on the
surface, the frequency of collision of the atoms with the critical nucleus, w. in Eq. (3.2), is
defined as S.iy,/ze, in which S, is the surface area of the critical nucleus, i, is the exchange

current density [85]. Moreover, under an applied potential, U,,,, the formation energy of the

pp>

critical nucleus, AG,, can be written as [85]:

AG. = —ze(Naep — Uapp) (3.3)
where 7)4e, 1s the thermodynamic overpotential for electrodeposition obtained from DFT

calculations. The calculated steady-state nucleation rate and formation energy of the critical
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nucleus for electrodeposition on terrace and step sites at an applied potential of —10 mV are listed

in Table 3.3.

Table 3.3. Calculated steady-state nucleation rate and critical formation energy for electrodeposition on terrace and
step sites at an applied potential of —10 mV. Reproduced from Ref. [23].

Metal Critical Formation Steady-State Nucleation
Energy (eV) Rate (s.em™)
Li{100} 0.29 3.72x10°
Li{110} 0.25 1.64x10'°
Na{110} 0.21 1.07x101"
Na{100} 0.16 6.54x10!!
K{110} 0.19 3.30x10!!
K{100} 0.13 2.82x1012
3 Mg{0001} 0.89 2.57x10"!
& —
£ Mg{1100} 0.58 3.63x10*
= Mg{1101} 0.50 7.60x10°
Ca{100} 0.72 2.63%10?
Ca{111} 0.66 2.61x10°
Al{111} 0.86 4.33x10"!
AI{100} 0.51 2.77%10°
Zn{0001} 0.76 2.63%10!
Zn{1100} 0.75 3.86x10!
Li{210} 0.12 1.80x10'2
Na{210} 0.09 7.50%10"2
o K{210} 0.07 2.14x10"
= Mg{1107} 0.24 1.31x10'°
Ca{212} 0.23 2.88x1010
Al{212} 0.09 1.48x10'2
Zn{1107} 0.21 2.77%10'°

Figure 3.3 shows the steady-state nucleation rate as a function of critical formation
energy for plating on step and terrace sites calculated using the thermodynamic overpotentials
from DFT as input to Eq. (3.1). The relatively small thermodynamic overpotential predicted for
the alkali metals (Li, Na, and K) generally results in higher steady-state nucleation rates
compared to the other metals, regardless of whether plating occurs on terraces or at steps.

However, as discussed earlier and as demonstrated in Figure 3.2, the thermodynamic
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overpotential for plating at step sites is smaller than that on terrace sites. This results in a steady-
state nucleation rate that is several orders of magnitude higher at steps compared to terrace sites,
independent of the choice of metal. This is attributed to the exponential relationship between the
reaction energies of initial deposition and the nucleation rate as defined by Eq. (3.2). The relative
ordering of the surfaces/metals with respect to their nucleation rate is similar for step and terrace
deposition sites. Nevertheless, the rates on the step sites are more tightly clustered, suggesting

that deposition in these cases is less sensitive to the metal’s composition.
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Figure 3.3. The steady-state nucleation rate as a function of critical formation energy for plating on (a) terrace and
(b) step sites. Due to their smaller critical formation energy, alkali metals are predicted to have higher steady-state
nucleation rates compared to other metals. The exponential relationship between these quantities results from Eq.
(3.2). Reproduced from Ref. [23].

Figure 3.4 shows the calculated steady-state nucleation rates as a function of free surface
energy for plating on terrace and step sites. This figure illustrates that for each metal, the steady-
state nucleation rate is higher on surfaces with a higher free surface energy. We previously noted
that the thermodynamic overpotential decreases with increasing surface energy. Therefore, the

formation energy of the critical nucleus is smaller on facets with a higher free surface energy,
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resulting in a higher nucleation rate on these facets. This is due to the fact that the atoms

comprising a high-energy facet are more reactive to (i.e., more readily bond with) adatoms.
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Figure 3.4. The steady-state nucleation rate as a function of free surface energy for plating on (a) terrace and (b)
step sites. For each metal, the steady-state nucleation rate is higher on surfaces with a higher free surface energy.
Reproduced from Ref. [23].

Figure 3.5 shows the steady-state nucleation rate as a function of applied potential for
electrodeposition on terrace and step sites. This figure illustrates that the nucleation rate
increases with the application of a more negative potential, as expected. The slope of each line is
proportional to the number of transferred electrons, z, during the electrochemical reduction of

the corresponding metallic ion. By applying a negative potential, Ugyy,, the formation energy of

the critical nucleus decreases by zeU, which exponentially increases the steady-state

pp>

nucleation rate.
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Figure 3.5. Steady-state nucleation rate as a function of applied potential, Uapp, for plating on (a) terrace and (b) step
sites on seven metal negative electrodes. Uapp is varied from -30 to -10 mV vs. the corresponding equilibrium
potential for each metal. Reproduced from Ref. [23].

There has been a number of studies indicating that the nucleation density is among the
key parameters that govern how lithium plates during -electrodeposition, along with
electrochemical parameters such as current density. It was theoretically predicted through
mesoscale simulations of lithium dendrite growth that more uniform deposition can be achieved
when nuclei are more densely distributed; if the nuclei are sufficiently close together for a given
electrochemical condition, the initial growth results in impingement and subsequent stable
growth [86]. Experimentally, the effect of nucleus density on plating behavior has been
examined by Garcia et al. [87], who reported complete prevention of dendrite formation in Zn
metal anodes by introduction of nucleation pulse to increase the initial coverage of Zn nuclei.
More recently, Rehnlund et al. showed that dendrite-free stable lithium deposition can be
achieved by using a decreased lithium salt concentration and a short lithium nucleation pulse,
which resulted in an increased lithium nuclei density on the electrode surface [88]. Our findings
provide quantitative, material-specific data that support the observed dendrite suppression in

some metals and will enable suppression in others.
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Summary and Conclusions

The thermodynamic overpotentials obtained from DFT calculations for seven metals (Li
Na, K, Mg, Ca, Al, and Zn) considered as potential anodes for future rechargeable batteries were
investigated. The magnitude of the calculated overpotentials are in many cases similar to
measured values, and range from tens to hundreds of mV. These calculations also provide insight
regarding the inefficiencies associated with electrodeposition of Ca and Mg: the calculated
overpotentials for these metals are amongst the largest overall, consistent with measurements.

We observe that the metal’s crystal structure correlates with the efficiency of plating and
stripping: body-centered cubic alkali metals are predicted to be among the most efficient
systems, whereas the remaining metals, all of which possess close-packed crystal structures, are
predicted to have higher thermodynamic overpotentials. As expected, electrodeposition/-
dissolution is most efficient at kink sites on steps, while undercoordinated terrace sites yield the
largest thermodynamic overpotentials. Trends involving surface energies are discussed.
Differences between the calculated overpotentials and experimental measurements highlight the
importance of kinetic factors (which are not accounted for in the present approach), such as
ohmic resistance in electrolytes, diffusion through solid electrolyte interphases, surface diffusion,
electron transfer, etc.

Steady-state nucleation rates were estimated using a classical nucleation model informed
by the present DFT calculations. These simulations allow for a comparison of electrodeposition
nucleation rates on different metallic surfaces and surface features (e.g., terraces vs. step edges).
The small thermodynamic overpotentials predicted for plating at step edges results in higher
nucleation rates at these features, suggesting that a large population of kink sites will promote

efficient cycling. Nucleation rates on terraces differ by several orders of magnitude across the
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metals, with rates on the body-centered cubic metals predicted to be fastest. In contrast,
nucleation rates at step edges are within a few orders of magnitude of each other, indicating a
weak dependence on metal composition. This approach demonstrates a technique for linking
atomistic data with a continuum nucleation model, and highlights the sensitivity of nucleation

behavior on the structure and composition of the electrode surface.
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Chapter 4.

The Effect of Surface-Bulk Potential Difference on the Kinetics of Intercalation in Core-
Shell Active Cathode Particles

Introduction

In this chapter,” a one-dimensional continuum-scale model is developed to investigate the
galvanostatic charge/discharge behavior of cathode particles with a core-shell heterostructure.
During the past few past few decades, rechargeable batteries have received significant scientific
attention since they show great promise as a reliable energy storage solution for a wide variety of
applications ranging from electric powertrain systems to consumer portable electronics [1, 2].
The scientific community has shown increasing interest in exploring new chemistries for lithium
batteries such as lithium-sulfur [89, 90] and lithium-air batteries [17, 19, 91, 92]. Enhancing the
performance of such rechargeable batteries requires material design for various battery
components such as electrochemically stable electrolytes, high-capacity anodes, and high-
voltage cathodes [21, 93]. Developing new cathode materials with improved electrochemical
performance, low cost, and enhanced cycle life is critically important in achieving the
requirements for transportation applications [94].

Recent studies have confirmed that, in general, surface modification of the active cathode

particles affects the capacity retention, rate capability and even thermal stability of the cathode

*Adopted from S. Kazemiabnavi, R. Malik, B. Orvananos, A. Abdellahi, G. Ceder, and K. Thornton, “The Effect of
Surface-Bulk Potential Difference on the Kinetics of Intercalation in Core-Shell Active Cathode Particles,” J. Power
Sources, 382 (2018) 30-37.
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materials for lithium-ion batteries [95, 96]. This surface modification can be done by coating the
particles with a protective layer, in which case, the coating must guard the core material against
side reactions with the electrolyte and prevent the loss of transition-metal ions or oxygen,
without significantly affecting the electronic and ionic conductivities [97].

In the field of lithium-ion battery research, nanoscale coatings or encapsulating phases on
active cathode materials are ubiquitous, either by design to improve performance or through “in-
situ” evolution [97-99]. For instance, carbon coating on LiFePOs is widely used to improve
surface conductivity and electron transfer kinetics [95, 100, 101]. Jeong et al. [102] have recently
used an oxide coating on LiMn,Os spinel particles to mitigate the dissolution of Mn?* into the
electrolyte. The surface of the cathode particles can also be coated with another active material to
create dual-active-material cathode particles with a core-shell heterostructure. For example, Shim
et al. [103] have reported on the successful implementation of a thin spinel Li,Co,04-coated
LiCoO; prepared by post-thermal treatment. They demonstrated that the high electrical
conductivity of the coating layer enhances the charge transfer activity of the cathode material. In
a recent study by Jing Li et al. [104] lithium-rich Ni-Mn-Co oxide core-shell electrodes with an
Mn-rich shell were used to prevent the Ni from reacting with the electrolyte. Zaghib et al. [105]
introduced a new cathode material by encapsulating LiMnPO4 with LiFePO4 to improve its
thermal stability and to facilitate carbon coating of the particles.

Surface coating can also be used to decrease the rate of side reactions that lead to the
degradation of the electrolyte or active electrode material. For instance, charged electrode
materials such as delithiated cathodes tend to violently react with the non-aqueous electrolytes at
elevated temperatures [106, 107]. These side reactions can still occur slowly at room

temperature, resulting in gradual degradation of cathode materials [95]. By creating an artificial
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physical barrier that increases the activation energy for such side reactions, it is possible to
effectively decrease the rate of these reactions at ambient temperatures.

As mentioned, encapsulating phases on active cathode particles may form “in-situ.” For
instance, Kikkawa et al. [108] observed Co0,_s (0.67 < § < 1) forming on the surface of
LiCoO; particles upon overcharge. Recently, Lee et al. introduced lithium-excess nickel titanium
molybdenum oxides as a new class of high capacity cation-disordered oxides for use in
rechargeable lithium battery cathodes [109]. They showed that Li;;Niq/3Tiq;3M05/150,
(LNTMO20) provides the best performance among Li-excess Ni-Ti-Mo oxides. However,
galvanostatic discharge tests at different rates indicated that its discharge capacity decreases from
250 mAh/g to 120 mAh/g as the rate increases from 10 mA/g to 400 mA/g [109]. Lee at al.
[109] showed that the surface phase that formed during the first charge of LNTMO20 particles
was responsible for this reduction in capacity at high C-rates.

The formation of solid-electrolyte interphase (SEI) layer on the surface of cathode
particles is another example of in-situ evolution of encapsulating phases that can potentially
result in capacity reduction. For instance, Bian et al. [110] observed that a thick SEI layer (>10
nm) forms on the surface of cycled Li(Lig1gNip15C0015Mngs;)0, (LLMO) Li-excess cathode
particles, which causes a significant capacity drop (~50%) after only 100 cycles at 0.2C rate.
They also showed that BiOF-coated LLMO particles exhibit a dramatically reduced (~10%)
capacity drop under the same conditions, which was attributed to very thin SEI layers (~3 nm)
that formed on the BiOF-coated particles [110].

Identifying the sources of capacity drop in Li-excess compounds is crucial in the
development of next-generation high-energy-density cathode materials [111]. In general, any

difference in the material and geometrical properties of the surface and bulk phases, such as
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open-circuit voltage (OCV), Li diffusivity, reaction coefficient, and thickness, can potentially
affect the charge/discharge behavior of core-shell cathode particles [112]. We hypothesize that
the poor kinetic behavior of core-shell cathode particles is caused by either low diffusivity in the
surface layer as shown by Lee et al. [109] in the case of Li-excess materials, or a shift in the
OCV of the surface phase. While both mechanisms can occur simultaneously, in order to
investigate which mechanism has a greater impact on the intercalation kinetics, the effect of each
mechanism needs to be studied separately. Since the effect of a small Li diffusion coefficient on
the kinetic behavior of core-shell cathode particles is more obvious, in this paper we focus on the
effect of OCV shift in the surface phase. Below, a simple but general continuum model is
formulated to study the lithium intercalation kinetics of a particle with a core-shell
heterostructure. This model will allow us to evaluate the charge/discharge overpotential in dual-
active-material core-shell particles and to demonstrate that this shift in the surface-phase OCV
may be responsible for the observed electrochemical behavior of high capacity Li-excess cathode

materials.

Electrochemical Model

The model particle with a core-shell heterostructure, illustrated schematically in Figure
4.1 is comprised of two active materials: a core material with open circuit voltage V,
encapsulated by a thin layer of a second phase with a shifted open circuit voltage V, + Q. The
charge/discharge of a Li-ion battery cell is a result of multiple physical and chemical
mechanisms that occur simultaneously in the electrode, liquid electrolyte and their interfaces.
These mechanisms include 1) ionic transport in the electrolyte, ii) current continuity in the
ionically conductive electrolyte, iii) electrochemical reaction(s) at the particle-electrolyte

interfaces, iv) Li ion transport in the electrode particles, and v) current continuity in the
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electronically conductive solid phases. The first two mechanisms take place in the electrolyte,
while the last two processes occur in the cathode particles. The reaction (iii) arises on the
interface between the electrolyte and cathode particles. The details and mathematical

descriptions of these processes are described below.
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Figure 4.1. (a) Schematic illustration of a core-shell active particle. The corresponding open circuit voltages of the
bulk phase (green) and surface phase (red) for a particle with (b) Q < 0 and (c) Q> 0. Reproduced from Ref. [27].

During the discharge of a lithium-ion battery, lithium is oxidized at the anode and the
resulting Li ions travel through the electrolyte towards the cathode electrode. At the cathode-
electrolyte interface, these Li ions react with the electrons and intercalate into the host crystal.
The intercalation reaction is described by the chemical equation:

Lit+e +X — LiX (4.1)
where X represents the unit formula for the cathode host compound. The reverse reaction occurs
when potential is applied to charge the cell. In this study, we do not consider side reactions such
as those that form solid-electrolyte interphase (SEI) or that lead to decomposition of electrode
particles and/or the liquid electrolyte. We also assume the reaction-limited regime in the
electrolyte (i.e., the mass transport in the electrolyte is rapid in comparison to the charge-transfer

kinetics), and therefore ignore the diffuse double layers [8].
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For simplicity and computational efficiency, we assume the geometry of the core-shell
cathode particle to be spherical so that the dynamics can be described by one-dimensional (1D)
equations in radial coordinates. The core phase is encapsulated by an outer shell with a shifted
OCV. We also assume that both phases have constant thickness (i.e., no phase evolution) with
constant electrostatic potential field (i.e., the particle has sufficiently high electronic
conductivity). Therefore, we construct a 1D model of a particle of radius R with surface-phase of

thickness A, as illustrated in Figure 4.2.

Surface Phase
(OCVs=V, + Q)
Bulk Phase
(OCVg=V,)

Figure 4.2. The 1D model system for a particle of radius R and surface thickness A assuming spherical symmetry.
Reproduced from Ref. [27].

At the particle-electrolyte interface, we model the charge-transfer reaction rate with
Butler-Volmer kinetics [8], and Li transport within the particle with linear diffusion [113]. We
reformulate these governing partial differential equations using the smoothed boundary method
(SBM) [114], which has been applied to simulations of lithiation/delithiation of Li intercalation
systems [115-117]. In this work, SBM is used to explicitly distinguish phases (the surface, bulk,

and electrolyte phases) in the model system.
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The electron-transfer reaction between Li* ions in the electrolyte and the electrons in the
cathode particles occurs at the particle-electrolyte interfaces. The rate of this reaction, R,,, can

be modeled using the Butler-Volmer equation [8], expressed as:

Rean = |exp (=5n) - exp (55750 @2)

where i is the exchange current density, F is Faraday’s constant, a is the charge transfer
coefficient, R is the universal gas constant, and T is the temperature. The overpotential, 7, is
defined as ¢, — ¢, + p/F, in which ¢,, and ¢, are the electrostatic potential of the particle and
the electrolyte, respectively. The electrostatic potentials are assumed to be uniform throughout
the particle. V. is the open circuit voltage, which is the function of Li concentration in the
particle, and u is the chemical potential of Li in the particle.

When Li atoms intercalate into cathode particles, they diffuse through the interstitial sites
of the host crystal lattice. The Li atom transport in the cathode particles can be described by the
SBM formulation of the diffusion equation expressed in terms of the chemical potential with the
reaction rate as a boundary condition at the particle-electrolyte interface to account for the

electrochemical insertion [114]:

oc_ 1 0 ( 2 on\ , vy
at 12y or (r ¥pM 6r) + Vp Ry (4.3)

where 7 is the radial coordinate, C is the concentration of Li in the particle, t is time, and
M is the Li transport mobility inside the particle. ¥, is the particle domain parameter, which is
set to 1 in the particle and 0 in the electrolyte, and smoothly varies between 0 and 1 in the
particle-electrolyte interface. For simplicity, we neglect interactions between Li ions in the host
structure and consider each phase (surface and bulk) as a thermodynamically ideal solution

[113], for which the chemical potential is given by:
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u [J/mol] = —FQup, + RT In (ﬁ) (4.4)

where p is the Li chemical potential, F is the Faraday’s constant, (1 is the potential
difference between the surface and bulk phases, R is the universal gas constant, T is temperature,
s is the surface phase domain parameter (which equals 1 in the surface phase, 0 in the bulk
phase, and 0 < 1)y < 1 in the interface), and X is the Li site occupancy fraction. Assuming that
the crystal structure of the electrode particles remains intact during (de)intercalation, X = C/p,
where p is the interstitial site density. The simulations were performed with a constant

diffusivity, D, which is related to mobility, M, by:

oo\t _ px(-x)
M=D (ac) == D (4-5)

We simulate both charging and discharging under galvanostatic conditions. Therefore, a
constant current boundary condition determined by the charge/discharge rate (C-rate) is imposed
at the particle-electrolyte interface. Moreover, we investigate the regime in which the charge-
transfer kinetics are rapid in comparison to mass transport inside the particle and thus the
diffusion in the cathode particle limits the overall reaction rate (i.e., the diffusion-limited
regime). This is achieved by setting the exchange current density to a sufficiently high value as

listed in Table 4.1.

Parameterization and Numerical Scheme
The parameters employed for the simulations in this study are listed in Table 4.1. The
parameters are chosen to approximate the properties of layered Li transition metal oxide
intercalation compounds. We also assumed identical diffusivity, density, and molar mass of the
surface and bulk phases. Moreover, the particle-electrolyte and surface-bulk domain parameters

were defined using the following stepwise sine function [118]:
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0 if (5F) < -2

2

w=1{1 if (%) >z (4.6)

2
%[sin (r_%) + 1] otherwise,

where 7 denotes the position of the interface (distance from the center of the particle),
and w is a parameter that controls the interfacial thickness of the domain parameter profile. For
computational efficiency, the interfacial width for the surface/bulk and particle/electrolyte
boundaries is set at 0.5 nm, which is resolved by 5 grid points. Reducing the interfacial width
further to define a sharper boundary results in rapidly increasing computation time without
improving the accuracy of the simulation results significantly. The values of 7 and w are also
listed in Table 4.1, and the corresponding order parameter profiles are shown in Figure 4.3.

For the spatial derivatives, a central finite difference scheme is employed with a 0.1 nm
discretization. The temporal evolution of the concentration of Li in the particle is solved with an
Euler explicit time stepping scheme. After each time-step, the concentration and chemical
potential of Li inside the particle are updated, and the new overpotential is calculated, which is
used in the Butler-Volmer equation that sets the reaction flux. In order to implement the constant
current boundary condition in the galvanostatic simulations, the boundary value of the
electrostatic potential of the cathode particle at the particle-electrolyte interface is adjusted to
obtain a new overpotential so that the reaction current from Butler-Volmer equation is equal to

the imposed constant current boundary condition.

42



Table 4.1. The parameters used in the simulations. Reproduced from Ref. [27].

Parameter Description Value Reference
i Nominal exchange current density 8.5x 1077 A/cm? [119]
a Transfer coefficient in Butler-Volmer equation 0.5 [120]

Dg Diffusivity of Li in the bulk phase 1072 cm?/s [121]
Ds Diffusivity of Li in the surface phase 1072 cm?/s [121]
p Interstitial site density 0.05 mol/cm3 [122]
A Thickness of the surface phase 5nm -
R Radius of the particle 50 nm [123]
7 Position of the particle-electrolyte interface 50 nm -
Ty Position of the surface-bulk interface 45nm -
w Interfacial thickness parameter 0.18 [118]
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Figure 4.3. Profiles of the particle-electrolyte (Red) and surface-bulk (Blue) domain parameters. The square and
circle markers denote the values of the domain parameter in the particle-electrolyte and surface-bulk interfacial
regions at the grid points, respectively. Reproduced from Ref. [27].

Results and Discussion

The effect of surface-bulk potential difference
We applied our 1D model to examine the effect of the potential difference, Q, between

surface and bulk on the kinetics of lithium intercalation and the galvanostatic charge/discharge
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profiles at different values of (), C-rates, and exchange current densities. The OCV of the most
common cathode materials that are used in hybrid cathode particles such as LiCoO>, LiMn2Og4,
LiFePOs, and LiVPO4F falls within a 0.4 V window [124-127]. Therefore, Q was varied from -
0.2 to 0.2 V. To this end, the simulations were performed at a fixed charge/discharge rate of 1C
and a constant exchange current density of 8.5 X 1077A/cm?. The simulated galvanostatic
charge and discharge curves are plotted in Figure 4.4. For 0 = 0, which is equivalent to the case
where the entire particle remains in a single phase, the charge and discharge curves are identical
in shape as expected, but with a constant polarization of ~0.109V over the entire cycle.
However, the charge/discharge curves increasingly deviate from that of the = 0 case as the
magnitude of () increases. This deviation is relatively small until |Q| > 0.1V, at which the
charge/discharge curves are no longer similar to each other and have a different shape compared
to the 1 = 0 case.

At positive and large Q (Figure 4.4(a)), the discharge curves exhibit two distinct stages,
each consisting of rapid decrease followed by slower decrease, which is indicative of a two-stage
lithiation process. The first stage is relatively short and corresponds to the surface lithiation step
that involves a larger discharge voltage due to the higher surface potential (€2 > 0). Once the
lower voltage bulk phase lithiation starts (corresponding to the initiation of the second stage), the
discharge voltage drops and the polarization starts increasing with depth of discharge (DOD).
Moreover, with increase in () the abrupt polarization rise due to the sudden voltage drop at the
end of the discharge process occurs earlier at a lower DOD. This results in a reduction in the
discharge capacity of the cathode particle, which is more significant when (1 exceeds 0.1 V. For
instance, at Q = 0.1V, the particle still has more than 97% of its initial discharge capacity.

However, by increasing Q to 0.15 and 0.2 V the discharge capacity of the particle decreases to
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86% and 55% of its initial discharge capacity, respectively. On the other hand, the charge curve
is less affected by positive ) values. The only notable changes with increasing () are (i) the
charge curve becomes almost flat for most of the charge process, and (ii) a voltage increase
towards the end of charge due to the delithiation of the surface phase that has a higher open
circuit voltage.

The opposite behavior is observed when Q is negative (Figure 4.4(b)), where the charge
curve shows a significant change with Q. In this case the charge capacity is significantly
reduced when the magnitude of Q exceeds 0.1 V. For instance, at O = —0.1V, the particle
maintains more than 97% of its initial charge capacity. However, at Q = —0.15V and —0.2'V,
the particle has only 86% and 55% of its initial charge capacity, respectively. On the other hand,
the discharge curve is less affected by negative Q values. The only significant changes with
increase in the magnitude of Q are (i) the discharge curve becomes almost flat for most of the
discharge process, and (ii) a voltage drop towards the end of discharge due to the lithiation of the
surface phase that has a lower open circuit voltage. Overall, the charge/discharge capacity drops

with increasing magnitude of ) in core-shell cathode particles.
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Figure 4.4. Galvanostatic charge and discharge curves at 1C for particles with Q ranging from a) 0 to 0.2 V and b)
from -0.2 to 0 V. As the magnitude of Q increases, the charge/discharge curves increasingly deviate from the Q =0
case. Reproduced from Ref. [27].

The Li concentration evolution inside a cathode particle as a function of depth of
discharge at 1C rate are shown in Figure 4.5 for 0 = 0,—0.2 and +0.2 V. For the Q = 0 case,
which is equivalent to a single-phase particle, both surface and bulk regions of the particle are
lithiated (delithiated) at the same time during discharge (charge) (Figure 4.5(a)). Therefore, at
any time during charge/discharge, the concentration of Li inside the surface and bulk are equal to
each other, which results in charge/discharge profiles that are identical in shape with a constant

polarization over the entire cycle.
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Figure 4.5. The Li concentration evolution inside a cathode particle as a function of depth of discharge at 1C rate
for a particle with a) Q =0, b) Q =-0.2 V, ¢) Q= +0.2 V. The colorbar indicates the Li site fraction. The lithiation
(discharge) proceeds from left to right and the delithiation (charge) proceeds from right to left. Reproduced from
Ref. [27].

In the O = —0.2 V case, where the open circuit voltage of the surface phase is 0.2V
lower than that of the bulk phase, the bulk is lithiated before the surface phase during discharge
(Figure 4.5(b)), resulting in a relatively flat discharge curve. The surface phase lithiation then
occurs towards the end of the discharge cycle, leading to full lithiation. However, during charge,
the surface phase is almost fully delithiated before the lithium in the bulk phase can be accessed.
This results in an abrupt increase in the polarization at DOD of ~44% (as seen by the blue dashed
curve in Figure 4.4(b)). The Li concentration is very small at the surface, resulting in a low Li
mobility in the surface phase. Therefore, the remaining lithium in the bulk phase is trapped
inside the cathode particle, ending the charge process.

In contrast, in the 0 = +0.2 V case, where the average voltage of the surface phase is
0.2V higher than that of the bulk phase, the surface phase is lithiated before the bulk phase
during discharge (Figure 4.5(c)), resulting in accumulation of Li in the surface phase. As Li
builds up in the surface phase, the Li chemical potential in the surface phase increases. Once the
Li chemical potential in the surface phase is higher than that of the bulk phase, the lithiation of

the bulk phase starts. When the surface phase is almost fully lithiated, the Li site fraction at the
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particle-electrolyte interface becomes very close to 1.0, rapidly increasing the Li chemical
potential at the interface. However, the Li transport inside the particle becomes limited due to the
low mobility of Li at high concentrations, which in turn does not allow for further lithiation of
the particle. This causes an abrupt increase in the polarization towards the end of discharge, thus
reducing the discharge capacity of the cathode particle. It should be noted that the chosen
diffusion coefficient (10~?¢m?/s) was high enough such that there is no concentration gradient
in the surface phase. Choosing a smaller diffusion coefficient will result in a concentration
gradient in the surface phase with the Li concentration being higher at the particle-electrolyte
interface during discharge, and therefore, further reduces the discharge capacity. The effect of

surface and bulk diffusion coefficients will be examined in more details in our future studies.

The effect of charge/discharge rate

The effect of charge/discharge rate on the galvanostatic voltage profiles was studied at
four values of ), £0.1 V and £0.2 V, and varying the charge/discharge rate from C/8 to 4C. The
results presented in Figure 4.6 (a) show that the charge curve is relatively flat at large Q (0 =
0.2V), but is shifted towards higher voltages as the C-rate increases. On the other hand, the
discharge curves are not as flat and are shifted towards lower voltages as the C-rate increases.
Therefore, the charge and discharge curves become further from each other, resulting in larger
polarization over the charge-discharge cycle. Moreover, the discharge capacity is reduced at
higher C-rates. For instance, by increasing the discharge rate from C/8 to 4C, the discharge
capacity reduces from 88% to 37%.

For a smaller Q (Q = 0.1 V), the larger polarization at higher C-rates is also observed,
but the reduction in discharge capacity at higher C-rates is far less significant, as shown in Figure

4.6(b). For example, by increasing the discharge rate from C/8 to 4C, the discharge capacity
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reduces from 99% to 91%. Therefore, the effects of charge/discharge rate on the galvanostatic

voltage profiles are more significant at larger magnitudes of Q.
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Figure 4.6. Galvanostatic charge and discharge curves at different C-rates for a particle with a) Q =+0.2 V, b) Q =
+0.1 V,¢c) Q=-0.2 V, and d) Q =—0.1 V. The effects of charge/discharge rate on the galvanostatic voltage profiles
are more significant at larger magnitudes of Q. Reproduced from Ref. [27].

The effect of exchange current density

The exchange current density at the cathode/electrolyte interface depends on the
electrolyte system and the active material, which affects the reaction kinetics (e.g., rate constants

for the forward and backward electron-transfer reaction). In order to investigate the effect of

exchange current density, iy, on the galvanostatic voltage profiles, the simulations were
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performed at a fixed C-rate (1C) with Q@ = £0.1V and £0.2 V. The exchange current density
was varied from if /4 to 4if, with il = 8.5 % 1077 A/cm? as given in Table 4.1. The results
presented in Figure 4.7 show that regardless of the magnitude of 1, varying the exchange current
density within this range does not affect the shape of the voltage profiles. Rather, increasing the
exchange current density simply shifts the discharge curves to higher voltages and the charge
curves to lower voltages. The reason the shape of the curve remains unchanged is that the
parameters were selected such that the charge-transfer kinetics are rapid in comparison to mass
transport inside the particle. However, the curves do shift since the larger exchange current

density leads to smaller overpotential required to induce the imposed current under the

galvanostatic condition.
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Figure 4.7. Galvanostatic charge and discharge curves at different exchange current densities for a particle with a)
Q=4+02V,b) Q=4+0.1 V,c) Q=-0.2V, and d) Q =-0.1 V. The shape of the charge/discharge curves are not
affected by the exchange current density, but the polarization is smaller at higher exchange current densities.
Reproduced from Ref. [27].

We also performed preliminary simulations for the lithiation/delithiation of core-shell
cathode particles using the available literature data for the open-circuit voltage [119] and Li
diffusion coefficient [128, 129] inside the particle as a function of lithium content (x in
Li,Co0,). We utilized an expression in the form of Eq. (S1) to evaluate the chemical potential,

U, as a function of Li site fraction, X:
ulJ/mol] = —Fup, +pylog (=) + p2 (X — 1)? + paX? + (47)

where p; = 5.7795 x 103, p, = —1.4077 X 105, p; = —4.5348 X 10%, and p, = —3.5246 X
105 are constants used to fit the experimental data obtained from OCV measurements in
reference [119].

The results shown in Figure 4.8(a) indicate that the discharge capacity decreases as the
magnitude of () increases, which is consistent with the results obtained from the simulations
based on the ideal-solution model presented in the main text. Moreover, galvanostatic
simulations at different charge/discharge rates shown in Figure 4.8(b) indicate that the discharge

capacity reduces with increasing C-rates, and the reduction in capacity is more significant at
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larger magnitudes of ). This behavior is also consistent with the observed behavior in the

simulations based on the ideal solution model.
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Figure 4.8. Galvanostatic charge/discharge voltage profiles for a core-shell cathode particle using the experimental
data for the open-circuit voltage and concentration-dependent Li diffusivity inside the particle. a) The
charge/discharge curves at 1C for Q ranging from 0 to 0.3 V. b) The charge/discharge curves at two different C-
rates, 1C and 10C, for @ =0.1 V and 0.2 V. Reproduced from Ref. [27].

Our simulations indicated that a core-shell arrangement of two active materials with
different OCVs within a single particle does not allow (dis)charging both phases simultaneously,
resulting in galvanostatic charge and discharge curves that have different shapes. In a case where
the surface and bulk phases have different OCVs, during the charge process, the phase that is
comprised of the low-voltage material will be delithiated before the phase comprised of the
higher-voltage material. Similarly, during discharge, the higher-voltage material will be lithiated
before the lower-voltage material. For example, consider the case where a lower-voltage surface
phase surrounds the bulk (2 < 0). During the discharge process (lithiation), the higher-voltage
bulk phase is lithiated before the surface phase. However, during the charge process
(delithiation), the lower-voltage surface phase is delithiated before the bulk phase. Therefore,

asymmetry between the charge and discharge processes naturally arises with the core-shell
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heterostructure as a result of geometrical asymmetry coupled to transport limitations caused by
low Li mobility. The reduced Li mobility occurs in the phase with higher Li concentration during
lithiation when Q > 0, and the phase with lower Li concentration during delithiation when Q <
0. This asymmetry results in charge/discharge overpotential and capacity loss, which limit the
efficiency of the battery.

We showed that the presence of a second phase with a higher open circuit voltage on the
outer portion of the cathode particles reduces the discharge capacity due to the high
concentration of Li at the particle-electrolyte interface, which reduces the Li mobility at this
interface (see Figure 4.4). This reduction in capacity is more significant at higher discharge rates
and in particles with larger potential difference between the bulk and surface phases (see Figure
4.6). These findings can also explain the kinetic behavior of core-shell Li-excess cathode
materials. In addition to the inherently poor Li diffusivity in the surface phase of core-shell Li-
excess cathode particles described by Lee et al. [109], the inhibited Li diffusion may also be a
consequence of accumulation of Li at the particle-electrolyte interface due to the difference in
the OCVs of the surface and bulk phases. This finding is also important when designing hybrid
cathode particles that are made of two or more active materials in a core-shell geometry.
Although coating the cathode particles with another active material can be beneficial [112], a
small difference in the OCVs of the two materials in the surface and bulk phases can cause a
significant reduction in charge/discharge capacity.

In order to show that the observed behavior of core-shell cathode particles is not an
artifact of the ideal-solution assumption, we also performed preliminary simulations for the
lithiation/delithiation of core-shell cathode particles using experimental data for the Li diffusivity

and the Li chemical potential. We employed the concentration-dependent Li diffusion coefficient
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in LiCoO; [128, 129] and the open-circuit voltage of LiCoO; electrode against metallic lithium
[119] to evaluate the Li chemical potential and Li mobility as a function of Li site fraction. The
simulation results, which are shown in Figure 4.8, are consistent with the results obtained from
galvanostatic simulations under ideal-solution assumption.

As discussed by Grew et al., there is a length scale limit below which atomistic treatment
is required to fully describe the physical and chemical behavior of materials [130]. However,
simulating the dynamics of nanoparticles during electrochemical processes using an atomistic
model is computationally expensive, if not prohibitive. Thus, continuum-scale modeling at
nanoscale continues to provide insights and mechanistic understanding of materials as well as
their dynamic behaviors. Continuum-scale modeling have been extensively used to study
nanoscale phenomena in a wide range of applications such as mechanical properties of
nanoparticles [131], nanoscale nucleation and growth [132], transport of nanoparticles [132], and
electrochemical modeling and simulation of nanoparticles [116, 117, 133, 134]. In some cases, it
has been explicitly shown that continuum-scale modeling can be used to study the mechanical
behavior of nanoscale materials if the size of the nanoparticles are at least 10 times greater than
the average distance between the neighboring atomic planes [135]. In the case of LiCoO», the
interplanar spacing is less than 15 A [136], which indicates that a continuum-scale modeling may
be applied to nanoparticles that are larger than 15 nm in radius when examining mechanical
processes. While such a limit is problem dependent, the qualitative results are unlikely to be
affected by the continuum approximation, and our general conclusion would not change. Instead,
the nanoscale effect will set the input parameters such as the diffusivity, OCV, and the interfacial

kinetic parameters, which are all variable parameters in this work.
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While the 1D model presented here captures the dynamic behavior of lithiation/-
delithiation processes in core-shell heterostructure cathode particles, it does have some
limitations. The 1D model does not capture the effect of the particle geometry, and the current
formulation in spherical coordinates is only valid for spherical particles. Moreover, the proposed
model does not address the effects of ohmic polarization on the charge/discharge voltage and the
Li transport inside the particle. However, the voltage drop across a cathode nanoparticle is in the
order of microvolts for a particle of radius 50 nm, even when assuming a relatively low
electrical conductivity of 10™* S/cm, at a current density of 1 mA/cm? [8]. Therefore, the effect
of ohmic polarization on the voltage is negligible in particle-level simulations. Additionally, in
the current model the diffusion coefficient for Li was assumed to be equal in the surface and bulk
phases and was not a function of state of charge. However, in reality, the diffusion coefficient of
Li in the surface and bulk phases can be different due to the difference in the chemical
composition and the crystal structure. The effect of difference in the diffusion coefficients of the

surface and bulk phases will be examined in the next chapter.

Summary and Conclusions
In this chapter, the galvanostatic charge/discharge of a cathode particle with core-shell
heterostructure was simulated using a one-dimensional continuum-scale model. The model
particle is comprised of a core material encapsulated by a thin layer of a second phase with an
open circuit voltage that is shifted in value by a constant amount. The Li ion transport in the
cathode particles was described by the smoothed boundary method (SBM) formulation of the
diffusion equation with the reaction rate as a boundary condition at the particle-electrolyte

interface to account for the electrochemical insertion.
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The effect of the potential difference, (), between the surface and bulk phases on the
kinetics of lithium intercalation and the galvanostatic charge/discharge profiles was studied at
different values of (), C-rates, and exchange current densities. Galvanostatic simulations at a
fixed C-rate show that the potential difference between the surface and bulk phases of the
cathode particle results in a concentration difference between these two phases. This causes a
reduction in the charge/discharge capacity of the particle, which is more significant at higher
magnitudes of ().

Furthermore, galvanostatic simulations at different charge/discharge rates showed that at
higher C-rates the charge and discharge voltage profiles become further from each other,
resulting in a larger polarization over the entire charge/discharge cycle. Moreover, the capacity
decreases with increase in the charge/discharge rate for a given Q, and the effects of C-rate on
the galvanostatic voltage profiles are more significant at larger magnitudes of (). In addition,
simulations performed at different exchange current densities showed that regardless of the
magnitude of (), varying the exchange current density does not affect the shape of the voltage
profiles. However, as expected, increasing the exchange current density shifts the discharge
curves to higher voltages and the charge curves to lower voltages, resulting in smaller
polarization at higher exchange current densities.

The proposed model provides detailed insight into the kinetics and voltage behavior of
the lithiation/delithiation processes in core-shell heterostructure cathode particles, which can

help improve the electrical performance of cathode materials.
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Chapter 5.

The Effect of Diffusivity and Particle Geometry on the Kinetics of Intercalation in Core-
Shell Active Cathode Particles

Introduction

In this chapter,” the one-dimensional continuum-scale model developed in Chapter 4 is
employed to study the effect of diffusivity and surface-phase thickness on the galvanostatic
charge/discharge behavior of cathode particles with a core-shell heterostructure. Rechargeable
batteries are considered as one of the primary energy storage solutions for a wide range of
applications from vehicle electrification to powering portable electronic devices such as laptops
and cell phones [1, 2]. Optimal design and selection of materials for various components of the
battery is important for improving the electrochemical performance of rechargeable batteries.
Designing new cathode materials with enhanced electrochemical properties, low cost, and
improved cycle life is crucial in the development of rechargeable batteries [94].

Previous research has indicated that the electrochemical performance of the cathode
materials such as their capacity retention, rate capability, and electrochemical/thermal stability
can be tuned by modifying the surface of the active cathode particles [95, 96]. Therefore,
designing new hybrid cathode materials by nanoscale coating on active cathode particles has

become a common approach in lithium-ion battery research for improving the electrochemical

*Derived from the manuscript currently in preparation: S. Kazemiabnavi, R. Malik, B. Orvananos, A. Abdellahi, K.
Greenman, G. Ceder, and K. Thornton, “The Effect of Diffusivity and Particle Geometry on the Kinetics of
Intercalation in Core-Shell Active Cathode Particles,” In preparation.
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performance of the cathode [94, 95, 97-99]. For instance, Wang et al. [137] prepared LiCoO-
(LCO) coated by LiFePO4 (LFP) to improve both the thermal stability and electrochemical
performance of LCO. By comparing the charge-discharge curves of LCO and LFP-coated LCO
at 1C between 2.5 and 4.2 V, they showed that the discharge capacity of bare LCO cathode
reduces from 140 to 88 mAh/g after 50 cycles, while LFP-coated LCO has almost no capacity
fade after 50 cycles [137]. Moreover, the capacity fade of LFP-coated LCO after 250 cycles at
60°C is only 8.5%, compared to more than 95% for bare LCO [137]. The small capacity fade of
LFP-coated LCO at 60°C indicates that the LFP coating does not lose its protective effect at this
temperature and therefore improves the thermal stability of the cathode particles [137].

In addition to the aforementioned example, many other dual-active-material cathode
particles have been introduced that combines the desirable electrochemical properties of two
active cathode materials resulting in a high-performance hybrid cathode material [112]. For
example, since coating olivine compounds with conductive carbon is difficult with the exception
of LiFePO4 (LFP) [112], Zaghib et al. [105] coated LiMnPO4 cathode particles with LFP to take
advantage of the catalytic reaction of Fe with C and facilitate carbon coating of the particles.
Other examples of hybrid cathode materials are core-shell LizV2(PO4)3-LiVOPO4 [138], LiCoO»-
coated LiMn20O4 [139], and coating LiMn,O4 cathode with nanostructured LiFePO4 layer [140].

The surface phase on active cathode particles may also result from “in-situ” phase
formation due to compositional changes during charge/discharge. For example, Kikkawa et al.
[108] have observed that overcharging LCO particles results in the formation of Co0,_s (0.67 <
8 < 1) on the surface of the particles, which is due to the progression of Co**/Co** reduction
with oxygen extraction from the surface to the bulk. Another example of in-situ phase formation

is the surface phase that forms on the outer portion of Li; ;Niq/3Ti1/3M 03,150, (LNTMO20) Li-
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excess cathode particles [109]. Lee at al. [109] have recently proposed a first-charge mechanism
for LNTMO20, which includes Ni%?*/Ni~3* oxidation, oxygen loss, and oxygen oxidation
stages. They showed that the release of oxygen, which mostly occurs near the surface of
LNTMO20, is accompanied by the diffusion of under-coordinated transition metal ions into the
crystal structure, resulting in an increased transition metal content in the surface phase.
Understanding the electrochemical behavior of dual-active-material core-shell cathode
particles is crucial in the development of next-generation high-capacity cathode materials [111].
The kinetics of intercalation in core-shell cathode particles is affected by the diffusivity in the
surface and bulk phases as well as the difference in the open-circuit voltages (OCV) of the
surface and bulk phases. In an effort to examine the electrochemical behavior of such materials,
we have previously developed a continuum-scale model to simulate the galvanostatic
charge/discharge of dual-active-material core-shell cathode particles. In chapter 4, we have
addressed the effect of OCV shift in the surface phase on the kinetic behavior of core-shell
cathode particles [27]. In this chapter, we employ our previously developed continuum-scale
model to examine the effect of surface and bulk diffusion coefficients on the lithium intercalation
kinetics of a particle with a core-shell heterostructure. These simulations will allow us to analyze
the galvanostatic charge/discharge behavior and the Li concentration evolution inside the
cathode particles at different rates to determine a material design and selection criteria that

ensures optimal electrochemical performance in core-shell hybrid cathode particles.

Results and Discussion

The effect of surface phase diffusivity
In order to investigate the effect of the surface phase that have smaller diffusivity than

that of the bulk phase on the kinetics of lithium (de)intercalation, we employed our 1D model to
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simulate the galvanostatic charge/discharge processes in a single particle. For these simulations,
the charge/discharge rate was fixed at 1C and a constant exchange current density of 8.5 X
1077 A/cm? was used. We also set the OCV difference between surface and bulk phases to 0 ( Q
= 0). The Li diffusion coefficient in the bulk phase, Dg, was fixed at 10712¢m? /s, while the
diffusion coefficient in the surface phase, Dy, was varied from D, to D,/1000. The Dg = D,
case is equivalent to a single-phase particle.

Figure 5.1(a) shows the simulated galvanostatic charge and discharge curves for particles
with different surface-phase diffusivities. Since in all these cases Q is set to 0, both surface and
bulk phases are lithiated (or delithiated) simultaneously, leading to single-stage discharge (or
charge) curves for all cases. However, as the surface-phase diffusivity decreases, the
charge/discharge curves increasingly deviate from that of the single-phase particle, resulting in a
larger voltage hysteresis. As shown in Figure 5.1(b), the charge/discharge capacity decreases
with decrease in the surface-phase diffusion coefficient. This reduction in capacity is not

significant (less than 5%) until the surface-phase diffusivity is less than 10~ 1*¢m?/s.
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Figure 5.1. a) Galvanostatic charge and discharge curves at 1C for particles with surface-phase diffusivity, Ds,
ranging from Ds = Dy to Ds = Du/1000. b) Charge/discharge capacity as a function of surface-phase diffusivity. As
the surface phase diffusivity decreases, the charge/discharge curves increasingly deviate from that of the single-
phase particle (Ds = Dy), resulting in larger voltage hysteresis and reduction in the charge/discharge capacity.
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The Li concentration evolution within a cathode particle as a function of depth of
discharge at 1C rate are shown in Figure 5.2 for D = D), D,,/100, and D, /500. For the D; =
D, case, the surface and bulk phases have the same Li diffusivity, which is high enough such that
the concentration of Li inside the surface and bulk phases are equal to each other at any time
during charge/discharge and Li is uniformly distributed inside the particle. However, in the D, =
D, /100 and D, /500 cases, the concentration of Li does not remain uniform inside the particle
even though both surface and bulk phases can still be lithiated or delithiated simultaneously
because of the equal OCV. Since in the D; < D,, cases the diffusion coefficient of Li is lower in
the surface phase, a concentration gradient forms in the surface phase during lithiation
(discharge), resulting in a high concentration of Li at the particle-electrolyte interface. Once the
Li site fraction at the particle-electrolyte interface is close to 1.0, the Li chemical potential
rapidly increases at this interface. However, the Li transport inside the particle becomes impaired
due to the low Li mobility in high concentrations, which in turn does not allow for further
lithiation of the particle. This causes an abrupt decrease in the voltage towards the end of

discharge, thus reducing the discharge capacity of the cathode particle.
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Figure 5.2. The Li concentration evolution within a cathode particle as a function of depth of discharge at 1C rate
for particles with a) Ds = Db, b) Ds = Dv/100, and c) Ds = Dv/500. The color indicates the Li site fraction. The plots
for the lithiation (discharge) processes are shown in the upper row, and the plots for the delithiation (charge)
processes are shown in the lower row.

In the Dy < D), cases (Figure 5.2(b) and 5.2(c)), a concentration gradient forms in the
surface phase during charge (delithiation) as well, resulting in a low Li concentration at the
particle-electrolyte interface. According to Eq. (4.5), once the Li site fraction at the particle-
electrolyte interface is close to 0, the Li chemical potential rapidly decreases at this interface.
However, the Li transport becomes limited due to the low Li mobility in low concentrations (see
Eq. (4.4)), which in turn does not allow for further lithiation of the particle. This results in an
abrupt increase in the voltage, thus ending the charge process. Moreover, by comparing the plots
in columns (b) and (c) of Figure 5.2, it is evident that for both lithiation and delithiation
processes, the lower the Li diffusion coefficient in the surface phase is, the higher the
concentration gradient in the surface phase will be, resulting in a further reduction in the

charge/discharge capacity of the cathode particle.
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The effect of charge/discharge rate

The effect of charge/discharge rate on the galvanostatic voltage profiles was studied at
two values of surface-phase diffusivity, D, = D,/100 and Dg = D, /500, and varying the
charge/discharge rate from C/8 to 4C. The OCV difference between surface and bulk phases ()
was still set to 0 in order to isolate its effects on the galvanostatic voltage profiles. The results
presented in Figure 5.3 show that in both D, = D, /100 and D; = D, /500 cases, as the C-rate
increases, the charge curves are shifted towards higher voltages and the discharge curves are
shifted towards lower voltages. Therefore, the charge and discharge curves become further from
each other at higher C-rates, resulting in a larger voltage hysteresis during the charge-discharge
cycle. Moreover, the charge/discharge capacity is reduced at higher C-rates, and this reduction in
capacity is more significant for particles with smaller surface-phase diffusivities. For instance, by
increasing the discharge rate from C/8 to 2C, the discharge capacity reduces from 99% to 87%
for D; = D, /100 case (Figure 5.3(a)), while it reduces from 98% to 42% for the Dg = D;,/500
case (Figure 5.3(b)). Therefore, the effect of charge/discharge rate on the galvanostatic voltage

profiles is more significant at smaller surface-phase diffusivity.
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Figure 5.3. Galvanostatic charge and discharge curves at different C-rates for particles with a) Ds = Dv/100, and b)
Ds = Dw/500. The effects of charge/discharge rate on the galvanostatic voltage profiles are more significant in
particles with a smaller surface phase diffusivity.

The effect of exchange current density
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