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Abstract 

Chemical vapors are ubiquitous in our daily life, which can be human-made or naturally 

occurring. Understanding and electrically tuning of vapor molecule-surface interaction can have 

profound impact on fundamental surface physics and usher breakthroughs in the development of 

new materials and novel sensing techniques. Nanoelectronics system based on low dimensional 

materials offer a great platform to study such interactions due to their large surface-to-volume 

ratio, unique electronic properties, and low power consumption. Unlike their bulk counterpart, the 

reduced density of states in low dimensional nanomaterials provides the capability of electrostatic 

tuning of the charge densities and hence the chemical potential to further influence their interaction 

with the adsorbate molecules. Graphene, a monolayer of carbon atom in honeycomb network, is 

particularly attractive by offering perfect lattice with 𝜋 electrons, extremely large charge carrier 

mobility, and continuous gate tunability of Fermi level due to its linear band dispersion. 

In this thesis, I will first introduce a novel nanoelectronic sensing technology by exploiting 

the incomplete screening effect due to the semi-metallic nature of graphene. Molecular adsorption 

induces capacitance change on graphene transistor, which can be intrinsically amplified by 

graphene transistor’s transconductance and measured conveniently as DC current. Rapid (sub-

second) and sensitive (sub-ppb) detection of both polar and non-polar analytes is achieved, 

representing orders of magnitude improvement over state-of-the-art nanoelectronic sensors. 

Dynamic range and limit of detection of 23 chemical species, ranging from alkanes (n-C5 to n-

C11), aromatics, polar volatile organic compounds, to inorganic compounds, have been 



 

xviii 

systematically quantified. The detection limit in concentration (V/V) is much lower compared to 

OSHA 8-hr TWA permissible exposure limit, making the as-developed sensors ideal candidates 

for working environment monitoring. 

Next, using the ultra-fast and sensitive graphene nanoelectronic sensors as testbed, we 

investigate molecular physisorption on pristine CVD graphene surface. Temperature-dependent 

molecular desorptions for six polar species and five normal alkanes were measured in real-time to 

extract their binding affinities. More importantly, we demonstrate electrical tuning of molecule-

graphene binding kinetics through electrostatic control of graphene chemical potential; the 

molecular desorption can be slowed down nearly three times within a gate voltage range of 15 V. 

The correlation between Fermi level shift, binding energy and effective temperature was also 

established. 

Lastly, by leveraging graphene’s gate tuning effect, we developed an ultra-compact gas 

chromatography system, integrating graphene as electrically tunable stationary phase, a sampling 

loop and µPID as detector. Fast, efficient, and electrically tunable separation of 7 chemical species 

is achieved within 2 minutes on monolayer graphene surface with extremely low 

power consumption. In particular, the component elution time and order can be electrically tuned 

in real-time via electrostatic gate at ambient condition, without the need of changing the 

temperature or replacing the stationary phase. These results not only enable tailored design of 

complex physisorption processes, but also pave the way for a new paradigm for electrically-

programable high energy-efficient GC system for in-field vapor analysis.
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Chapter 1 Introduction to Graphene 

 It is now fifteen years since Andre Geim and Kostya Novoselov first isolated single-layer 

graphene from graphite and published the seminal work on graphene physics [1]. Owing to their 

extraordinary electrical, chemical, optical, mechanical and structural properties, graphene and its 

derivatives have triggered an avalanche of studies into both fundamental research and practical 

applications. 

 In this chapter, we will describe the physical structures graphene, the derivation of its 

electronic properties, and the growth methods, which lays the foundation to study the vapor 

molecule-graphene interaction in the work of the following chapters.  

1.1 Tetravalent carbon and hybridization 

Carbon is a nonmetallic and tetravalent element in the group 14 of the periodic table with 

the symbol C. Though being only the 15th most abundant element in the earth’s crust, it forms 

much more types of compounds than any other elements, due to diverse ways of forming chemical 

bonds. 

The electronic configuration of a carbon atom in its ground state is 1s22s22p2(Figure 1.1A). 

The core electrons in the 1s2 orbital are tightly bounded and generally does not participate in bond 

formation. The electrons in the 2s and 2p orbitals on the other hand are loosely bounded and are 

therefore more reactive. Since all n = 2 states have roughly the same energy  or have a small energy 

gap (the 2s state is only about 4 eV lower), promotion of a 2s electron to 2p (Figure 1B) can easily 
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happen with an energy cost near 4 eV and carbon will rearrange its electron configuration in linear 

combination of these orbitals to decrease the system energy, which is referred to as hybridization. 

In carbon, there are three possible way of hybridization depending on how many 2p orbitals 

participate in the hybridization: four sp3 orbitals (one 2s orbital + three 2p orbitals), three sp2 

orbitals (one 2s orbital + two 2p orbitals), and two sp orbitals (one 2s orbital + one 2p orbital). The 

number of orbitals before and after hybridization remain the same. 

The sp3 hybridization of one 2s orbital and three 2p orbitals results in four single bonds 

with mixing character (also called σ bonds). These sp3 orbitals are oriented in a tetrahedral 

geometry with 109.5 degree in between to minimize electron repulsion (Figure 1.2A). An example 

of sp3 hybridization is diamond and alkane. In a sp2 hybridization, one 2s orbital is mixed with two 

2p orbitals to form three hybridized orbitals which are distributed in an equilateral triangle planar 

geometry (Figure 1.2B). The remaining 2p orbital can form 𝜋 bonds with other sp2 hybridized 

carbon atoms and is perpendicular to the plane formed by the three sp2 orbitals. An example of 2p2 

 

Figure 1.1 Electronic configurations of carbon in (A) ground state, (B) excited state, 

(C) sp3 hybridization, (D) sp2 hybridization and (E) sp hybridization 
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hybridization can be seen in the carbon atomss in ethene, benzene ring and graphene. The third 

hybridization scheme involves the linear combination of 2s orbital and only one 2p orbitals to form 

sp orbitals which are oriented with bond angle of 180 degrees in a linear geometry (Figure 1.2C). 

sp orbitals will form σ bonds, and the remaining unmixed 2p orbitals will from 𝜋 orbitals, which 

results C-C triple bond (one σ bond and two 𝜋 bonds), as exemplified in acetylene.  

 

1.2 Graphene 

Graphene is an allotrope of carbon and consists of a 2D honeycomb structure of sp2-bonded 

carbons atoms, as show in Figure 1.3 [5]. Because it is only one atom thick, graphene is a 

prototypical 2D system and can be viewed as the building block of other sp2 carbon-based family, 

including 0-dimensional buckminsterfullerene (or C60), the 1-dimensionaly carbon nanotube 

(CNT) and graphite (Figure 1.3). Even though graphene acts as a base for other allotropes of carbon 

structurally, graphite is one of the oldest known carbon allotropes, C60 was discovered first in 

1985 at Rice University [2], and carbon nanotubes was characterized by Sumio Iijima in 1991[3]. 

Graphene was isolated only 15 years ago by Andre Geim and Konstantin Novosolev at University 

 

 

 

 

 

 

 

 

 

Figure 1.2 Formation of (A) sp3, (B) sp2 and (C) sp hybrid orbitals 
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of Manchester in 2004 [1], though its basic electron bands were correctly predicted by Wallace in 

1947 [4]. 

In graphene, each carbon atom is bonded to its three neighboring carbon atoms in sp2 

hybridized state, where the electrons are tightly bounded and do not contribute to the electrical 

conductivity. The remaining 2p orbitals of all the carbon atom, perpendicular to the plane of 

graphene sheet, combines to form 𝜋 (valence) and 𝜋* (conduction) bands. The electrons in the 𝜋 

orbitals participate less in bonding and are freely available in the third dimension for high electrical 

conductivity.  

 

1.3 Electronic band structure and electrical properties 

 The electrical properties of graphene can be understood from the band structure in nearest 

neighbor tight binding approximation, which was first calculated by Wallace in 1947 [4]. The unit 

 

Figure 1.3 Graphene (top left), consisting of 2D hexagonal lattice of carbon atoms, forms 

the basis of graphite (top right), carbon nanotube (bottom left), and buckminsterfullerene 

(C60, bottom right). Reprinted from Ref [5] 
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cell of graphene has two identical carbon atoms (A and B) and two basis vectors (a1, a2), as 

exemplified in Figure 1.4. 

𝑎1⃗⃗⃗⃗ =
√3

2
𝑎�̂� +

1

2
𝑎�̂�, 𝑎1⃗⃗⃗⃗ =

√3

2
𝑎�̂� −

1

2
𝑎�̂� 𝐸𝑞. 1.1 

where a≈1.42Å is the distance between the nearest neighbors and √3𝑎 is the lattice constant. The 

points labeled K, K’ and M in the Brillouin zone represent important directions of high symmetry 

for the motion in graphene. K and K’ are the corners of graphene’s first Brillouin zone and are 

often referred to as Dirac points. 

𝐾 =
2𝜋

3𝑎
�̂� +

2𝜋

√3𝑎
�̂�, 𝐾′ =

2𝜋

3𝑎
�̂� +

2𝜋

√3𝑎
�̂�, 𝑀 =

2𝜋

3𝑎
�̂� 𝐸𝑞. 1.2 

 

The tight-binding Hamiltonian in the simplest approximation can be written as  

𝐻(�⃗� ) = (
0 𝑡𝑆(�⃗� )

𝑡𝑆∗(�⃗� ) 0
) 𝐸𝑞. 1.3 

 

Figure 1.4 (Left) Graphene honeycomb lattice in real space, with sublattice A and B 

are depicted in blue and yellow color and the nearest neighbors marked as δi=1,2,3. 𝒂𝟏⃗⃗ ⃗⃗  
and 𝒂𝟐⃗⃗ ⃗⃗  are the unit vectors. (Right) Corresponding Brillouin zone. Dirac cones are 

located at K and K’. Reprinted from [6] 
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where �⃗�  is the wave vector and t ≈ 2.8 eV is the hopping energy. The eigenvalues of this matrix 

give: 

𝐸±(�⃗� ) = ±𝑡√3 + 𝑓(�⃗� ) = ±𝑡√1 + 4 cos (
3

2
𝑘𝑥𝑎) cos (

√3

2
𝑘𝑦𝑎) + 4 cos2 (

√3

2
𝑘𝑦𝑎) 𝐸𝑞. 1.4 

where 𝑓(�⃗� ) = 2 cos(√3𝑘𝑦𝑎) + 4 cos (
3

2
𝑘𝑥𝑎) cos (

√3

2
𝑘𝑦𝑎), and ± corresponds the conduction 

and valence bands which  meet at the Dirac points K and K’ (see Figure 1.5). Therefore, the 

bandgap of graphene is zero and the Dirac points are often called as charge neutral points. One of 

the most useful properties of graphene is this semimetalic nature (both holes and electrons can 

work as charge carriers) and the electrostatic voltage can still modulate the density of states and 

hence the conductivity. 

By expanding the Hamiltonian near the Dirac points, the effective Hamiltonian can be 

expressed as 

 

Figure 1.5 Electronic dispersion for graphene plotted with the wave vectors kx and ky. 

Reprinted from [6] 
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𝐻𝐾,𝐾′(�⃗� ) = 𝑣𝑓(𝑝𝑥𝜎𝑥 + 𝑝𝑦𝜎𝑦) 𝐸𝑞. 1.5 

where the Pauli matrices are  

𝜎𝑥 = (
0 1
1 0

), 𝜎𝑦 = (
0 −𝑖
𝑖 0

), 𝜎𝑧 = (
1 0
0 −1

) 

𝐸𝑞. 1.6 

Therefore, the energy is linearly dependent on k near Dirac points and electrons in graphene 

are massless Dirac fermions like photons, with the speed of light c replaced by fermi velocity vf ≈ 

c/300. Because of this linear dispersion relation, graphene has high electron-hole symmetry and 

differentiates its properties from most other metals and semiconductors with parabolic dispersion 

relations. The transfer characteristics of graphene also therefore stands out with perfect 

ambipolarity. 

In a graphene-based field effect transistor, graphene channel connects metal source and 

drain electrodes and a dielectric barrier separating the gate from the channel, as shown in Figure 

1.6A and B [7]. Figure 1.6C shows typical transfer characteristics with the Fermi level alignment 

shown for p-type, near Dirac point and n-type operation [7]. 
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 In a field effect transistor, the applied electrostatic gate voltage, Vg, controls the density of 

charge carriers in the channel via shifting the Fermi level. The voltage difference between the 

source and drain (Vsd) drives the current flow. If the Vsd is assumed to fall along the channel, the 

voltage at a particular point x in the channel is denoted as V(x) and the corresponding charge carrier 

density per unit area can be given by: 

 
Figure 1.6 Schematics graphene-based field effect transistor cross section with (A) 

bottom gate and (B) top gate. Graphene channel is shown in red (C)Ambipolar 

characteristics of graphene field effect transistor transfer curve. The insets show its low-

energy spectrum, indicating changes in the Fermi level with varying gate voltage. 

Conduction band and valence band are depicted in blue and pink. Reprinted from [7]. 
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𝑛𝑡𝑜𝑡𝑎𝑙(𝑥) = √𝑛2(𝑥) + 𝑛0
2 𝐸𝑞. 1.7 

𝑛(𝑥) = 𝐶𝑔𝐴
′

(𝑉𝑔0 + 𝑉(𝑥))

𝑒
𝐸𝑞. 1.8 

where n(x) is the gate voltage (Vg) induced charge carrier density per unit area and 𝐶𝑔𝐴
′  is the gate 

capacitance per unit area. Although intuitively one would assume zero conductivity at the Dirac 

point, yet this is rarely experimentally observed in ambient conduction due to the doping from the 

substrate underneath and presence of oxygen and water dipole [8]. The doping effect also often 

causes Dirac point shifted to positive gate voltage and back-gate graphene-based field effect 

transistor (Gr-FET) in ambient condition is often observed to be lightly p-doped. Herein, if the 

residual charge carrier density at the Dirac point is denoted as 𝑛0, the conductivity can be given 

by 𝜎(𝑥) = µ𝑛(𝑥)𝑒 = µ𝑒√𝑛2(𝑥) + 𝑛0
2 and the current I in a graphene channel can be given by: 

𝐼 = 𝑗(𝑥)𝑊 =  𝜎(𝑥)𝐸(𝑥)𝑊 = 𝑊µ𝑒√𝑛2(𝑥) + 𝑛0
2 (−

𝑑𝑉(𝑥)

𝑑𝑥
) 𝐸𝑞. 1.9 

𝐼 =
µ𝑊𝑒

𝐿
∫ √𝑛0

2 + (
(𝐶𝑔𝐴

′ (𝑉𝑔0 + 𝑉(𝑥))

𝑒
)

2
𝑉

0

𝑑𝑉(𝑥) 𝐸𝑞. 1.10 

where W is the channel width, j is the current density, and µ= µelectron= µhole is the charge carrier 

mobility of graphene, of which electron and hole has the same mobility due to the high symmetry. 

When being gated far from the Dirac point, n(x) >> n0, then the above equation can be simplified 

to  

𝐼 =
µ𝑊𝐶𝑔𝐴

′

𝐿
∫ (𝐶𝑔𝐴

′ (𝑉𝑔0 + 𝑉(𝑥)))
𝑉

0

𝑑𝑉(𝑥) =
µ𝑊𝐶𝑔𝐴

′

𝐿
(𝑉𝑔0 +

𝑉

2
)𝑉 𝐸𝑞. 1.10 
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1.4 Growth methods 

The most commonly used methods of graphene preparation nowadays can be divided into 

three categories: mechanical exfoliation [1], epitaxial growth [9, 10], and CVD growth [11-13]. 

Graphene was first obtained from graphite [1], using the micromechanical cleavage method, which 

is now more famous known as “scotch-tape” method. A chunk of highly oriented pyrolytic graphite 

(HOPG) crystal was repeatedly peeled with a piece of tape, until only single layer of graphite, 

which is essentially graphene, was left behind (Figure 1.7 A, B). This result in highly crystalline 

and defect -free micrometer-sized graphene fragments; however, it is very time-consuming and 

very challenging to control the flake size, location and layer number, which makes it extremely 

hard to process using conventional photolithography and industrial scale up. 

An alternative synthesis method is epitaxial growth on insulating silicon carbide (SiC) 

substrate [9,10], wherein carbon was converted into graphene via sublimation of silicon atoms 

under high temperature (1200-1600 °C). Although the epitaxial approach can produce wafer-scale 

graphene directly on semiconducting or semi-insulating substrate, this technique requires precise 

control of the growth conditions and the high cost of the SiC substrates could further limit its 

application. 
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The third method, which is also currently the most commonly used method, is through the 

inexpensive CVD growth [11-13]on transition metal substrates, such as Ni, Cu, Ru and Ir. During 

the CVD growth, carbon-containing gas, such as methane, and hydrogen was purged, and graphene 

is formed via diffusion and segregation of carbon atoms from the bulk to the surface during the 

annealing and cooling session. Among all different transition metals, copper foil is highly 

preferred. This is because the low solubility of carbon in copper is sufficient for mono- or bilayer 

polycrystalline graphene growth with >95% wafer scale coverage while preventing the growth of 

multilayer graphene films. In addition, the CVD growth method on copper is relatively inexpensive 

and readily accessible compared to epitaxial growth. 

 

Figure 1.7 (A)Demonstration of mechanical exfoliation of graphene from graphite with 

scotch tape (B) monolayer graphene left behand on a 300 nm silicon dioxide substrate after 

the exfoliation. (C) Epitaxial growth process on silicon carbide. (D) Scanning tunneling 

image showing the hexagonal pattern of graphene on SiC substrate (E) Chemical vapor 

deposition (CVD) grown graphene on a copper foil. A single layer of graphene on copper 

foil gives it a shiny look. (f) CVD graphene solution transferred onto a silicon dioxide 

substrate after copper etching. Size of graphene sheet is around 1cm × 1cm. Reprinted from  

[1, 9-13] 
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In this thesis, all graphene samples involved were grown on copper foil using CVD 

technique with methane as the carbon precursor.  

 

1.5 Thesis organization 

 In this chapter, we presented the unique structural and electronic properties of graphene. 

The perfect lattice with 𝜋 electrons, extremely large charge carrier mobility, and continuous gate 

tunability of Fermi level due to its linear band dispersion make graphene an ideal candidate for the 

development of novel nanoelectronic sensor with a large intrinsic gain. In this thesis, we chose 

graphene as the test bed to investigate the vapor molecule-𝜋 system interaction. 

From Chapter 2-3, we will focus on background introduction for vapor analysis. In Chapter 

2, working mechanisms and limitations of state-of-art nanoelectronic vapor sensors will be 

discussed. In Chapter 3, we will briefly the fundamentals of conventional GC system. 

In Chapter 4, we will first introduce a novel nanoelectronic sensing technology by 

exploiting the incomplete screening effect due to the semi-metallic nature of graphene, which 

successfully addresses the trade-off between speed and sensitivity in conventional nanoelectronic 

chemical sensor. In Chapter 5, using the ultra-fast and sensitive graphene nanoelectronic sensors 

as testbed, we demonstrated the electrical probing and tuning of vapor molecule physisorption on 

graphene. In Chapter 6, by leveraging graphene’s gate tuning effect, we developed a monolithic 

gas chromatography system (µGGC) with graphene as electrically tunable stationary phase. Fast, 

efficient, and electrically tunable vapor molecules separation is achieved on monolayer graphene 

surface with extremely low power consumption. Chapter 7 describes the theory and simulation of 

transport process in GC using continuum theory.   
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Chapter 2 Sensing Technologies for Volatile Compound Monitoring 

 Volatiles, including both VOC (volatile organic compounds) and VIC (volatile inorganic 

compounds), are chemicals that have high vapor pressure and low boiling point in atmospheric 

condition, which causes large numbers of molecules emitted from the liquid or solid form of the 

compound and enter the air. The trait is known as volatility. Volatiles are numerous, varied and 

ubiquitous in both indoor and outdoor environments because they can be both human-made or 

naturally occurring. Reliable characterization and real-time monitoring of chemical vapors is of 

great importance in a variety of areas, such as environmental monitoring, industrial safety, space 

exploration, noninvasive diagnosis, to name a few.  

In this chapter, we will give an overview of common volatiles, followed by the 

requirements to evaluate chemical vapor sensor, and ended with a brief introduction of 

conventional state-of-art sensors. The vapor sensing technologies reviewed in this chapter will be 

categorized in three general groups: (1) mass sensors; (2) optical sensors; and (3) electronic sensor. 

 

2.1 Overview of common volatiles 

 Volatiles are everywhere in nature and our daily life. Most scents or odors are volatile 

species and humans can discriminate more than 1 trillion olfactory stimuli[1]. Some volatiles can 

cause harm to the environment and can be dangerous to human health. Although they are typically 

not acutely toxic, but will lead to compounding long-term health effects. Because the volatile 

concentrations are usually low, reliable monitoring at low concentration is of great importance. 
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Depending on the volatility of the compounds, the World Health Organization (WHO) categorizes 

the volatile pollutants as very volatile, volatile and semi-volatile (Table 2.1[2]). 

 

Table 2.1 Classification of volatile pollutants (adapted from WHO) [2] 

 

Classification Abbreviation Boiling Point Range Example Compounds 

Very volatile 

(gaseous) 
VVOC/VVIC <0°C to 50-100°C 

Propane, pentane, butane methyl 

chloride, sulfur dioxide 

Volatile VOC/VIC 
50-100°C to  

240-260°C 

Formaldehyde, toluene, acetone, 

ethanol, chloroform, water, 

Semi volatile SVOC/SVIC 
240-260°C to  

380-400°C 

Phthalates, fluorene, chlordane, 

Dichlorodiphenyltrichloroethane 

Herein, we will list some chemical species or group of chemicals which are of great 

importance in industrial monitoring and medical diagnosis and therefore often serve as 

benchmarks for sensor performance, Table 2.2. 
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Table 2.2 Volatiles with applications in environmental monitoring or clinical diagnosis 

Name B.P./°C Application 

BTEX 

Benzene 80.1 • Naturally occur in crude oil and in see water in the 

vicinity of natural gas and petroleum deposits 

• Automobile gas emission 

• Damaging the liver, kidneys, central nervous system and 

eyes 

Toluene 110.6 

Ethylbenzene 136 

Xylene (m-, o- and p-) ~140 

Hydrocarbons or alkanes - • Petroleum industry 

Formaldehyde (FA) -19 

• Indoor air monitoring - widely used in building materials, 

insulation materials, and many other household products 

• Potential breath marker for lung cancer  

Isoprene 34.1 
• Versatile breath marker for high blood cholesterol levels, 

influenza, muscle activity, end-stage renal disease, lung 

cancer and liver disease with advanced fibrosis. 

Dimethyl methylphosphonate 
(DMMP) 

181 
• Flame retardant 

• Stimulant for sarin nerve agent 

Pentane  • Breath marker for lipid peroxidation in neonate 

Acetone (ketone) 56 
• Biomarker in blood, breath, or via skin for diabetes, 

ketogenic diet or fasting 

Ethanol 78 • Alcohol test (via breath, skin or blood) 

Nitric oxide (NO) -152 
• Breath marker for airway inflammation and identification 

of asthma 

Carbon monoxide (CO) -191 

• Breath marker for hymolysis and pulmonary diseases 

associated with inflammation, including chronic 

obstructive pulmonary disease (COPD), asthma, cystic 

fibrosis, and bacterial infections. 

• Automobile exhaust & inefficient fossil fuels combustion. 

Hydrogen sulfide (H2S) -60 
• Breath marker for airway inflammation and lung 

inflammation 

Ammonia -33 • Biomarker in blood for cirrhosis or hepatitis. 
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2.2 Chemical vapor sensor requirements 

Accurate and reliable monitoring chemical vapors in the aforementioned applications place 

critical requirements on the development of chemical vapor sensor, which becomes even more 

stringent when we move from the bench top to in-field applications. These include high sensitivity, 

fast response and regeneration, footprint, selectivity, cost, chemical robustness, and foolproof 

operation. The sensors in the next section and the work in Chapter 5 will be reviewed and 

introduced respectively from these points. The choice of chemical vapor sensing in gas 

chromatography will also be further discussed in section 3.1.4 in Chapter 3. 

2.3 Review of chemical vapor sensors 

2.3.1 Optical sensors 

The infrared (IR) spectroscope is the most commonly used instruments for gas detection, 

which involves the interaction of the infrared radiation with matter in the range of 2-14 µm [13]. 

IR absorption signatures provide information of molecular vibrational and rotational states of 

chemical bonds, which further enables the identification and even quantification of chemicals by 

interpretation of the IR spectrum. Modern IR spectroscopy predominantly utilizes the Fourier-

transform IR spectroscopy (FTIR) technique, in which two interfering IR beams passing through 

samples are simultaneously collected over a wide spectral range, and the resulting interferogram 

is processed via Fourier transformation. Although IR sensors provide high sensitivity, high 

selectivity, and good durability with minimal maintenance, they can be expensive and only detect 

non-linear molecules. Moreover, they can be easily affected by atmospheric moist and the dust on 

optics, which can all be concerns for in-situ measurements. 
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Other optical sensors include fiber optic sensors [14, 15], surface plasmon based [16] or 

fluorescence labeling [17]. Optical sensors outperform most other chemical sensing technologies 

in terms of sensitivity; however, they require complex setup and can be time consuming, which 

makes it amenable for real-time monitoring. 

2.3.2 Electromechanical sensors (Mass sensors) 

Electromechanical sensors generally involve a cantilever or double-clamped type 

resonator, which is controlled electrically and transform analyte mass-induced mechanical 

stimulus into electrical signals. 

Surface acoustic wave sensors (SAWs) [18] are small rugged sensors that consist of 

piezoelectric substrate (typically quartz) and two interdigitated pattered electrodes, depicted with 

schematic in Figure 2.1. The surface is deposited with a coating layer of polymer or metal oxide 

to absorb chemical vapor. The input transducer launches an acoustic wave, typically at high 

frequency 100sMHz, travelling through the coating film and is detected by the output transducer. 

The changes in amplitude, phase, frequency or time day between the input and output of the signal 

 

Figure 2.1 Schematic of a typical SAWS device 
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are sensitive to the mass of the thin film, and therefore the mass perturbation induced by chemical 

sorption can be used to identify and quantify the chemical vapor. Detection selectivity can be 

enhanced by using coatings with selective absorption properties. 

Other commonly electromechanical sensors include quartz crystal microbalance (QCM), 

microcantilever sensors and acoustic plate mode sensors [19-21]. Although electromechanical 

sensors can be a viable alternative for low cost and low-power chemical sensing with high 

sensitivity, the polymer coating often reacts strongly to moist and the performance will decay with 

the deteriorate of the coated layers. Moreover, serious hysteresis can occur when exposed to large 

amount of vapor due to irreversible polymer swelling. Therefore, certain post-treatment, including 

UV radiation, degassing or heating, is required for sensor regeneration, which further makes it 

impractical for fast real-time monitoring. 

2.3.3 Electrical sensors 

Electrical sensors outperform most other sensors by offering simple operation and high 

compatibility with the existing on-board circuitry. The presence of vapor molecule interacts with 

the sensing material and can be transduced into potentiometric (measurement of electrical voltage), 

amperometry (measurement of current), or conductometric (measurement of conductivity) signals. 

Conventional approaches in early efforts include chemiresistors [22], chemicapacitors [23], 

semiconducting metal oxide (SMO) sensors [24], etc.  

Like the aforementioned SAWs, the working mechanisms of chemiresistors and 

chemicapacitors also require the coupling of a chemically sensitive layer (polymer in most cases) 

that is deposited onto a solid surface (metal electrodes in most cases). Once the volatiles come into 
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contact with the absorbent, the polymers will swell, which further induces the resistance or 

capacitance perturbation and can be recorded by the electrodes in real time.  

SMO gas sensors [24] are another intensively investigated group of gas sensors which 

measures the conductance variation resulting from the chemical reaction between the adsorbed 

molecule and SMO, for example zinc oxide, tin oxide, and titanium oxide, etc., at elevated 

temperature. Therefore, heating elements, such as metal wired ceramic tube packaging or locally 

micro-deposited metal electrodes, are always required to reach the activation energy barrier of the 

reaction and the power consumption is higher compared with most other electrical sensors. 

Depending on the sensing mechanism, SMOs can be subdivided into two groups: (1) surface 

conductance effects and (2) bulk conductance effects. The first group (e.g. ZnO, SnO2) generally 

operates at relatively lower temperature (400 ~ 600°C), whereas much high temperature (often 

>700 °C) is required for the second group (TiO2, CeO2, Nb2O5). 

Although these three groups of sensors provide high sensitivity to a variety of chemical 

species, the chemical treatment makes them amenable for in-situ applications in harsh environment 

as the coating materials will degrade with time, similar to SAWS. 

Nowadays, the emerging of low dimensional materials meet all the sensing requirements 

on speed, sensitivity, footprint and long-term stability by offering unique electronic properties, 

high chemical robustness and extremely high surface-to-volume ratio. Additionally, the 

nanoelectronic sensing platforms based on 1-D and 2-D nanoscale material no only demonstrate 

extraordinary properties including low-power consumption, convenient electrical readout, label-

free detection, and high compatibility with the existing top-down fabrication technique, but the 

nanoscale dimension can be comparable to the single molecule level, which promises potential 
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detection limit down to single molecule level and can provide insight into the thermodynamics and 

kinetic of the interaction between nanomaterial surface and vapor molecules. Ultra-sensitive 

detection (down to the ppb level) to a wide range of gas species based on nanoelectronic devices 

have been demonstrated, including polar/non-polar, VOCs (volatile organic compounds)and VICs 

(volatile inorganic compounds). For example, CNTs and nanowires have been used to detect vapor 

analytes like amines [25], nerve agents [26], alcohols [27], and n-alkanes [27], with parts per 

billion (ppb) sensitivities. Similarly, 2-D materials - graphene [28-30], MoS2[31], and 

phosphorene[32] have also been exploited for vapor sensing applications with high sensitivity. 

However, the working mechanisms of most existing nanoelectronic chemical sensors have 

one thing in common - they rely on charge transfer between the adsorbed molecules and the 

nanomaterial which changes the surface charge density, thus altering the conductance of the 

sensors. The charge transfer is predominant with molecules with high binding energy and favoured 

at defect sites. Unfortunately, the high binding energy leads to extremely slow sensing response 

and recovery due to the non-covalent nature, typically on the order of 10s to 1000s of seconds. 

Even low frequency capacitive and noise spectrum measurements suffer from poor sensitivity and 

slow response times (>100 seconds) [29]. Therefore, like most other electrical gas sensors, device 

regeneration requires prolonged heating [28], degassing [29], ultraviolet radiation [33], current 

stimulation [34], or chemoselective coating [26]; all of which are impractical for robust on-site 

vapor monitoring systems.  

The above drawbacks are inherent to the framework of charge transfer detection. Hence, 

the development of electronic sensor calls for a new sensing platform to counter the above-

mentioned fundamental challenges. In our lab, we have developed a new sensing technology based 
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on heterodyne mixing to investigate the interaction between charge density fluctuations in a 

nanoelectronic sensor caused by the oscillating dipole moment of molecule and an alternating 

current drive voltage which excites it [35-37]. By detecting the molecular dipole instead of charge, 

we address the fundamental speed-sensitivity tradeoff issue and the ionic screening effect 

associated with conventional charge-detection based biosensors. In Table 2.2, we provide response 

times, limit of detection, post treatment for sensor regeneration used for most seminal chemical 

vapor sensing works and the heterodyne work in our group. 
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Table 2.3 Sensing performance comparison between Gr-based heterodyne detection and other 

seminal work based on nanomaterials 

 Nanomaterials Response Sensitivity 
Post treatment for 

device recovery 

Dua, V., et al. "All‐organic vapor sensor 

using inkjet‐printed reduced graphene 

oxide." Angew. Chem. 122.12 (2010): 2200-

2203. 

Reduced 

graphene oxide 
Minutes 100s ppt Ultraviolet radiation 

Schedin, F., et al. "Detection of individual 

gas molecules adsorbed on graphene." 

Nature materials 6.9 (2007): 652-655. 

Exfoliated 

graphene 
100s of seconds Single molecule 

Annealing 

 

Kumar, B., et al. "The role of external 

defects in chemical sensing of graphene 

field-effect transistors." Nano letters 13.5 

(2013): 1962-1968. 

Exfoliated 

graphene 
10s of seconds 

~1015 molecules 

of DCB or 

∼1013 molecules 

of DMMP 

 

Li, J., et al. "Carbon nanotube sensors for 

gas and organic vapor detection." Nano 

letters 3.7 (2003): 929-933. 

Carbon nanotube 

Seconds for the 

detection response 

and minutes for the 

recovery 

10s to 100s ppb Ultraviolet radiation 

Salehi-Khojin, A., et al. "Nonthermal 

current-stimulated desorption of gases from 

carbon nanotubes." Science 329.5997 

(2010): 1327-1330. 

Defected carbon 

nanotubes 

‘Immediate step 

change’ 
- 

High current-

stimulated 

desorption 

Kong, J., et al. "Full and modulated 

chemical gating of individual carbon 

nanotubes by organic amine compounds." J. 

Phys. Chem. B. 105.15 (2001): 2890-2893. 

Carbon nanotube 

Sample was kept at the opening of a vial containing a 

chemical, with the sample facing the interior of the vial. 

It takes 12 hr for the recovery. 

Kong, J., et al. "Nanotube molecular wires 

as chemical sensors." Science 287.5453 

(2000): 622-625. 

Carbon nanotube  ppm 
Heating 

 

Liu, B., et al. "High-performance chemical 

sensing using schottky-contacted chemical 

vapor deposition grown monolayer MoS2 

transistors." ACS Nano 8.5 (2014): 5304-

5314. 

CVD monolayer 

MoS2 
Several minutes ppb 

Ultraviolet radiation 

 

 

Abbas, A. N., et al. "Black phosphorus gas 

sensors." ACS Nano 9.5 (2015): 5618-5624. 

Multi-layer black 

phosphorene 
Minutes ppb 

Argon flushing for 

minutes 

Zhang, D., et al. "Detection of NO2 down 

to ppb levels using individual and multiple 

In2O3 nanowire devices." Nano letters 4.10 

(2004): 1919-1924. 

In2O nanowire 10s of minutes ppb UV radiation 

Kulkarni, G., et. al. “Graphene 

nanoelectronic heterodyne sensor for rapid 

and sensitive vapour detection.” Nature 

Communications 2014, 5:4376 

Pristine Graphene <1sec 

< 1 ppb 

(~10,000 

molecules 

detected) 

None 
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The graphene-based heterodyne electronic sensor outperforms all other nanoelectronic 

sensors by addressing the trade-off between sensitivity and responsivity. In Chapter 5, by making 

use of the heterodyne sensor as a test bed, electrical probing and tuning of the vapor-graphene 

interaction kinetics was demonstrated. However, this dipole moment-based detection method 

makes it inherently impossible for non-polar detection and can also be challenging for weak-polar 

molecule detection. In Chapter 4, we will report a radically different sensing mechanism by 

making use of the semimetallic nature of graphene and demonstrate high-speed, high-sensitivity 

and universal response to polar, weak-polar and non-polar detection. 

2.4 Summary 

 In this chapter, we briefly review the detection mechanisms and requirements of chemical 

vapor sensor. Some commonly used detectors dedicated for gas chromatography will also be 

discussed in next chapter. In Chapter 4, we will introduce a novel sensing methodology based on 

the semimetalic nature of graphene and demonstrate rapid and ultra-sensitive response to a wide 

range of volatiles. In Chapter 5, making use of the Gr-based heterodyne detector and the as-

developed Gr-based-µColumm detector as testbeds, we demonstrate, for the first time, electrical 

probing and tuning of molecule-graphene interaction was demonstrated with both polar and non-

polar molecuels. 
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Chapter 3 Overview of Gas Chromatography 

Gas Chromatography (GC) is a common type of chromatography used in lab and industry 

for separating, purifying and analyzing mixed system where constituent ingredients can be 

vaporized without reaction or decomposition [1]. The invention of GC can be dated back to the 

Nobel Prize winning work in 1952 from Archer John Porter Martin and Richard Laurence 

Millington Synge for “their invention of partition chromatography.” A.J.P. Martin, in his Nobel 

Lecture, proposed the possibility of using vapor as the mobile phase. Ever since then, GC has been 

developed into a powerful complex system with increasing sophistication due to the flexible 

combinations of its instrumentation components.  

This chapter was started by a brief introduction of GC system constituent parts (section 

3.1), followed by introductory background principles and figure of merits (section 3.2), 

performance optimization and ended with a review of GC miniaturization (section 3.4). 

3.1 Instrumental components 

 A typical GC system often involves a gas injector for sample injection and vaporization, 

carrier gas which is usually chemically inert and serves as the gaseous mobile phase and driving 

force to move the samples forward, a separation column where the purification and separation 

happens and a detector at the end of the column to quantify and record the elution time of each 

components, as depicted in Figure 3.1. A chromatogram is then projected in time scale from the 

connected computer for further qualitative or quantitative analysis.
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 GC samples can be a gas, liquid or in some cases a solid at ambient condition. However, 

the criterion for the analyte includes: thermally stable and not reactive to other components at the 

operation temperature, non-corrosive to the system, and be able to vaporize at the injection port. 

For species that do not meet the above requirements need to go through certain chemical 

derivatization or capable producing a definite pyrolysis pattern. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3.1 (A) Schematic diagram of a typical gas chromatography system and 

(B) A commercial benchtop GC system (Agilent5975) 
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3.1.1 Carrier Gas 

The carrier gas is synonymous with mobile or moving phase in GC, which must be 

chemically inert and provides the driving pressure to the injector and transports the vaporized 

components through the column. Commonly used gas species include helium, nitrogen, argon, 

carbon dioxide and hydrogen. The choice of carrier gas usually depends on the type of detector or 

sometimes the separation performance requirement. Helium remains the most popular in most 

instruments [1]. The reader can refer to Section 3.1.1 and Section 3.3.3 for detailed discussion. 

The carrier gas flow generator in most cases are in the form of a pressurized gas cylinder 

(Figure 3.1). Sometimes in order to miniaturize the system footprint, the flow could also be 

provided by sucking the air via adding a pump at the downstream. In both cases the carrier gas 

will go through desiccant or molecular sieve to remove water and other impurities before going 

into the GC system. 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 Schematic of GC system with pump providing the gas flow to the GC system 
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3.1.2 Injectors 

 The injector is attached at the inlet of the column and provides the means to vaporize and 

introduce sample into the continuous flow of mobile phase. The temperature of the sample port is 

usually kept between 60 - 500°C and at least 30°C higher than the boiling point of the least volatile 

component of the mixture. The requirements for the vaporization chamber include small dead 

volume and high heat capacity to reduce temperature variation after the sample injection. Common 

injection types include split/splitless (S/SL) injectors [2], sample loops [3], purge and cold trapping 

(P/CT) [4] and on-column inlet [1]. 

 S/SL injectors are the most commonly used injector for GC, especially in the system with 

capillary column, due to its simplicity and flexibility. Split and splitless injection mode are both 

performed via the same instrumentation (also called split/splitless injector, Figure 3.3). The 

samples are usually injected from syringes or solid phase microextraction (SPME) [5]. Typical 

split/splitless injector contain a heated chamber with a glass liner, into which the analyte is injected 

through a rubber septum. In split mode, part of the carrier gas/analyte mixture is exhausted via the 

split vent. The split ratio is determined by the ratio of the volumetric flowrates out of the purge 

vent and along the separation column. The high carrier gas flowrates through the inlet makes the 

split mode provides the most rapid injection speed and concentrate the analyte molecule 

distribution and narrow down the initial bandwidth before entering the column. The split injection 

method was also adopted in the work of graphene-based chemical detector (Chapter 4) in order to 

demonstrate fast sensing response and regeneration.  
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 In splitless mode, the purge valve is shut down instantly when the sample being injected 

and remains closed for a short time afterwards. All the sample will be flushed into the separation 

column. This mode is preferred for trace analysis (ppb or ppt level). 

 The analyte injection can also be achieved via sample loop. Gaseous sample was first 

collected into a sealed container, for example Tedlar sampling bag. For liquid analyte, the sample 

needs to be first injected into the sample bag and then heated to get fully vaporized. The sample 

can also be diluted with carrier gas to known concentration. Next, the vaporized sample are 

connected to gas switching valve, e.g. six-port switching valve. The sample flows through the 

designed external loop while carrier gas flows directly through the column. The sample trapped in 

the loop will be flushed into the system via flicking the valve. In this method, same volume of 

sample injection can be delivered as the sample loop capcacity is fixed, therefore the injection 

 

Figure 3.3  Schematic of Split/Splitless inlet 

 



 

33 

mass amount can only be altered via preparing sample of different concentration in the sampling 

bag. This injection method was adopted in the work of gate-tunable graphene-based µGC (Chapter 

5) in order to lower dead volume interface as well as reducing device footprint. 

 Thermal desorption/cold trapping (TD/CT) method involves trapping the volatiles on an 

absorbent column which is also known as cold trapping tube (CTT) or preconcentrator at ambient 

temperature via purging the sample for a certain time. The trap is then connected with the 

continuous carrier gas and rapidly heated up to release the trapped chemicals and achieve a sharp 

injection into the chromatographic column. The most commonly used absorption materials in CCT 

include activated charcoal and porous polymers/ The improvements on TD/CT have been focused 

on novel absorption materials, trapping column structure design and optimized heating design. 

This method can also be hooked up with the S/SL method. 

 With the on-column inlet, the sample is directly and entirely introduced into the column 

generally without being heated, or at a temperature below the boiling point. The low temperature 

condenses the sample into a narrow zone and also minimizes sample discrimination or 

decomposition as compared most other GC injection techniques. The column and inlet will then 

be heated in track oven mode, releasing the sample into the gas phase.  

3.1.3 Separation column 

 The separation column serves as the “heart” of the GC system, where the mixture 

separation happens and is determined by the partition distribution between two phases, i.e. mobile 

phase and stationary phase. The mobile phase transports the sample mixture through the stationary 

phase, which can selectively attract each component analyte. Each compound in the mixture 

interacts with the stationary phase at a different rate due to different binding energy. Higher 
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binding energy will decelerate the travel rate of the compounds along the column and thus arrive 

at the detector last; lower binding energy, on the contrary will accelerate the compounds and elute 

from the column first. That is how the components in the mixture got separated along the column. 

There are some major criteria must be considered when choosing the stationary phase, which 

includes: 

1. Exhibit enough selective retention capability with each component  

2. There are no irreversible reactions between the stationary phase and the sample 

3. If operated under temperature programming, the stationary phase should remain 

thermally stable under the working temperature range 

4. The interaction between the stationary phase and the sample should be reasonably 

strong/weak. All the components should elute out of the column within sufficiently short 

time without sacrificing the separation performance 

5. General rule: “like dissolves like”. “Like” refers to the polarities of analyte and the 

stationary phase 

Based on the states of stationary phase, GC can be classified into gas-liquid 

chromatography (GLC) and gas-solid chromatography (GSC). In GLC, the stationary is 

nonvolatile solvent (boiling point at least 100°C above maximum column operating temperature) 

and can be categorized into (1) high molecular weight hydrocarbons and perfluorocarbons; (2) 

polysiloxanes; (3) ethers; (4) ionic liquids of organic salts with low melting point; (5) liquid 

crystals and (6)chiral stationary phase [6]. The liquid stationary phase is finely coated often on an 

inert solid support in the column or directly on the column inner side wall. An ideal support would 

have large surface area to volume ratio and sufficient surface energy to facilitate the wet transfer 
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of the liquid stationary phase into a thin and uniform layer. Diatomite (also called diatomaceous 

earth) is the most frequently used support materials, which is a natural product composed of the 

skeletons of single-cell alga and essentially amorphous silica with trace amounts of other metallic 

oxide. Fluorocarbon-based materials, including Teflon, Chromosorb T and Kel-F are also widely 

used in analysis of very polar or corrosive substances by offering more chemical inertness, 

including water, acids, amines, sulfur dioxide, chlorosilanes, hydrazine, etc. 

In GSC, uncoated solid adsorbent serves as the stationary phase and surface adsorption is 

the dominant separation mechanism. Retention often results from various binding energy, surface 

active sites, molecules sizes. Physisorption interaction is preferred for fast and reversible analysis, 

whereas chemically active binding sides should be avoided to prevent irreversible binding and 

column contamination. One of the key features in gas-solid chromatogram is the asymmetric peak 

due to the non-linear adsorption isotherms. The commonly used materials for GSC include 

inorganic oxides (silica gel and alumina in the form of beads), graphitized carbon blacks, molecular 

sieves (zeolites and carbon molecular sieves) and porous polymers [1,6]. 

Generally, GLC is more widely used compared with GSC due by offering larger sample 

capacity and diverse choice of stationary phase materials (polar, weak-polar, non-polar and chiral) 

and good resolution in shorter analysis time. However, GSC provides better chemical robustness 

and can tolerate higher working temperature due to the absence of volatile liquid coatings. Also, 

GSC is more widely used in the separation of spatial isomers, inorganic gases and hydrocarbons 

of low molecular weight. 

Depending on the packing or coating methods of the stationary inside the column, GC 

columns can also be categorized into packed and capillary (also referred to as open tubular). 
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Packed columns are filled with finely grinded solid beads or coated with a film of a liquid (Figure 

3.4A and B). The column walls are typically made from glass or stainless-steel tubes, with inner 

diameter as high as 2-4mm.  

 In capillary columns (Figure 3.4 C and D), the inner side wall is used to support the 

stationary phase (liquid or solid; hollow in the center for passage of the sample and carrier gas). 

The inner diameter is generally much smaller compared with packed column (0.20-1mm i.d.).  

 

Figure 3.4 Schematic of different types of GC columns (A,B) side view and cross 

section view of packed column, with packed stationary phase depicted in green beads 

and column side wall depicted in grey. (C,D) side view and cross section view of open-

tubular column, with packed stationary phase depicted in green film and column side 

wall in grey. (E) side view of fused silica open tubular (FSOT) column. The fused silica 

tubing is depicted in blue and coating polyimide sheath depicted in orange. 
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There are two types of capillary columns [1,6] – wall coated open tubular (WCOT), whose 

walls are coated with liquid stationary phase, and support-coated open tubular (SCOT), where the 

capillary is lined with a thin layer of support material, onto which the stationary phase has been 

adsorbed. WCOT columns are generally more efficient than SCOT columns due to the 

homogeneity of the film coating. In 1979, a novel type of WCOT column - the fused silica open 

tubular (FSOT) column - was invented (Figure 3.4E) [7]. The walls are made with a thin layer of 

fused silica due to its flexibility (can be wounded into coils) and chemical inertness and are 

mechanically strengthened by the polyimide coating. This polyimide sheath can also protect the 

inside silica from environmental moist but limits the operating temperature to 230°C (or 400°C 

for short time) [1]. 

 Both two types of capillary columns are more efficient than packed columns. The hollow 

flow path reduce the eddy diffusion and mass transfer within the stationary phase and offers several 

merits include (1)reduced elution time; (2) high sensitivities; (3) higher resolution; (4) improved 

separation; (5) smaller diameter and footprint; (6) smaller sample amount requirements and (7) 

smaller carrier gas pressure drop. Packed columns generally better tolerate misuse and operation 

precision and have large sample capacity. They are generally much less expensive compared to 

capillary columns and require simpler instrumentation.  

3.1.4 Detectors 

 Various electronic vapor detection techniques have been reviewed in Chapter 2. In this 

section, we will focus on the commonly used vapor sensing technique in GC, especially 

commercial benchtop GC. As mobile phase in most GC is inert gas which is “transparent” to most 

detectors, one of the key advantages of GC is its low background noise level, as compared with 
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other separation techniques, such as high-performance liquid chromatography (HPLC), 

supercritical fluid chromatography (SFC) and electrophoresis [1,6]. 

 Same as other chromatographic methods, due to the high flow rate along the column, each 

component often spends only a very short time period in the detector (as low as seconds to sub-

seconds); the separation between neighboring peaks can also be very short. Therefore, the detector 

must respond to the sample with fast responsivity and regeneration. 

 A major characteristic of the GC detectors is the sensing spectrum. Universal detectors are 

responsive to all or most components in the sample mixtures; whereas selective sensor can only 

respond to certain class of chemical species. In most cases, universal detectors are preferred in GC. 

However, selective sensor can be much more useful when separation of the target species is not 

complete. Depending on the destructivity, the GC detectors can also be conveniently divided into 

destructive and non-destructive. The destructive detectors often involve chemical reaction in their 

sensing mechanism. The non-destructive ones measure the physical properties of the species and 

affords better analyte recovery. 

 Although the sensing mechanism and operation requirements can be quite different, some 

general aspects of consideration apply to all choices of the detector, which are summarized below. 

1. Fast responsivity and baseline regeneration. 

2. Temperature. Sometimes the sensor requires local heating elements and should be 

turned on before the sample injection to prevent the vapor condensation buildup. 

3. Detection spectrum. The detector should be responsive to as many species in the 

sample mixture as possible but not the background carrier gas. 



 

39 

4. Limit of detection (LOD). LOD is often defined when signal to noise ratio is 3. The 

LOD should be big enough for all the species detection. 

5. Dynamic range. The dynamic range for chromatographic detector is defined as the 

range of the largest and smallest values of mass or concentration over which the detector 

gives an incremental signal values with an incremental change in the amount of the species. 

Linear dynamic range is preferred when quantifying the analytes. 

The most commonly used detectors in GC and their major characteristics are summarized 

in Table 3-1 [1,6].  
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Table 3.1 Summary of typical characteristics for common GC detectors 
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3.2 Figure of merits  

 The theory of gas chromatography separation will be discussed in detail in Chapter 7. In 

this section, the key concepts and metrics to evaluate column performance will be summarized, 

which will also be used in Chapter 6 to characterize graphene-based µGC system. 

3.2.1 Distribution coefficient (K) 

 The distribution coefficient (also referred to as distribution constant or partition coefficient) 

is defined as the ratio of analyte concentration in the stationary phase CS and that in the gas phase 

(mobile phase) CG.  

𝐾 =
𝐶𝑖,𝑆

𝐶𝑖,𝐺
=

𝑊𝑖,𝑆
𝑉𝑖,𝑆

⁄

𝑊𝑖,𝐺
𝑉𝑖,𝐺

⁄
𝐸𝑞. 3.1 

Generally, in gas-liquid chromatography (GLC), the concentration is defined as per unit 

volume of the phase and is most applicable when in gas-liquid chromatography: 

𝐾𝐺𝐿𝐶 =
𝐶𝑖,𝑆

𝐶𝑖,𝐺
=

𝑊𝑖,𝑆
𝑉𝑖,𝑆

⁄

𝑊𝑖,𝐺
𝑉𝑖,𝐺

⁄
𝐸𝑞. 3.2 

where Wi,S and W i,G are the amounts (molar number) of component i in the stationary and mobile 

phases, while Vi,S and Vi,S are the volumes of the stationary (liquid) and mobile phases, respectively. 

 In the case of gas-solid chromatography (GSC), the concentration in stationary phase may 

be expressed per weight of the solid phase: 

𝐾𝐺𝑆𝐶 =
𝐶𝑖,𝑆

𝐶𝑖,𝐺
=

𝑊𝑖,𝑆
𝑊𝑆

⁄

𝑊𝑖,𝐺
𝑉𝑖,𝐺

⁄
𝐸𝑞. 3.3 
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where WiS is the mass of the solid adsorbent. Or sometimes can also be expressed per unit adsorbent 

surface area: 

𝐾𝐺𝑆𝐶 =
𝐶𝑖,𝑆

𝐶𝑖,𝐺
=

𝑊𝑖,𝑆
𝐴𝑆

⁄

𝑊𝑖,𝐺
𝑉𝑖,𝐺

⁄
𝐸𝑞. 3.4 

The units should be kept consistent when choosing different way of equation expression. 

The concept of distribution constant forms the bedrock in the chromatographic separation 

and depends on the thermodynamic properties of the sample component, the stationary phase and 

the mobile phase. A successful separation can only happen when the distribution constants of the 

components is different. A bigger K often means the analyte is “stickier” to the stationary, 

therefore the migration speed is slower, and the elution time is longer. 

The partition coefficient has another definition which describes its relationship with the 

change of Gibbs free energy change of the process and the temperature and are more commonly 

used in thermodynamics,: 

𝐾 = −
∆𝑟𝐺𝑚

𝑅𝑇
𝐸𝑞. 3.5 

where ∆rGm is the molar Gibbs free energy change (kJ/mol) and T is the working temperature 

(Kelvin). Unlike liquid chromatography, the choice of temperature generally plays a key role in 

GC, which will be discussed in detail in Section 3.4 and Chapter 6. 

 The distribution coefficient can also be graphically described with a distribution isotherm 

with CS and CG as x and y axis, respectively. A linear isotherm means K is independent with the 

concentration and the resulting peak is often highly symmetric. When K varies with the change of 

concentration, the effective analyte migration rate highly depends on the concentration, which will 

further lead to unsymmetrical peaks. Linear isotherm or quasi-liner region at low concentration is 
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preferred when operating chromatography of all types. Figure 3.5 summarizes the correlation 

between isotherms and peak shape. 

3.2.2 Retention factor (k) 

 Retention factor describes the retention capability of stationary phase to retain the analytes, 

which relates the time of the component spent in the stationary phase to the time spent in the gas 

phase: 

𝑘 =
𝑡𝑅 − 𝑡0

𝑡0
= 

𝑡𝑅
′

𝑡0
𝐸𝑞. 3.6 

where tR is referred to as retention time or elution time, which is the amount of that elapsed from 

the moment of injection to the peak of the component elutes out of the column. t0 is called holdup 

time, void time or dead time, which is the time spent in the gas phase, and can be calculated for 

the carrier gas to travel through the column. The holdup time can be estimated by injecting an inert 

marker which can be detected by the detector but cannot be retained by the column. The time spent 

in the stationary phase is called adjusted retention time: 

𝑡𝑅
′ = 𝑡𝑅 − 𝑡0 𝐸𝑞. 3.7 

 

 

 

 

 

 

 

 

Figure 3.5 Correlation between the isotherm and peak shape 
 

Figure 3.5 Correlation between the isotherm and peak shape 
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 The retention factor is determined by both thermodynamics and kinetics of the 

chromatographic process. k is always bigger or equals to 1 and a higher k value means a stronger 

retaining ability. The advantage of using the retention factor, rather than the retention time is the 

fact that it is independent of the column length and the flow rate of the mobile phase. 

In rate theory (will be discussed in Chapter 7), the retention factor k is also called mass 

distribution ratio or capacity factor, which is the ratio between the mass or molar amount of the 

analyte in the stationary phase and that in the mobile phase: 

𝑘 =
𝑊𝑖,𝑆

𝑊𝑖,𝐺
=

𝐶𝑖,𝑆𝑉𝑖,𝑆

𝐶𝑖,𝐺𝑉𝑖,𝐺
= 𝐾

𝑉𝑖,𝑆

𝑉𝑖,𝐺
=

1 − 𝑅

𝑅
𝐸𝑞. 3.8 

where R is the fraction of a component in the stationary phase. 

3.2.3 Phase ratio (β) 

 Phase ratio is the volume ratio of the column mobile phase to the stationary phase: 

𝛽 =
𝑉𝑖,𝐺

𝑉𝑖,𝑆
𝐸𝑞. 3.9 

 For GLC column in cylinder shape, phase ratio is calculated with the column inner diameter 

r and stationary phase thickness df: 

𝛽 =
𝑟

2𝑑𝑓
𝐸𝑞. 3.10 

By plugging Eq. 3.1 and Eq. 3.9 to Eq. 3.9, phase ratio correlates K and k together: 

𝑘 =
𝐾

𝛽
𝐸𝑞. 3.11 
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This indicates that increasing the phase ratio will result in decreased retention capability. 

Therefore, if the stationary film thickness is fixed, columns with smaller inner diameter are often 

preferred. 

3.2.4 The number of theoretical plates (N) and plate height (H) 

The concept of theoretical plates was borrowed from the performance description of 

distillation column in chemical engineering, which divides the continuous separation process in a 

number of discrete individual steps, where equilibrium of mass transfer is achieved in the “plate”. 

Though this concept is over simplified and outdated, yet the number of theoretical plates is still 

widely used in estimating the separation performance of a chromatographic column: 

𝑁 = 16 (
𝑡𝑅
𝑤𝑏

)
2

= 5.545(
𝑡𝑅
𝑤1

2

)

2

𝐸𝑞. 3.12 

where wb is the full peak width at base and w1/2 is the peak width at half maximum.  

The plate height can be obtained by: 

𝐻 =
𝐿

𝑁
𝐸𝑞. 3.13 

H is also often called height equivalent to one theoretical plate (HETP). High N and low 

H is preferred to achieve high efficiency. 

As hold-up time does not contribute separation, the adjusted retention time is sometimes 

used to calculate the effective counterpart: 

𝑁𝑒𝑓𝑓 = 16(
𝑡𝑅

′

𝑤𝑏
)

2

= 5.545(
𝑡𝑅

′

𝑤1
2

)

2

𝐸𝑞. 3.14 
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𝐻𝑒𝑓𝑓 =
𝐿

𝑁𝑒𝑓𝑓
𝐸𝑞. 3.15 

3.2.5 Separation factor 

The separation between two analytes is described as separation factor α, also called 

selectivity coefficient, which is the ratio of the adjusted retention time of two peaks: 

𝛼 =
𝑡𝑅(2)
′

𝑡𝑅(1)
′ =

𝑘2

𝑘1
𝐸𝑞. 3.16 

3.2.6 Resolution (RS) 

The separation resolution is defined as the difference of the retention time in terms of 

their peak widths: 

𝑅𝑆 =
𝑡𝑅(2)
′ − 𝑡𝑅(1)

′

(𝑤𝑏(1) + 𝑤𝑏(1))
2

𝐸𝑞. 3.17
 

This indicates bigger retention difference and narrower peak widths are preferred to 

achieve higher resolution of separation. By plugging Equation 3.12 and 3.16, the equation for 

resolution can be derive as: 

𝑅𝑆 =
√𝑁

4
(
𝛼 − 1

𝛼
)(

𝑘2

𝑘2 + 1
) 𝐸𝑞. 3.18 

From Eq. 3.18 we can conclude the following three major terms should be considered 

when choosing columns to achieve target resolution: 

1. Efficiency term (N): Higher number of theoretical plates are desired to increase 

the resolution. As N=L/H, the plate number can be increased simply by using longer 

column when the stationary phase properties and column geometry are fixed. 
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2. Separation term (α): α=k2/k1 . The bigger the difference between the retention 

factor, the bigger the resolution is. Again, if α=1, the peaks cannot get separated. 

3. Retention term (k): The elution position of the peak pair in the chromatogram also 

influences the resolution. A complete separation is hard with k too small. However, when 

very large k not only extends analysis time unnecessarily, but also does not contribute 

much to the resolution. 

3.3 Performance optimization 

 Optimizing GC separation and speeding up analysis time is crucial in improving laboratory 

efficiency, which involves careful consideration to numerous variations parameters of its 

constituent components and interactions. In this section, we will briefly summarize the key metrics 

to keep in mind during the design and operation of GC system. 

3.3.1 Column dimension 

 As discussed in the previous section 3.2.6, the resolution can be increased simply by 

choosing a longer column, but this will result in extended analysis time and increase required inlet 

pressure. The favored methods are to reduce the phase ratio by decrease the column inner diameter; 

the retention factor will therefore be increased. However, the required driving pressure to achieve 

same gas linear velocity could also drastically increase.  

3.3.2 Stationary phase 

 The principle of “like dissolves like” and matching the polarities of analyte and stationary 

phase materials applies to most cases in GC, especially in GLC. However, more polar stationary 
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phase will often give rise to more bleeding, therefore weakest-polar materials are preferred when 

possible to prolong the column lifetime. 

 Increase stationary phase thickness will increase the sample capacity and often result in 

peak broadening as the mass transfer within the stationary phase is slower; whereas thinner film 

will narrow the band and reduce analysis time with minimal method development. 

3.3.3 Carrier gas 

The optimum choice of carrier gas is an interplay between the diffusion of the analytes in 

the mobile phase and the mass transfer in the two phases, which will be further discussed in 

Chapter 7.The most commonly used carrier gas species include N2, H2, He and Ar. In contrast to 

HPLC, in which the choice of carrier mobile phase significantly influences the selectivity, carrier 

gas species in GC does not influence selectivity much; however, it will influence the peak 

broadening by affecting the theoretical plate height. This is because gas species with higher 

 

Figure 3.6 Plate height of nitrogen, helium and hydrogen at different average linear 

velocity, adopted from [1] 
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molecular weight will slow down analyte mass transfer in gas phase but can be advantageous in 

suppressing the longitudinal diffusion. The viscosity of the gases can also determinate the plate 

number by affecting the mass transfer in mobile phase. Figure 3.6 demonstrates the plate height of 

nitrogen, helium and hydrogen at different average linear velocity [1]. 

Lower plate height is preferred in chromatography to increase column efficiency. Figure 

3.6 also demonstrates that the minimum plate height for all three gases are almost the same. 

However, the corresponding gas average linear velocity of helium and hydrogen at minimum H is 

much higher and broader than nitrogen, which will shorten analysis time and tolerate misuse and 

calibration. 

The choice of the gas type should also the safety and interaction with stationary phase and 

samples into consideration. For example, use of hydrogen is often avoided due to the safety issue 

and also it might react with organics with unsaturated bonds. The compatibility with the detector 

is another key factor. For example, hydrogen and helium are preferred in thermal conductivity 

detector (TCD) due to the high thermal conductivity. Hydrogen will damage mass spectroscopy 

(MS) and will also react with the purged air in flam ionization detectors (FID). 

3.3.4 Column temperature 

Column temperature plays an important role in chromatography by changing the 

thermodynamic partition coefficients (K), equation 3.5. The retention times become much shorter 

as the column temperature increases. 

Temperature-programmed operation is a commonly used technique to broaden the boiling 

point scope of compounds. The temperature of the whole column is uniformly raised in time scale 
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until all the components get eluted out. The relatively volatile analytes will first be separated and 

elute out at low temperature to reduce band broadening due to longitudinal diffusion in gas phase. 

The final temperature is often near the boiling point of the stickiest analyte to properly elute out 

within reasonably analysis times. Fast and sharp separation of the sample with wide range of 

boiling point are thus achieved. 

3.3.5 Multidimensional GC 

Conventional GC system is in one-dimensional (1D) setup, that is using only single column 

for the whole separation. However, the 1D technique can be quite challenging or unreasonably 

time consuming when handling complex samples in application areas such as petrochemistry, 

environmental monitoring, breadth analysis, fragrance development and environmental 

monitoring. The chemical and physical properties of the components in these samples can vary a 

lot, which makes single column with fixed structural dimension, stationary phase and other 

variables almost impossible for acceptable separation. Multidimensional gas chromatography 

(GC) has therefore been proposed to solve the challenge by connecting various columns in series 

using orthogonal column chemistries. 

Although multidimensional GC improves separation efficiency of the complex sample 

system, achieving efficient analyte transfer between columns and the complexity of data analysis 

are potential barriers to the wide tech transfer. 
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Chapter 4 GrFET-µColumn Chemical Vapor Sensor 

4.1 Introduction 

Nanoelectronic sensor based on low dimensional material, with its extremely high surface-

to volume ratio, low operation power, chemical robustness and convenient electrical readout, 

represent an emergent yet important area that potentially has a broad range of applications in 

environmental protection, industrial safety, biomedicine, healthcare and environmental-

monitoring[1-5]. Especially, graphene stands out with its extremely high carrier mobility that can 

be explored for the development of on-chip highly sensitive nanoelectronic sensor with a large 

intrinsic gain[2, 3, 6].  

In a typical nanoelectronic vapor sensor, vapor molecules adsorbed to the sensor surface 

drastically modifies its electronic properties, thus generating the sensing signal. To date, nearly all 

existing nanoelectronic chemical sensors are based on field effect transistor (FET) due to the its 

high compatibility with the existing top-down fabrication technique and on-chip circuitry. The 

current voltage relation for a FET-based sensor can in general be expressed as: 

𝐼 =
µW

𝐿
𝐶𝑔 (𝑉𝑔 − 𝑉𝑡ℎ −

1

2
𝑉𝑠𝑑) 𝑉𝑠𝑑 𝐸𝑞. 4.1                                                                                                 
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where µ is the charge carrier mobility, W and L is the width and length of the channel, Cg is the 

gate capacitance, Vg is the gate voltage, Vsd is the source-drain bias voltage. 𝐶𝑔 (𝑉𝑔 − 𝑉𝑡ℎ −
1

2
𝑉𝑠𝑑) 

gives the charge per unit area within the FET channel induced by gate voltage. 

Nowadays, most chemical detection mechanisms are based on the charge transfer between 

the sensor[7-13], either the nanomaterial or the contact metal, and the adsorbed vapor molecules, 

which induce additional charge to the FET channel and thus modify the transistor current:  

𝐼 =
µW

𝐿
𝐶𝑔 (𝑉𝑔 − 𝑉𝑡ℎ −

1

2
𝑉𝑠𝑑 + 𝑄𝑚) ∙

1

2
𝑉𝑠𝑑 𝐸𝑞. 4.2 

where Qm is the molecule induced charge per unit area inside the channel. Therefore, depending 

on whether adsorbed molecule is electron donor or acceptor, the detection signal can give opposite 

signs to different analytes. Such charge transfer behavior pretends to happen at the molecules with 

high binding energy or at low sorption energy sites resulting from the sp3-like character of 

defect[11].  However, the slow dynamics of defect-mediated charge-transfer processes 

significantly limit those sensors’ response to tens to hundreds of seconds, and also makes it 

inherently difficult for weak polar and non-polar molecule detection.  

By exploring the mobility term, researchers intentionally introduce more defects or 

functional groups to enhance the coulomb scattering and lower its mobility[14, 15]. Under the 

framework of this mechanism, all the analytes would consistently give negative peak. 

Although the above two mechanisms have demonstrated high sensitivity to a broad range 

of vapor analytes, they do suffer some limitations. For example, they require the chemo-selective 

coating or functionalization[15-18] to increase the sensitivity or post-treatment, such as vacuum 

degassing[10], prolonged heating[9, 19], ultraviolet radiation[20] for baseline regeneration; all of 
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which are impractical for robust on-site vapor monitoring system, which requires rapid real-time 

response at low concentrations and fast sensor regeneration[21, 22]. Hence, the development of 

nanoelectronic sensor calls for novel sensing methodologies to break through the above-mentioned 

fundamental bottleneck and showcase the advantages of nanoelectronic sensor. 

Recently, by making use of the non-linearity of I-Vsd, our group has pioneered in a new 

sensing technology based on heterodyne mixing to investigate the interaction between the 

alternating current (ac) drive voltage and the induced oscillating molecular diploe moment[23-27]. 

By detecting the molecular dipole instead of charge, our prototype heterodyne sensor successfully 

addresses the fundamental speed-sensitivity trade-off issue in vapor detection[25, 27]. However, 

this dipole-detection-based strategy makes it inherently impossible for non-polar molecule 

detection, of which the dipole moment is zero.  

In this context, we report a capacitance-based mechanism by exploiting the incomplete 

screening effect due to the semi-metallic nature of graphene[28]. The capacitance change induced 

by molecular absorption, instead of being directly measured as capacitance or impedance which 

requires more complicated on-chip circuitry and often suffers from the influence of environmental 

parasitic capacitance variation, can be amplified in situ by graphene’s extremely high mobility and 

measured conveniently as DC current change by making use of graphene field-effect transistor 

(Gr-FET): 

𝐼 =
µW

𝐿
(𝐶𝑔 + 𝐶𝑚) ∙ (𝑉𝑔 − 𝑉𝑡ℎ −

1

2
𝑉𝑠𝑑) ∙

1

2
𝑉𝑠𝑑 𝐸𝑞. 4.3 

where Cm is the molecule induced capacitance modulation. Rapid (down to sub second) and 

sensitive (down to ppb) label-free detection of a broad spectrum of vapor analytes, including both 
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polar and non-polar molecules, are achieved on a centimeter-area graphene field effect transistor 

integrated with a micro-fabricated flow μColumn.  

4.2 Device fabrication and measurement setup 

 Figure 4.1A illustrates the schematic of the device geometry and measurement setup. Our 

sensor module consists of two parts, a 2 cm × 2cm Gr-FET and a 40-cm long microfabricated flow 

column. Gr-FETs were fabricated using chemical vapor deposition (CVD)-grown graphene on 

silicon wafer with thermal oxide and atomic layer deposition (ALD) deposited aluminum oxide 

for better gate electrical insulation. Next, Gr-FET is capped with a 40-cm length × 400 µm-width 

× 375 µm-depth flow μColumn, which is fabricated by reaction-ion etching and subsequent deep 

reaction-ion etching (DRIE) on a silicon wafer with 2 µm CVD-deposited silicon oxide, as shown 

in Fig. 4.1(B). Especially, this µColumn has kept the edge of graphene, which has a lot of sp3-like 

dangling bonds, and the source/drain metal contacts out of the exposure with the analyte vapor to 

preclude the charge transfer happening at these sites. 
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Figure 4.1 (A)Schematic showing a Gr-FET covered with a die where 40-cm L × 400-µm W × 

370-µm D μColumn is etched for the interaction between vapor analyte and graphene. All analyte 

sensing was conducted with Vg = 0V and conductance between source and drain was recorded. 

(B) Cross section view of the device structure.  

The as-obtained sensor is integrated with a standard GC system to offer a sub-second pulse 

injection of analytes with split-injection mode (Figure 4.1A). The sensors were exposed to known 

mass amount of analytes, while the change in the source-drain current (Isd) was recorded with gate 

voltage kept at zero. The sensitivity was measured by calculating the ratio of the transient current 

change and the baseline current (ΔIsd/Isd).  



 

57 

4.3 Sensing performance 

Initial results demonstrated that our sensor show sharp and strong response for all tested 

chemicals, ranging from non-polar, weak polar and polar molecules.  Figure 4.2(A) lists the DC 

current response of a typical Gr-μColumnFET sensor to 20 chemical species including  (from left 

to right): normal alkanes (C5-C9), benzene, toluene, ethylbenzene, xylenes (o-, m- and p-), 1,2-

dichlorobenzene, acetone, chloroform, ethanol, N,N-dimethylformamide (DMF) and dimethyl 

methylphosphonate (DMMP). All the tested devices show instantaneous sub-second response 

under transient exposure of all the tested analytes and the baseline is completely reversible  without 

of any additional post treatment for sensor regeneration (see Figure 4.2(B) for hexane). In 

particular, this is the first example demonstrating no-polar detection based on non-functionalized 

pristine graphene. 

Figure 4.2 (A) DC current response of μColumnFET to injections of various masses of analytes 

ranging from non-polar, weak polar and polar molecules. (B) Temporal response to hexane with 

peak width t1/2 = 0.57 sec. 
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To estimate the sensitivity of our Gr-μColumnFET sensor, the temporal response to 

transient exposure of up to 23 volatile compounds with varying mass amount was recorded. ΔIsd/Isd 

is plotted in Figure 4.3A in response to three repeated doses of n-nonane from 2.3 ng to 90.5 ng. 

To further estimate the limit of detection (LOD), we plot sensor dosage response average in log-

log scale (Figure 4.3A). By fitting with 3σ noise floor, the limit of detection (LOD) for n-C9 is 

estimated to be 2 ng.  

Figure 4.3 Response of the sensor to repeated pulses of n-nonane injection with different mass 

amount  

To demonstrate the versatility of our label-free Gr-μColumnFET vapor sensor, we 

characterize the sensor’s repeated dosage response to additional 22 analytes, including the group 

of seven normal alkanes (C5-C11), seven aromatics, five polar VOC and 4 VIC (Figure 4.4). In 

Table 4.1, we summarize the extracted LOD both in mass and in concentration for 23 analytes, 

together with the full width at half maximum (t1/2) at minimum injection and corresponding OSHA 

standard for 8-hour total weight average (TWA) permissible exposure limit (PEL). The Gr-

μColumnFET sensor is not only able to detect most common hazardous air pollutants (e.g. the 

notorious BTEXs) but the detection limits of almost all the tested analytes is much lower than the 
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long-term exposure limit for OSHA standard, demonstrating its great potential for industrial safety 

monitoring. 

 

 

 

 

 

 

 

Figure 4.4 Response of the sensor to repeated pulses of analyte injection with 

different mass amount. (A) alkanes, (B) aromatics, (C) polar small molecules, 

and (D) volatile inorganic compounds 
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Table 4.1 Summary of 23vapor analytes characterized with Gr-μColumnFET sensors 

 

Analyte t1/2 (sec) 
LOD, mass 

(ng) 

Concentration 

(ppm) 

@ min injection 

OSHA 8-hr 

TWA PEL 

(ppm) 

A
lk

an
es

 

n-C5 1.46 151.2 264.5 1000 

n-C6 1.30 23.1 84.8 500 

n-C7 1.45 9.4 21.8 500 

n-C8 1.47 4.8 6.7 500 

n-C9 1.15 2.5 2.6 - 

n-C10 1.24 1.3 1.2 - 

n-C11 1.39 0.5 0.4 - 

A
ro

m
at

ic
s 

Benzene 1 28.65 72.90 1 

Toluene 0.68 46.29 57.53 200 

Ethylbenzene 0.83 2.60 7.64 100 

o-Xylene 1.73 3.71 3.60 100 

m-Xylene 1.29 5.41 6.20 100 

p-Xylene 1.65 4.90 4.85 100 

Chlorobenzene 0.92 1.98 8.50 75 

P
o
la

r 

Acetone 0.82 53.5 92.31 500 

Chloroform 0.57 39.17 41.24 100 

Ethanol 1.14 24.06 34.31 1000 

DMF 1.65 0.51 1.45 50 

DMMP 1.97 0.059 0.038 - 

In
o
rg

an
ic

 CO 0.45 3.5 47.1 50 

CO2 0.44 18 157.5 5000 

NO 0.95 0.01 0.06 25 

H2S 0.71 0.08 0.56 10 
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4.4 Sensing Mechanism 

4.4.1 Gate dependent measurement 

The change in carrier density in the graphene channel can either be induced by direct charge 

transfer between graphene and the adsorbate or by capacitive gating, in which the analyte changes 

the local electric field. In the first case, depending on whether the analyte molecule is electron 

donor or acceptor compared to graphene, the monitored current can either show positive or 

negative peaks. Due to the intrinsic of ambipolarity of graphene, the dominant charge carrier can 

either be hole, when gated at the negative side of Dirac point (charge neutral point), or hole when 

gated at the other side. Therefore, if charge transfer being the governing mechanism for the current 

change, it is expected for a certain chemical species, the sign of the peaks should flip at different 

side of the Dirac point. However, so far, we have tested a total of 24 analytes on 20 devices, it 

consistently shows positive peaks, no matter whether the analyte is electron donor or acceptor. 

Gate dependence measurements for all tested analytes show positive peaks on both side of the 

Dirac point, as exemplified in Figure 4.5 with chloroform, acetone, n-nonane and nitrobenzene, 

which is a strong electron acceptor compared with graphene.  

Figure 4.5 μColumnFET response to chloroform, acetone, n-nonane and nitrobenzene 

when gated at p-branch denoted in black and at n-branch denoted in red. For a certain 

chemical species, same mass of analyte was injected to same device with gate bias set in p 

and n branch respectively. 
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4.4.2 Impedance measurement 

In the case of capacitive gating, the charge carrier density is not changed by direct charge 

transfer, but by altering the electrostatic potential near the graphene channel, which pulls more 

electrons or holes to graphene from the contacts. To further confirm this capacitance-effect 

mechanism, impedance measurement was conducted between graphene channel and doped silicon 

bottom gate. Herein, the device was treated as a parallel-plate capacitor instead of a three-terminal 

transistor. Basically, graphene together with the metal contacts serve as one plate of the capacitor, 

with the other plate formed by the heavily doped Si substrate (Figure 4.6A). 

We measured the time-domain impedance change by applying a 95.57-Hz, 0.04-V ac 

voltage across the capacitor with lock-in amplifier after analyte injection. As exemplified in Figure 

Figure 4.6 (A) Illustration of impedance measurement.  Here the device was treated 

as a “parallel capacitor”, instead of a three-terminal transistor, with the graphene 

together with metal contact forming one plate and the underlying p-doped silicon 

forming the other gate. The impedance was measured by applying ac voltage between 

the two plates and the ac current iaccoming through this capacitor was recorded with 

lock-in amplifier. (B) iac response of the “parallel capacitor” to acetone injection with 

different mass amount. 



 

63 

4.6B, a significant increase of ac current was observed after injection of acetone. It is obvious that 

response increases with increasing injected mass of acetone. As the environmental parasitic 

capacitance and the resistance of the dielectric between graphene and doped silicon could be 

viewed as constant amid the measurement, the increased change of the ac current across the two 

parallel plates can only be attributed to the enhanced capacitance of the device, which is induced 

by the injected analytes.  

 

4.4.3 Isomers 

Next, we measured the sensor response to three pairs of isomers, cis- and trans- 

dicholoethylene, 1,2- and 1,3- dichlorobenzene, 3- and 2-chlorotoluene. Although each pair of the 

isomers have similar configuration, but due to the difference in the dipole moment and/or 

polarizability, the dielectric constant 휀 of the vapor with same concentration can be different, as 

given by Claussius-Mossoti equation. 

휀 = 1 + 4𝜋
𝑁𝛼

1 −
4𝜋
3 𝑁𝛾

𝐸𝑞. 4.4 

where N is the number of molecules per unit volume (concentration). 𝛼 is the vapor molecule 

polarizability, which is related to both intrinsic molecular polarizability 𝛼𝑚𝑜𝑙 and the electric field-

induced alignment of molecular dipole moment µ. 

𝛼 = 𝛼𝑚𝑜𝑙 +
µ2

3𝑘𝑇
𝐸𝑞. 4.5 

For each pair of isomers, we notice that with same mass amount of injection into same 

device, the sensor shows a significant different sensitivity to different isomers (Figure 4.7), the 

value of which is roughly proportional to the corresponding dielectric constant (Table 4.2). 
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Table 4.2 Summary of the dipole moment, polarizability and dielectric constant of the 

six tested isomers 

Analyte μ  (D) 
α 

(10-24 cm3) 
ε 

cis-dichloroethylene 1.90 8.03 9.2 

trans-dichloroethylene 0 8.15 2.14 

1,2-dichlorobenzene 2.50 14.17 10.12 

1,3-dichlorobenzene 1.72 14.23 5.02 

3-chlorotoluene 1.82 14.26 5.76 

2-chlorotoluene 1.56 14.2 4.72 

 

Figure 4.7 Current response for three pair of isomer, cis- and trans- 

dichloroethylene, 1,2- and 1,3- dichlorobenzene, 3- and 2- chlorotoluene. 
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4.4.4 Channel effect and other 

We also noticed the signal amplification effect of the 40-cm-long, 400-µm-wide and 375-

µm-deep µColumn (Figure 4.8A). We have designed several µColumn with different dimensions, 

namely with same width and depth but much shorter total length of 11.8 cm (Figure 4.8A, B) and 

rectangular shape with the same total area with the prototype μColumn (Figure 4.8A,C). The 

corresponding dimensions are summarized in Table 4.3.  

 

Table 4.3 Summary of the dimensions is the tested µColumn  

 Prototype Control 1 Control 2 

Ltotal 423.6 mm 118.7 mm 17.0 mm 

W 400 um 400 um 9967.5 um 

Areatotal 169mm2 47 mm2 169 mm2 

We observe for both the above control measurements, the sensors show much lower 

sensitivity to same mass amount of injection of same chemical species. This is because for FET, 

as shown in equation (1), it is the capacitance change per unit area Cm that contributes to the change 

Figure 4.8 Schematic of the top-view of the die etched with μColumn denoted in dark 

blue of (a) prototype, (b) control 1 with same width and depth as the prototype μColumn 

but much shorter total length and (c) control 2 with the total μColumn area same as the 

prototype one. 
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of the measured current value. The shorter µColumn means a much smaller interaction area 

between graphene and vapor molecules, and thus a much smaller induced Cm is expected.  

Figure 4.9 Comparison of the prototype device (in black) and control 1 (in 

red)with same mass injection of (A) acetone, (B) n-nonane and (C) 1,2-

dichlorobenzene 

For the second control, where the µColumn is in rectangular shape with the total area same 

with the prototype µColumn, the rectangular shape, which is much wider than the dimension of 
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the inner diameter of the guard column (250 µm) makes it has a large dead volume compared to 

the prototype µColumn, therefore the total effective interaction area is much smaller than the latter. 

Figure 4.10 Comparison of the prototype device (in black) and control 2 (in red) with 

same mass injection of (a) n-nonane, (b) n-pentane and (c) p-xylene and (d) chloroform 

 

In the third control set, we fabricated Gr-FETs with the graphene channel dimension scaled 

down to be 2 µm × 2 µm and all these micro-scale devices are capped in 400 µm width and 1 cm 

long µColumn (similar set up as what we used to demonstrate the heterodyne sensing in our 

previous work [25]). Herein, all the graphene channel will be completely exposed in the analyte 

vapor, which is expected to have same or even larger induced Cm change compared to the prototype 

sensor. However, under same electrical measurement condition, we noticed that due to a much 

higher noise level, no signal can be picked up for all non-polar molecules. For polar analytes, the 

peak starts to be detectable till increasing injection to a much larger amount (Figure 4.11). This is 
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because when the Gr-FET scales down to micrometer level, the metal contact and the edge of the 

graphene channel will inevitably be exposed in the analyte vapor when integrated with the analyte 

injection system of any type. The binding happening at the metal and graphene dangling bond will 

largely increase the noise level.  

We also notice that for our prototype Gr-µColumnFET, the source-drain bias voltage also 

plays an important role in sensitivity enhancement by decreasing the noise level. Under small bias 

(1mV), no signal can be picked up for all the tested 20 analytes (Figure 4.12A). By increasing the 

bias from 10 mV to 3V, the 3σ noise is much reduced and detection signal become more and more 

obvious (Figure 4.12B). We notice that by normalizing all current value to the conductance, the 

conductance change of the all the injection of a certain analyte with same mass amount remains 

constant (Figure 4.12B) and none of the detection peaks have any tailing issue; this is different 

from previous DC sensing work[31, 32], where sensitivity shows a significant dependence with 

Vsd and the signal can only starts to be picked up till above a threshold of a high voltage. In these 

works, the sensitivity and reversibility of the sensors were enhanced by change in charge transport 

Figure 4.11 Response of Gr-FET to chloroform and nonane with graphene 

channel scaled down as 2 μm × 2 μm to chloroform and n-nonane. 
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mode, as in Poole-Frenkel conduction regime, the electron will “jump” through the defects instead 

of bypassing them. 

 

4.5 Future work 

Addressing the fundamental challenges faced by existing electronic chemical sensor calls 

for new sensing methodologies. Compared with the existing nanoelectronic vapor sensor 

technologies, our Gr-µColumnFET sensor presents a number of distinct advantages, as highlighted 

in here. First, it is a capacitance-based sensing mechanism and does not involve the slow charge 

transfer processes. The sensitivity/responsivity tradeoff and the bottleneck of most electronic 

Figure 4.12 (A)Response of prototype Gr-μColumnFET sensor to 263.8 ng n-hexane, 

287.2 ng n-nonane, 595.6 ng chloroform and 313.6 ng acetone with Vsd =1 mV. (B) 

Response of prototype Gr-μColumnFET sensor to 313.6 ng acetone with Vsd kept at 10 

mV, 50 mV, 100 mV, 500 mV and 3V respectively. 
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sensor suffers have been addressed under the frameworks of the new sensing technique. Second, 

though capacitance term was explored, it only requires the simplest circuitry, DC measurement, 

instead of impedance measurement. Third, CVD graphene can be synthesized in wafer scale and 

the device geometry has perfect compatibility to the existing manufacture fabrication technique. 

Forth, no functionalization or pre-/post-treatment needed for this label free CVD graphene-based 

chemical sensor, which makes it remain high chemical robustness under most working 

environment. Finally, unlike TCD (thermal conductivity detector) and FID (flame ionization 

detector), the required power consumption is as low as 10s µW. 

In the future, the following direction will be explored to extend the application of the 

platform-dependent sensing technique. 

1) Integrate with portable GC for in-field broad-spectrum measurement. 

2) Empowering the utility of IoT-enabled technology in personalized health care. 

E.g., breadth, sweat, indoor air etc. 

3) Explore more functionalization methods to enhance the sensing selectivity. 

4) Electronic nose:  

Machine learning + Unfunctionalized Gr-sensor array with varying Vg  

5) Apply the as-developed sensing structure to other 2D materials and quantify each 

unique interaction dynamics with small molecules. 
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Chapter 5  Electrical Probing and Tuning of Molecule-Graphene 

Interaction Kinetics 

The ability to tune the molecular interaction electronically can have profound impact on 

wide-ranging scientific frontiers in catalysis, chemical and biological sensor development, and the 

understanding of key biological processes. Despite that electrochemistry is routinely used to probe 

redox reactions involving loss or gain of electrons, electrical probing and tuning of the weaker 

non-covalent interactions, such as molecular physisorption, have been challenging. In this chapter, 

we demonstrate electrical probing and tuning of the non-covalent physisorption of polar molecules 

on graphene surface by using pristine graphene based nanoelectronic sensor (heterodyne sensor 

and Gr-µColumnFET).  Temperature dependent molecular desorption were monitored in real-time 

to study the desorption kinetics and extract the binding affinities. More importantly, we 

demonstrate electrical tuning of molecule-graphene binding kinetics through electrostatic gating 

of graphene. These results not only provide insight into small molecule-nanomaterial interaction 

dynamics and signify the ability to electrically tailor interactions, but also form the basis and 

motive to develop work of electrically tunable micro gas chromatography with graphene as 

stationary phase in Chapter 6. 
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5.1 Introduction 

The behavior of molecules near a surface is dictated by the interplay of attractive and 

repulsive forces between the two, and these interactions can be classified as either chemical 

(covalent/ionic) or physical (non-covalent). Covalent interactions involve sharing of electrons 

between the two systems and are strong with interaction energies between 1-10 eV [1]. On the 

other hand, electrostatic non-covalent interactions are much more subtle and have interaction 

energy of only a few 100 meVs [1] (Fig. 5.1A). Even though non-covalent interactions are weak, 

they are precise in nature, work in a time dependent manner, and are the bedrock of important 

chemical and biological processes [2, 3]. Understanding and controlling these non-covalent 

interactions can usher new scientific and technological breakthroughs in the area of catalysis [4, 

5], drug-discovery [6, 7], proteomics [8], combinatorial chemistry [9], supramolecular chemistry 

[10], and environmental remediation [11]. While redox reactions and covalent interactions can be 

studied by electrochemistry, electrical probing and tuning of non-covalent interactions have not 

been possible due to the inability to change the work functions (or Fermi levels) of conventional 

metal electrodes. 

Miniature analytical systems based on nanomaterials like carbon nanotubes, nanowires, 

graphene, and transition metal dichalcogenides offer a great platform to study the physicochemical 

nature of such interactions due to their large surface-to-volume ratios, exceptional electronic 

properties, chemical stability in different environments, and compatibility with modern processing 

technologies [12-15]. Most importantly, the reduced density-of-states in low dimensional 

nanomaterials provides the capability of electrostatic tuning of the charge densities and hence their 

Fermi levels. As shown in Fig. 1A, the range of gate tunability in a typical nanomaterial device is 

on the order of ± 0.5 eV, which conveniently covers the energy range for weak non-covalent 
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interactions. Furthermore, graphene is particularly attractive as a platform for studying non-

covalent molecular physisorption. Its perfect lattice ensures physisorption nature for molecular 

adsorption; and its linear band dispersion also enables a continuous gate tuning of the Fermi energy 

level.  

 

Figure 5.1 (A) Representation of the energy scales for covalent and non-covalent molecular 

interactions. On the right is plotted the density of states for common 1-D (semiconducting CNT 

and black phosphorene in green) and 2-D (graphene, in red and MoS2, in blue) materials with 

energy. Graphene’s Fermi level can be shifted about ± 0.5 eV in practical devices via an 

electrostatic gate. (B) Schematic showing the physisorption and desorption of DMF molecule on 

graphene detected by graphene nanoelectronic sensor (black curve). Thermal or electrostatic 

activation can be used to tune the adsorption-desorption kinetics (from black to red curve). 

The electrochemical response of nanomaterials has already been explored for a wide 

variety of applications like molecular recognition and separation [16-21], and even nano-

biomimetics [22-24]. Despite these progresses, there still is a lack of understanding of the 
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fundamental interactions between molecules and nanomaterials. For example, the chemical 

response of most conventional nanoelectronic systems is driven by charge transfer via covalent 

binding with dangling bonds or defect sites [16,17, 25-28], which unfortunately does not represent 

the interaction between a charge neutral molecule and the perfect graphene lattice [20, 25, 29]. In 

this work, we instead analyze the non-covalent physisorption of polar molecules including 

chloroform, dichloromethane, chlorobenzene, 1,2-dichlorobenzene, dimethylmethylphosphonate 

(DMMP), and N, N- dimethylformamide (DMF) on graphene using a graphene nanoelectronic 

heterodyne sensor [18, 20, 30] and five normal alkanes from C5 to C9 with the aforementioned 

GrFET-µColumn sensor. Two knobs were utilized to tune such interaction (Figure 5.1B) – 

temperature and electrostatic gate (Fermi level). Molecule-graphene binding affinities were 

extracted by conducting temperature-dependent measurement molecular physisorption on 

graphene in real-time. Furthermore, we demonstrate, for the first time, electrical tuning of 

molecular physisorption through electrostatic gating of graphene. 

 

5.2 Electrical probing of polar molecule-graphene binding energy 

5.2.1 Small polar molecules 

We chose a graphene nanoelectronic heterodyne sensor [20]  as our testbed to investigate 

molecular physisorption on the graphene surface. Briefly, graphene field effect transistors were 

integrated with a gas chromatography (GC) system [20] in order to generate a sub-second wide 

vapor pulse for real-time dynamic study of molecule-graphene interaction [31]. A high frequency 

AC voltage was used to drive the adsorbed molecules’ dipoles, which induces charge density 

fluctuations inside graphene. These charge density fluctuations are frequency-mixed with the AC 

excitation to generate a heterodyne mixing signal [31]. In particular, the high-speed, high-
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sensitivity nature of the graphene heterodyne sensor [20] enables real-time monitoring of the 

molecular physisorption and desorption (Figure 5.1B, black curve). Furthermore, the interaction 

kinetics can be altered (Figure 5.1B, red curve) by changing the temperature, or more interestingly, 

by changing the chemical potential in graphene through electrostatic gating and recorded using the 

same sensor.  

To prove the concept, we measured the time domain mixing current signal change upon 

adsorption and desorption of chloroform and DMF (Fig. 5.2A and B, respectively)[32,33]. The 

sign of the peak sign corresponds to the vapor molecule orientation, depicted in the inset of Figure 

5.2. Reversible mixing current signal changes were observed, with an instantaneous current jump 

followed by a slower decay. These events correspond to molecular adsorption and desorption on 

the graphene surface. In all the experiments carried out in this work, we consistently observed 

desorption to be dominated by a single exponential decay. Following first order rate 

kinetics,  𝑅𝑑𝑒𝑠 = 𝐴𝑒−𝑘𝑑𝑒𝑠𝑡 , the desorption curve can be fit with an exponential to obtain the 

desorption rate, kdes or desorption time, τdes (= 1/ kdes). We obtained kdes of 2.5 sec-1 and 0.82 sec-1, 

τdes of 0.4 sec and 1.22 sec, for chloroform and DMF, respectively. We also note the opposite 

mixing current signal changes for the adsorption of chloroform and DMF, which is related to the 

orientation of their molecular dipoles with respect to the graphene plane; the electro-negative (-
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positive) side of chloroform (DMF) being closer to graphene results in a positive (negative) 

response, as explained in detail in reference [20]. 

We further characterized the molecular binding affinities through temperature dependent 

measurements. In the absence of charge transfer, the weak interactive forces determine the ability 

of a molecule to adsorb onto graphene surface. The competing electronic repulsive forces and 

attractive van der Waals forces lead to the formation of a potential energy well, the minima of 

which determines the binding energy of molecule to graphene [1]. From the transition state theory 

[5], molecular desorption process is governed by the binding energy, Ebind, and the desorption rate, 

kdes, is given by: 

𝑘𝑑𝑒𝑠 = 𝑣𝑓𝑒
−(

𝐸𝑏𝑖𝑛𝑑
𝑘𝐵𝑇

)
𝐸𝑞. 5.1 

Figure 5.2 Heterodyne mixing response of graphene to (A)chloroform and (B) 

DMF, respectively. The responses are reversible with instantaneous rise followed 

by an exponential decay. Exponential fits to decay curves are shown in red. The 

injected masses for chloroform and DMF are 2.85 ng and 4.72 ng, respectively. 

The back gate voltage (Vg) is 0 V and temperature (T) is 296.2 K. Insets show 

the orientation of respective molecule’s dipole orientation on top of graphene. 

[32,33] 
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where vf is the attempt frequency, kB the Boltzmann constant, and T is the temperature. Hence, 

measuring the temperature dependent molecular desorption rates can yield the corresponding 

binding affinity. 

Figure 5.3A shows the normalized time domain desorption curves for DMMP at different 

substrate temperatures. It is clear that the desorption rate is faster at higher temperatures. Similar 

to Figure 5.1C.D, the desorption rate at different temperatures can be extracted through an 

exponential fit, as shown in Figure 5.3B. Importantly, temperature dependent physisorption 

responses provide a means to investigate interaction kinetics and determine corresponding binding 

energies [5]. Figure 5.2C shows an Arrhenius plot of temperature dependent desorption rates, kdes, 

obtained by exponential fits to the response curves at different temperatures shown in Figure 5.3D. 

The slope of the ln(𝑘𝑑𝑒𝑠) − 1
𝑇⁄  plot gives the molecule-graphene binding energy, which for 

DMMP is measured to be 734 ± 52 meV.  
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Temperature dependence of peak mixing current intensity was also studied as shown in 

Figure 5.3E. The peak mixing currents at different temperatures were obtained from Figure 5.3D. 

It is clear that the peak mixing current decreases with increasing temperatures. This observation 

corroborates with the faster desorption rate at higher temperature, which reduces surface molecule 

concentration and hence the response signal. At above 310.8 K substrate temperature, the signal 

response for DMMP injection was within the noise floor. 

Figure 5.3 Electrical detection of temperature dependent DMMP interaction with 

graphene. (A) Normalized graphene sensor’s temporal response to 1.145 ng DMMP 

at different temperatures. (B) Graphene sensor’s temporal response to DMMP at 289.7 

K. Exponential fit (in red) to desorption curve yields desorption rate kdes = 0.25 s-1 

(τdes = 4s). (C) Desorption rates, kdes, plotted against temperature on the Arrhenius 

scale (ln kdes – 1/T). Slope of the Arrhenius plot (linear fit in red) gives non-covalent 

binding energy Ea = 734 ± 52 meV. (D)Temporal response to repeated doses of 1.145 

ng of DMMP at different temperatures. (E) Temperature dependence of peak mixing 

current responses in (D). These measurements were done on graphene transitor with 

L = 1 µm, W = 1 µm, and back gate voltage was held at Vg = 0V. Error bars in (C) 

and (E) show the standard deviation over 3 runs. All measurements were carried out 

in air and at atmospheric pressure. [32,33] 
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Similar temperature dependent desorption rate studies for chloroform, dichloromethane 

and DMF yield binding energies of 223 ± 13 meV, 195 ± 10 meV and 657 ± 23 meV, respectively 

(Table 5.1). 

5.2.2 Aromatics 

Non-covalent modification of graphene lattice with aromatic chemical compounds is 

widely pursued to enhance or tailor the electronic and optical properties of graphene [35]. The 

planar sp2-hybridized graphene lattice also makes it a perfect substrate to study π-π interactions, 

which has been a topic of intense research, albeit mostly theoretical and controversial [36-38].  

Here, we chose chlorobenzenes as model systems to study such interaction. 

Chlorobenzenes are important chemicals for industry since they are widely used in deodorants, 

insect repellents, and pesticides synthesis processes, and they are also notorious for being 

environmental pollutants [39].  Figure 5.4A shows the normalized adsorption/desorption curves of 

1, 2- dichlorobenzene (DCB) on graphene at different substrate temperatures. The most favored 

orientation of DCB on graphene [40] is offset parallel stacking [36, 38] where local polar C-Cl 

bonds lie directly atop the graphene π-electron cloud (Fig. 5.4B). Using first order rate kinetics, 

desorption rate (kdes) for DCB at each temperature (Fig. 5.4C) is extracted and the corresponding 

Arrhenius plot is shown in Fig 5.4D. The slope of the ln(𝑘𝑑𝑒𝑠) − 1
𝑇⁄  gives DCB-graphene 

binding energy of 447 ± 24 meV. The temperature dependence desorption trend for DCB agrees 

with the other nonaromatic molecules reported in this study, and the temperature dependent peak 

mixing currents (Fig. 4E) also confirms faster desorption with increasing temperatures. 

Interestingly, the peak mixing current response to DCB was found to saturate at lower temperatures 

as shown in Fig. 4A and 4D.  
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Figure 5.4 Electrical detection and tuning of non-covalent interactions between aromatic 

compounds and graphene.  (A) Normalized graphene sensor’s temporal responses to 130 

ng DCB at different temperatures. (B) Schematic illustration of most favored offset-parallel 

stacked orientation of DCB on top of graphene (C) Temporal response of graphene 

heterodyne sensor to repeat oses of 130 ng 1,2-DCB at different temperature(D) Desorption 

rates, kdes, obtained by exponential fits to the temporal response to repeated doses of DCB 

at different temperatures, plotted against temperature on Arrhenius scale (ln kdes – 1/T). 

Slope of Arrhenius plot (linear fit in red) gives non-covalent binding energy Ea = 447 ± 24 

meV. (E) Temperature dependence of peak mixing current response to repeated doses of 

DCB. These measurements were done on graphene transitor with L = 5 µm, W = 1 µm, 

and back gate voltage was held at Vg = 0V. Error bars in (D,E) show the standard deviation 

over 3 runs. All measurements were carried out in air and at atmospheric pressure. [32,33] 
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We observed the same effect with chlorobenzene where peak current saturation occurred 

at temperature below 289.7 K as well (see Figure. 5.5). The current saturation may be due to 

surface saturation with a layer of DCB, which screens the electric field for additional layer of DCB 

on graphene. Further in-depth studies are needed in order to fully understand this interesting 

phenomenon.  

 

Finally, we summarize the experimentally obtained binding energies of various polar 

molecules on graphene in Table 5.1, along with their dipole moments and polarizability values. 

The mixing current response relates to the molecular adsorbates’ dipole moment [20], but it is not 

Figure 5.5 Temperature dependent desorption for chlorobenzene. (A) T-dependent 

responses to repeated doses of 109 ng chlorobenzene. (B) Corresponding desorption rates, 

kdes, obtained by exponential fits to the temporal response to repeated doses at different 

temperatures, plotted against temperature on Arrhenius scale.[32] 
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surprising that the binding energies do not exactly follow the dipole moment strength of molecules. 

The mixing current response is a direct manifestation of physisorption of molecules, where weak 

van der Waals forces include contributions from both permanent and induced dipoles, and 

therefore, the binding energy is affected by both dipole moment and the polarizability of the 

molecules [1]. We note that the graphene devices typically have intrinsic environmental doping 

which can shift the Fermi levels away from the Dirac point even without gating. This intrinsic 

Fermi level shift can affect the molecular binding affinity in the same way as electrostatic gating. 

Hence, we list the intrinsic Fermi level offsets for graphene devices used in the last column of 

Table 5.1.  

Table 5.1 Experimental binding energies for polar molecules on graphene. Listed are 

the values of dipole moment, polarizability and experimental Ebind for polar molecules 

studied in this report. Final column denotes the initial Fermi level offset from the 

Dirac point of graphene devices used for temperature dependent study . [32] 

5.2.3 Non-polar molecules (alkanes) 

Unveiling the van der Waals (vdW) interactions between small molecules and sp2 carbon 

allotropes is not only of great importance in surface physics, but also plays a key role in studying 

 Dipole 

Moment (D) 

Polarizability 

(α, 10
-24 

cm
3
) 

Experimental 

Ebind (meV) 
∆𝐸𝐹

0 

(meV) 

Chloroform 1.04 8.23 223 ± 13 -160 

Dichloromethane 1.6 6.48 195 ± 10 -250 

Chlorobenzene 1.54 12.3 367 ± 30 -240 

1,2 -DCB 2.5 14.17 447 ± 24 -250 

DMMP 3.62 10 734 ± 52 -220 

DMF 3.82 7.8 657 ± 23 -150 



 

86 

the related biological and cellular processes.  Especially, the behavior of the rigid hydrocarbon 

chain on π system is of special interest in organic synthesis, biochemistry, drug delivery and 

hydrocarbon gas storage. However, so far most study is based on theoretical simulation [41, 42] or 

thermal desorption spectroscopy measurement with graphite [43-45], both of which might have 

deviation with the binding energy in real case. Nanoelectronic chemical vapor sensor offers perfect 

platform to study the interactions between small molecule and the nanomaterials with their sensitive 

response and electrical readout [1, 3, 4]. However, as previously discussed, the response of existing 

nanoelectronic system is based by charge-transfer (covalent binding), which does not represent the 

physicochemical nature of non-covalent vdW interactions near the pristine nanosurface.  

In the previous section, by making use of the heterodyne mixing detection technique, we have 

quantified the binding affinity between graphene and five polar molecule species, including 

chloroform, dichloromethane, chlorobenzene, 1,2-dichlorobenzene, DMMP and DMF. However, 

the graphene heterodyne sensor is only responsive to the permanent dipole moment of the adsorbed 

vapor molecule, which consequently lead to poor detection to non-polar molecules, such as alkane.  

Herein, the Gr-μColumnFET offers an ideal testbed for characterizing the binding energy of 

the adsorbed non-polar molecule near graphene surface, of which the high-speed, high-sensitivity 

and reversible performance enables real-time monitor of the physisorption and desorption behavior. 

With the metal contacts and graphene edges kept outside the flow column, the detection signal 

unveils the true vdWs interaction between the molecules and graphene.  

To investigate the hydrocarbon/sp2-carbon interaction, temperature-dependent measurement 

has been conducted on Gr-μColumnFET with five normal alkanes (from n-C6 to n-C9) with similar 

heating/cooling setup. The desorption rate was extracted at the exponential decay of the curve and 
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plotted against corresponding temperature, same as the method which was discussed in the previous 

section with more details. 

In Table 5.2, we summarize the experimentally extracted binding energies of the four alkane 

chains on graphene. We notice that the binding energy between n-alkanes and graphene grows with 

the length of the chain, which shows consistent tendency with the polarizability. 

Table 5.2 Summary of five tested alkanes experimental binding energy (Ebind) and corresponding 

molecule’s dipole moment (D) and polarizability (α). 

Analyte Dipole Moment (D) Polarizability(α, 10-24cm
-3

) Ebind (meV) 

n-C5 0 8.23 491 ± 19 

n-C6 0 6.48 527 ± 15 

n-C7 0 12.3 607 ± 30 

n-C8 0 14.17 684 ± 26 

n-C9 0 17.36 761 ± 30 

 

 

5.3 Electrical tuning of molecule-graphene interaction 

5.3.1 Polar molecules 

In addition to temperature, the back gate electrode can provide another knob to tune the 

Fermi level of graphene, and hence control the behavior of molecular species on top of graphene 

[34]. To prove the concept, we studied the gate tuning of molecular desorption on graphene[32]. 

Figure 5.6A[32] shows desorption curves of chloroform at several different gate voltages. 

Importantly, the molecular desorption rates can be drastically altered through electrostatic gating, 

without the need of changing substrate temperature. We further extract the chloroform desorption 

rates, kdes (1/ τdes), and plot them against the gate voltage and Fermi level shifting from Dirac point 
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of graphene in Figure 5.6B. It is clear that more positive gate voltages and higher Fermi levels 

weaken chloroform physisorption on graphene, leading to faster desorption rate. Moreover, the 

reduced mixing current peak intensity at more positive gate voltages (Figure 5.6C) also confirms 

the weakening of chloroform physisorption. Significantly, this is the first time that electrical tuning 

of molecular physisorption has been demonstrated.  

We further investigated the gate controlled molecular physisorption of DMF, which has 

opposite dipole orientation compared to chloroform [32]. Active gate tuning of molecular 

desorption rate was observed once again (Figure 5.6D). Interestingly, contrary to chloroform, more 

positive gate voltages and higher Fermi levels strengthen DMF physisorption on graphene, leading 

to slower desorption rate (Figure 5.6E). This is further corroborated by the enhanced mixing 

current peak intensity at more positive gate voltages (Fig. 5.6F). The opposite trend for the gate 

tuning of chloroform and DMF desorption can be attributed to their opposite dipole orientations 

on top of graphene [20]. The gate induced electrostatic doping in graphene shifts graphene’s 

chemical potential, leading to changes of the molecular binding affinity on graphene. For 

chloroform physisorption, the electronegative side of its dipole sits closer to graphene [20]. A 

positive gate voltage raises the chemical potential of graphene, thus decreasing the binding affinity 

between graphene and chloroform. DMF, on the other hand, has the electropositive side of its 

dipole located above graphene. A positive gate voltage leads to higher graphene chemical potential 

and increases the binding affinity between graphene and DMF.  
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Figure 5.6 Electrical tuning of molecular physisorption on graphene. (A), (D) Graphene 

mixing current response for chloroform and DMF at different back-gate voltages, 

respectively. (B), (E) Desorption rates, kdes, obtained from the exponential fits to the mixing 

current responses to repeated doses of chloroform and DMF, respectively, plotted against 

graphene Fermi level shift and the applied gate voltage. (C), (F) Peak mixing current 

response of chloroform and DMF respectively, plotted against Fermi level shift and the 

applied back-gate voltage.  The measurements were carried out on two different devices 

with same dimensions, L = 1 µm and W = 2 µm. The injected masses for chloroform and 

DMF were 285 ng and 18.88 ng, respectively. Error bars in (C) - (F) show the standard 

deviation over 3 runs. All measurements were carried out in air, at atmospheric pressure 

and room temperature. [32,33] 
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5.3.2 Aromatics 

We also studied the effect of gate induced Fermi level tuning on DCB adsorption on 

graphene [32]. Figure 5.7A shows graphene response to DCB at different gate voltages. 

Interestingly, the extracted desorption rates, kdes, show little gate dependence (Figure 5.7B), and 

the peak mixing current increases only slightly even with a ΔEF shift of ~200 meV (Figure 5.7C). 

Careful transport studies on DCB decorated graphene transistor suggest that the electric field 

screening from DCB molecules is not the reason for the weak gate tuning of DCB desorption 

dynamics (supplementary online text). Another possible explanation may be that, in an offset 

parallel stacked structure, as the electron density of graphene increases, the dispersive interaction 

between local polar C-Cl bonds and graphene π-electrons counters the offset π-π repulsion between 

the two systems [38]. Similar gate dependence is observed for chlorobenzene as well, as in Figure 

5.7D-F. The temperature and electric field dependent behavior of aromatic compounds shed new 

light into the complex π-π stacked systems, a detailed understanding of which can play a key role 

in wide range of applications like drug discovery, protein-nucleic acid recognition, proteomics and 

crystal packing. 



 

91 

 

5.4 Future work 

Till now, the study of non-covalent molecule-nanomaterial interactions have been confined 

mostly to the theoretical realm. Our results provide an experimental benchmark for future 

investigation of such fundamental processes, especially in graphitic systems. Furthermore, the 

gate-controlled tuning of adsorbate-graphene interactions provides new opportunities to 

implement precise on-chip chemical control which can revolutionize areas of catalysis, drug 

design, bio-chemical recognition and environmental remediation, just to name a few. 

Figure 5.7 (A,D)  Mixing current responses to DCB and chlorobenzene at different back-

gate voltages. (B,E) Desorption rates, kdes, corresponding to DCB and chlorobenzene plotted 

against Fermi level shift and the applied back-gate voltage. (C,F) Peak mixing current 

response to repeated doses of DCB plotted against Fermi level shifts and the applied back-

gate voltage.[32]   
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In the future, the same sensing technique, both the heterodyne sensing and the FET-

µColumn complex device structure, could be adopted to other 2D materials and provide insight 

into the interaction between molecule and other surface with unique properties. 
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Chapter 6 Electrically Tunable Micro Gas Chromatography with 

Graphene as Stationary Phase 

6.1 Introduction  

Conventionally, optimization of GC separations requires careful attention to a number of 

important variables and their interactions. Changing the column dimensions, the stationary-phase 

film thickness or the carrier gas velocity will affect the retention times, but the peaks’ 

thermodynamic partition coefficients (K) remain constant, as long as the column temperature and 

the stationary phase chemistry remain the same [1]. Therefore, the peaks’ relative rations – the 

ratios of their adjusted retention times – will not be affected by such manipulations, and so the 

relative separations of the peaks remain unchanged. The range of separation effects that 

chromatographers can produce is greatly expanded when the column temperature comes into play. 

However, each individual peak is often equally or closely affected by temperature variation, which 

make the peaks’ elution order kept the same. Also, higher temperature will accelerate the molecular 

longitudinal diffusion in both gas and stationary phase. As a result, the peak width will be 

increased, and peaks often will merge. 

In the Chapter 6, the back-gate electrode has been demonstrated to replace temperature 

effect and provide another knob to tune the Fermi level of graphene, and hence control the behavior 
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of molecular species on top of graphene. Moreover, due to different molecular dipole orientation 

on graphene surface, different chemical species can have the opposite gate dependence or no gate 

dependence, which can be applied in GC to replace the temperature effect and each achieve 

selective tuning or chemical sorting. In this chapter, by utilizing the gating tuning effect on 

molecule-graphene interaction, we will introduce a novel gas chromatography system with 

graphene as stationary phase. 

 

6.2 Theory for graphene used as a stationary phase in GC 

Graphene is a single atomic layer semi-metal with excellent electrical properties. Unlike 

bulk materials, its low density of states leads to efficient tuning of the Fermi energy through simple 

electrical field effect gating, which can be exploited for controlling the non-covalent interaction 

between vapor molecules and graphene (Figure 5.1A). In Chapter 5, when we studied the 

interaction between graphene field effect transistor (Gr-FET) and the vapor molecules near its 

surface, we found that the molecule’s desorption rate can be significantly modified by the gate 

voltage applied to the Gr-FET[2,3]. This result led us to think that the graphene could be used as 

a voltage tunable stationary phase in a gas chromatography (GC) column, in which the retention 

time of a volatile organic compound (VOC) can be tuned by changing the Gr-FET gate voltage. 

The behavior of molecules near a surface is dictated by the interplay of attractive vdWaals 

forces and the competing electronic repulsive forces, where the minima determines the binding 

energy between the molecule and the surface (graphene) [4]. The statistical probability of 

molecules to escape the potential well can be varying the temperature; on the other hand, this 

interaction can also be tuned by changing the chemical potential (or fermi level). As shown in 

Figure 5.1(A), the range of gate tunability in a typical nanomaterial device is on the order of ±0.5 
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eV, which conveniently covers the energy range for weak noncovalent interactions. Furthermore, 

graphene is particularly attractive as a platform for studying noncovalent molecular physisorption. 

Its perfect lattice ensures physisorption nature for molecular adsorption, and its linear band 

dispersion also enables a continuous gate tuning of the Fermi energy level. 

The relation between molecule desorption rate with the temperature and the molecular 

binding energy can be described by the transition state theory [4] 

𝑘𝑑𝑒𝑠 = 𝑣𝑓 exp (
−𝐸𝑏𝑖𝑛𝑑

𝑘𝐵𝑇
) 𝐸𝑞. 6.1  

where vf is the attempt frequency and kB is the Boltzmann constant. Therefore, the desorption rate 

can be changed by either temperature or binding energy. For graphene, the binding energy between 

graphene and molecules can be tuned by changing the graphene Fermi energy through gate voltage 

tuning, i.e.,  

𝑘𝑑𝑒𝑠 = 𝑣𝑓 exp (
−𝐸𝑏𝑖𝑛𝑑,0 + 𝑓(𝐸𝐹)

𝑘𝐵𝑇
) 𝐸𝑞. 6.2 

where Ebind,0 is the intrinsic binding energy when no additional gate voltage is added. f(EF) is the 

pertubation in the binding energy due to the chemical potential (or fermi level shift) when the gate 

voltage is applied. EF is the Fermi energy given by  

𝐸𝐹 = ℏ𝑣𝐹𝑒𝑟𝑚𝑖√𝜋𝑛, 𝐸𝑞. 6.3 

where  is the Planck constant, and vF the Fermi velocity in graphene. n is the charge density of 

graphene which can be governed by electrostatic gate Vg (Eq. 1.6, Eq.1.7). 
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Through Eqs.6.1-6.3, it is clear that there is direct correlation between molecule physisorption 

and applied gate voltage, as is illustrated in Figure 6.1. 

 

The equilibrium of vapor molecule distribution between the stationary phase and the 

mobile phase can be described by the distribution constant (or partition coefficient) [1]: 

𝐾 =
𝐶𝑠

𝐶𝑚
, 𝐸𝑞. 6.4 

where Cs and Cm are the concentration of the vapor molecules in the stationary and mobile phase 

(gas phase), respectively, macroscopically and thermodynamically,  

𝐾 = exp (
Δ𝐺

𝑅𝑇
) , 𝐸𝑞. 6.5 

where G is the Gibbs free energy change when the vapor molecules transfer from the stationary 

phase to the mobile phase. R is the gas constant and is related to the Boltzmann constant, kB, by R 

= kB NA, where NA is the Avogadro constant. 
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Figure 6.1 Binding energy vs. the distance between the graphene and a vapor 

molecule. The binding energy can be modified by the graphene gate voltage. 
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On the other hand, from a microscopic point of view, the kinetics of vapor molecules 

absorbed to and desorbed from the graphene stationary phase can be described by:  

𝑑𝐶𝑠

𝑑𝑡
= −𝑘𝑑𝑒𝑠𝐶𝑠 + 𝑘𝑎𝑑𝑠𝐶𝑚, , 𝐸𝑞. 6.6 

where kdes and kads are the desorption rate (see Eq. 6.2) and the adsorption rate, respectively. kads is 

assumed to be constant regardless of temperature. Considering Eqs. (2) and (6), and at equilibrium, 

we have 

𝐾 =
𝐶𝑠

𝐶𝑚
=

𝑘𝑎𝑑𝑠

𝑘𝑑𝑒𝑠
= (𝑣𝑓𝑘𝑎𝑑𝑠) exp [

𝑁𝐴 (𝐸𝑏𝑖𝑛𝑑,0 − 𝑓(𝐸𝐹))

𝑅𝑇
] , 𝐸𝑞. 6.7 

Comparing Eqs. 6.5 and 6.7, we can see that these two equations are equivalent and 

describe the same distribution constant from a macroscopic (thermodynamic) and microscopic 

(molecular) perspective, respectively. Changing the gate voltage of the graphene stationary phase 

is equivalent to the traditional way to change the temperature in a column’s stationary phase.  

 

6.3 Correlation between graphene fermi level shift and effective temperature 

 In Chapter 5, by making use of a graphene FET with dielectric as 60nn thermal SiO2, we 

have demonstrated that the desorption rate can be slowed down nearly three time within a gate 

voltage of 15 Volt [2, 3]. Herein, we convert the gate voltage to the corresponding graphene fermi 

level shift by Eq. 6.3 and Eq.1.7. By plugging the Vg-dependent desorption rate and the intrinsic 

binding energy Ebind,0 (extracted from the temperature-dependent measurement) into the 

Arrhenius equation Eq.5.1, the corresponding binding energy and effective temperature at different 

gate voltage can therefore be extracted.  
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Table 6.1 presents two examples to demonstrate the correlation. It is shown that for 

chloroform when the gate voltage changes from -10 V to 5 V, the binding energy decreases from 

235.4 meV to 222.2 meV; the increase in the desorption rate is effective with increasing the 

temperature from 16.8 °C to 34.1 °C while keeping- gate grounded. By contrast, for N, N- 

dimethylformamide (DMF) when the gate voltage changes from -5 V to 10 V, the binding is 

strengthened from 594.7 meV to 614.2 meV; the decelerated desorption can be effectively 

achieved by cooling down from 22.7 °C to 13.4 °C. 

Table 6.1 The correlation between applied Vg, graphene fermi level shift (∆Ef), molecular 

binding energy (Ebind )and effective temperature (Teffective) of chloroform and DMF on CVD 

graphene with 60 nm thermal SiO2 as gate dielectric 

 Vg （V） ∆Ef (meV) 𝑘𝑑𝑒𝑠
𝑒𝑥𝑝

 (sec-1) at RT Ebind (meV) Teffective (˚C) 

C
h
lo

ro
fo

rm
 

-10 -320 1.16 235.4 16.8 

-7 -300 1.28 232.8 20.1 

-5 -280 1.40 230.6 22.9 

-3 -260 1.42 230.2 23.4 

-1 -250 1.34 231.6 21.6 

0 -240 1.28 232.9 20.0 

1 -230 1.59 227.3 27.2 

3 -210 1.64 226.5 28.2 

5 -180 1.95 222.2 34.1 

D
M

F
 

-5 -280 2.39 594.7 22.7 

-3 -260 2.30 595.8 22.2 

-1 -250 2.14 597.6 21.3 

0 -240 1.93 600.3 20.0 

1 -230 1.75 602.8 18.8 

3 -210 1.5 606.9 16.8 

5 -180 1.42 608.3 16.1 

7 -160 1.16 613.5 13.7 

10 -110 1.13 614.2 13.4 
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Figure 6.2 (A,B) plots the binding energy change as a function of the Fermi energy change 

for chloroform and DMF, as extracted from Table 1. The opposite trend is due to the opposite 

dipole orientation of the molecule on the graphene surface. Figure 6.2C shows that the effective 

temperature to achieve the same gate-induced desorption rate can be as large as 18 °C between 

chloroform and DMF when the gate voltage is set at +5V, even though the actual temperature is at 

room temperature, i.e., 20 °C. 

Figure 6.2  (A,B) Binding energy change as a function of the Fermi energy change 

for chloroform and DMF, extracted from Table 6.1. The opposite trend is due to the 

opposite dipole orientation of the molecule on the graphene surface. (C) Effective 

temperature change as a function of the gate voltage change for chloroform and DMF, 

extracted from Table 6.1. The SiO2 layer is 60 nm.  
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6.4 Fabrication of graphene-based gas chromatography (GGC) system 

To demonstrate the concept, the complex monolithic module (Figure 6), working both as a 

gate-controllable Gr-FET and a µGC system, was fabricated, including microcolumn with CVD 

graphene as the stationary phase, injection loop and µPID (photoionization detector). Briefly, CVD 

graphene was first grown, transferred and lithographically patterned onto Si substrate with 275 nm 

dry thermal grown SiO2 and ALD (atomic layer deposition) deposited 50 nm Al2O3, followed by 

the source/drain contact (Cr/Au/ SiO2) e-beam evaporation deposition and liftoff. The substrate 

dielectric which is not covered by graphene and metal contacts were etched away via BHF 

(buffered hydrofluoric acid) wet etching and RIE (reactive ion etching) dry etching to expose the 

underneath Si substrate for anodic bonding with glass channel. Next, wafer-through DRIE (deep 

RIE) was conducted at the inlet ports and the µPID spiral channel. For the glass wafer, Cr/SiO2 

(150nm/100nm) was first deposited via e-beam evaporating and wet etched, working as a hard 

mask for the BHF wet etching and dry etching to define the ~12 µm flow channel. The hard mask 

and the photoresist were then stripped away. Finally, glass channel and the die with Gr-FET was 

anodic bonded to form the gas channel. 

Specifically, the Gr-based column (69cm-L, 250µm-W, 12µm-T) was formed with 

graphene as the bottom inner sidewall and the anodic bonded glass channel as the other three inner 

sidewalls. Our previously developed µPID was integrated as the wide-spectrum gas sensor with a 

spiral flow through gas channel to enhance the sensitivity and reduce the dead volume. An injection 

loop was formed by inserting short guard columns into the inlet for the sample injection. Briefly, 

test sample was first drawn into the short guard column (~1.5 cm) via turning on the pump before 

being pushed into the system by the carrier gas flow (Helium). The flow velocity of a typical 

measurement is 7 cm/sec. Narrow electrodes (Cr/Au) covered by silicone oxide was pattered in an 
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interdigitated structure on the edge of graphene  channel with equivalent W/L kept at ~1:1. 

Graphene was grounded and gate voltage was altered during the Vg-dependent measurement. All 

the measurements were conducted at ambient condition, i.e., 20 °C, 1 atm.  

 Numerous microfabrication challenges have been experienced prior to this final design. 

The micro GC module is essentially a MEMS-based structure; however, on the other hand it also 

works as a centimeter-scale graphene-based transistor which can be electrically tunable. Many 

conventional silicone-based MEMS or CMOS techniques are not compatible with the design. In 

most conventional GC system, whether benchtop or microfabricated, the stationary phase, such as 

polymer or liquid with high boiling point, can be easily coated onto the prefabricated column inner 

Figure 6.3  (A) Structural concept and electrical measurement setup of the Graphene-based 

GC system. The 69cm-L, 250µm-W, 12µm- T  GC column was formed by anodic bonding 

between Si and glass. The bottom of the inner side wall is covered with continuous CVD 

graphene; the other side walls are glass. The dielectric (depicted in blue) is 265nmSiO2 

(dry) + 75nmALD Al2O3 and only kept underneath where there is graphene or metal 

electrodes. The rest is etched away, and substrate Si is exposed for anodic bonding with 

glass channel. (B) Narrow interdigital electrode stripes were deposited for Isd/Vg 

measurement. The equivalent W/L ratio of graphene FET is around 1:1. (C) Injection loop.  
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sidewalls followed by purging and drying processes. However, in our proposed Gr-µColumn, the 

monolayer continuous CVD graphene was used as stationary phase, which can only be transferred 

onto a surface (preferred flat surface in most cases) together with coated PMMA to offer 

mechanical support. Therefore, graphene has to be coated or transferred first onto the silicone 

substrate first before being bonded with the glass flow channel.  

In order to investigate the non-covalent retention capability of graphene, no metal (charge 

transfer, covalent interaction) or polymer (potential higher retention capacity) could exist in the 

module. Therefore, the eutectic bonding or polymer-based adhesive bonding do not work. The 

existence of graphene also makes the fusion bonding, plasma activated bonding and glass frit 

bonding not compatible, due to high temperature, chemical reaction or special requirement for 

cleaning. Anodic bonding between silicone and glass was adopted. To prevent the damage to the 

dielectric underneath graphene, the applied temperature and voltage for anodic bonding should be 

lowered as much as possible. Right before the aligning and anodic bonding, the glass wafer should 

be cleaned by nanostrip and the silicone die should be dipped in 1:100 diluted HF solution for 

several second followed by DI water rinsing to remove the native oxide. The required temperature 

and voltage can be effectively lowered to ~250°C and ~300 Volt. 

In order to electrostatic gate graphene fermi level, there should be dielectric layer 

underneath graphene and source drain electrodes. The quality of the dielectric in this centimeter 

scale transistor is of great importance, as a single pinhole will lead to huge gate leakage current. 

Thick dry thermal silicone oxide plus ALD deposited aluminum oxide was noticed to largely 

increase the yield by reducing the probability of gate leakage. However, in the future dielectric 

with better quality but reduced thickness or higher permittivity could be pursued in order to 

increase the gate tuning efficiency. 
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Currently, the flow channel was defined by etched glass wafer (top down). In the previous 

design, bottom-up approach was adopted by depositing micrometer thickness of dielectric and 

amorphous silicone (for anodic bonding with glass). In some design, wafer polishing was needed 

to achieve uniform thickness for the bonding. However, multilayer deposition at elevated 

temperature (ALD and PECVD) onto silicon wafer, especially those with as-transferred CVD 

graphene, often give rise to bubbled surface and delamination. The deposited materials will also 

be delaminated or completely stripped away during wafer polishing. The anodic bonding strength 

can also be not strong enough to offer enough gas insulation or survive integrating other GC 

component, such as guard column for sampling loop. 

10-20 µm glass wafer vertical etching can also be challenging, either in wet HF etching or 

dry etching in glass etcher. Most photoresist cannot survive corrosive HF or glass etcher ion 

bombarding for long time. The current approach is to use thick Cr (100 nm)/Au (150 

nm)/Cr(100nm)/aSi (500nm) as hard mask together with 5µm thickness of SPR 200. 

6.5 Electrical tunable chromatogram 

6.5.1 Vg-Dependent Single-Species Chromatogram 

In order to characterize the figure of merits of GC, including the retention factor (k) and 

the plate numbers (N), Vg-dependent single-species chromatogram was measured at room 

temperature, as exemplified in Figure 6.4. Retention time was drastically altered with polar 

analytes through electrostatic gating and thus the graphene fermi level shift without the need of 
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changing substrate temperature. No obvious gate dependency was noticed with aromatics like 

chlorobenzene.  

It is clear that more positive gate voltage and higher fermi levels leads to shorter retention 

time of CH2Cl2, whose electronegative side is statistically closer to graphene, by weakening the 

binding energy and accelerating the physisorption dynamics. For the molecules like DMF, active 

Figure 6.4 Vg-Dependent Single-Species Chromatogram of (A) CH2Cl2, 

(B)acetone and (C)chlorobenzene. PID detector signal at different graphene fermi 

level shift was recorded against the retention time. The orientation of molecular 

dipole on graphene surface is also listed  
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gate tuning was observed once again but with the opposite trend. Higher fermi level will slow 

down the physisorption rate and increase the retention time. The extracted number of k and N was 

summarized in Figure 6.5. Significantly, this is the first time that electrical tuning of gas 

chromatogram has been demonstrated. 

According to the transition state theory by Eyring, the reaction rate constant k can be 

expressed as: 

𝑘 =
𝑘𝐵𝑇

ℎ
𝑒

−∆∗𝐺
𝑅𝑇 =

𝑘𝐵𝑇

ℎ
𝑒

−∆∗𝐻+𝑇∆∗𝑆
𝑅𝑇 =

𝑘𝐵𝑇

ℎ
𝑒

∆∗𝑆
𝑅 ∙𝑒

−∆∗𝐻
𝑅𝑇 𝐸𝑞. 6.1 

where 𝑘𝐵 is Boltzmann’s constant, ∆∗𝐺 is the activation free energy of the reaction, ∆∗𝐻 and ∆∗𝑆 

are the activation enthalpy and entropy, respectively. The transition state theory can be illustrated 

in the following figure. 

Figure 6.5 Retention factor (k) and number of theoretical plates (N) of CH2Cl2, CHCl3, 

acetone, and DMF against graphene fermi level shift 
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Figure 6.6 Schematic figure illustrating the reaction coordinate vs. Gibbs energy for the desorption 

process of molecules on graphene. 
 

Here although the Adsorption ⇌ Desorption is reversible, the adsorption is much faster 

than desorption, which indicates the activation energy for adsorption is much smaller than that of 

desorption as it is for most cases in physisorption. The activation enthalpy ∆∗𝐻 is equivalent to the 

binding energy 𝐸𝑏𝑖𝑛𝑑, which can be directly measured by the current method. The pre-exponential 

term 
𝑘𝐵𝑇

ℎ
∙𝑒

∆∗𝑆

𝑅  is often recognized as the so-called attempt frequency 𝑣𝑓 . It is related to the 

vibrational frequency 
𝑘𝐵𝑇

ℎ
 and activation entropy term 𝑒

∆∗𝑆

𝑅 . Consequently, the reaction rate 

constant 𝑘 can be written in a more concise form: 

𝑘 = 𝑣𝑓 ∙𝑒
−𝐸𝑏𝑖𝑛𝑑

𝑅𝑇 𝐸𝑞. 6.2 

Notice that the directly measured 𝐸𝑏𝑖𝑛𝑑 equals to the activation enthalpy of the desorption process, 

instead of the activation free energy ∆*G. 
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In order to predict the reaction rate constant, even we have the measured binding energy 

𝐸𝑏𝑖𝑛𝑑, we still need to know the attempt frequency term 𝑣𝑓. Since𝑣𝑓 = 
𝑘𝐵𝑇

ℎ
𝑒

∆∗𝑆

𝑅 , we now need to 

estimate the activation entropy of desorption in ∆∗𝑆 for molecules desorbed on graphene. It is 

usually challenging to measure or calculate the entropy changes for absorbed molecules. 

Fortunately, Campbell and Sellers [] recently developed a new method to determine the standard 

entropies of adsorbed molecules. They have proven its accuracy by comparison to entropies 

measured by equilibrium methods. Here we apply their methods to analyze the activation entropy 

of desorption: 

∆∗𝑆 = ∆𝑑𝑒𝑠𝑆 = 𝑆𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑒
0 − 𝑆𝑎𝑑

0 = (𝑆𝑔𝑎𝑠
0 − 𝑆𝑔𝑎𝑠,1𝐷−𝑡𝑟𝑎𝑛𝑠

0 ) − (0.7𝑆𝑔𝑎𝑠
0 − 3.3𝑅) =

=
0.3𝑆𝑔𝑎𝑠

0 + 3.3𝑅 − 𝑆𝑔𝑎𝑠,1𝐷−𝑡𝑟𝑎𝑛𝑠
0

𝑅
= 0.3

0.3𝑆𝑔𝑎𝑠
0

𝑅
+ 3.3 − 9.31 (

𝑚

𝑚𝐴𝑟

𝑇

298𝐾
) 

Eq.6.3 

where the activation entropy ∆∗𝑆  is only related to the standard state entropy of gas 

molecules 𝑆𝑔𝑎𝑠
0   and the molar mass of the gas molecule 𝑚. The entropy of the transition state 

𝑆𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑒
0 = 𝑆𝑔𝑎𝑠

0 - 𝑆𝑔𝑎𝑠,1𝐷−𝑡𝑟𝑎𝑛𝑠
0 , where 𝑆𝑔𝑎𝑠,1𝐷−𝑡𝑟𝑎𝑛𝑠

0  corresponds to the one degree of 

freedom perpendicular to the surface. The standard state entropy of gas molecules 𝑆𝑔𝑎𝑠
0  can be 

found from standard thermochemical tables. We calculated the activation entropy for several gas 

molecules: 

Table 6.2 Calculated activation entropy of desorption ∆∗𝑺 based on the method 

proposed by Campbell and Sellers using Eq. 6.3 
 

Analyte ∆∗𝑺 /J∙K-1∙mol-1 

CHCl3 31.7 

DMF 78.7 

Chlorobenzene 41.5 
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Therefore, with the measured 𝐸𝑏𝑖𝑛𝑑  and calculated ∆∗𝑆 , the reaction rate constant of 

desorption can be predicted using Eq. 6.2. 

The correlation between fermi level shift and the partition coefficient K was therefore 

extracted by fitting with extracted binding energy (Table 6.3) and the calculated entropy change. 

Again, the opposite trend was noticed for polar species with the opposite dipole orientation as 

listed in Figure 6.4. 

Table 6.3 Graphene Fermi level shift and the physisorption enthalpy 

change, entropy change and partition coefficient of chloroform, DMF and 

chlorobenzene 
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6.5.2 Vg-Dependent Two-Species Chromatogram 

In order to investigate the gate tuning effect on the separation performance, resolution 𝑅 =

|𝑡𝑅(𝐴)−𝑡𝑅(𝐵)|

𝑤(𝐴)+𝑤(𝐵)
was extracted via Vg-dependent two-species chromatogram. 𝑡𝑅(𝐴) and 𝑡𝑅(𝐵) is the 

retention time of two species. 𝑤(𝐴) and 𝑤(𝐵) is the corresponding peak width. 

Three pair of mixtures with different volatility and gate tuning tendency was investigated 

with results listed in Table 3. In particular, the elution order was noticed to cross over for the pair 

Figure 6.7 Partition coefficient of chloroform and DMF versus graphene fermi level shift 
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of CHCl3 and acetone(Figure 9), which would not happen in conventional temperature-

programming GC, as each individual peak is often equally or closely affected by temperature 

variation, and thus the peaks’ elution order remain the same. In order to confirm the elution order 

of chloroform and acetone, we intentionally increase the injection amount of chloroform and keep 

acetone the same, the elution band with the bigger size correspond to chloroform. The 

chromatogram in the control measurement is depicted in red. 

 

Figure 6.8 Vg-dependent chromatogram of mixture of chloroform and acetone (Left). 

The elution order was noticed to switch and was confirmed by the control experiment 

(Right two) of increasing chloroform injection amount. 
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6.5.3 Vg-Dependent Multi-Species Chromatogram 

Figure 6.8 summarized the performance of Gr-based GC system in multi-species 

separation. Again, there is obvious gate dependency with polar analytes (chloroform, acetone) but 

no obvious dependency was noticed with non-polar species (alkanes) and aromatics 

(chlorobenzene).  

Table 6.4 Summary of Vg-dependent retention time, peak width and resolution 

of three pair of analytes  
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The retention time of the separated component in the Gr-based GC system is much longer 

as compared with the control experiment (Figure 6.9) where the GC system has the same structure 

and measurement scheme except that the bottom inner sidewall in the column was the substrate 

(Al2O3 and SiO2) instead of graphene. The mixture was also poorly separated in the control 

experiment. 

 
Figure 6.9 Vg-dependent chromatogram of mixture of chloroform, acetone, chlorobenzene 

and four normal alkanes (C6, C8, C9 and C10). 
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6.3 Future work 

The ability of electrically tune the molecular-surface interaction can have profound impact 

on all surface physics related areas; however so far such study have been confined mostly to the 

theoretical realm. By developing an integrated and ultra-compact GC devices with extremely low 

power consumption, our results not only provide macroscopic picture for the fundamental study 

0.0
0.5
1.0

0

1

2

0.0

1.5

0

1

2

0.0

0.4

0.8

0.0
0.5
1.0

0 20 40 60 80 100 120

0.0

1.5

3.0

 Control_C6

 Control_CHCl3

 Control_Acetone

 Control_C8

 Control_C10

 Control_C9

Time (sec)

 Control_mixture

Figure 6.10 Chromatogram of single analyte injection and mixture injection in the 

control experiment 
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of intermolecular and surface forces, but also usher in new era in chromatography by 

demonstrating fast separation and significant gate tuning effect on one atomic layer of carbon. 

In the future, the following directions will be explored for device performance optimization 

and fundamental study of molecule-graphene interactions: 

1. High-performance all-graphene-based gas chromatography (HPGGC) 

• Replace PID detector with Gr-heterodyne or µColumn-FET sensing (to reduce 

footprint and lower power consumption) 

• Electrical-programmable 

• Increase column length 

• All column inner sides are transferred w/ Gr and can be gated. (Fab challenge expected) 

• Chromavoltagraphy 

o To replace chromathermography  

o Apply Vg-gradient along the column  

o Local metal gated needed under the column (fab challenge expected)  

o The feasibility of this proposed idea will be discussed in Chapter 7 by continuum 

theory simulation 

2. Multi-dimensional GGC for molecule sorting and classification 

The concept of multi-dimensional GC has been introduced in section 3.3.5. Although the 

2D GC (Gc x gC, two-stage combined GC) has been developed for more than twenty years, the 

exiting multi-dimensional GC still suffer from the mass transfer between the columns. Gr-based 

GC column enables great potential for multidimensional GC design by gating various voltage but 

essential still the same single column without any analyte loss.  
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Chapter 7 Gas Chromatography Theory and Simulation 

This chapter describes the theory and computer simulation of the transport process in the 

gas chromatography column. The focus is modeling the band broadening (separation) behavior of 

gas chromatography with different input parameters such as the fractional amount of mobile phase. 

This chapter is organized as follows: section 7.1 briefly reviews existing previous GC transport 

theories; section 7.2 introduces the continuum modeling of transport in GC and the fundamental 

transport equations; section 7.3 introduces two applications using GC simulations with changing 

fractional distribution in the mobile phase; section 7.4 discusses potential future works for GC 

theory and simulations. 

 

7.1 Transport theories in gas chromatography 

Gas Chromatography (GC) is a widely used technology. However, the theoretical progress 

of GC has been mostly phenomenological. The major milestones in GC theory development in 

history are briefly summarized below [1]:  

7.1.1 Retention volume theory 

Retention volume theory is the oldest and simplest theory in gas chromatography. The 

volume of carrier gas needs to be transported through the column. There are two contributions to 

the retention volume: (1) the holdup volume VM; (2) the retained volume. VM means the required 
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volume to elute an unretained peak. The retained volume is calculated by the distribution 

coefficient KC times the volume or area VS in the stationary phase. Therefore, the retention volume 

can be expressed as: 

𝑉𝑅 = 𝑉𝑀 + 𝐾𝐶𝑉𝑆 = (1 + 𝑘)𝑉𝑀 =
𝑉𝑀

𝑅𝑀
𝐸𝑞. 7.1 

If equilibrium conditions hold, the distribution coefficients KC are essentially Henry’s law 

constants, i.e. KC = CS / CM. Retention time often is used because it is easier to measure. It is shown 

that the retention time is not just the retention volume divided by the carrier gas flow, but other 

adjustments are needed. 

 

7.1.2 Plate theory  

The plate theory was introduced by James and Martin in 1952 [2]. The concepts were 

inspired by the distillation columns. The theory divides continuous separation process into discrete 

segments, which are called theoretical plates. As the sample migrating in the plates, the migrating 

zone spreads randomly to neighboring plates with a Gaussian-like probability distribution. Within 

each plate, an equilibrium between the solute in the stationary phase and the mobile phase is 

assumed. If we define N as the number of theoretical plates, H as the height of a plate, L as the 

column length, we have the following relations: 

𝑁 = (
𝑡𝑅

𝜎⁄ )
2

𝐸𝑞. 7.2 

𝑁 = 16 (
𝑡𝑅

𝑤𝑏
⁄ )

2

𝐸𝑞. 7.3 

𝐻 = 𝐿
𝑁⁄ 𝐸𝑞. 7.4 
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where 𝜎 is the standard deviation, 𝑤𝑏 is the peak width. The higher the N and lower H a GC has, 

the higher quality it has. 

Unfortunately, the plate theory suffers a few drawbacks. First and foremost, 

Chromatography is a dynamic non-equilibrium process, but local equilibrium is assumed in each 

plate. Secondly, the plate theory doesn’t account for any longitudinal diffusion. And it has limited 

capability to describe mass transfer in the GC column which makes it unable to explain peak 

broadening. Therefore, a new rate theory was proposed by van Deemter et al. 

 

7.1.3 Rate theory according to van Deemter 

The rate theory views the separation process in GC as a dynamic process of independent 

mass transfer which leads to band broadening. Description of diffusion of molecular species plays 

a big role in the rate theory by van Deemter. The central part of the rate theory is the van Deemter 

equation, which describes the relationship between the height of a theoretical plate H and the 

average linear velocity of the mobile phase �̅�. The equation is written as follows: 

𝐻 = 𝐴 + 𝐵 �̅�⁄ + 𝐶�̅� 𝐸𝑞. 7.5 

where A is the eddy diffusion term, B is the longitudinal diffusion term, C is the mass transfer term. 

Each term represents its contribution to band broadening process and is discussed below. 

The A term describes the dispersion effects on band broadening, or the so-called Eddy 

diffusion: 𝐴 = 2𝜆𝑑𝑝, where 𝜆 is the correction factor for the irregularity of the column packing, 

𝑑𝑝 is the average particle diameter. 

The B term describes the contribution from longitudinal diffusion to band broadening. The 

molecular diffusion flow along the mobile gas flow direction is: 𝐵 = 2𝛾𝐷𝐺 , where 𝛾  is the 
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labyrinth factor of the pore channels (0 < 𝛾 < 1). 𝐷𝐺  is the diffusion coefficient of the analyte in 

the gas phase. 

The C term describes the band broadening effects due to the mass transfer between the 

analyte and the stationary phase: 𝐶 =
8

𝜋2 ×
𝑘

1+𝑘
×

𝑑𝐿
2

𝐷𝐿
, where 𝑘  is the retention factor, 𝑑𝐿  is the 

average film thickness of the stationary phase, 𝐷𝐿 is the diffusion coefficient of the analyte in the 

stationary phase. 

The contributions can be summarized in Figure 7.1 below. Differentiating Eq.7.5 with 

respect to �̅� yields �̅�𝑜𝑝𝑡 = √𝐵 𝐶⁄  and 𝐻𝑚𝑖𝑛 = 𝐴 + 2√𝐵𝐶. The lowest HETP (Height Equivalent 

to one Theoretical Plate) corresponds to the narrowest broadening peak. Therefore, an optimum 

average linear velocity of the mobile phase exists at which the highest column efficiency or the 

narrowest peak is achieved. 

 

Figure 7.1 Van Deemter plot showing the contributions of the A, B, and C terms. Figure 

adapted from [3]. 
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7.2 Continuum theory in GC 

Compared to the retention volume and plate theories, continuum theory described not only 

the flow profile but the mobile gas phase but also the dispersion of the sample through the column, 

the retention of analyte in the stationary phase, and loss of analyte by reversible and irreversible 

adsorption on the stationary phase. It has been usually avoided by most GC practioners due to its 

complexity. Here we will review the important steps in continuum theory [1] as we have used the 

continuum theory to build our simulation. 

7.2.1 Sample transport in the mobile phase (gas phase) 

The transport of sample through the GC column is described by the continuity equation: 

𝑑𝑐𝑀

𝑑𝑡
= 𝛻 ∙ (𝐷𝛻𝑐𝑀) − 𝑐𝑀(𝛻 ∙ 𝑣 ) 𝐸𝑞. 7.6 

where 𝑣  is the stream velocity for the mobile phase, 𝐷 is a three-dimensional diffusion tensor, and 

𝑐𝑀(𝛻 ∙ 𝑣 ) is a convection term. Here we demonstrate the derivation of this continuity equation. 

Let’s start with a Material Derivative equation: 

𝑑𝑐𝑀

𝑑𝑡
=

𝜕𝑐𝑀

𝜕𝑡
+ 𝑣 ∙ 𝛻𝑐𝑀 𝐸𝑞. 7.7 

where the stream velocity 𝑣  is a vector; the concentration of the analyte 𝑐𝑀 is a scalar. 

Also, based on the convection-diffusion equation: 

𝜕𝑐𝑀

𝑑𝑡
= 𝛻 ∙ (𝐷𝛻𝑐𝑀) − 𝛻 ∙ (𝑣 𝑐𝑀) 𝐸𝑞. 7.8 

Use the product rule for the ∇ operator, we have: 

𝛻 ∙ (𝑣 𝑐𝑀) = 𝑣 ∙ (𝛻𝑐𝑀) + 𝑐𝑀(𝛻 ∙ 𝑣 ) 𝐸𝑞. 7.9 
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Plug Eq. 7.9 into Eq. 7.8, we have: 

𝜕𝑐𝑀

𝑑𝑡
= 𝛻 ∙ (𝐷𝛻𝑐𝑀) − 𝑣 ∙ (𝛻𝑐𝑀) − 𝑐𝑀(𝛻 ∙ 𝑣 ) 𝐸𝑞. 7.10 

Plug the above Eq. 7.10 into Eq. 7.7, we have: 

𝑑𝑐𝑀

𝑑𝑡
=

𝜕𝑐𝑀

𝜕𝑡
+ 𝑣 ∙ 𝛻𝑐𝑀 = 𝛻 ∙ (𝐷𝛻𝑐𝑀) − 𝑣 ∙ (𝛻𝑐𝑀) − 𝑐𝑀(𝛻 ∙ 𝑣 ) + 𝑣 ∙ 𝛻𝑐𝑀 𝐸𝑞. 7.11 

Clean up the above equation, we should have the final form of continuity equation: 

𝑑𝑐𝑀

𝑑𝑡
= 𝛻 ∙ (𝐷𝛻𝑐𝑀) − 𝑐𝑀(𝛻 ∙ 𝑣 ) 𝐸𝑞. 7.12 

Typically, the Eq. 7.12 is averaged over the cross-sectional area 𝐴𝑐 of the column: 

𝜕𝑐𝑀̅̅̅̅ (𝑧)

𝑑𝑡
= 𝛻 ∙ (𝐷𝛻𝑐𝑀) −

1

𝐴𝑐
∫ 𝑣 ∙ 𝛻𝑐𝑀𝑑𝐴𝑐

𝐴𝑐

0

−
1

𝐴𝑐
∫ 𝑐𝑀𝛻 ∙ 𝑣 𝑑𝐴𝑐

𝐴𝑐

0

𝐸𝑞. 7.13 

where the average concentration 𝑐𝑀̅̅̅̅ (𝑧) =
1

𝐴𝑐
∫ 𝑐𝑀𝑑𝐴𝑐

𝐴𝑐

0
 remains a function of the column 

longitudinal position 𝑧. 

The mobile phase velocity 𝑣  can be separated into the longitudinal velocity 𝑣∥ and the 

transverse velocity 𝑣⊥. Because the GC column has a much bigger length to height ratio, we can 

assume the transverse velocity 𝑣⊥ = 0. Therefore, we have: 

1

𝐴𝑐
∫ 𝑣 ∙ 𝛻𝑐𝑀𝑑𝐴𝑐

𝐴𝑐

0

=
1

𝐴𝑐
∫ 𝑣∥  

𝜕𝑐𝑀(𝑧)

𝜕𝑧
𝑑𝐴𝑐

𝐴𝑐

0

+
1

𝐴𝑐
∫ 𝑣⊥  

𝜕𝑐𝑀(𝑧)

𝜕𝑟
𝑑𝐴𝑐

𝐴𝑐

0

 

=
1

𝐴𝑐
∫ 𝑣∥  

𝜕𝑐𝑀(𝑧)

𝜕𝑧
𝑑𝐴𝑐

𝐴𝑐

0

≈ 𝑣∥  
𝜕𝑐𝑀̅̅̅̅ (𝑧)

𝜕𝑧
                           𝐸𝑞. 7.14 
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1

𝐴𝑐
∫ 𝑐𝑀𝛻 ∙ 𝑣 𝑑𝐴𝑐

𝐴𝑐

0

=
1

𝐴𝑐
∫ 𝑐𝑀(𝑧)

𝜕𝑣∥

𝜕𝑧
𝑑𝐴𝑐

𝐴𝑐

0

+
1

𝐴𝑐
∫ 𝑐𝑀(𝑧)

𝜕𝑣∥

𝜕𝑟
𝑑𝐴𝑐

𝐴𝑐

0

 

=
1

𝐴𝑐
∫ 𝑐𝑀(𝑧)

𝜕𝑣∥

𝜕𝑧
𝑑𝐴𝑐

𝐴𝑐

0

≈  𝑐𝑀̅̅̅̅ (𝑧)
𝜕𝑣∥

𝜕𝑧
                            𝐸𝑞. 7.15 

We can then re-write Eq. 7.13 as: 

𝜕𝑐𝑀̅̅̅̅ (𝑧)

𝑑𝑡
= 𝛻 ∙ (𝐷𝛻𝑐𝑀(𝑧)) −

𝜕(𝑣∥𝑐𝑀̅̅̅̅ )

𝜕𝑧
𝐸𝑞. 7.16 

 

7.2.2 Sample transport in the stationary phase 

Similar to the mobile phase diffusion equation but free from convection, the concentration 

of analyte molecules 𝑐𝑆 in the stationary phase can be described by 

𝑑𝑐𝑆
𝑑𝑡

=
𝜕𝑐𝑆
𝜕𝑡

= 𝛻 ∙ (𝐷𝑆𝛻𝑐𝑆) 𝐸𝑞. 7.17 

Note that the terms which have the longitudinal mobile phase velocity were dropped. 

The diffusion coefficient of analyte in the stationary phase 𝐷𝑆  is a thermally activated 

quantity: 

𝐷𝑆 = 𝐷𝑆0𝑒𝑥𝑝 (−
𝑄𝐷

𝑅𝑇
) 𝐸𝑞. 7.18

where 𝐷𝑆0 is the diffusion prefactor and 𝑄𝐷 is the diffusion activation energy. 
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7.2.3 Overall sample transport through the column 

Next, we combine the sample transport equations in the mobile and stationary phases to 

establish the sample transport through the column. First, we need to define the volume of a 

differential length (slice) of the column, ∆𝑧, as is shown in the figure below. 

The volumes for the mobile phase and for the stationary phase are defined as ∆𝑉𝑀 and ∆𝑉𝑆, 

respectively. Therefore, the total volume for the slide is ∆𝑉𝑐 = ∆𝑉𝑀 + ∆𝑉𝑆 = 𝐴𝑐∆𝑧. We  

Obtain the rate equation for the overall transport by Eq. 7.16 multiplied by ∆𝑉𝑀 plus Eq. 7.17 

multiplied by ∆𝑉𝑆, the total concentration of the migrating analyte satisfies: 

𝜕𝑐𝑇(𝑧)

𝜕𝑡
=

1

∆𝑉𝑐
[∆𝑉𝑀

𝜕

𝜕𝑧
(𝐷𝑀,∥

𝜕𝑐�̅�(𝑧)

𝜕𝑧
) + ∆𝑉𝑆

𝜕

𝜕𝑧
(𝐷𝑆,∥

𝜕𝑐�̅�(𝑧)

𝜕𝑧
) − ∆𝑉𝑀

𝜕 (𝑣∥𝑐�̅�(𝑧))

𝜕𝑧
] 

𝐸𝑞. 7.19 

Because  𝐷𝑆,∥ ≪ 𝐷𝑀,∥, the second term on the right-hand side of the above equation can be 

neglected. If we define 𝑅𝑀 as the fractional amount of sample in the mobile phase, 

𝑅𝑀 =
𝑐�̅�(𝑧)∆𝑉𝑀

𝑐𝑇(𝑧)∆𝑉𝑐
𝐸𝑞. 7.20 

Figure 7.2 A sample zone (colored by light blue) migrating through a GC column. 

A differential slice colored by dark blue with width ∆𝑧 is selected for analysis.  
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Plug in 𝑐�̅�(𝑧) = 𝑐𝑇(𝑧)𝑅𝑀
∆𝑉𝑐

∆𝑉𝑀
 into Eq. 7.20, then the overall transport becomes: 

𝜕𝑐𝑇(𝑧)

𝜕𝑡
= 𝑅𝑀 [

𝜕

𝜕𝑧
(𝐷𝑀,∥

𝜕𝑐𝑇(𝑧)

𝜕𝑧
) −

𝜕 (𝑣∥𝑐𝑇(𝑧))

𝜕𝑧
] 𝐸𝑞. 7.21 

The above equation is the general rate model for GC. Note that the aforementioned 

derivation does not involve intracolumn adsorption. 

 

7.2.4 Solution to the continuum rate theory 

Clean up Eq. 7.21, we have 

𝜕𝑐𝑇(𝑧)

𝜕𝑡
= 𝑅𝑀𝐷𝑀,∥

𝜕2𝑐𝑇(𝑧)

𝜕𝑧2
− 𝑅𝑀𝑣∥̅

𝜕𝑐𝑇(𝑧)

𝜕𝑧
𝐸𝑞. 7.22 

If we ignore the pressure dependence within the column (∇2𝑃 = 0), this leads to �̅�∥ and 𝐷𝑀,∥ being 

constants. This is a second-order partial differential equation. The general solution for such an 

equation is: 

𝑐𝑇(𝑧, 𝑡) =
𝐴

√4𝜋𝑅𝑀𝐷𝑀,∥

𝑒𝑥𝑝 (−
(𝑧 − 𝑅𝑀�̅�∥𝑡)

2

4𝑅𝑀𝐷𝑀,∥𝑡
) 𝐸𝑞. 7.23 

where A is an unspecified constant, which is related to the source of the GC injection. 𝑅𝑀 is the 

fractional amount of sample in the mobile phase. 𝐷𝑀,∥ is the longitudinal diffusion coefficient of 

the mobile phase. �̅�∥ is the mobile phase longitudinal velocity. t is time. 

In the MATLAB code from this work, this solution form was adopted in the simulation. 

The MATLAB source code 1 can be found in the Appendix of Chapter 7. 
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7.2.5 Non-equilibrium effects 

The non-equilibrium treatment of GC theory was pioneered by John Giddings [4]. The non-

equilibrium theory is based on solute concentration and changes in concentration which results 

from the flow and kinetic processes of chromatography. This theory provides a bridge between the 

plate theory and continuum theory. It is argued by Giddings that the concentration of the analyte 

must depart from the equilibrium 휀𝑖 due to non-equilibrium effects of the transport. This can be 

expressed as: 

𝑐𝑖 = 𝑐𝑖
∗(1 + 휀𝑖) 𝐸𝑞. 7.24 

By performing a variational analysis, Giddings show that the effective diffusion coefficient 

𝐷𝑀,𝑒𝑓𝑓 can be written as 

𝐷𝑀,𝑒𝑓𝑓 =
𝐷𝑀,∥

1 + 𝐾
+

1 + 6𝐾 + 11𝐾2

48(1 + 𝐾)3

�̅�∥
2𝑟𝑐

2

𝐷𝑀,∥
𝐸𝑞. 7.25 

where the 𝐾 is the partition coefficient between the mobile phase and the stationary phase. 

Golay further argued that the variance for a GC peak can be written as: 

𝜎2 =
2𝐷𝑀,𝑒𝑓𝑓(1 + 𝐾)𝐿

�̅�∥
= 𝐻𝐿 𝐸𝑞. 7.26 

where 𝐻 = 𝐵 �̅�∥⁄ + (𝐶𝑀 + 𝐶𝑆)�̅�∥ is van Deemter’s height equivalent to a theoretical plate (HETP). 

 

7.3 Estimation of gas diffusion coefficient 

In order to perform simulation using the continuum model, we need to estimate important 

parameters for analytes. Here we use chloroform (CHCl3) as an example. 
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The longitudinal diffusion coefficient of the mobile phase 𝐷𝐻𝑒−𝐶𝐻𝐶𝑙3 of a helium-CHCl3 

mixture can be estimated based on the gas kinetic theory: 

𝐷𝐻𝑒−𝐶𝐻𝐶𝑙3 =

((1.858 ∙ 10−3) ∙ 𝑇
3
2) ∙ √

1
𝑀𝐻𝑒

+
1

𝑀𝐶𝐻𝐶𝑙3

𝑃 ∙ 𝜎𝐴𝐵
2 ∙ 𝛺

𝐸𝑞. 7.27
 

where 𝑇 = 298𝐾 is the operating temperature;𝑃 = 1 𝑎𝑡𝑚 is the operating gas pressure;𝑀𝐻𝑒 = 4 

and 𝑀𝐶𝐻𝐶𝑙3 = 35.45  are the molecular weight of He and CHCl3 molecules;𝜎𝐴𝐵  is the collision 

diameter (in Å) and 𝛺 is the dimensionless collision integral. 

The collision diameter 𝜎𝐴𝐵 is the arithmetic average of the collision diameters of the two 

gas species present: 

𝜎𝐻𝑒−𝐶𝐻𝐶𝑙3 =
1

2
(𝜎𝐻𝑒 + 𝜎𝐶𝐻𝐶𝑙3) =

1

2
(2.551 + 5.389)Å = 3.97Å  

The collision integral can be obtained from tables when the energy of interaction 휀𝐴𝐵 =

√휀𝐴휀𝐵 (described by the Lennard-Jones potential, also tabulated) is known. 

This equation applies best to non-polar gases and low pressures (<10 atm). At T=298K, we 

have the energy of interaction for helium and chloroform gas: 

휀𝐻𝑒−𝐶𝐻𝐶𝑙3

𝑘𝐵𝑇
=

√
(
휀𝐻𝑒

𝑘𝐵
) ∙ (

휀𝐶𝐻𝐶𝑙3

𝑘𝐵
)

𝑇
=

√10.2 ∗ 340.2

298
= 0.198 𝐸𝑞. 7.28

 

Based on the tabulated table [5], we can find the collision integral 𝛺 = 3.Therefore, the 

diffusion coefficient 𝐷𝐻𝑒−𝐶𝐻𝐶𝑙3 of the mobile phase can be calculated: 



 

131 

𝐷𝐻𝑒−𝐶𝐻𝐶𝑙3 =

((1.858 ∙ 10−3) ∙ 𝑇
3
2) ∙ √

1
𝑀𝐴

+
1

𝑀𝐵

𝑃 ∙ 𝜎𝐴𝐵
2 ∙ 𝛺

=
0.11 𝑐𝑚2

𝑠
𝐸𝑞. 7.29

 

 

7.4 Applications 

The continuum theory can be used to create simulation programs to study the effects of 

different separation parameters on the separation potency and peak width. These are very useful 

for designing practical GC features such as column length. 

7.4.1 Application 1: R-gradient enabled chromavoltagraphy  

Chromathermography is a commonly used GC performance optimization method by 

applying a negative temperature gradient along the column. The front of the band is always in a 

colder region, where the movement of molecules will be decelerated, whereas the tail will always 

be in the hotter region, where the movement of molecules will be accelerated. Therefore, the band 

will be compressed. In conventional GC, which is polymer-based, researchers have been working 

on replace the temperature effect by varying stationary phase thickness, which is very labor and 

experience intensive. In the as-developed graphene-based μcolumn, the similar tuning can be 

achieved through Vg gradient change. This is due to the binding energy change of the molecules 

passing through the column. In the simulation program using continuum theory (see the Appendix 

MATLAB code 2), the change in V gradient (binding energy) is manifested in the changing R 

gradient (fractional amount in mobile phase). The relationships between different physical 

quantities can be illustrated in the figure below. 
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Figure 7.3 Comparison between Polymer-based and Graphene-based GC in terms of 

tuning transport properties with different physical means. 

 

We have simulated the full width at half maximum (FWHM) evolution as a function of 

column position as a function of R value (fractional amount of the mobile phase). Three different 

R gradients were tested: positive R gradient, constant R, and negative R gradient. The results can 

be seen in the figure below. 
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Figure 7.4 The upper figure shows the R gradient change as a function of column position. 

The lower figure shows the simulated results of FWHM as a function column position. 

The resolution is defined with the following equation: 

𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 =  
𝑅𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝑆𝑢𝑚 𝑜𝑓 ℎ𝑎𝑙𝑓 𝑝𝑒𝑎𝑘 𝑤𝑖𝑑𝑡ℎ
𝐸𝑞. 7.30  

A more detailed comparison between the positive and negative R gradient is shown in the 

figure below: 
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Figure 7.5 Comparison of the simulated effects of positive and negative R gradient on peak 

position, FWHM for two different gas species A and B. 

 

From the simulation results shown in Figure 7.5, we can see that compared with positive 

R gradient, the negative R gradient will slow down the analyte elution, increase the retention time 

difference between the peaks, and overall “focusing” the GC peak. All these effects will tend to 

increase the GC resolution. 
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Figure 7.6 A snapshot from the simulation results based on a MATLAB code with changing R 

gradient (Appendix MATLAB code 2) 
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7.4.2 Application 2: Column position-dependent elution order 

Not only we can increase the resolution by varying the R gradient, but also the R value at 

different column position. This will also cause the resolution to change and can be easily simulated 

using the current simulation framework based on continuum modeling of transport process in GC. 

7.5 Future work 

7.5.1 Coupling with fluid dynamics 

A pressure gradient is needed to push the mobile phase through the GC column. The gas 

flow may be laminar or turbulent depending on the size of the pressure gradient. Traditional GC 

is typically operated under Hagen-Poiseuille laminar flow (low Reynolds number) conditions with 

the average linear velocity for the mobile gas phase satisfying Darcy’s law, which is applicable in 

porous media. In our graphene-based μcolumn GC, the stationary phase is single-layer graphene. 

Therefore, the gas flow will be different from traditional GC. However, turbulent flow may 

develop in μcolumn GC. In that case, it could be important to consider the contribution of Eddy 

diffusion to the transport of mobile phase in GC column. We may consider to adapt the existing 

coupling theory of Eddy diffusion from Giddings [4] based on traditional GC to our μcolumn GC. 

 

7.5.2 Quantum-mechanical study of molecule-graphene interactions 

It is of importance to gain more understanding of molecule-graphene interactions because 

the adsorption-desorption kinetics of molecules on graphene depend on these interactions. Modern 

quantum mechanical calculations such as Density Functional Theory (DFT) [6] or wave function 

theory [7] such as Coupled Cluster (CCSD(T)) provide means to study the energetics of elementary 

steps in molecular adsorption and desorption kinetics on graphene. The thermodynamic properties 

such as adsorption enthalpy of gas molecules can be directly predicted by such calculations which 
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can serve as input for our transport models. The effects of defect state on graphene on the 

adsorption of molecules can also be studied. 

Other than adsorption thermochemistry, the exact configuration of orientation of molecule 

adsorbed on graphene can also be studied, providing insights for the GC applications. Other 

intriguing question which could be answered by atomistic simulations including: how many layers 

of molecules can be absorbed on a single layer graphene? What are the charge transfer state 

between graphene and absorbed molecules? 

 

7.5.3 Coupling with irreversible thermodynamics 

The non-equilibrium treatment based on Giddings et al. [4] mainly focuses on modifying 

the concentration as compared with the equilibrium case. Their modeling doesn’t utilize the new 

development in irreversible thermodynamics from entropy production point of view. Future work 

may include the transport theory formulated by irreversible thermodynamics, such as the 

theoretical machinery which has already been widely used in analysis of chemical engineering 

processes [8]. However, most of the previous efforts in applying irreversible thermodynamics to 

transport problems mainly focus on diffusion instead of chemical reactions. In GC, the adsorption 

of molecules in stationary phase can be viewed as chemical reaction process. Transport phenomena 

usually follow linear thermodynamics, whereas chemical reactions seldom do. Therefore, we need 

a complete framework to describe transport as well as chemical reactions using irreversible (non-

equilibrium) thermodynamics. 

Here we briefly review principles maximum entropy production principle, a core principle 

of irreversible thermodynamics, and discuss how they could be used to describe GC transport. The 
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maximum entropy production principle was first proposed by Onsager for linear irreversible 

thermodynamics and later extended by Ziegler to non-linear situations. It has been regarded as a 

universal principle for non-equilibrium dissipative systems. For a non-equilibrium dissipative 

system, the rate of change of the irreversible entropy �̇�𝑖𝑟𝑟𝑒𝑣 and the rate of entropy production Φ 

can be written as: 

�̇�𝑖𝑟𝑟𝑒𝑣 = −∫
1

𝑇
∑𝐽𝑖𝑋𝑖𝑑𝑣

𝑖

𝐸𝑞. 7.31 

Φ = ∫
1

𝑇
∑𝑞𝑖(𝐽𝑖)𝑑𝑣

𝑖

𝐸𝑞. 7.32 

where T is the temperature, v is the volume, 𝐽𝑖 and 𝑋𝑖 are the thermodynamic flux and the driving 

force of the ith component, and 𝑞𝑖(𝐽𝑖) is the local rate of Gibbs energy dissipation. The 𝐽𝑖 that 

satisfies �̇�𝑖𝑟𝑟𝑒𝑣 = Φ maximize the entropy production. The maximum entropy production principle 

can be thus expressed as: 

𝛿[Φ + λ(�̇�𝑖𝑟𝑟𝑒𝑣 − Φ)]|
𝐽𝑖

= 0 𝐸𝑞. 7.33 

where λ is the Lagrange multiplier. If the change rate of Gibbs energy due to inner dissipation is 

obtained, we can solve the Eq.7.33 to predict simultaneous transport and chemical reaction. For 

the application in GC systems, we can probably use linear irreversible thermodynamics to describe 

the transport kinetics: 𝐽𝑖 = ∑ 𝐿𝑖𝑗𝑋𝑗𝑗  where 𝐿𝑖𝑗  is the kinetic coefficient matrix. As for the 

adsorption-desorption process, it should be treated as one form of chemical reaction. Based on the 

classical chemical reaction rate theory, the thermodynamic flux due to adsorption-desorption 

process can be written as:  
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𝐽𝑖 = 𝑅𝑇𝑁𝑖 [1 − 𝑒𝑥𝑝 (−
𝑋𝑖

𝑅𝑇
)] 𝐸𝑞. 7.34 

The future work includes figuring out the exact form of 𝐽𝑖 due to both diffusion and adsorption-

desorption present in the context of GC applications. Irreversible thermodynamics and the 

maximum entropy production principle provide a unified theoretical framework to describe these 

coupled processes.  
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Chapter 8 Conclusions and Future Directions 

8.1 Summary 

In this work, the interactions between graphene surface and vapor molecules was 

systematically investigated, ranging from chemical vapor detection, molecular physisorption and 

separation. This chapter summarizes the aforementioned results and outlook on each aspect will 

also be discussed at the end of this chapter. 

The burgeoning of wearable health technology has made direct current (DC) driven 

nanoelectronic chemical detection one of the most attractive candidates due to its simple circuitry. 

To date, nearly all existing DC sensing methodologies are based on charge transfer between the 

sensor and the adsorbed vapor molecules. However, the high binding energy at the charge-trapped 

sites significantly limit those sensors’ response to tens to hundreds of seconds and also makes it 

inherently difficult for non-polar molecule detection, of which donor and acceptor effect is quite 

poor. In Chapter 4, we report a radically different sensing mechanism by exploiting the incomplete 

screening effect due to the semi-metallic nature of graphene. Molecular absorption induces 

capacitance change on the graphene transistor, which can be amplified intrinsically by the 

graphene transistor’s transconductance and measured conveniently as DC current change. Rapid 

(down to sub second) and sensitive (down to ppb) detection of a broad range of vapor analytes, 

including 23 polar, non-polar molecules, are achieved on a centimeter-area graphene field effect 
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transistor covered with a micro fabricated flow channel. Specifically, we demonstrated, for the 

first time, alkane detection based on pristine CVD graphene. Our results not only pave the way to 

a universal gas sensor technology which offers high speed and high sensitivity to nearly all types 

of analytes, but also provide an ideal test bed for probing physisorption kinetics between 

hydrocarbon and 𝜋 system. 

In Chapter 5, by making use of graphene as a test bed, the electrical probing and tuning 

of molecular physisorption was demonstrated in real time based on two sensing methods - the 

heterodyne sensing technique and the as-developed capacitive based GrFET-µColumn module. 

The non-covalent binding energy of six polar molecules and five normal alkanes was quantified 

on graphene by fitting the temperature-dependent desorption rate of the electrical sensing signal. 

Moreover, we demonstrated, for the first time, electrical tuning of molecular physisorption via 

electrostatic control of graphene chemical potential (fermi level). The molecular desorption can be 

slowed down nearly three times within a gate voltage range of 15 V. We also electrical the 

interaction of aromatic molecules with graphene, revealing the complex interplay between 

dispersive and electrostatic Coulombic forces in 𝜋- 𝜋 systems.  The 𝜋- 𝜋 interaction was also 

studied by measuring the temperature-dependent and Vg-dependent sensing signal of aromatics on 

graphene FET. These results not only signify the potential to electrical tailor non-covalent 

interaction, which though can be weak but work precisely in nature but lay the foundation for the 

work in the next chapter.  

In Chapter 6, a compact µGC system was developed, which integrates a sampling loop, a 

µPID as detector, and moreover a micro column with single layer CVD graphene as electrically 

tunable stationary phase. Leveraging the electrical tuning effect, electrically tunable separation of 
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7 chemical species is achieved within 2 minutes on monolayer graphene with extremely low power 

consumption at ambient condition. In particular, the retention time and elution order of selective 

component can be electrically tuned in real time via electrostatic gate, without the need of 

temperature ramping or replacing the stationary phase. Major chromatographic parameters, 

including retention factor (k), plate number (N), resolution (R) and partition coefficient (K), are 

also quantified or estimated. The results not only demonstrate the great retention capability of 

graphene as a stationary phase, but also calls for  a new paradigm for electrically-programable high 

energy-efficient GC system for in-field vapor analysis. 

Chapter 7 describes the theory and computer simulation of the transport process in the gas 

chromatography column. The focus is modeling the band broadening (separation) behavior of gas 

chromatography with different input parameters such as the fractional amount of mobile phase by 

making use of continuum theory. 

8.2 Future directions 

The GrFET-µColumn complex module demonstrate high speed, high sensitivity and 

universal detection to both polar and non-polar, VOC and VIC. One of the most promising 

application in future work is to integrate the module with micro gas chromatography as a universal 

detector with ultra-low power consumption. Metal or metal oxide functionalization and organic 

coating could be explored to increase the sensing selectivity. Different channel dimension and 

structural design could also be tested to further increase the sensing performance as well as 

reducing footprint. 

On the fundamental side, understanding the interaction of small molecules and various 2D 

materials is of great importance in chemical synthesis and materials science. The FET- µColumn 
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complex structure could also be easily adopted to other nanomaterials, such as MoS2, black 

phosphorous,  and serves as a great platform for binding energy quantification.  

Although fast, efficient and electrical tunable chemical separation has been demonstrated 

on the Gr-µGC system, yet the sample capacity is limited by the short-range vdW interactions. 

Currently, only one side of the separation column inner side wall is coated with CVD graphene; 

yet in the future efforts could be devoted in coating all inner sidewalls with graphene and hence 

the sample capacity could be easily increased by four times. Also, local gate could be adapted 

underneath the graphene column to apply voltage gradient in space scale for peak narrowing or 

‘voltage-programming’ in time scale to further separate the analytes of wide boiling point. 

Microfabrication challenges could be expected. 
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Appendix 

Appendix MATLAB code 1 (continuum modeling of transport in GC) 

clc 

%longitudinal diffusion coefficient of gas (cm2/s) 

DM=0.5; 

DM1=0.5; 

DM2=0.5; 

 

%the longitudinal helium carrier gas flow rate (cm/s) 

v=12; 

v1=12; 

v2=12; 

 

%injection time (s) 

ti=1.5; 

 

%initial conditions 

c0 = 20; 

tmax = 60; 

A = 1; 

%time step 

nmax = 2000; 

dt = tmax / nmax; 

t = 0; 

 

%column length (cm) 

L=100; 

dL=L/nmax; 

z=0:dL:L; 

 

%fractional amount of sample in the mobile phase 
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RM=0.4; 

RMmax1=0.6; 

RMmin1=0.59; 

dR1=(RMmax1-RMmin1)/nmax; 

RM1=RMmax1:-dR1:RMmin1; 

RMmax2=0.4; 

RMmin2=0.39999; 

dR2=(RMmax2-RMmin2)/nmax; 

RM2=RMmax2:-dR2:RMmin2; 

 

figure(1);hold all 

zmin=0; 

zmax=L; 

cmin=-1; 

cmax=5; 

for n=1:1:nmax 

      t = t + dt; 

      %erf1=(z-RM*v*(t(n)-ti/2))./(2*sqrt(RM*DM*t(n))); 

      %erf2=(z-RM*v*(t(n)+ti/2))./(2*sqrt(RM*DM*t(n))); 

      %c=0.5*c0*(erf(erf1)-erf(erf2)); 

      c=A/sqrt(4*pi*RM*DM*t)*exp(-1*(z-RM*v*t).^2/(4*RM*DM*t)); 

      c1=A./sqrt(4*pi*RM1*DM1*t).*exp(-1*(z-RM1*v1*t).^2./(4*RM1*DM1*t)); 

      c2=A./sqrt(4*pi*RM2*DM2*t).*exp(-1*(z-RM2*v2*t).^2./(4*RM2*DM2*t)); 

      plot(z,c,z,c1,z,c2) 

      axis([zmin zmax cmin cmax]); 

      text(0.7*zmax, 0.75*cmax, sprintf('time=%.2f s', t)); 

      xlabel('Column position(cm)'); 

      ylabel('Concentration(z,t)'); 

      lgd = legend('R=0.5','R1=0.8-(0.8-0.3)*z/60','R2=0.5-(0.5-0.3)*z/60','Location', 'NorthEast'); 

      % Static legend 

        setappdata(lgd,'LegendColorbarManualSpace',1); 

        setappdata(lgd,'LegendColorbarReclaimSpace',1); 

      drawnow; 
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      clf; 

end  



 

148 

Appendix MATLAB code 2 (R-gradient enabled chromavoltagraphy) 

clc 

%longitudinal diffusion coefficient of gas (cm2/s) 

DM1=0.4; 

DM2=0.4; 

DM3=0.4; 

DM4=0.4; 

 

%the longitudinal helium carrier gas flow rate (cm/s) 

v1=25; 

v2=25; 

v3=25; 

v4=25; 

 

%injection time (s) 

%ti=1.5; 

 

%initial conditions 

c0 = 20; 

tmax = 50; 

A = 1; 

%time step 

nmax_t=250; 

dt = tmax / nmax_t; 

t = 0; 

 

%column length (cm) 

L=100; 

nmax_L=5000; 

dL=L/nmax_L; 

z=0:dL:L; 
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%fractional amount of sample in the mobile phase 

RM1_initial=0.6; 

RM1_end=0.3; 

dR1=(RM1_initial-RM1_end)/nmax_L; 

RM1=RM1_initial:-dR1:RM1_end; 

 

RM2_initial=0.3; 

RM2_end=0.1; 

dR2=(RM2_initial-RM2_end)/nmax_L; 

RM2=RM2_initial:-dR2:RM2_end; 

 

RM3=0.6; 

 

RM4=0.3; 

 

figure(1);hold all 

set(gcf,'Position',[500 100 600 700]) 

zmin=0; 

zmax=L; 

cmin=0; 

cmax=4; 

pause(3); 

I1=1; I2=1; I3=1; I4=1; 

for n=1:1:nmax_t 

      t = t + dt; 

      subplot(2,1,1); 

      c1=A./sqrt(4*pi*RM1*DM1*t).*exp(-1*(z-RM1*v1*t).^2./(4*RM1*DM1*t)); 

      c2=A./sqrt(4*pi*RM2*DM2*t).*exp(-1*(z-RM2*v2*t).^2./(4*RM2*DM2*t)); 

      plot(z,c1,z,c2) 

      hold on; 

       

      if ~(isequal(c1,zeros(1,nmax_L+1))) 

      [cpeak1,I1]=max(c1); 
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      if I1 <= nmax_L 

        cpeak1_half=cpeak1/2; 

        [rank1,I1_half]=sort(abs(c1-cpeak1_half)); 

        I1_temp=sort([I1_half(1),I1_half(2)]); 

        if I1_temp(2)-I1_temp(1) > 10 

            FWHM1=(I1_temp(2)-I1_temp(1))/nmax_L*L; 

        end 

        t1=t; 

      end 

      t_FWHM1=FWHM1/v1; 

      end 

       

      if ~(isequal(c2,zeros(1,nmax_L+1))) 

      [cpeak2,I2]=max(c2); 

      if I2 <= nmax_L 

        cpeak2_half=cpeak2/2; 

        [rank2,I2_half]=sort(abs(c2-cpeak2_half)); 

        I2_temp=sort([I2_half(1),I2_half(2)]); 

        if I2_temp(2)-I2_temp(1) > 10 

            FWHM2=(I2_temp(2)-I2_temp(1))/nmax_L*L; 

        end 

        t2=t; 

      end 

      t_FWHM2=FWHM2/v2; 

      end 

       

      axis([zmin zmax cmin cmax]); 

      text(0.65*zmax, 0.75*cmax, sprintf('Time=%.1f s', t)); 

      xlabel('Column position, z(cm)'); 

      ylabel('Concentration(z,t)'); 

      text(0.35*zmax, 0.9*cmax, sprintf('R1=(0.6-(0.6-0.3)*z/L)')); 

      text(0.75*zmax, 0.9*cmax, sprintf('FWHM1=%.1f cm',FWHM1)); 

      text(0.35*zmax, 0.85*cmax, sprintf('R2=(0.3-(0.3-0.1)*z/L)')); 
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      text(0.75*zmax, 0.85*cmax, sprintf('FWHM2=%.1f cm',FWHM2)); 

      hold on; 

      x1=linspace(23,32);y1=linspace(0.9*cmax,0.9*cmax); 

      x2=linspace(23,32);y2=linspace(0.85*cmax,0.85*cmax); 

      plot(x1,y1,'color',[0 0.4470 0.7410]) 

      plot(x2,y2,'color',[0.8500 0.3250 0.0980]) 

      hold on; 

         

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

      subplot(2,1,2); 

      c3=A./sqrt(4*pi*RM3*DM3*t).*exp(-1*(z-RM3*v3*t).^2./(4*RM3*DM3*t)); 

      c4=A./sqrt(4*pi*RM4*DM4*t).*exp(-1*(z-RM4*v4*t).^2./(4*RM4*DM4*t)); 

      plot(z,c3,z,c4) 

      hold on; 

       

      if ~(isequal(c3,zeros(1,nmax_L+1))) 

      [cpeak3,I3]=max(c3); 

      if I3 <= nmax_L 

        cpeak3_half=cpeak3/2; 

        [rank3,I3_half]=sort(abs(c3-cpeak3_half)); 

        I3_temp=sort([I3_half(1),I3_half(2)]); 

        if I3_temp(2)-I3_temp(1) > 10 

            FWHM3=(I3_temp(2)-I3_temp(1))/nmax_L*L; 

        end 

        t3=t; 

      end 

      t_FWHM3=FWHM3/v3; 

      end 

       

      if ~(isequal(c4,zeros(1,nmax_L+1))) 

      [cpeak4,I4]=max(c4); 

      if I4 < nmax_L 

        cpeak4_half=cpeak4/2; 
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        [rank4,I4_half]=sort(abs(c4-cpeak4_half)); 

        I4_temp=sort([I4_half(1),I4_half(2)]); 

        if I4_temp(2)-I4_temp(1) > 10 

            FWHM4=(I4_temp(2)-I4_temp(1))/nmax_L*L; 

        end 

        t4=t; 

      end 

      t_FWHM4=FWHM4/v4; 

      end 

       

      axis([zmin zmax cmin cmax]); 

      text(0.65*zmax, 0.75*cmax, sprintf('Time=%.1f s', t)); 

      xlabel('Column position, z(cm)'); 

      ylabel('Concentration(z,t)'); 

      text(0.45*zmax, 0.9*cmax, sprintf('R3=0.6')); 

      text(0.75*zmax, 0.9*cmax, sprintf('FWHM3=%.1f cm',FWHM3)); 

      text(0.45*zmax, 0.85*cmax, sprintf('R4=0.3')); 

      text(0.75*zmax, 0.85*cmax, sprintf('FWHM4=%.1f cm',FWHM4)); 

      hold on; 

      x1=linspace(33,42);y1=linspace(0.9*cmax,0.9*cmax); 

      x2=linspace(33,42);y2=linspace(0.85*cmax,0.85*cmax); 

      plot(x1,y1,'color',[0 0.4470 0.7410]) 

      plot(x2,y2,'color',[0.8500 0.3250 0.0980]) 

      hold on; 

      drawnow; 

      clf; 

end 

subplot(2,1,1); 

      axis([zmin zmax cmin cmax]); 

      text(0.65*zmax, 0.75*cmax, sprintf('Time=%.1f s', t)); 

      xlabel('Column position, z(cm)'); 

      ylabel('Concentration(z,t)'); 

      text(0.35*zmax, 0.9*cmax, sprintf('R1=(0.6-(0.6-0.3)*z/L)')); 
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      text(0.75*zmax, 0.9*cmax, sprintf('FWHM1=%.1f cm',FWHM1)); 

      text(0.35*zmax, 0.85*cmax, sprintf('R2=(0.3-(0.3-0.1)*z/L)')); 

      text(0.75*zmax, 0.85*cmax, sprintf('FWHM2=%.1f cm',FWHM2)); 

      text(0.55*zmax, 0.65*cmax, sprintf('Retention time: t1=%.1f s, t2=%.1f s',t1,t2)); 

      text(0.55*zmax, 0.60*cmax, sprintf('Retention time difference=%.1f s',abs(t2-t1))); 

      hold on; 

      x1=linspace(23,32);y1=linspace(0.9*cmax,0.9*cmax); 

      x2=linspace(23,32);y2=linspace(0.85*cmax,0.85*cmax); 

      plot(x1,y1,'color',[0 0.4470 0.7410]) 

      plot(x2,y2,'color',[0.8500 0.3250 0.0980]) 

      hold on; 

      Resolution1=abs(t2-t1)/(t_FWHM1+t_FWHM2); 

      text(0.65*zmax, 0.50*cmax, sprintf('Resolution=%.1f',Resolution1)); 

      hold on; 

       

subplot(2,1,2); 

      axis([zmin zmax cmin cmax]); 

      text(0.65*zmax, 0.75*cmax, sprintf('Time=%.1f s', t)); 

      xlabel('Column position, z(cm)'); 

      ylabel('Concentration(z,t)'); 

      text(0.45*zmax, 0.9*cmax, sprintf('R3=0.6')); 

      text(0.75*zmax, 0.9*cmax, sprintf('FWHM3=%.1f cm',FWHM3)); 

      text(0.45*zmax, 0.85*cmax, sprintf('R4=0.3')); 

      text(0.75*zmax, 0.85*cmax, sprintf('FWHM4=%.1f cm',FWHM4)); 

      text(0.55*zmax, 0.65*cmax, sprintf('Retention time: t3=%.1f s, t4=%.1f s',t3,t4)); 

      text(0.55*zmax, 0.60*cmax, sprintf('Retention time difference=%.1f s',abs(t4-t3))); 

      hold on; 

      x1=linspace(33,42);y1=linspace(0.9*cmax,0.9*cmax); 

      x2=linspace(33,42);y2=linspace(0.85*cmax,0.85*cmax); 

      plot(x1,y1,'color',[0 0.4470 0.7410]) 

      plot(x2,y2,'color',[0.8500 0.3250 0.0980]) 

      hold on; 

      Resolution2=abs(t4-t3)/(t_FWHM3+t_FWHM4); 
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      text(0.65*zmax, 0.50*cmax, sprintf('Resolution=%.1f',Resolution2)); 

      hold on; 

 


