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ABSTRACT 

Longwave (LW) radiation plays a critical role in the Earth’s climate system. It 

carries energy from the Earth to space, thereby balancing the global-averaged net solar 

radiation at the top of the atmosphere. It also redistributes energy within the 

atmosphere, and between the atmosphere and the surface. Due to its importance, a 

correct and faithful representation of the LW radiation processes in climate models is 

crucial for understanding the climate system and projecting future climate. Because 

comprehensive LW radiation calculations are computationally expensive, many 

approximations are made to accelerate these calculations. Two common 

approximations are blackbody surface and non-scattering clouds. At least twenty years 

ago, researchers argued the validity of these approximations, but these arguments have 

received relatively little attention until recently. 

This dissertation, along with other recent studies, investigates the impact of 

surface spectral emissivity and ice cloud LW scattering on simulated climate. 

Specifically, this dissertation implements surface spectral emissivity, a two/four-stream 

LW radiative transfer solver, and a state-of-the-art ice cloud LW optical scheme into the 

Community Earth System Model version 1.1.1 (CESM1.1.1) and the DoE Energy 

Exascale Earth System Model (E3SM). Using the modified version of the CESM1.1.1, 

this dissertation investigates:  

(1) The surface emissivity effect over the Sahara and Sahel. The surface emissivity in 

these regions can be as low as 0.6-0.7 over the infrared window band while close to 
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unity in other bands, but such spectral dependence has been ignored in climate models. 

The inclusion of realistic surface emissivity over the Sahara and Sahel, compared to the 

blackbody surface, increases the surface air temperature over these regions and 

produces more convective rainfall, especially in the Sahara. The precipitation south of 

the Sahel is also increased, indicating that the changes of surface emissivity can 

influence the local climate and beyond.  

(2) The ice cloud LW scattering effect on polar climate. Cloud LW scattering is usually 

neglected in climate models. The traditional rationale is that this scattering is negligible 

compared to strong LW absorption by clouds and greenhouse gases. This rationale, 

however, is not valid in the polar regions, in which the atmospheric absorption is weak 

due to the small amount of water vapor, implying that cloud LW scattering is not 

negligible anymore. Using CESM with a slab-ocean model, the scattering effect 

increases the Arctic (Antarctic) winter surface temperature by around 1.4K (1.4K). 

Interestingly, this effect becomes much weaker, only 0.1K (0.4K), when the sea surface 

temperatures and sea ice are prescribed. These results highlight the importance of the 

cloud LW scattering effect in the polar regions and the importance of surface-

atmosphere coupling when this effect is considered. 

(3) The combined effect of surface emissivity and ice cloud LW scattering on polar 

climate. When a non-blackbody surface is combined with scattering clouds, multiple 

scattering between the surface and clouds can occur and retain additional energy in the 

Earth. The CESM simulations show that these two effects are linearly additive in the 

polar regions. 
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This dissertation also shows that the modified E3SM, compared to the standard E3SM, 

reduces the prominent surface warm bias during the Arctic winter by half, mainly 

because of the new ice cloud optical scheme. The influences on other fields are 

minimal. 

Altogether, this dissertation demonstrates the importance of surface spectral 

emissivity and cloud LW scattering on the simulated climate, particularly over the polar 

regions. 
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Chapter 1 

Introduction 

 

1.1 Longwave radiation treatments in climate models 

Longwave (LW) radiation, also known as terrestrial radiation, usually refers to the 

electromagnetic radiation emitted from the Earth’s surface and atmosphere. Because 

the earth-atmosphere system typically exhibits temperature in the range of 200-320K, 

the LW radiation mainly lies in the infrared (IR) portion of the electromagnetic spectrum. 

The LW radiation plays a major role in redistributing energy within the atmosphere and 

between the atmosphere and the Earth’s surface. It also carries energy from the earth-

atmosphere system to space, thereby balancing the solar radiation absorbed by the 

Earth and atmosphere over a sufficient long-term average. The LW radiation hence 

plays a crucial role in the Earth’s climate system. A thorough understanding of the LW 

radiation processes is essential to understand and predict the Earth’s climate. 

General circulation models (GCMs), which represent physical processes in the 

atmosphere, ocean, land surface, and other components in the Earth’s climate system, 

are essential tools for understanding the Earth’s climate and making future climate 

projections. Because the LW radiation is of central importance in the Earth’s climate 

system, all GCMs entail LW radiation schemes to represent relevant physical processes 

and calculate the exchange of LW radiation energy between the Earth’s surface and the 

atmosphere, the LW radiative heating rate in the atmosphere, and the outgoing LW 
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radiation (OLR) at the top of the atmosphere (TOA). Virtually all LW radiation schemes 

consist of three parts: surface, atmosphere, and radiative transfer solver. The surface 

part determines the upward LW flux at the surface, which represents the amount of LW 

energy transferred from the surface to the atmosphere. The atmospheric part 

determines the LW optical properties of gasous species (water vapor, carbon dioxide, 

ozone, and other trace gases) and suspended particles in the atmosphere (aerosol and 

clouds). Then the surface upward LW flux and the atmospheric LW properties are fed to 

the radiative transfer solver to calculate the LW fluxes at all levels from the surface to 

the atmosphere, and the corresponding LW radiative heating rate at each level.  

Because GCM simulations are computationally expensive, the LW radiation 

schemes usually make as many approximations as possible to accelerate the LW 

radiation calculations. For instance, gas species have millions of absorption lines across 

the LW spectrum. Instead of calculating the transmittance of each gasous species at 

every wavelength over the entire LW spectrum, which is extremely time-consuming, 

many LW schemes adopted correlated-k methods to calculate the band-averaged 

transmittance (e.g. Chou et al. 2001; Fu and Liou 1992; Mlawer et al. 1997). The 

surface is usually assumed as blackbody or graybody in the GCMs without considering 

the spectral variation of emissivity (Chen et al. 2014). Finally, because the scattering 

effects of aerosol and cloud particles are secondary compared to their absorption and 

emission effects, the LW radiative transfer solver usually neglects scattering, i.e. only 

considers the absorption and emission of these condensed particles. 

Some of these approximations in the LW schemes are frequently validated but 

some are not. Absorption coefficients of gas molecules used in the correlated-k 
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methods are usually checked and, if needed, updated with the latest HITRAN database 

(Rothman et al. 1998; Gordon et al. 2017), which is arguably the most comprehensive 

compilation of spectroscopic parameters of gaseous media. The clear-sky radiation (i.e. 

gases only, no aerosols and clouds) calculated from the LW schemes is constantly 

compared with those from the line-by-line radiative transfer model, which is widely 

deemed as benchmark ground truth. The comparison usually shows excellent 

agreements, with flux difference within 1 Wm-2 in the entire atmosphere and heating 

rate differences within 0.1 K/day in the troposphere and 0.3 K/day in the stratosphere 

(e.g. Mlawer et al. 1997). As a result, clear-sky radiation calculation is usually deemed 

to be the most robust parameterization scheme in the GCMs (Held, 2005). In contrast, 

the approximations made in the surface and cloud LW properties receive little attention. 

The main theme of this dissertation is to examine the validity of these approximations in 

the coupled GCMs and to quantify the influences of these approximations on the 

simulated climate. Specifically, this dissertation examines two particular topics: surface 

spectral emissivity and ice cloud LW scattering, which will be further elaborated in the 

following sections. 
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1.2 Surface spectral emissivity 

Every object emits radiation in all wavelengths. The radiance at a certain 

wavelength is determined by the temperature of the object and its emissivity, that is,  

𝐼! = 𝜀! ∗ 𝐵! 𝑇   (1.1) 

where 𝐼!  is the radiance, 𝜀!  is the emissivity, 𝐵! 𝑇  is Planck’s function at the 

temperature T. The subscript 𝜆 denotes a specific wavelength. Eq (1.1) shows that the 

radiance is proportional to Planck’s function and spectral emissivity, 𝜀!. 𝜀! depends on 

the object’s intrinsic property and state (such as composition, surface wetness, etc.) and 

geometric settings  (such as viewing angle, surface  roughness, etc.). In most cases, if 

not all, 𝜀!  ranges from zero to unity. When 𝜀!  equals unity, the object acts as a 

blackbody at the wavelength 𝜆.  

 

Fig. 1.1. The spectral emissivities of water, ice, coarse snow, and desert. This figure is adapted from 
Huang et al. (2018). 
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As far as surface emissivity is concerned, it is well known that the surface 

emissivity depends on surface type, wavelengths, and viewing angle (Baldridge et al. 

2009; Z. Li et al. 2013; Huang et al. 2016). Figure 1.1 shows surface spectral emissivity 

at 53o viewing zenith angle for water, ice, coarse snow, and desert, based on the 

dataset developed by Huang et al. (2016). It can be seen that desert emissivity is as low 

as 0.68 in the mid-infrared window band (800-1200 cm-1) while near 0.95 in the mid-IR 

water vapor band (i.e. 1400-2000 cm-1), whereas coarse snow emissivity is about 0.98 

over the entire LW spectrum.  

The surface spectral emissivity is a fundamental quantity in the calculation of 

surface upward LW flux at different wavelengths, that is, the amount of LW energy 

transferred from the surface to the atmosphere. The surface upward LW flux consists of 

two terms: surface emission and the reflection of the downward LW flux at the surface. 

Mathematically, 

𝐹!,!"#↑ = 𝜀!𝜋𝐵! 𝑇 + (1− 𝜀!)𝐹!,!"#↓   (1.2) 

where 𝐹!,!"#↑  is surface upward LW flux at wavelength 𝜆, 𝐹!,!"#↓  is surface downward LW 

flux at 𝜆, other symbols are as defined in Eq (1.1). 

The surface spectral emissivity appears in both the surface emission term, 

𝜀!𝜋𝐵! 𝑇 , and the reflection term, (1− 𝜀!)𝐹!,!"#↓ . However, most GCMs do not take this 

spectral dependence of surface emissivity into account. Instead, all surface types are 

assumed to be blackbody or graybody in the LW radiation scheme (Chen et al. 2014). 

This assumption is reasonable in certain circumstances: for example, as long as 𝜋𝐵! 𝑇  

is comparable to 𝐹!,!"#↓ , the exact value of 𝜀! does not affect 𝐹!,!"#↑  because 𝜀!𝜋𝐵! 𝑇 +

1− 𝜀! 𝐹!,!"#↓ ≈ 𝜀!𝜋𝐵! 𝑇 + 1− 𝜀! 𝜋𝐵! 𝑇 = 𝜋𝐵! 𝑇 . In other words, for this case the 
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𝐹!,!"#↑  is close to blackbody emission at the surface temperature, regardless of the value 

of 𝜀!. These circumstances can occur in the far-IR band over the tropical ocean, where 

the abundant water vapor near the surface implies strong far-IR emission to the surface 

and the effective emission temperature is close to the ocean surface temperature, 

resulting in comparable magnitudes of the 𝐹!,!"#↓  and 𝜋𝐵! 𝑇 . In circumstances that 𝐹!,!"#↓  

is not comparable to 𝜋𝐵! 𝑇  and the surface cannot be well approximated as blackbody 

or graybody, realistic surface spectral emissivity must be taken into account otherwise 

the surface upward LW flux can be biased. These circumstances can occur in (1) the 

atmospheric window band (800-1200 cm-1) over desert region, where desert emissivity 

can be as low as 0.68 (Fig 1.1) and the downward LW flux at the surface in this band 

can be much smaller than the surface emission because the atmosphere is relatively 

transparent in this band and clouds are infrequent over desert; (2) the far-IR band (0-

600 cm-1) over high-latitude regions, where the ice surface emissivity can be as low as 

0.85 (Fig 1.1) and the atmosphere is cold and dry, resulting in a much less downward 

far-IR flux at the surface than the blackbody emission at the surface temperature;  (3) 

the far-IR band over high-altitude regions such as Tibetan Plateau, where the 

atmosphere is also cold and dry  and the ice surface is not uncommon. 

Despite that the surface emissivity can affect surface upward LW flux and 

potentially simulated climate in the GCMs, only a few studies have investigated this 

issue (e.g. Zhou et al. 2003; 2007; 2008; Feldman et al. 2014; Huang et al. 2018; Wu et 

al. 2019). Given that GCMs usually set too large surface broadband emissivity values 

for bare soil compared to satellite retrievals (0.96 versus 0.83-0.96; Zhou et al. 2003; 

Ogawa et al. 2004), Zhou et al. (2003) carried out GCM sensitivity simulations that 
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varied surface emissivity from 0.84 to 0.96 over the Sahara and Arabian Peninsula, and 

then examined to what extent these changes of surface emissivity affect the simulated 

climate. They found that a decrease of soil emissivity by 0.1 would increase the ground 

temperature by about 1.1oC. This is because the decrease in soil emissivity reduces the 

amount of surface emission, keeping more energy at the surface and consequently, 

increasing the ground temperature. Their subsequent studies (Zhou et al. 2007; 2008) 

further examined how the changes in surface emissivity affect diurnal temperature 

range in the Sahel. They found that a reduction in surface emissivity by 0.1 (equivalent 

to the surface type changed from vegetation to bare soil) would reduce the diurnal 

temperature range by 1K, which is mainly due to the increase in nighttime temperature 

through increased soil heating and through reduced surface emission.  

A missing component in aforementioned studies is that they changed the desert 

surface broadband emissivity but did not consider the strong spectral dependence of 

desert emissivity, as shown in Fig. 1.1. Huang et al. (2018) incorporated treatments of 

surface spectral emissivity into a GCM and their simulation results showed that the 

surface temperature and precipitation over the Sahara and Sahel are sensitive to the 

surface spectral emissivity. Since Huang et al. (2018) focused on the high-latitude 

climate simulations, especially the interactive radiation coupling between the 

atmosphere and ocean in the polar regions, they did not explore in full depth the 

mechanisms of how the surface spectral emissivity affects the simulated climate over 

the Sahara and Sahel. Chapter 2 examines the impact of the inclusion of surface 

spectral emissivity over the Sahara and Sahel on the simulated regional climate, 

especially the surface temperature and precipitation. 
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1.3 Cloud longwave scattering  

Cloud particles can interact with LW radiation via absorption, scattering, and 

emission. The relative importance of these interactions depends on the phase, size, and 

shape of cloud particles as well as LW radiation wavelength. For example, around 10 

µm wavelength, a column ice crystal with maximum dimension of 15 µm has single 

scattering albedo of around 0.3 (Yang et al. 2013), in which absorption and emission 

are more important than scattering, whereas around 20 µm wavelength, the single-

scattering albedo for the same ice crystal is about 0.8, in which scattering is more 

important. Generally speaking, as far as broadband LW radiation is concerned, 

absorption and emission are primary interactions between clouds and LW radiation 

while scattering is secondary, because the imaginary parts of the index of refraction for 

water and ice are sufficiently large over the majority of the infrared spectrum.  

Clouds can alter the amount of LW energy received by the surface and the 

atmosphere. Compared to clear-sky conditions, the presence of clouds can reduce the 

OLR by absorbing LW radiation from the Earth’s surface and from the atmosphere 

below the cloud layer, and emitting infrared radiation at normally colder cloud-top 

temperature with respect to the surface. Also, the presence of clouds can enhance the 

emission in the atmospheric window band (800-1200 cm-1), increasing the downward 

broadband LW flux at the surface. Quantitatively, in terms of global-average, clouds 

decrease the OLR by 28 Wm-2 and increase surface downward LW flux by 28 Wm-2 

(Wild et al. 2019). Cloud LW scattering effect is in line with the absorption and emission 

effects but the magnitude is much smaller. The cloud LW scattering effect has been 

estimated to reduce the global-averaged OLR by approximately 3 Wm-2 (Costsa and 
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Shine, 2006; Kuo et al. 2017) and increase the surface downward LW flux by 1.2 Wm-2 

(Kuo et al. 2017). 

 Although cloud LW scattering in general is secondary compared to cloud 

absorption and emission, several studies have suggested that this scattering effect 

should be included in the LW radiation schemes in order to fully represent the 

interactions between clouds and LW radiation. To do so, some methods have been 

proposed while keeping computational efficiency, such as multiple-stream 

approximation (Toon et al. 1989; Edwards and Slingo 1996; Fu et al. 1997), cloud 

optical thickness scaling method (Chou et al. 1999), and perturbation method (J. Li and 

Fu 2000; J. Li 2002). Even though these methods have been proposed for more than 20 

years, only a few out of dozens of GCMs have included the cloud LW scattering effect 

(Kuo et al. 2020), which might be due to lack of interests or concerns of computational 

cost. 

Some recent studies have incorporated cloud LW scattering into the GCMs and 

investigated to what extent this scattering effect influences the simulated climate. Zhao 

et al. (2018) found that the inclusion of cloud LW scattering reduces annual global mean 

OLR by 2.6 Wm-2, leading to a warmer atmosphere and changes in Hadley circulation. 

Consistent with the finding of Zhao et al. (2018), Wu et al. (2019) showed that the 

inclusion of cloud LW scattering strengthens the Hadley circulation and shifts the 

intertropical convergence zone (ITCZ) northward because of the increased temperature 

gradient toward the polar regions. Although these studies demonstrated that the cloud 

LW scattering effect can affect tropical climate, from the physical perspective, the 

scattering effect can be particularly important in the polar regions because (1) ice clouds 



 10 

which have strong scattering capability frequently exist over the course of the year; (2) 

small water vapor amount in the polar regions allows the LW radiation scattered by 

clouds to reach the surface or the TOA without being absorbed by the atmosphere. 

Given that the ice cloud LW scattering effect can play a role in the LW radiation 

processes over the polar regions and this effect has not been well quantified, Chapter 3 

describes the influence of ice cloud LW scattering on the simulated climate in the polar 

regions. 

 

1.4 The combined effect of surface emissivity and cloud LW scattering 

 

Fig. 1.2. (a) A schematic figure shows the blackbody surface and non-scattering clouds in the far-IR 
regions (denoted by subscript ”FIR”), which are common assumptions in current GCMs. Upward arrow 
denotes far-IR photons emitted by the surface and transmitted through the cloud. ፐ is transmittance, ω is 
the single-scattering albedo of cloud, ε is the surface emissivity, and r is the surface reflectivity. (b) A 
schematic figure shows that in reality, these far-IR photons can be reflected between cloud and surface 
multiple times and absorbed in the course of such scattering. This figure is adapted from Chen et al. 
(2014). 

 

In the high-latitude regions, previous studies show that the inclusion of surface 

spectral emissivity in the GCMs leads to an increase the surface temperature by around 

1 K (Feldman et al. 2014; Huang et al. 2018). Chapter 3 investigates the ice cloud LW 

scattering effect in these regions. The combined effect of surface emissivity and ice 
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cloud LW scattering is worth further studying. As sketched in Fig. 1.2, when the surface 

is not blackbody and clouds can scatter LW radiation, multiple reflection of LW radiation 

between the surface and clouds can occur and retain more energy in the Earth system 

than the case of blackbody surface and non-scattering clouds, i.e. no multiple reflection 

between the surface and clouds. Using offline radiative transfer model calculations over 

the Antarctic plateau, Chen et al. (2014) showed that the combined effect of surface 

emissivity and cloud LW scattering in the far-IR band can reduce the monthly-mean 

OLR by 0.72 to 1.47 Wm-2 in this band, with comparable contributions from each effect. 

This combined effect, to our best knowledge, has not been quantified in the high-latitude 

regions using climate model simulations. Chapter 4 intends to quantify this combined 

effect as well as the relative contribution of each effect. 

 

1.5 Implementation of surface emissivity and cloud LW scattering into the Energy 

Exascale Earth System Model (E3SM) 

Chapters 2 to 4 describe the implementation of surface spectral emissivity and 

ice cloud LW treatments into the CESM, and examine their impacts on climate 

simulations. To expand the scope and investigate the impacts of these treatments in 

other GCMs, Chapter 5 describes similar implementations in another state-of-the-art 

Earth system model, the Energy Exascale Earth System Model (E3SM), funded by the 

U.S Department of Energy. The E3SM particularly focuses on water cycle and 

cryosphere, of which the high-latitude regions play an important role. The 

implementation of surface spectral emissivity and ice cloud LW scattering can improve 

the representation of LW radiation processes in the high-latitude regions, potentially 
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addressing biases in the standard E3SM. Chapter 5 also discusses the impact of the 

surface emissivity and ice cloud treatments on the simulated climate in the E3SM. 
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Chapter 2 

The Effects of Surface Longwave Spectral Emissivity on Atmospheric Circulation 

and Convection over the Sahara and Sahel 

The material of this chapter was published in 

Chen, Y.-H., X. L. Huang, X. H. Chen, and M. Flanner, 2019: The Effects of Surface 

Longwave Spectral Emissivity on Atmospheric Circulation and Convection over the 

Sahara and Sahel. J. Clim., 32, 4873-4890. 

 

2.1 Introduction 

Africa is the world’s second most populous continent and one of the most 

vulnerable continents with regard to climate change. The Fifth Assessment Report of 

the Intergovernmental Panel on Climate Change (IPCC AR5) suggests that by the end 

of the twenty-first century, the mean annual surface temperature of Africa is likely to rise 

over 28oC and precipitation patterns are likely to change too (IPCC 2013; Sylla et al. 

2016; Monerie et al. 2017). These changes can have profound socioeconomic impacts, 

especially for the Sahara and Sahel. In the late twentieth century a sustained Sahel 

drought severely affected ecosystem services, in the form of declines in forest area and 

food production (Epule et al. 2014). In terms of future precipitation changes in the 

Sahara and Sahel, the magnitude and even the sign of these changes remain uncertain 

(Druyan 2011; Sylla et al. 2016; Monerie et al. 2017). 
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The climate research community has invested considerable efforts in the last two 

decades to understand the physical mechanisms that can affect climate variations in the 

Sahara and Sahel and the surrounding regions. Previous studies suggest that a number 

of factors can affect the weather and climate in the Sahara and Sahel, such as decadal 

to multidecadal variability of sea surface temperatures in different ocean basins 

(Giannini et al. 2003; Mohino et al. 2011; Fontaine et al. 2011; Rodríguez-Fonseca et al. 

2015), aerosol and its indirect effects on clouds (Rotstayn and Lohmann 2002; Huang et 

al. 2019), increases of greenhouse gases (Held et al. 2005; Biasutti 2013, and 

references therein), Arctic sea ice variability (Smith et al. 2017; Monerie et al. 2019), 

and surface type changes (Charney et al. 1977). The first and second West African 

Monsoon Modeling and Evaluation Project Experiment (WAMME I and WAMME II; Xue 

et al. 2010; Xue et al. 2016) used multimodel experiments to assess the contributions of 

different factors to the climatology of West African monsoon as well as the Sahel 

drought. The WAMME II ensemble model results demonstrated that SST forcing is a 

major contributor to the Sahel drought, but the impact of land use and land cover 

change on the Sahel drought is also of first-order magnitude. As shown by Charney et 

al. (1977) and other subsequent studies (Sud and Fennessy 1982; Xue and Shukla 

1993; Taylor et al. 2002), desertification can increase surface albedo, which causes the 

surface to absorb less solar energy and leads to a decrease in surface temperature and 

in sensible heat flux. These changes would then weaken convective activities and 

decrease convective rainfall, thus constituting a positive feedback mechanism. In all 

previous studies, the role played by the surface longwave (LW) spectral emissivity has 

been entirely ignored. Surface emissivity can vary with surface type and spectral 
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wavelengths, as shown in Fig. 2.1a, which presents surface spectral emissivity for 

desert, grass, and deciduous forest, based on the dataset developed in Huang et al. 

(2016). This suggests that changes of surface type can indeed change the surface 

spectral emissivity. From this perspective, the changes in surface emissivity can 

potentially alter surface energy processes and affect regional atmospheric circulation, in 

a manner similar to the changes in surface albedo depicted in Charney et al. (1977). 

 
Fig. 2.1. (a) The LW spectral emissivity of desert (black), deciduous forest (light brown), and grass (light 
green) from 10 to 2000 cm−1 with a 1 cm−1 spectral resolution. Further details of such surface spectral 
emissivity can be found in Huang et al. (2016). (b) The surface type classification of Africa in January is 
based on Huang et al. (2016). The upper rectangle defines the Sahara in this study (20°–36°N, 16°W–
33°E) and the lower rectangle defines the Sahel (10°–20°N, 18°W–40°E). 

 
 

Figure 2.1a also shows that, while both grass and deciduous forest can be well 

approximated as a graybody with an emissivity about 0.98 over the entire LW spectrum, 

desert surface emissivity exhibits a strong spectral dependence. Desert emissivity can 

be as low as 0.7 in the mid-infrared window band, a band featured with little gaseous 

absorption and emission in the atmosphere. However, most general circulation models 

(GCMs) do not take this spectral dependence of surface emissivity into account and, 
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instead, assume that all surface types are blackbody in the radiation scheme used in 

the atmospheric module (Chen et al. 2014). Surface upward LW flux is the lower 

boundary condition for solving the LW radiative transfer in the atmosphere. Given the 

nature of gaseous absorption and emission, the LW radiative transfer in the atmosphere 

is highly spectrally dependent. Therefore, the lower boundary condition must include an 

accurate spectral partitioning of the broadband upward LW flux. Otherwise, the entire 

atmospheric LW radiative transfer solution begins from an incorrect boundary condition. 

Such need of correct spectral partitioning of the broadband upward LW flux at the 

surface warrants the inclusion of spectrally resolved surface emissivity in the radiation 

scheme of the GCMs. Since the desert has such strong spectral dependence in surface 

emissivity and is the dominant surface type in the Sahara and Sahel (Fig. 2.1b), this 

blackbody assumption in GCMs needs to be re-examined. 

Using a realistic surface spectral emissivity dataset and the atmospheric profiles 

from the ECMWF ERA-Interim reanalysis (Dee et al. 2011), Huang et al. (2016) 

estimated that such emissivity difference with respect to the blackbody surface 

assumption can reduce the outgoing long- wave radiation (OLR) by as much as 10 W 

m-2 in the Sahara and Sahel. The influence of surface emissivity on climate model 

simulation was further assessed in Huang et al. (2018), in which they incorporated 

treatments of surface spectral emissivity into the Community Earth System Model 

(CESM). Their simulations showed that, compared to the standard CESM simulation, 

the inclusion of surface spectral emissivity can significantly affect the climatology of 

high-latitude surface temperature and sea ice fraction. They also showed that the 

simulated surface temperature and precipitation over the Sahara and Sahel is sensitive 
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to the surface spectral emissivity. Since Huang et al. (2018) focused on the high-latitude 

climate simulation, especially the interactive radiation coupling between the atmosphere 

and ocean in the polar regions, they did not explore in full depth the mechanisms of how 

the surface spectral emissivity affects the simulated climate over the Sahara and Sahel. 

This study is to particularly examine the impact of the inclusion of surface spectral 

emissivity over the Sahara and Sahel on the simulated regional climate, especially the 

surface temperature and precipitation. 

The remainder of this paper is organized as follows. Section 2 describes the 

modified version of CESM used in this study and the design of simulation experiments. 

Section 3 presents the numeric results and physical interpretations. Conclusions and 

further discussions are then given in section 4. 

 

2.2 Method and simulation experiment design 

2.2.1 The modified version of CESM with the treatments of surface spectral 

emissivity 

Surface spectral emissivity used in this study is taken from Huang et al. (2016), 

in which a hybrid approach was used to develop a global surface emissivity dataset 

suitable for the use in weather and climate models. Because few measurements of 

surface emissivity are available in the far-IR, Huang et al. (2016) employed first-

principle calculations to compute the surface spectral emissivities over the entire LW 

spectrum for several surface types, such as water, ice, and sand with assumed shapes 

and sizes. Because of the diversity of vegetation types and the practical difficulty 

measuring index of refraction of each type of vegetation, the surface spectral emissivity 
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of vegetation was taken from Advanced Spaceborne Thermal Emission and Reflection 

Radiometer (ASTER) Spectral Library version 2.0 (Wilber et al. 1999; Baldridge et al. 

2009), namely grass, dry grass, conifer forest, and deciduous forest. Since the ASTER 

only measured mid-IR emissivity, the far-IR emissivities of these vegetation types were 

assumed to be constant and equal to the measured emissivities at the longest mid-IR 

wavelength, that is, 14 µm (714 cm−1). In total 11 surface types were defined in Huang 

et al. (2016). The spectral emissivities of these 11 surface types were then regressed 

against the Moderate Resolution Imaging Spectroradiometer (MODIS) retrieved surface 

mid-IR emissivity at eight discrete spectral points to determine the surface type and 

corresponding surface spectral emissivity at every 0.05° × 0.05° grid. Then the surface 

spectral emissivity was averaged onto 0.5° × 0.5° grids and validated against the mid-IR 

surface spectral emissivity retrievals from the Infrared Atmospheric Sounding 

Interferometer (IASI; Zhou et al. 2011). As shown in Huang et al. (2016), the spectral 

emissivity dataset had a good agreement with the IASI mid-IR retrievals. The root-

mean-square difference of band-averaged emissivity over the entire globe was ~0.01. 

The largest differences were ~±0.05, occurring over deserts and plateau areas where 

complicated desert compositions or plateau topography hindered a good agreement 

between the IASI retrievals and the dataset developed in Huang et al. (2016). More 

details about the validation of the emissivity dataset can be found in Huang et al. 

(2016). 

Huang et al. (2018) incorporated the aforementioned surface spectral emissivity 

dataset into the CESM version 1.1.1 (Hurrell et al. 2013). The surface spectral 

emissivity was averaged onto the bandwidths used by the LW radiation scheme in 
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CESM 1.1.1, the RRTMG_LW (Mlawer et al. 1997), and the band-by-band surface 

emissivity was then used in the atmospheric radiative transfer calculation. Note that the 

broadband upward LW flux at the surface ( ) in the atmospheric model is provided 

from the surface models of CESM. These surface models assume the surface to be 

either a blackbody or a graybody with no spectral dependence, and calculate  under 

such assumption. However, surface is always assumed to be blackbody in the 

atmospheric model of the standard CESM. To ensure the conservation of energy 

between the atmospheric and surface models, the CESM defines surface radiative skin 

temperature as where σ is the Stefan-Boltzmann constant, and uses Tskin 

with blackbody assumption in the RRTMG_LW. Huang et al. (2018) incorporated 

surface spectral emissivity into the RRTMG_LW but not into any surface models in the 

CESM. To ensure the consistency of across the different model components, Tskin 

was redefined as  

𝐹!"#↑ = 𝐹!↑! = 𝜀!! 𝜋 𝐵!∆!!
𝑇!"#$ 𝑑𝑣 + 1− 𝜀!! 𝐹!_!"#↓         (1) 

where Bv(Tskin) is Planck’s function at the temperature of Tskin, ∆vi is the bandwidth of the 

i-th band in the RRTMG_LW, 𝜀! is the band-averaged surface emissivity of the i-th band, 

𝐹!↑ is the surface upward flux of the i–th band, and 𝐹!_!"#↓  is the downward flux of the i-th 

band at the surface as computed by the RRTMG_LW. The physical interpretation of Eq 

(1) is that both surface emission ( 𝜀!! 𝜋 𝐵!∆!!
𝑇!"#$ 𝑑𝑣) and reflection of downward flux 

at the surface ( 1− 𝜀!! 𝐹!_!"#↓ ) contribute to . This interpretation will be used later for 

explaining the simulation results. Eq (1) was solved iteratively for Tskin. In other words, 

Fsfc
↑

Fsfc
↑

Tskin = Fsfc
↑ σ( )

1/4

Fsfc
↑

Fsfc
↑
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compared to the standard CESM, such modification redistributed the broadband 

computed by the surface models into the RRTMG_LW spectral bands according to Eq 

(1), which adopted more realistic surface spectral emissivity than the blackbody 

assumption used in the atmospheric model of the standard CESM. This study adopts 

the same modified version of CESM as in Huang et al. (2018). Further details about this 

modification and its verification can be found in Huang et al. (2018). 

 

2.2.2 Simulation experiment designs 

Since the focus here is to study the impact of surface spectral emissivity in the 

Sahara and Sahel on the simulated climate, we carry out two sets of parallel CESM 

simulations. The first set uses the standard CESM (i.e., assuming blackbody surface 

everywhere in the atmospheric model) and is termed the “CTL” run. The other set uses 

the modified version of CESM and is termed the “NEW” run. The NEW run assumes 

blackbody everywhere except for the Sahara (20°–36°N, 16°W–33°E) and the Sahel 

(10°–20°N, 18°W–40°E), where the surface emissivities of each calendar month are 

prescribed according to the dataset developed by Huang et al. (2016). Thus, the only 

difference between the CTL and NEW runs is the surface emissivity specifications over 

the Sahara and Sahel. Figure 2.2 shows band-averaged surface emissivity in four 

RRTMG_LW bands for January. Similar patterns are seen in the surface emissivity 

maps of other calendar months as well (not shown here). Consistent with what is shown 

in Fig. 2.1, surface emissivity in the Sahara and Sahel over the band of 1080–1180 

cm−1 is significantly lower than unity and can be as low as 0.6 (Fig. 2.2c). 

Fsfc
↑
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Fig. 2.2. Surface emissivity in the Sahara and Sahel for four RRTMG_LW bands: (a) 350–500 cm−1 (a 
band in the far IR); (b) 630–700 cm−1 (a band in the center of the CO2 mid-IR band); (c) 1080–1180 
cm−1 (a mid-IR window band); and (d) 1800–2080 cm−1 (a band in the tail of the H2O 6.3-µm band). 
January results are shown here. Other months have similar surface emissivity features in the Sahara and 
Sahel. The two yellow rectangles define the Sahara and Sahel, respectively. The emissivity data are 
based on Huang et al. (2016). 
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Both CTL and NEW simulations are carried out using CESM 1.1.1. These 

simulations use the “F_2000” component set, in which the Community Atmosphere 

Model (CAM) is coupled with the Community Land Model (CLM) while sea surface 

temperatures and sea ice extent are prescribed with climatological monthly values 

(Hurrell et al. 2008). The vegetation area and density are also prescribed in the CLM 

with monthly values at the year of 2000. Trace gases and aerosols in the atmosphere 

are prescribed at the level of year 2000. Solar forcing is also prescribed without year-to-

year variation. Both CTL and NEW simulations are carried out for 35 years and the 

output from the last 30 years is used in the following analysis. The horizontal resolution 

of these simulations is 1.9° latitude by 2.5° longitude and the number of vertical levels in 

CAM is 26. 

 

2.3 Results and discussion 

Simulated climate over the Sahara and Sahel will be discussed first, followed by 

the simulated regional climate beyond the Sahara and Sahel. 
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2.3.1 The Sahara and Sahel 

2.3.1.1 Differences in surface energy budget and near-surface meteorological 

variables 

 

Fig. 2.3. (a),(b) The upward LW broadband flux differences between the NEW and CTL runs at the 
surface and at the TOA, respectively. (c),(d) As in (a),(b), but for the far IR (10–630 cm−1). (e),(f) As in 
(a),(b), but for the window band (820–1180 cm−1). Dotted area indicates that the differences pass the 
Student’s t test with a 5% significance level. The two gray rectangles define the Sahara and Sahel. (g),(h) 
The upward LW broadband flux differences between the CTL run and the CERES climatology at the 
surface and at the TOA, respectively. 
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The top three rows of Fig. 2.3 show the 30-yr mean differences between the 

NEW and CTL runs in the upward LW flux at the surface (Figs. 2.3a,c,e) and at the TOA 

(i.e., OLR; Figs. 2.3b,d,f). The statistics are also summarized in Table 2.1. The surface 

upward LW broadband flux from the NEW run is larger than that from the CTL run over 

all Sahara grids and a dominant part of the Sahel (Fig. 2.3a). For the broadband OLR, 

however, the NEW run simulates a smaller OLR over all grids in the Sahara and Sahel 

than that from the CTL run (Fig. 2.3b). The different responses between the surface 

upward flux and the OLR can be understood as the LW broadband flux is decomposed 

to each RRTMG_LW band. From Fig. 2.3c, it becomes clear that the increase of surface 

upward LW flux from the CTL run to the NEW run originates from the far-IR H2O 

rotational band (~10–630 cm−1) as well as H2O v2 band (~1300–1900 cm−1; not shown). 

The contribution from the H2O v2 band is much smaller than that from the far-IR band 

because the total flux of the H2O v2 band is smaller than the far-IR band by several 

factors. Such changes of surface upward flux in these bands, however, have little 

impact on the OLR due to strong absorption and emission of H2O in the atmosphere, as 

shown in Fig. 2.3d. In contrast, over the mid-IR window band (in the RRTMG_LW 

bandwidth, 820–1180 cm−1), a decrease in the surface upward flux from the CTL run to 

the NEW run is seen and such decrease is also seen at the TOA (Figs. 2.3e,f). This is 

because atmospheric absorption is limited in the window band. Figure 2.3 clearly shows 

that the decrease of the broadband OLR in the NEW run is a result of the reduced 

outgoing longwave flux in the window band, with little contributions from other spectral 

bands. 
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The contrast between the far-IR and window bands in the surface upward flux 

shown in Fig. 2.3c and 2.3e can be understood in terms of surface emission and 

reflection of downward flux: these two terms consist of surface upward LW flux and are 

shown at the far right side of Eq (1). The band-averaged surface emission in the i-th 

band is determined by surface temperature and surface emissivity 𝜀!, and the reflection 

flux is determined by the downward LW flux at the surface and the reflectivity, which is 

(1-𝜀!). Over the Sahara and Sahel, the 𝜀! of the window band in the NEW run is much 

lower than that in the CTL run (Fig. 2.2c). As a result, even though the near-surface 

temperature increases from the CTL run to the NEW run (Fig. 2.4 and to be discussed 

later), the smaller 𝜀!  in the NEW run reduces surface emission in the window band 

compared to the CTL run. Such reduction cannot be compensated by the increase in 

the reflection of downward flux, because (1) the clear-sky atmosphere has little 

absorption and emission over the window band and (2) the cloud occurrence is also 

limited over the Sahara and Sahel. These two facts result in a relatively small downward 

flux in the window band from the atmosphere. As a result, from the CTL run to the NEW 

run, the decrease in surface emission dominates over the increase in surface reflection 

and leads to a decrease in the total surface upward flux in the window band (Fig. 2.3e). 

In contrast, although the 𝜀! of the far-IR band in the NEW run is smaller than that in the 

CTL run (Fig. 2.2a) and also leads to a reduction in surface emission in this band, such 

reduction is largely compensated by the increase of reflected downward flux. This is 

because water vapor has strong emission and absorption in the far-IR band, the 

downward flux at surface 𝐹!_!"#↓  is nearly as large as the surface blackbody emission in 

the same band (i.e. 𝜋 𝐵!∆!!
𝑇!"#$ 𝑑𝑣  in Eq. 1). As a result, the increase in surface 
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temperature dominates over the changes in surface emissivity and leads to an increase 

in surface upward flux in the far-IR band (Fig. 2.3c). These changes of surface upward 

LW flux in the far-IR and window bands affect the OLR differently. The changes in the 

surface upward LW flux in the far-IR band have little effect on the OLR because of the 

strong atmospheric absorption and emission (Fig. 2.3d), while the changes in the 

window band largely influence the OLR because of weak atmospheric absorption and 

emission (Fig. 2.3f). Therefore, the reduction of surface upward flux in window band 

dominates, leading to a decrease in the broadband OLR (Fig. 2.3b). Figure 2.3 also 

indicates that, if a climate model does not take surface spectral emissivity over the 

Sahara and Sahel into account, its OLR will have an incorrect band-by-band partitioning 

with excessive flux from the window band. 

Figures 2.3g and 2.3h show differences in TOA and surface LW flux climatology 

between the CTL run and observations from CERES-EBAF edition 4.0 (Clouds and the 

Earth’s Radiant Energy System–Energy Balanced and Filled; Loeb et al. 2018, Kato et 

al. 2018). Compared to the CERES surface upward LW flux, the CTL run has large 

negative biases over the vast majority of the Sahara and Sahel. The inclusion of surface 

spectral emissivity in the NEW run thus can partially help reduce such biases. As for the 

OLR, the CTL run has positive (negative) bias in the western (eastern) part of the 

Sahara and Sahel. Therefore, the inclusion of surface spectral emissivity reduces the 

positive bias in the west part of the Sahara and Sahel but increases the negative bias in 

the east part of it. 
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Fig. 2.4. (a) The long-term mean surface air temperature (SAT) based on ERA-Interim reanalysis from 
1979 to 2017. (b) The climatological mean difference of SAT between the CTL run and ERA-Interim. (c) 
The climatological mean difference of SAT between the NEW and CTL runs. The slashed area indicates 
that differences pass the Student’s t test at 5% significance level. The two gray rectangles define the 
Sahara and Sahel. 

 

Figure 2.4 shows surface air temperature (SAT) climatology from the ECMWF 

ERA-Interim reanalysis, the difference between the CTL run and ERA-Interim, and the 

difference between the NEW and CTL runs. The CTL run has colder SAT than ERA-

Interim over the vast majority of the Sahara and Sahel, which is consistent with negative 
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biases in the surface upward LW flux shown in Fig. 2.3g. The SAT in the NEW run is 

higher than that in the CTL run by up to 0.8 K in the Sahara and Sahel, and such 

difference is statistically significant for the majority of the grid points (Fig. 2.4c). This 

shows that the inclusion of surface spectral emissivity helps reduce the cold biases of 

the simulated SAT in the standard CESM. 

 

Fig. 2.5. Differences in surface energy budgets between the NEW and CTL runs. (a) Surface net LW flux 
(upward positive). (b) Surface net SW flux (downward positive). (c) Latent heat flux. (d) Sensible heat flux. 
The latent heat and sensible heat fluxes are defined as positive out of the surface. All results are based 
on 30-yr climatologies and slash area indicates 5% significance level. The two gray rectangles define the 
Sahara and Sahel. 
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The NEW–CTL differences in surface energy budget terms are shown in Fig. 2.5. 

Four terms in surface energy budget are examined here, namely net upward LW flux, 

net downward shortwave (SW) flux, latent heat flux, and sensible heat flux (defined as 

positive upward). Although the NEW run has a larger surface upward LW flux over the 

Sahara and Sahel than the CTL run (Fig. 2.3a), the net upward LW flux decreases in 

the NEW run from the CTL run (Fig. 2.5a). This suggests that the downward LW flux 

increases in the NEW run and such increases outweigh the increase of surface upward 

LW flux. The decrease in surface net LW flux is largely compensated by an increase in 

latent heat flux (Fig. 2.5c) while the contributions from the sensible heat flux and net 

downward SW flux are secondary (Figs. 2.5b,d). The total difference in net surface 

energy balance is only 0.1 W m−2 over the entire Sahara and Sahel (Table 2.1). An 

increase of latent heat flux implies increased evaporation. A further look of the NEW–

CTL difference in the planetary boundary layer can explain the increase in downward 

LW flux at the surface in the NEW run. 

Figures 2.6a and 2.6b show the differences between the NEW and CTL runs in 

temperature and in humidity at 900 hPa, respectively. Differences in regionally 

averaged temperature and humidity profiles are shown in Figs. 2.6c and 6d, 

respectively. In the Sahara, the NEW run has a slightly warmer boundary layer (up to 

0.5 K) than the CTL run. The temperature difference between the NEW and CTL run 

monotonically decreases from the boundary layer to 500 hPa and then oscillates around 

zero. In the Sahel, the temperature difference is much smaller. In contrast, the humidity 

differences are unanimously positive for both the Sahara and Sahel and are statistically 

significant for all tropospheric levels in the Sahel and for the majority of upper and 
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middle tropospheric levels in the Sahara (Fig. 2.6d). The NEW − CTL difference in 900-

hPa specific humidity is 0.18 g kg−1 for the Sahel and 0.12 g kg−1 for the Sahara, 

respectively. As discussed later, these wetter and hotter boundary layers in the NEW 

run can contribute to differences in the precipitation. 

 
Fig. 2.6. (a) The long-term temperature difference at 900 hPa between the NEW and CTL runs. (b) As in 
(a), but for the specific humidity at 900 hPa. Slashed area indicates 5% significance level. The two 
rectangles define the Sahara and Sahel. (c) The temperature difference from 900 hPa to the TOA 
between the NEW and CTL runs averaged over the Sahara (red) and Sahel (blue). (d) As in (c), but for 
the specific humidity. Dots indicate the levels where the differences pass the Student’s t test at 5% 
significance level. 
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Table 2.1. Simulated energy budget and other key meteorological variables averaged over the Sahara 
and Sahel from the CTL run and the corresponding differences between the NEW and CTL runs. All 
results are based on the 30-yr average using the simulations from year 6 to year 35. 
 

 

Table 2.1 summarizes the NEW–CTL differences for the energy budget terms 

and other key climate variables, averaged over the Sahara and Sahel. The differences 

shown in Figs. 2.4–2.6 can be used to help understand the surface energy budget 

differences in Table 2.1. Both simulations can be deemed as attaining energy balance 

at the surface in the Sahara and Sahel: the net surface downward heat flux is 0.30 W 

m−2 in the CTL run and 0.40 W m−2 in the NEW run. The NEW run has a larger surface 

upward LW broadband flux by 1.90 W m−2. The downward LW flux at the surface in the 
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NEW run is increased by 4.23 W m−2, which is primarily due to a warmer and wetter 

boundary layer in the NEW run that emits more IR radiation downward. As a result, the 

net upward LW flux at the surface is reduced by 2.34 W m−2. Note that simulated clouds 

in these two runs contribute little to the increase of downward LW flux at the surface 

because the NEW–CTL difference in all-sky downward LW flux at the surface is almost 

the same as the difference in clear-sky downward LW flux at the surface (4.23 vs 4.02 

W m−2). On the other hand, the net SW downward flux is reduced by 1.10 W m−2 and 

such reduction is largely caused by the differences in clouds because the NEW–CTL 

differences in clear-sky downward SW flux at surface is only reduced by 0.34 W 

m−2 (The change in simulated cloud fields will be elaborated on in the next subsection). 

Combining the LW and SW flux together, the net upward radiative flux at the surface is 

reduced by 1.24 W m−2 from the CTL run to the NEW run. As a compensation, the 

upward latent heat flux is increased by 1.33 W m−2, implying more evaporation in the 

NEW run, which is consistent with the warmer boundary layer shown in Fig. 2.6. The 

slightly warmer boundary layer in the NEW run is also consistent with a reduction of 

sensible heat flux by 0.2 W m−2. 
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2.3.1.2 Differences in precipitation and cloud amount 

 
Fig. 2.7. (a) The mean seasonal cycle of precipitation over the Sahara and Sahel from GPCP 
observations (black lines) and from the CTL run. The convective and stratiform precipitations from the 
CTL run are plotted separately. (b) The mean seasonal cycle of evaporation rate as simulated by the CTL 
run for the Sahara (red) and Sahel (blue). (c) As in (a), but for the differences between the NEW and CTL 
runs. (d) As in (b), but for the difference between the NEW and CTL runs. Evaporation rate is converted 
from latent heat flux. Dots in (c) and (d) indicate 5% significance level. 
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Figure 2.7a shows the seasonal cycle of precipitation in the Sahara and in the 

Sahel from the CTL run and the Global Precipitation Climatology Project version 2.3 

(GPCP; Adler et al. 2003). Compared to the GPCP, the CTL run can capture the 

seasonal cycle of precipitation in the Sahel reasonably well, but in the Sahara it exhibits 

excessive rain from July to September. Figure 2.7a also shows that in both regions the 

convective precipitation dominates over the stratiform precipitation in the CTL run. 

Simulated seasonal cycle of latent heat flux (Fig. 2.7b; shown in terms of evaporation 

rate in mm day−1) clearly shows that the unrealistic rainfall in July–September in the 

Sahara is related to the latent heat flux. 

Figure 2.7c shows the NEW–CTL difference in precipitation rate as a function of 

calendar month, for convective and stratiform rainfall. In the Sahara, an increased 

precipitation can be seen from July to September, especially in August. Moreover, such 

precipitation increase is virtually all due to the increase in convective rainfall, with the 

largest value happening in August (0.22 mm day−1, or ~23% increase from the August 

climatology of the CTL run). In the Sahel, the difference in precipitation occurs in both 

rainy and dry seasons and is also dominated by convective rainfall change. Unlike in the 

Sahara, the difference in stratiform precipitation is nonnegligible, especially in the rainy 

season. The convective precipitation difference in the Sahel has two distinct peaks: one 

in May (0.17 mm day−1; 11% increase) and the other in September (0.28 mm day−1; 8% 

increase). Thus, the percentage change of precipitation due to inclusion of surface 

spectral emissivity is much larger in the Sahara than in the Sahel. Figure 2.7d shows 

the monthly-mean difference of latent heat fluxes between the NEW and CTL runs for 

the Sahara and Sahel, respectively. The monthly variations of such latent heat flux 
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differences are well correlated with the corresponding precipitation differences in Fig. 

2.7c. Moreover, the latent heat flux difference in the Sahara can explain almost all of the 

precipitation difference in the same region (Fig. 2.7c vs Fig. 2.7d) but it is not the same 

for the Sahel. This implies that the precipitation changes in the Sahara are almost 

entirely due to enhanced local evaporation but in the Sahel moisture flux from other 

regions must have contributed significantly to rainfall difference. Together with 

temperature and humidity differences shown in Figs. 2.4 and 2.6, this suggests that 

using more realistic surface spectral emissivity for the Sahara and Sahel in the CESM 

leads to more evaporation and more favorable atmospheric conditions for convection, 

resulting in more convective precipitation. Such precipitation increase is particularly 

notable during the boreal summer in the Sahara, exacerbating the wet bias over the 

Sahara in the standard CESM. 

Figure 2.8 shows the seasonal cycle of simulated cloud fraction by the CTL run 

and the difference between the NEW and CTL runs, for both the Sahara and Sahel. As 

expected, clouds are infrequent over the Sahara throughout the entire year (Fig. 2.8a), 

with the monthly-mean cloud fraction at each layer consistently less than 10%. 

Comparing the NEW run with the CTL run, there is an increase in cloud fraction up to 

2% in the NEW run throughout the troposphere in August and September over the 

Sahara, consistent with the peak of precipitation increase shown in Fig. 2.7c. Over the 

Sahel, high clouds dominate almost every month while middle and low clouds only 

occur frequently during the rainy season from July to September (Fig. 2.8b). Positive 

cloud amount differences between the NEW and CTL runs are seen in virtually all 

tropospheric layers in the Sahel (Fig. 2.8d), especially the low-level clouds in May and 
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September, which are statistically significant at 5% level, consistent with the large 

increase of precipitation in these 2 months (Fig. 2.7c). 

 
Fig. 2.8. (a) Mean seasonal cycle of simulated cloud fraction in each vertical layer by the CTL run for the 
Sahara. (b) As in (a), but for the Sahel. (c) As in (a), but for the difference between the NEW and CTL 
runs. (d) As in (c), but for the difference in the Sahel. Black dots indicate 5% significance level. 
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Figures 2.7 and 2.8 suggest that the cloud fraction changes between the NEW 

and CTL runs vary with season and are well correlated with the precipitation changes 

and latent heat flux changes. Although not all differences shown in the two figures pass 

the Student’s t test at 5% significance level, together with Figs. 2.4 and 2.6 they 

delineate a consistent response to the inclusion of surface spectral emissivity in the 

Sahara and Sahel: the surface air temperature is higher in the NEW run than in the CTL 

run and the boundary layer becomes warmer and more humid. These lead to more 

evaporation from the surface and accordingly more convective precipitation. Figure 

2.7 also indicates that the change in the Sahel precipitation is not solely due to 

convective rainfall and cannot be explained by local evaporation changes alone, 

indicating changes of moisture convergence and thus possible change of regional 

circulation due to the inclusion of surface spectral emissivity. This motivates us to look 

at regional changes beyond the Sahara and Sahel. 
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2.3.2 Regional changes beyond the Sahara and Sahel 

This subsection examines how the inclusion of realistic surface spectral 

emissivity in the Sahara and Sahel affects simulated climate in adjacent areas. Figure 

2.9 shows the GPCP observed mean precipitation and Fig. 2.10 shows the vertical 

velocity at 500 hPa (ω500) climatology based on the ECMWF ERA-Interim reanalysis. 

Also shown in these two figures are the difference between the CTL run and the 

observations as well as the difference between the NEW and CTL runs. The CTL run 

overestimates the precipitation over the majority of the African continent (Fig. 2.9b). But 

for the west part of the Sahel and its south coast (i.e., part of the African ITCZ in the 

boreal summer) the CTL run underestimates precipitation by 1–2 mm day−1. The NEW 

run can reduce such negative bias in precipitation by ~0.3 mm day−1 and the difference 

from the CTL run is statistically significant (Fig. 2.9c). Over the same regions, Fig. 

2.10c shows statistically significant negative difference in ω500 between the NEW and 

CTL runs, suggesting more ascending motions in the NEW run and thus supporting the 

rain rate difference shown in Fig. 2.9c. Such improved precipitation simulation is in 

contrast to the exacerbation of positive precipitation bias in the east part of the Sahara 

and the majority of the Sahel (Figs. 2.9b,c), as discussed in the previous subsection. 

The differences in ω500 over the Sahara and north part of the Sahel, although positive, 

are not statistically significant, likely owing to the large year-to-year fluctuation of vertical 

velocity. These results indicate that changing the surface spectral emissivity over the 

Sahara and Sahel can lead to statistically significant changes in precipitation 

and ω500 over the adjacent regions, especially south to the Sahel. Such changes can 

partially address the dry biases in the CTL run with respect to the observations. 
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Meanwhile, the wet bias in the Sahara and Sahel is amplified as a result of more 

realistic representation of surface emissivity, suggesting that some compensating 

biases in the standard CESM are masked by unrealistic representation of surface 

spectral emissivity. 

 

Fig. 2.9. (a) Observed mean precipitation based on the GPCP climatology from 1979 to 2017. (b) The 
difference of long-term mean precipitation rate between the CTL run and GPCP. (c) As in (b), but for the 
differences between the NEW and CTL runs. The slashed area indicates 5% significance level. The two 
gray rectangles define the Sahara and Sahel. 
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Fig. 2.10. As in Fig. 2.4, but for vertical velocity at 500 hPa. 
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Fig. 2.11. (a) Mean seasonal cycles of the differences between the NEW and CTL runs in precipitation 
rate (red), evaporation rate (blue), and in precipitation minus evaporation rate (P − E; orange). All are 
averaged over the Sahara sector of West Africa (20°–30°N, 10°W–10°E). (b) As in (a), but for the Sahel 
sector (10°–20°N, 10°W–10°E). (c) As in (a), but for the Gulf of Guinea and the coastal region north of it 
(10°S–10°N, 10°W–10°E). Dots on the plots indicate 5% significance level. 

 

Figure 2.9c also indicates that the NEW run has larger annual mean precipitation 

than the CTL run over most of West Africa (10°W–10°E), from the coastal region north 

of the Gulf of Guinea to the lower boundary of the Sahara around 20°N. The choice of 

10°W–10°E is to be consistent with geographical regions defined in previous studies 

about West Africa (e.g., Nicholson and Grist 2003; Thorncroft et al. 2011). Precipitation 

in West Africa is strongly associated with local evaporation as well as moisture transport 

from outside regions (Gong and Eltahir 1996; Nieto et al. 2006; Thorncroft et al. 2011). 

Thus, we further examine the individual contributions from local evaporation and 

moisture transport to such precipitation changes over different sectors within West 

Africa. Figure 2.11 shows the mean seasonal cycles of NEW–CTL differences in 

precipitation rate, evaporation rate as converted from latent heat flux, and precipitation 

minus evaporation rate (P − E, a proxy of moisture flux convergence) for three sectors 

in West Africa, namely the Sahara sector (20°–30°N), the Sahel sector (10°–20°N), and 
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the Guinea coast sector (including Gulf of Guinea and the coastal region north of it; 

10°S–10°N). The precipitation rate increases over the Sahara sector and is mainly due 

to the increase in local evaporation rate (Fig. 2.11a), consistent with the changes in 

precipitation and latent heat flux over the entire Sahara (Figs. 2.7c,d). Difference in the 

moisture flux convergence, as represented by difference in P − E, contributes little to the 

precipitation difference. The Sahara is a region featuring large-scale subsidence (Fig. 

2.10a) of Hadley circulation and thus low-level circulation is dominated by divergence 

instead of convergence, which can help explain the dominance of local evaporation for 

such simulated precipitation differences. For the Sahel sector in West Africa (Fig. 

2.11b), differences in evaporation and moisture flux convergence contribute almost 

equally to the difference in precipitation in April and May. From July to September when 

the ITCZ moves northward to the Sahel sector, the difference in moisture flux 

convergence is more responsible for the change in precipitation than the difference in 

local evaporation. Such findings are consistent with previous studies that use regional 

climate models to examine Sahel precipitation (e.g., Noble et al. 2014, 2017). For the 

Guinea coast sector where surface emissivity is not changed from the CTL to the NEW 

runs, differences in precipitation closely track the differences in moisture flux 

convergence for all calendar months, with negligible contributions from local 

evaporation. The fact that the dominant contributor to the precipitation difference 

transits from local evaporation in the Sahara sector to moisture convergence in the 

coast of the Gulf of Guinea clearly demonstrates that the change of surface spectral 

emissivity in the Sahara and Sahel can affect precipitation in adjacent regions via 

changes of moisture flux convergence to such regions. 
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2.4 Conclusion 

This study demonstrates that the inclusion of more realistic representation of 

surface spectral emissivity in the Sahara and Sahel can affect simulated climate in 

these regions as well as adjacent regions. Over the Sahara and Sahel, the NEW run 

simulates a warmer surface air temperature and a warmer and wetter planetary 

boundary layer than the CTL run. The surface energy balance in the NEW run is 

achieved mainly through an increase of latent heat flux compensated by a reduction of 

net upward radiative flux. Such conditions favor more convection in the NEW run, 

leading to more convective precipitation in the Sahara and Sahel. In regions south to 

the Sahel, particularly the north coastal region of the Gulf of Guinea, the NEW run 

simulates larger annual-mean precipitation and stronger large-scale ascending motion 

at 500 hPa than the CTL run and such differences are statistically significant. Over West 

Africa, the rainfall pattern change from the CTL run to the NEW run is caused largely by 

stronger local evaporation in the Sahara sector, by larger moisture flux convergence in 

the coastal region of the Gulf of Guinea, and by changes of both local evaporation and 

moisture convergence in the Sahel. 

As far as biases in the CESM with respect to the observations are concerned, the 

inclusion of surface spectral emissivity in the Sahara and Sahel reduces the cold bias of 

surface air temperature in the Sahara and the dry biases in the precipitation over the 

Gulf of Guinea sector. But it also makes the wet bias in precipitation over the Sahel and 

part of the Sahara worse. Identifying causes of regional biases in a climate model is 

generally difficult. These biases are usually caused by a myriad of compensating factors 

in the model. A more realistic representation of surface emissivity in the numerical 
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models fundamentally improves the surface–atmosphere LW coupling and, thus, 

eliminates one factor that can contribute to such biases. When the biases are worsened 

in the NEW run, it indicates that the incorrect assumption of surface emissivity in the 

CTL run has masked the effects of other representations. From this perspective, the 

direct benefits of inclusion of surface spectral emissivity are twofold: to eliminate one 

possible cause for the biases and to help reveal biases from other factors. 

The GCM biases in both simulated climatology and major modes of Sahel rainfall 

versus SST variability have been well documented for the CMIP3 models (e.g., Biasutti 

and Giannini 2006; Cook and Vizy 2006; Joly et al. 2007) and similar biases were seen 

in the CMIP5 models as well (e.g., Biasutti 2013). Meanwhile, previous studies have 

noted that the SSTs alone cannot explain the Sahel rainfall variability in the models 

(Scaife et al. 2009) and local processes such as vegetation changes can affect the 

Sahel rainfall and its decadal variations (Zeng et al. 1999; Kucharski et al. 2013). Our 

study shows that another local process, the surface–atmosphere LW coupling through 

spectrally varying surface emissivity, can also affect the Sahel rainfall climatology. A 

follow-up study would be to investigate, given the multidecadal variations of SST and 

the projection of future SST changes, to what extent the inclusion of surface spectral 

emissivity can affect the Sahel rainfall (drought) variations and future change. 

Desert emissivity has a strong spectral dependence, which can be as low as 0.6–0.7 in 

the IR window band and close to unity in other LW bands. This study indicates that if a 

GCM does not take such spectral dependence into account, it will have an incorrect 

band-by-band partition for the surface upward LW flux and its OLR will have an 

incorrect band-by-band decomposition with excessive flux from the window band. Given 
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that most GCMs do not include proper treatments for surface spectral emissivity, future 

work would be needed to incorporate such treatments in GCMs, thus making the 

radiative coupling between the atmosphere and the surface more consistent and more 

realistic. The CESM, for example, assumes constant graybody emissivity in the surface 

models (i.e., land, ocean, and sea ice) while assuming blackbody in the atmospheric 

model. To fully solve such spectral inconsistency across different components in the 

CESM, the same treatments of surface spectral emissivity in the atmospheric model, as 

done in this study, should be implemented into the surface models as well. Regional 

climate models and weather forecast models usually assume blackbody surfaces in 

their radiation schemes too. Inclusion of surface spectral emissivity should in principle 

improve the surface–atmosphere LW radiative coupling in all weather and climate 

models. 
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Chapter 3 

Seasonal Dependent Impact of Cloud Longwave Scattering on the Polar Climate 

 

3.1 Introduction 

 Cloud-radiation interactions play an important role in the Earth’s climate system 

[Stephens 2005; Ceppi et al., 2017; and references therein]. Cloud can absorb and 

scatter incident shortwave (SW) and longwave (LW) radiation, and emit LW radiation 

itself. These radiative processes depend on both cloud macroscopic properties (e.g. 

cloud amount, cloud top temperature) as well as its microscopic optical properties, 

namely extinction optical depth, single scattering albedo, and phase function, all of 

which are decided by the cloud droplet size distribution, particle shape, cloud water 

content, and sometimes particle orientation. Correct and faithful representations of 

these cloud radiative properties and cloud-radiation interactions in climate models, 

usually referred to as cloud-radiation parameterization, are critical to the success of 

climate modeling. Sustained efforts have been invested for the cloud-radiation 

parameterizations [e.g. Stephens 1984; Randall 1989; Fu and Liou 1993; Edward and 

Slingo 1996; Mlawer et al. 1997; Pincus et al. 2003; Yang et al. 2015], but many 

challenges and issues still remain.  

Because numerous processes involve in the cloud-radiation parameterizations 

and resolving all of them is extremely computational expensive, climate models usually 
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make reasonable approximations for the sake of computational cost. One widely used 

approximation is the neglect of the LW scattering effect of clouds. Chen et al. [2014] 

and Kuo et al. [2020] surveyed climate models that participated in the IPCC 5th 

assessment report and found that only models from three modeling centers had 

considered the cloud LW scattering effect. The traditional rationales for modelers to 

neglect cloud LW scattering in the weather and climate models are two folds: (1) In the 

LW spectrum, the imaginary parts of the index of refraction for both ice and liquid are 

orders of magnitude larger than those in the SW spectrum. As a result, the overall 

attenuation of LW radiation by cloud alone is largely due to absorption instead of 

scattering. (2) LW is featured with prominent gaseous absorptions by H2O, CO2, O3, and 

other trace gases. For a given vertical layer in the atmosphere and for LW, its layer-

mean single scattering albedo, which describes the probability an attenuated photon 

being scattered instead of being absorbed in the layer, can be expressed as  

𝜔 = !!∆!!
∆!!"#!∆!!

      (3.1), 

where ∆𝜏!"#  is the gaseous optical thickness of the layer, ∆𝜏!  is the cloud optical 

thickness, and ωc is the single scattering albedo of cloud. All variables in eq. (1) are 

frequency dependent so the subscript for frequency is omitted for brevity. As long as 

∆𝜏!"# ≫ ∆𝜏!, the scattering of the layer is negligible regardless of the value of ωc. Such 

conditions usually hold for the spectral bands with strong greenhouse gas absorptions, 

e.g., the center of CO2 15µm band (630-690 cm-1) with ∆𝜏!"# ranging from 100 to ~9000 

in the troposphere. For the H2O bands, this is also the case as long as water vapor is 

abundantly presented in the air, e.g. in the tropics and mid-latitudes.  
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Fig. 3.1. (a) The imaginary part of the index of refraction for ice (solid line) and liquid water (dotted line) 
over the LW spectrum. (b) The extinction coefficients of ice particles and water droplet over the LW 
spectrum with several assumed effective diameters. The effective diameter of the ice particle is 20 µm 
(solid line) and 60µm (dash-dotted line). The effective diameter of the water droplet is 20 µm (dotted line). 
(c) Same as (b) but for the single scattering albedo. The two vertical orange lines bracket 350 to 630 cm-1, 
the bandwidth for two consecutive RRTMG_LW bands. This figure is adopted from Kuo et al. (2017) but 
with higher spectral resolution. 
 

While the reasoning above is generally applicable to water vapor bands in the 

tropics and mid-latitudes, it breaks down in the polar region due to three facts. First, the 

imaginary part of the index of refraction of ice has a local minimum around 400 cm-1 

(Fig. 3.1a) and, as a result, ice clouds can have a single scattering albedo as large as 

0.6-0.8 over 350-630 cm-1 (Fig. 3.1c), a portion of far-infrared (far-IR) spectrum featured 

with water vapor rotational absorption. Second, the same portion of far-IR spectrum 
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contributes ~35-40% of outgoing LW radiation (OLR) in the polar regions (Fig. 3.2b), 

which means ice clouds can scatter a fair amount of LW radiation and affect the energy 

budget. Third, the high-latitude total column water vapor (TCWV) is much smaller than 

the TCWV in the tropics and mid-latitudes (Fig 3.2a). In the deep Antarctic, the TCWV is 

only ~ 2 mm or even less owing to its high elevation, and the TCWV variation from 

summer to winter can be as large as a factor of 2.5. In the Arctic, the TCWV is slightly 

above 10 mm in the summer and the summer-to-winter variation is about a factor of 5. 

Since the optical depth is proportional to the density of the absorber, the optical depth of 

water vapor in high latitudes is also significantly less than those in the extra-polar 

regions. Therefore, even for the same ice cloud, its LW scattering effect can be much 

larger in the high latitudes than in the rest of globe, simply because ∆𝜏!"# of such water 

vapor band is much smaller in the polar regions than in the rest of the globe. Note that 

the ice cloud scattering effect can be especially important over the aforementioned far-

IR region where the ice cloud scattering effects peak. Given the fractional contribution of 

this far-IR region to the broadband LW radiation budget, neglecting such scattering 

effects can be questionable, at least for the simulation of polar climate.  
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Fig. 3.2 (a) A zonal-mean climatology of total column water vapor as derived from NASA MERRA-2 
reanalysis. Ten years of data is used and the results for JJA, DJF, and annual mean are plotted in 
orange, blue, and red, respectively. (b) The percentage contribution of 350-630cm-1 flux to the entire 
outgoing longwave as a function of latitude and calendar month (right panel) and the annual-mean as a 
function of latitude (left panel). The result is based on averages of 10-year spectral flux (2006-2015) 
derived using the method in Huang et al. [2014] from the collocated CERES and AIRS observations.  
 

In order to show the impact of ice cloud scattering on the LW radiative fluxes in 

the polar regions, we carry out offline radiative transfer model calculations using a 

typical sub-Arctic summer profile [McClatchy et al. 1972]. The radiative transfer model 

and ice cloud LW optical scheme are based on Kuo et al. [2020]. Details about these 

schemes will be given in Section 3.2.1 and the same schemes are used in the following 

climate simulations. These offline calculations involve different locations of a layer of ice 

cloud, different cloud optical properties, and different TCWV amount. The cloud layer is 

assumed at either 7-8 km (equivalent to 359-413 hPa) or 1-2 km (equivalent to 792-896 

hPa), representing a high and low cloud condition, respectively. To represent different 

cloud optical properties, ice particle effective diameter is varied from 10µm to 200µm 

with a fixed ice water path of 20 g m-2, a typical value for polar cloud. Lastly, the TCWV 
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is scaled by a factor ranging from 0.25 to 1.5. The ice cloud scattering effect is deemed 

as the differences between two parallel calculations: one enables the cloud scattering 

effect and the other disables the scattering effect by setting the cloud extinction optical 

depth to the absorption optical depth and the single scattering albedo to zero. The 

scattering effects on the OLR and downward LW flux at the surface (FLDS) are shown 

in Fig. 3.3.   

 

Fig. 3.3 (Upper row) Offline radiative transfer calculation of the change of outgoing LW radiation (ΔOLR) 
due to the inclusion of ice cloud LW scattering for different combinations of total column water vapor 
(TCWV) and ice cloud optical properties. A typical sub-Arctic summer sounding profile is used in the 
calculations and the total column water vapor is scaled by a factor ranging from 0.25 to 1.5. The ice cloud 
is one layer with a fixed ice water path of 20 g m-2, a typical value for polar cloud. The ice particle effective 
diameter varies from 10µm to 200µm, and the optical depth at 11µm (τ) is shown in the Y-Axis. Left panel 
is for a layer of ice cloud at 7-8km (high cloud) and the right panel is at 1-2km (low cloud). (Lower row) 
Same as the upper row but for the changes of downward longwave flux at the surface (ΔFLDS). On each 
panel, two vertical dash lines denote the typical TCWV for sub-Arctic winter (left) and summer (right). 
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There are several noteworthy features in Fig. 3.3. First, The scattering effect 

decreases the OLR and increases the FLDS, consistent with previous offline 

calculations over the entire globe [Kuo et al. 2017]. A scattering cloud, compared to a 

purely absorptive cloud, redirects upwelling LW radiation to different directions, 

including reflecting it back to surface, which in turn decreases the OLR and increases 

the FLDS. Second, the smaller ice effective diameter is, the higher single-scattering 

albedo is (Fig. 3.1c), which then induces collectively strong scattering effect on both the 

OLR and FLDS. Third, when the TCWV is small and thus the atmosphere has weak 

absorption of LW radiation, the scattering effects on the OLR and FLDS tend to be 

strong. Fourth, the reduction of OLR due to scattering is larger than the increase of 

downward LW flux at surface, implying large atmospheric LW absorption between the 

surface and cloud, as mentioned in Chen et al. [2014]. Finally, The scattering effect for 

the low cloud is generally smaller than that for the high cloud, which can be explained 

using eq. (1) as the optical depth due to water vapor absorption in the lower 

troposphere is much larger than its counterparts in the upper troposphere. Compared to 

the high cloud, the scattering effect of the low cloud on the OLR is smaller, which is 

mainly because a larger amount of water vapor exists between the low cloud top and 

the top of the atmosphere, implying stronger atmospheric absorption and thus 

weakening the scattering effect. 

Our offline calculations show that the cloud scattering effect can increase the 

FLDS in the polar regions by several Wm-2, which can affect the surface energy budget 

and consequently, surface air temperature (SAT). Interestingly, previous studies using 

climate model simulations to investigate the cloud LW scattering effect have not 
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reported the influences on the SAT in the polar regions (e.g. Zhao et al. 2018; Wu et al. 

2019; Jin et al. 2019). We speculate that because all these studies carried out 

simulations with prescribed sea surface temperatures (SSTs) and sea ice, the LW 

radiative boundary condition is hence prescribed over oceans so that the LW radiative 

coupling between surface and atmosphere does not exist over ocean surfaces. Even 

though the cloud LW scattering can increase the FLDS and potentially alter surface 

energy budget over the polar ocean, the responses cannot be fully represented when 

the SSTs and sea ice are prescribed. This poses an issue in assessing the cloud LW 

scattering effect using prescribed-SST simulations. 

The objective of this chapter is to examine the ice cloud LW scattering effect 

using climate model simulations, with a particular focus on the polar regions. We modify 

the Community Earth System Model (CESM) version 1.1.1 to include ice cloud LW 

scattering treatments and use this modified CESM to quantify the impact of ice cloud 

LW scattering on the polar regions. In order to see the LW coupling effects between the 

surface and atmosphere, we carry out two types of parallel simulations: one prescribes 

SSTs and sea ice, similar to the previous studies, and the other uses a slab-ocean 

model, in which ocean and sea ice have thermodynamic responses to the changes in 

surface energy processes so the surface temperature is allowed to change as well. 

Lastly, given the potential contribution from the far-IR bands to the total cloud LW 

scattering effect, we also examine this in this chapter. The remainder of this chapter is 

organized as follows: Section 3.2 describes the modified version of the CESM used in 

this study and the design of simulation experiments. Section 3.3 presents the simulation 

results and physical interpretations. Conclusions are then given in section 3.4. 
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3.2 Methods 

3.2.1 The modification of cloud-LW radiation schemes in the CESM 1.1.1 

The LW radiation scheme used by the CESM 1.1.1 is RRTMG_LW [Mlawer et al. 

1997], which does not take LW scattering into account. To include the scattering 

calculations in the RRTMG_LW, Kuo et al. (2020) implemented a hybrid two-stream and 

four-stream (2S/4S) radiative transfer solver [Toon et al. 1989; Fu et al. 1997] into the 

RRTMG_LW. This solver represents the source function using a two-stream 

approximation, in which the Planck function is approximated linearly in optical depth 

[Toon et al. 1989]. This source function representation is then combined with a four-

stream approximation to solve radiative fluxes [Fu et al. 1997], i.e., two upward streams 

use the same source function. Compared to the 128-stream DISORT solver (DIScrete 

Ordinate Radiative Transfer; Stamnes et al. 1988), this modified RRTMG_LW scheme 

works well in both clear and cloudy conditions in terms of accuracy and efficiency, as 

revealed in column tests of different atmospheric and cloud profiles. More detailed 

evaluations and justification of the 2S/4S radiative transfer solver for LW scattering can 

be found in [Kuo et al. 2020]. I then incorporated this modified RRTMG_LW into the 

CESM 1.1.1 to study the LW scattering effect on the simulated climate. 

The CESM 1.1.1 does not parameterize the LW scattering properties of clouds 

[Mitchell et al. 1996; Gent et al. 2011]. Because the scattering effects of liquid clouds 

are generally small over the entire LW spectrum, I hence implemented a new ice cloud-

radiation scheme developed by Kuo et al. [2020] into the CESM1.1.1, This scheme 

parameterizes ice cloud LW optical properties, namely, extinction coefficient, single-

scattering albedo, and asymmetric factor, by utilizing the MODIS (Moderate Resolution 
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Imaging Spectroradiometer) Collection 6 ice cloud model [Platnick et al. 2017) with in-

situ observed particle size distributions [Baum et al. 2011; Heymsfield et al. 2010; 

2013]. Accurate optical properties of such ice clouds were regressed as a function of 

the ice effective particle diameter. Details about this new scheme can be found in Kuo 

et al. [2020]. The ice effective diameter used in the CESM1.1.1 is based on Kristjansson 

et al. [2000], which parameterized the ice effective diameter as a function of 

temperature. 

   

3.2.2 CESM simulation settings 

Using the modified version of the CESM1.1.1, three sets of experiments are 

carried out. The scattering effects of liquid clouds are generally small over the entire LW 

(Fig. 3.1) and thus are not included in this study. The first set of experiments enables 

the ice cloud LW scattering effect, hereby referred as “Scat”. The second set, called 

“noScat”, is identical to the first set except cloud LW scattering being turned off by 

setting cloud extinction optical depth to the absorption optical depth and cloud single 

scattering albedo to zero. In order to examine the contributions from the far-IR bands, 

the third set, called “noFIR”, is identical to the Scat set except the ice cloud scattering in 

the far-IR bands being turned off (10-630 cm-1 in the RRTMG_LW). The impact of ice 

cloud LW scattering on the simulated climate is then deduced by differencing the results 

from Scat and noScat runs, or from noFIR and noScat runs. To understand how ice 

cloud LW scattering interacts with the surface, these three experiments are carried out 

with a slab-ocean model (hereafter, SOM runs), in which ocean and sea ice can have 

thermodynamic response to the change of surface energy processes and surface 
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temperature is allowed to change over ocean and sea ice. We also carry out the same 

three sets of experiments with prescribed climatological SSTs (hereafter, prescribed-

SST runs), following the traditional way of assessing atmospheric parameterizations in 

climate models. To account for model internal variability, four ensemble members are 

included in each set of simulations. Each member begins with a slightly different initial 

condition, similar to the settings in the CESM Large Ensemble Project [Kay et al. 2015]. 

All simulations are carried out for 35 years and the outputs from the last 30 years are 

used in the following analysis. 

A side note is that the default atmospheric physics package in the CESM 1.1.1 is 

CAM5, but the CESM1.1.1 only supports the slab-ocean simulations with the previous 

CAM4 atmospheric physics package [Neale et al. 2010]. Hence, we carried out all 

CESM1.1.1 simulations with the CAM4 physics for both SOM and prescribed-SST runs 

(the CESM component set “E2000” and “F2000”, respectively), but replaced the LW and 

SW radiation schemes with the RRTMG_LW and RRTMG_SW, respectively. 

RRTMG_LW and RRTMG_SW are the radiation schemes used in CAM5 and such 

changes of radiation scheme configuration can be configured using the scripts with the 

CESM 1.1.1 package. All simulations are forced with present-day forcings at the level of 

year 2000. Solar forcing is prescribed without year-to-year variation. The horizontal 

resolution of the simulations is 1.9o latitude by 2.5o longitude and the number of vertical 

levels in the atmospheric model is 26. 
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3.3 Results and discussion  

3.3.1 The ice cloud LW scattering effect on surface air temperature  

 

Fig. 3.4. (Left panel) The changes of boreal winter (December to February, DJF) zonal-mean surface air 
temperature (ΔSAT) due to inclusion of ice cloud LW scattering in the CESM. The ensemble-mean 
difference between the Scat and noScat for the SOM runs is shown in red, and the spread of four 
ensemble members is shown in the shade of the same color. Blue curve and shade are for the same 
difference but from the prescribed-SST runs. Yellow curve and shade show the difference between the 
noFIR and noScat for the SOM runs. (Right panel) Same as the left one except for the austral winter 
(June to August, JJA). 30 years of simulations are used in the analysis. 

 

Fig. 3.4 shows the impact of including ice cloud LW scattering on the simulated 

zonal-mean surface air temperature (SAT) climatology for December-January-February 

(DJF) and June-July-August (JJA) periods, respectively. When the SSTs and sea ice 

are prescribed in the simulations (blue lines), including LW scattering or not has little 

impact on simulated SAT except the southern hemisphere polar region. Such results 

are consistent with the traditional wisdom that the LW scattering matters little in the 

prescribed-SST simulations. The simulated SAT difference (ΔSAT) south of 60oS is 

notable due to the fact that the Antarctic continent covers the majority of the region and 
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the land surface temperature can respond to the changes caused by enabling ice cloud 

LW scattering in the prescribed-SST runs. Over the Arctic, the ensemble-mean ΔSAT is 

nearly zero but the ΔSAT of an individual member can be either positive or negative. 

This indicates that, when the SSTs and sea ice are prescribed, including ice cloud LW 

scattering or not behaves as a noisy perturbation in the simulated Arctic climate. 

Therefore, the ensemble-mean difference is not statistically different from zero.  

However, the zonal-mean SAT difference due to ice cloud LW scattering for the 

SOM runs is positive everywhere and for all ensemble members, as shown in Fig. 3.4. 

The ensemble spread of such difference is well separated from its counterparts from the 

prescribed-SST runs. The SAT increase due to the inclusion of LW scattering in the 

tropics and mid-latitude is ~0.5K for both DJF and JJA periods. The ensemble mean 

ΔSAT in the Arctic winter is ~1.8K, 3-5 times larger than it in the Arctic summer (~0.3K), 

and all ensemble members show a consistent increase of SAT. Such large contrast 

between the Arctic summer and winter ΔSAT can be understood in two folds: (1) the 

large variation of Arctic TCWV from summer to winter as mentioned above, less TCWV 

in the winter implying stronger LW scattering effect;  (2) moreover, the absence of SW 

radiation in the polar winter, as well as reduced surface turbulent heat flux due to 

extensive sea ice coverage, imply that the LW radiation plays the decisive role in 

regulating the SAT [Serreze and Barry 2005; Overland and Guest 1991]. In contrast to 

winter, SW radiation plays a lead role in the summer Arctic surface energy balance. 

Moreover, snow and ice melting in the summer consume surface energy residue, further 

reducing energy available to increase surface temperature. Also, during winter, the 

boundary layer in the Arctic is shallow and featured with strong temperature inversion, 
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which implies the anomalies in surface energy flux tend to affect the surface 

temperature rather than the atmosphere. A similar contrast between winter and summer 

SAT change can also be seen in the Antarctic, though not as large as it in the Arctic.  

Yellow curves (noFIR – noScat runs) in Fig. 3.4 show the impact on zonal-mean 

SAT when ice cloud scattering is turned off in the far-IR but still on the mid-IR. The 

yellow curves are in the middle between red and blue curves over the extra-polar 

regions, suggesting that the mid-IR scattering contributes to about half of total ΔSAT. 

The mid-IR scattering primarily results from window regions, where gaseous absorption 

is weak. However, for both Arctic and Antarctic winter, the SAT change in the noFIR run 

is much smaller than the change in the Scat run, indicating the dominant contribution of 

far-IR scattering to the total scattering effect in terms of the SAT changes. Such contrast 

of the role of ice cloud far-IR scattering between polar winter and extra-polar regions 

can be largely understood using Eq. (1) and is primarily due to the drastic difference in 

the TCWV (and hence gaseous optical depth) between the extra-polar regions and the 

polar winter. It is also partly due to the increasing importance of far-IR contribution to 

the LW radiation from tropics to polar regions (Fig. 3.2b), an inference from Wien’s 

Displacement Law. 
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3.3.2 The ice cloud LW scattering effect on the Arctic 

 

Fig. 3.5 The spatial maps of the ensemble-mean differences between the Scat and noScat for the SOM 
runs. (a,e) the SAT differences, (b,f) the FLDS difference, (c,g) the TCWV difference, and (d,h) the sea 
ice fraction difference. The DJF climatological differences are shown on the top row and the JJA 
counterparts are on the bottom row. 
 

We further examine the ice cloud LW scattering effects in the Arctic. Figure 3.5 

shows the spatial map of the differences between Scat and noScat for several variables 

in the SOM runs. In wintertime (Fig. 3.5a-d), the increases of SAT and FLDS due to ice 

cloud LW scattering are uniform across the entire Arctic domain. The increase of 

wintertime TCWV scales with the absolute value of TCWV, that is why ΔTCWV over 

Greenland is smaller than that over the surrounding area. Compared to the wintertime, 

the changes in the SAT and FLDS are much smaller in the summertime (Fig. 3.5e and 
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f), while the changes in the TCWV are larger in the summertime because the absolute 

value of TVWV in summertime is larger than wintertime. Another notable feature is that, 

over the summertime, even though ΔSAT is small for the Arctic Ocean, the change of 

sea ice fraction is statistically significant. Such change of sea ice fraction might be an 

accumulated effect: increased SAT through the winter and spring, as well as increased 

FLDS in the summer, both work towards the reduction of sea ice in the summertime 

 

Fig 3.6. Same as Fig. 3.5 but for the SST runs. The ice fraction is excluded because the prescribed-SST 
runs prescribe the sea ice fraction, there is no any differences between the Scat and noScat. 

 

Similar to Fig. 3.5, we examine the scattering effect in the prescribed-SST runs, 

as shown in Fig. 3.6. The difference in sea ice fraction is excluded in Fig. 3.6 because 
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these runs prescribe the SSTs and sea ice fraction, sea ice fraction remains the same 

for both Scat and noScat experiments. Compared to the SOM runs, the prescribed-SST 

runs have much smaller differences in wintertime SAT, FLDS, and TCWV, and most of 

them are not statistically significant (Fig. 3.6a-c). Because the majority of the Arctic is 

covered by sea ice or ocean, and the sea ice fraction and SSTs are not allowed to 

change in the prescribed-SST runs, these can exhibit the LW radiative coupling 

between the surface and atmosphere, resulting in small changes in the SAT, FLDS and 

TCWV responding to the cloud LW scattering effect. In summertime, the differences 

induced by cloud LW scattering are small as well. 

In order to see how the ice cloud LW scattering effect influences the energy 

budget in the Arctic wintertime, we perform the Arctic domain-averaged (66.5oN to 

90oN) energy budget analysis in DJF at the surface and the TOA, as shown in Fig. 3.7. 

The TOA energy budget shows minimal changes in response to the scattering effect in 

all experiments. Inspecting the surface energy budget, the scattering effect in the 

prescribed-SST runs shows minimal changes with large internal variability. For 

example, the scattering effect increases the ensemble-mean, Arctic domain-averaged 

SAT by 0.07K with a standard deviation of 0.25 among four members. The scattering 

effect in the SOM runs, in contrast, shows large changes in SAT with a small standard 

deviation (1.35±0.13K). Examining each term in the surface energy budget, it becomes 

clear that the increase in SAT in the SOM runs is mainly due to the increase in 

downward LW flux at the surface (+4.56 Wm-2), as the changes in SW fluxes, latent 

heat, and sensible heat fluxes are minimal, less than 0.5 Wm-2. The increase in 

downward LW flux at the surface is largely attributed to the clear-sky part, which 
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contributes roughly 80% of this increase. When the cloud scattering in the far-IR is 

turned off, the scattering effect on the SAT becomes much smaller with large standard 

deviation (0.34±0.27K), indicating that far-IR scattering has a dominant contribution to 

the total scattering effect in the Arctic wintertime. 

 

Fig. 3.7. The DJF climatology, Arctic domain-average (66.5o-90oN) energy budget at the TOA and the 
surface.  Values in black are the ensemble mean of the noScat experiment for the SOM and prescribed-
SST runs, the latter is enclosed by parenthesis. Values in blue show the Scat-noScat differences for the 
prescribed-SST run. Values in red show the Scat-noScat differences for the SOM runs. Values in gold 
show the noFIR-noScat differences between for the SOM run. The standard deviation of four ensemble 
members is also shown. DSW means downward SW flux, RSW means reflected SW flux, DLW means 
downward LW flux, ULW means upward LW flux, LH means latent heat flux, SH means sensible heat 
flux. 
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Fig. 3.8. (a) Ensemble-mean, Arctic domain-averaged Scat-noScat difference of SAT ( ΔSAT) in DJF with 
respect to the difference of FLDS (ΔFLDS). Results from the SOM and prescribed-SST runs are plotted 
as red and blue dots, respectively. The linear regression lines are also plotted. The numbers in 
parentheses are 95% confidence intervals. (b) Same as (a) but for ΔFLDS with respect to ΔTCWV. (c) 
Difference in Arctic domain-averaged vertical temperature profiles for DJF, ensemble-mean results shown 
in thick colored lines and results from individual members in thin lightly colored lines. (d,e,f) are the 
counterparts of (a,b,c) but for JJA. (g,i) Same as (c,f) but for difference in specific humidity. (h,j) Same as 
(c,f) but the difference in the vertical profiles of cloud amount. 
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Figure 3.8 includes a few key diagnostics to reveal the reasons behind the 

differences between the SOM and prescribed-SST runs in response to the ice cloud LW 

scattering effect. For both runs, the Arctic winter domain-averaged ΔSAT is well 

correlated with the difference in FLDS (ΔFLDS) caused by the ice cloud LW scattering. 

A linear regression can explain >90% of the variance in ΔSAT, and the linear regression 

slope is essentially the same for both the SOM and fixed SST runs (Fig. 3.8a). This is 

consistent with the dominant role of LW radiation in regulating wintertime SAT. Such 

good linear relations can also be found between ΔFLDS and ΔTCWV (Fig. 3.8b). The 

linear relations hold for each ensemble member as well (Fig. 3.9).  

The ensemble-mean and Arctic-averaged DJF temperature vertical profile 

changes due to the LW scattering is negligible in the prescribed-SST run, so does the 

change of humidity profiles (Fig. 3.8c and 3.8g). However, the counterparts from the 

SOM runs are positive for all ensemble members and well separated from the 

prescribed-SST run results. The change of cloud amount vertical profile, however, is 

~1% or even less, and the results from the prescribed-SST and SOM runs are not well 

separated from each other (Fig. 3.8h). These results suggest that the contrast of Arctic 

DJF ΔSAT between the SOM and prescribed-SST runs is not primarily due to in-situ 

cloud field change. Instead, it is due to a LW feedback mechanism with surface 

involved: the inclusion of LW scattering leads to an increase of FLDS, which in the 

wintertime alters the surface energy budget significantly and leads to an increase of 

surface temperature over the entire Arctic. Such increase of surface temperature leads 

to an increase of atmospheric temperature and of the humidity in the troposphere, which 

further increases the downward LW flux and forms a positive feedback. Such feedback 



 73 

mechanism is particularly effective in the winter because the summer surface 

temperature can be affected by multiple factors in addition to FLDS thus the linear 

regression can only explain ~56% of ΔSAT variances (Fig. 3.8d). 

 

Fig 3.9. (First and second columns) Arctic domain-averaged Scat-noScat difference of SAT ( ΔSAT) with 
respect to the difference of FLDS (ΔFLDS) as caused by the inclusion of ice cloud LW scattering for four 
ensemble members. The first column shows the results in DJF and the second column shows the results 
in JJA. Each row represents different ensemble member. (Third and fourth columns) Same as the first 
and second columns but for ΔFLDS and ΔTCWV. 
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To corroborate the aforementioned mechanism, we perform a domain-averaged 

analysis to quantify the contributions of atmosphere-surface LW radiative coupling to 

the simulated cloud LW scattering impact. The Arctic-averaged ΔTCWV due to ice cloud 

LW scattering is 0.02cm in the prescribed-SST run but 0.22cm in the SOM run (Table 

3.1), i.e. allowing surface-atmosphere coupling amplifies the effect of LW cloud 

scattering on the simulated TCWV by a factor of 10. A similar large contrast between 

the prescribed-SST and SOM runs can be seen for the ΔFLDS as well. Such large 

contrasts are consistent with Fig. 3.8 and corroborate the need of considering surface 

and atmospheric LW coupling in order to assess the full impact of ice cloud LW 

scattering, a physical process that has been usually evaluated using the prescribed-

SST runs.  

Table 3.1. Arctic domain-averaged analysis of the changes (Δ) caused by the inclusion of ice cloud LW 
scattering. Linear regression coefficients are given with 95% confidence intervals. The numbers in 
parentheses are fraction of variance explained by the linear regression. In the last column, the results 
based on the regressions of the Prescribed-SST and SOM runs are in blue and red, respectively.  

ΔFLDS = β1 ΔTCWV+c1; ΔSAT = β2 ΔFLDS+c2; ΔSAT = β3 ΔTCWV+c3 

 Prescribed-SST SOM δ Difference 
(SOM - Prescribed-
SST) 

Estimated difference 

β1 16.0±2.1 (90.0%) 15.5±1.3 (95.2%)   

β2 0.26±0.02 (97%) 0.26±0.02 (94%)   

β3 4.02±0.73 (82%) 3.95±0.61 (86%)   

ΔT700 (K) 0.11 0.88 0.77  

ΔTCWV (cm) 0.021 0.22 0.20  

ΔFLDS (Wm-2) 0.53 4.56 4.03 δ(ΔFLDS) = β1δ (ΔTCWV) 
3.2±0.41 
3.1±0.26 

ΔSAT (K) 0.075 1.35 1.27 δ(ΔSAT) = β1 β2δ (ΔTCWV) 
0.83±0.06 
0.81±0.06 
 
δ(ΔSAT) = β3δ (ΔTCWV) 
0.80±0.15 
0.79±0.12 
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Since the prescribed-SST run does not have surface-atmosphere LW coupling 

whether the cloud scattering is included or not, we use the contrast between the 

prescribed-SST and SOM runs to assess the LW coupling between atmosphere and 

surface. The change of TCWV is highly correlated with the change of atmospheric 

temperature. For example, the correlation between ΔTCWV and ΔT700hPa is 0.96 in the 

prescribed-SST run and 0.95 in the SOM run. To avoid collinearity due to correlated 

variables, we use ΔTCWV as the sole linear predictor to represent the change of clear-

sky atmospheric state and estimate ΔFLDS and ΔSAT with linear regression, i.e.,  

ΔFLDS = β1ΔTCWV + c1,    (3.2) 

ΔSAT = β2ΔFLDS + c2,        (3.3) 

ΔSAT = β3ΔTCWV + c3.      (3.4) 

The regression coefficients are derived from the prescribed-SST and SOM runs, 

respectively, and shown in Table 3.1 using the same notation as above. Table 3.1 

shows that, in any cases, the linear regressions can explain at least 82% of the total 

variance and the linear regression slopes derived from both runs are highly consistent 

with each other.  

If we denote the difference in ΔTCWV between the SOM and prescribed-SST 

runs as δ(ΔTCWV), i.e., the difference due to the surface-atmospheric LW radiative 

coupling, then the difference in ΔFLDS and ΔSAT due to such coupling can be 

estimated as δ(ΔFLDS)= β1δ(ΔTCWV), δ(ΔSAT)= β3δ(ΔTCWV) or 

δ(ΔSAT)= β2β1δ(ΔTCWV). Such estimated results are shown in the rightmost column of 

Table 3.1. The estimates based on regressions from the SOM and prescribed-SST runs 

are highly consistent with each other. 3.2 out of 4.03 Wm-2 total difference in ΔFLDS 
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and 0.8 out of 1.27K total difference in ΔSAT can be explained by the linear regression 

relations with respect to ΔTCWV. This supports our explanation that the differences in 

clear-sky atmospheric features between the prescribed-SST and SOM runs contribute 

the most to the differences in SAT in response to ice cloud LW scattering. 

 
3.3.3 The ice cloud LW scattering effect on the Antarctic 

 We now turn to examine the ice cloud LW scattering effect in the Antarctic. 

Figure 3.10 shows the spatial map of the ensemble-mean differences between Scat and 

noScat for the SOM runs. In wintertime (JJA), the scattering effect increases the SAT, 

FLDS, and TCWV uniformly across the entire Antarctic domain. Unlike the Arctic, these 

increases in the summertime (DJF) are still prominent and statically significant, though 

the magnitudes are smaller than the wintertime counterparts. This is because in the 

summertime, the TCWV is still small enough over the Antarctic owing to the high 

elevation of the Antarctic continent, which allows the scattered LW radiation to reach the 

surface and then increase the SAT. 
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Fig. 3.10 Same as Fig. 3.5 but for the Antarctic. 
 

 

Fig. 3.11 Same as Fig. 3.6 but for the Antarctic. 
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The scattering effect in the prescribed-SST runs is examined in Fig. 3.11. The 

scattering effect increases the SAT, FLDS, and TCWV mainly over the Antarctic 

continent and these increases are larger in wintertime (JJA) than summertime (DJF), 

similar to the results in the SOM runs but the magnitudes are smaller. In contrast to the 

Arctic in which the scattering effect is weak in the prescribed-SST run (Fig. 3.6), the 

scattering effect is decent over the Antarctic. This is because over the Antarctic 

continent, the LW radiative boundary condition is determined by surface energy 

processes, not prescribed. As a result, the SAT can respond to the changes in FLDS. 

This explanation is also supported by the small changes in SAT over the ocean grids 

around the Antarctic continent, in which the SSTs and sea ice fraction are prescribed so 

that the SAT shows minimal changes.  
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Fig. 3.12 Same as Fig. 3.7 but for the Antarctic (66.5-90oS). 
 

In order to see how the ice cloud LW scattering effect affects the energy budget 

in the Antarctic JJA, we perform the Antarctic domain-averaged (66.5oS to 90oS) energy 

budget analysis at the surface and the TOA, as shown in Fig. 3.12. At the TOA, the 

scattering effect induces approximately 2 Wm-2 difference between the all-sky OLR and 

clear-sky OLR for both the prescribed-SST and SOM runs, indicating some changes in 

cloud properties due to the scattering effect. At the surface, because other energy terms 

exhibit minimal changes, the increase in FLDS is mainly balanced by the upward LW 

flux at the surface, which is consistent with what we have seen in the Arctic surface 

energy budget. Similarly, the increase in FLDS in the SOM run is mainly from clear-sky 



 80 

part while in the prescribed-SST runs, only 31% increase in the FLDS is from the clear-

sky part. This indicates that in the prescribed-SST run, the changes in cloud is primarily 

responsible to the FLDS increase. When the scattering from the far-IR bands is turned 

off, the resulting scattering effects become much weaker, implying the importance of 

scattering in the far-IR band in the Antarctic.  

 

Fig. 3.13 Same as Fig. 3.8 but for the Antarctic. 
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To reveal the importance of surface-atmosphere LW coupling effect over the 

Antarctic winter, we perform a similar analysis as what we have done for the Arctic, 

shown in Fig. 3.13, 3.14, and Table 3.2. Conclusions gained from the Arctic are largely 

applicable to the Antarctic. First, the winter Antarctic domain-averaged ΔSAT is well 

correlated with the difference in FLDS (ΔFLDS) caused by the ice cloud LW scattering. 

A linear regression can explain >90% of the variance in ΔSAT, and the linear regression 

slope is essentially the same for both the SOM and prescribed-SST runs (Fig. 3.13d). 

This is consistent with the dominant role of LW radiation in regulating wintertime SAT. 

Such good linear relations can also be found between ΔFLDS and ΔTCWV (Fig. 3.13e). 

Unlike the Arctic, ΔSAT, ΔFLDS, and ΔTCWV still have good correlations during 

summertime (Fig. 3.13a and b), implying that the FLDS still plays an important role in 

the surface energy process. This is probably because in summertime, the surface 

albedo is sufficiently high, weakening the role of SW radiation in the surface energy 

processes. Also, the latent heat flux is small in the Antarctic as the majority of the 

surface area is covered by ice or snow instead of water. Second, in the prescribed-SST 

runs, the LW scattering effect induces minimal changes in the ensemble-mean and 

Antarctic-averaged temperature vertical profile for both DJF and JJA (Fig. 3.13c and f), 

as well as the humidity profiles (Fig. 3.13g and i). In contrast, the counterparts from the 

SOM runs are positive for all ensemble members and well separated from the 

prescribed-SST run results. Lastly, the change of cloud amount vertical profile is ~3% or 

even less, and the results from the prescribed-SST and SOM runs are not well 

separated from each other (Fig. 3.13h and j). These results suggest that the contrast of 
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ΔSAT in Antarctic JJA between the SOM and prescribed-SST runs is not primarily due 

to in-situ cloud field change. 

 

Fig 3.14. Same as Fig. 3.9 but for the Antarctic. 
 

We also perform linear regression to estimate the surface-atmospheric LW 

radiative coupling in the Antarctic. The regression coefficients are shown in Table 3.2. 

Like the Arctic, the estimates based on the regressions results from the SOM and 
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prescribed-SST runs are highly consistent with each other and can be used to explain 

the SAT differences between these two runs. The linear regression relations with 

respect to ΔTCWV can explain 2.7 out of 3.52 Wm-2 total difference in ΔFLDS and 0.7 

out of 1.03K total difference in ΔSAT. Like the Arctic, this supports our explanation that 

the differences in clear-sky atmospheric features between the prescribed-SST and SOM 

runs in response to ice cloud LW scattering contribute the most to the differences in 

SAT. 

Table 3.2. Same as Table 3.1 bur for Antarctic ensemble-mean results in JJA.  
ΔFLDS = β1 ΔTCWV+c1; ΔSAT = β2 ΔFLDS+c2; ΔSAT = β3 ΔTCWV+c3 

 Prescribed-SST SOM δ Difference 
(SOM - Prescribed-
SST) 

Estimated difference 

β1 21.8±2.4 (92.5%) 22.8±3.5 (86.6%)   

β2 0.23±0.02 (94%) 0.28±0.03 (91%)   

β3 4.95±0.98 (79%) 5.95±1.56 (69%)   

ΔT700 (K) 0.20 0.90 0.70  

ΔTCWV (cm) 0.008 0.13 0.12  

ΔFLDS (Wm-2) 1.66 5.18 3.52 δ(ΔFLDS) = β1δ (ΔTCWV) 
2.6±0.29 
2.7±0.42 

ΔSAT (K) 0.38 1.42 1.03 δ(ΔSAT) = β1 β2δ (ΔTCWV) 
0.60±0.05 
0.77±0.08 
 
δ(ΔSAT) = β3δ (ΔTCWV) 
0.59±0.12 
0.71±0.19 

 

3.4 Concluding remarks 

 As ice cloud LW scattering is missing in a dominant majority of climate models, 

recently the inclusion of ice cloud LW scattering in the climate models has received 

certain attention [Wu et al. 2019; Zhao et al. 2018; Jin et al. 2019], but all relevant 
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studies have been conducted using prescribed-SST type simulations. Although the 

inclusion of cloud LW scattering enhances the LW absorptions by the climate system, 

we show that, without the surface-atmosphere radiative coupling, such enhanced LW 

absorption alone has limited impact on the simulated climate. When such coupling is 

allowed, its impact on the polar surface climate can be manifested through a positive 

feedback between the atmosphere and surface, causing considerable differences in the 

simulated surface climate. Such impact is seasonably dependent, due to the role played 

by LW radiation in regulating surface energy budget. The contrast between the 

prescribed-SST and SOM runs supports such findings and the domain-averaged energy 

budget analysis further confirms the feedback mechanisms. Our results also show that 

the scattering in the far-IR bands dominates the impact of ice cloud LW scattering on 

the simulated polar surface climate, highlighting the importance of far-IR radiation to the 

polar climate. 

Methodology wise, while the parameterization of atmospheric physical processes 

is usually developed and assessed using the atmospheric model alone, our study 

serves as an example to stress two points: (1) the need of using coupled simulations to 

assess different parameterizations of atmospheric processes and (2) a parameterization 

scheme applicable to one climate zone might not be equally applicable to other climate 

zones.  
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Chapter 4 

Quantifying the Combined Effect of Surface Spectral Emissivity and Ice Cloud 

Longwave Scattering in High-Latitude Regions 

 

4.1 Introduction  

In recent decades, high-latitude regions in both hemispheres have shown many 

signs of changes. In the northern hemisphere, the Arctic has been warming at a rate 

approximately twice that of the global average (Richter-Menge et al. 2018). The Arctic 

sea ice extent is shrinking rapidly with the ten lowest extents since 1979 occurring in 

this 21st century (Parkinson and DiGirolamo 2016). In the southern hemisphere, surface 

temperature trends show significant warming over the Antarctic Peninsula (Mayewski et 

al. 2009; Turner et al. 2014). The Southern Ocean sea ice extent has expanded at a 

rate of 1.5% per decade since the late 1970s, but with large regional variations (Fan et 

al. 2014; Turner et al. 2015; Hobbs et al. 2016). The causes of these changes are not 

well understood, which also lowers the confidence in projections of future changes in 

the high-latitude regions. 

General circulation models (GCMs) are essential tools to understand these 

changes and project future climate in the high-latitude regions. Current GCMs still 

struggle to simulate key features in these regions, such as surface energy budget 

(Boeke and Taylor 2016; Previdi et al. 2015), cloud amount (English et al. 2015; Boeke 
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and Taylor 2016), and cloud phase (Morrison et al. 2009; Kay et al. 2016). To improve 

the GCMs, a thorough understanding of relevant processes is necessary, such as 

atmosphere-surface interactions, clouds, radiation, etc. Among them, longwave (LW) 

radiation receives relatively little attention compared to other processes. This chapter 

will focus on two particular aspects of the LW radiation scheme in the GCMs, namely, 

surface spectral emissivity and cloud LW scattering.  

Virtually all GCMs assume surface as blackbody or graybody and neglect cloud 

LW scattering in their LW radiation scheme, but these assumptions have not been 

closely examined until recently. Using a modified version of the Community Earth 

System Model (CESM) that includes realistic surface emissivity, Feldman et al. (2014) 

and Huang et al. (2018) showed that, compared to blackbody surface, the inclusion of 

realistic surface emissivity can increase the surface temperature in the high-latitude 

regions by about 1 K. Chapter 3 also shows that the inclusion of ice cloud LW scattering 

can increase the surface temperature in the high-latitude regions by about 1 K during 

wintertime. The combined effect of surface emissivity and cloud LW scattering is also 

worth studying. Chen et al. (2014), using offline radiative transfer model calculations 

over the Antarctic plateau, demonstrated that when the surface is not blackbody and 

clouds can scatter LW radiation, multiple reflection of LW radiation between the surface 

and clouds can occur and retain more energy in the earth system than the case of 

blackbody surface and non-scattering clouds. This combined effect, to our best 

knowledge, has not been quantified in the high-latitude regions using climate model 

simulations. This chapter intends to quantify this combined effect as well as the relative 



 90 

contribution of each effect, using a modified version of the CESM version 1.1.1 

(CESM1.1.1). 

The remainder of this chapter is organized as follows: Section 4.2 describes the 

modified version of the CESM used in this chapter and the design of simulation 

experiments. Section 4.3 presents the numeric results and physical interpretations. 

Conclusions and further discussions are then given in section 4.4. 

 

4.2 Methods  

4.2.1 Description of the modified version of the CESM1.1.1 

Because the original CESM1.1.1 assumes the surface as blackbody and non-

scattering clouds in the LW radiation scheme in the atmosphere model, three 

modifications are implemented and briefly described as follows:  

(1) The implementation of surface spectral emissivity based on Huang et al. (2018). 

Surface spectral emissivity dataset is taken from Huang et al. (2016), in which a hybrid 

approach was used to develop a global surface emissivity dataset suitable for the use in 

weather and climate models. This surface emissivity dataset is implemented into the LW 

radiation scheme of the CESM1.1.1, RRTMG_LW (Mlawer et al. 1997), through which 

the surface upward broadband LW flux provided from the surface models is 

redistributed into RRTMG_LW bands according to the realistic surface spectral 

emissivity, instead of blackbody. Details about this modification and its verification can 

be found in Huang et al. (2018).  

(2) The implementation of a two/four-stream radiation transfer solver into the 

RRTMG_LW based on Kuo et al. (2020). Because the RRTMG_LW is designed for a 
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non-scattering medium and cannot calculate the LW scattering effect, a two/four-stream 

radiation transfer solver (Toon et al. 1989; Fu et al. 1997) is implemented into the 

RRTMG_LW. This solver represents the source function with a two-stream 

approximation and solves radiative fluxes with a four-stream approximation. Details 

about this modified RRTMG_LW scheme can be found in Kuo et al. (2020).  

(3) The implementation of a new ice cloud LW optical scheme based on Kuo et al. 

(2020). Since the CESM 1.1.1 does not include the cloud LW scattering effect, the ice 

cloud LW optical schemes also lacks parameters for cloud LW scattering calculation 

(e.g. Ebert and Curry 1992; Mitchell et al. 1996). A set of up-to-date ice cloud LW 

optical parameters is therefore implemented into the CESM1.1.1, namely, extinction 

coefficients, single-scattering albedos, and asymmetric factors. These parameters are 

calculated by using the MODIS (Moderate Resolution Imaging Spectroradiometer) 

Collection 6 ice cloud model (Platnick et al. 2017) with in-situ observed particle size 

distributions (Baum et al. 2011; Heymsfield et al. 2010; 2013), and then are regressed 

as a function of the ice effective particle diameter. Details about this ice cloud LW 

optical scheme can be found in Kuo et al. (2020).  

This modified version of CESM1.1.1 has been used to investigate the effects of 

surface emissivity on the simulated climate (Huang et al. 2018; Chapter 2), and the ice 

cloud scattering effects in the polar regions in Chapter 3. 

 

4.2.2 Simulation experiment designs 

In order to quantify the combined effect of surface emissivity and ice cloud LW 

scattering, four sets of parallel simulations are carried out. The first set, called 

“noEmis_noScat”, assumes the surface as blackbody and disables the ice cloud 
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scattering effect by setting the ice cloud extinction coefficients to its absorption 

coefficients and single-scattering albedo to zero. The second set, called “Emis_noScat”, 

is the same as the noEmis_noScat, except using realistic surface spectral emissivity 

over the entire globe. The differences between the Emis_noScat and noEmis_noScat 

runs can be deemed as the surface emissivity effect. The third set, “noEmis_Scat”, is 

the same as the noEmis_noScat, except enabling the ice cloud LW scattering effect. 

The differences between the noEmis_Scat and noEmis_noScat runs can be deemed as 

the scattering effect. The last set utilizes realistic surface emissivity and enables ice 

cloud LW scattering, called “Emis_Scat”. The difference between the Emis_Scat and 

noEmis_noScat is the combined effect of emissivity and ice cloud scattering.  

Since Chapter 3 shows that the ice cloud LW scattering effect is notable only 

when the surface is coupled with the atmosphere, all simulations are carried out with a 

slab-ocean model. All simulations are forced with present-day forcings in the year 2000, 

i.e. the concentration of trace gases and aerosols in the atmosphere are prescribed at 

the level for the year 2000. Solar forcing is prescribed without year-to-year variation. To 

account for internal variability, each experiment set is carried out with four ensemble 

members. Each member begins with a slightly different initial condition, in which a 

small, random perturbation is imposed to the temperature fields.  Each member runs for 

35 years and the ensemble mean of the last 30 years are used in following analysis. 

The horizontal resolution of these simulations is 1.9o latitude by 2.5 o longitude and 26 

vertical levels exist in the atmospheric model. 
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4.3 Results and discussion  

4.3.1 Emissivity and scattering effects on the entire globe 

 
Fig. 4.1. Latitude-pressure cross section of temperature changes due to (a,e) the emissivity effect, (b,f) 
the scattering effect, (c,g) the sum of the emissivity and scattering effects, and (d,h) the combined effect 
of emissivity and scattering. (a-d) are in DJF and (e-h) are in JJA. Dotted area indicates that the 
differences pass the Student’s t test with a 5% significance level. 
 

Since previous studies have reported that the inclusion of surface emissivity and 

cloud LW scattering effects can warm the troposphere (Huang et al. 2018; Zhao et al. 

2018; Wu et al. 2019), we first examine the changes of tropospheric temperature in 

response to these effects. Figure 4.1 shows the temperature changes as a function of 

latitude and pressure level for DJF (December-January-February) and JJA (June-July-

August) climatology. Consistent with the findings of previous studies, either emissivity or 

scattering effect warms virtually the entire troposphere in DJF and JJA. (Fig. 4.1a, b e, 

and f). Notably, emissivity and scattering effects show distinct spatial and seasonal 

dependence, with most prominent warming in the polar winter troposphere. The 

scattering effect in general has larger warming than the emissivity effect, especially in 
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the tropical upper troposphere, where the cirrus cloud prevails. The combined emissivity 

and scattering effect (Fig. 4.1d and h) has larger warming than the individual effect, and 

is approximately the sum of the individual effect (Fig. 4.1d and h versus Fig. 4.1c and 

g). In other words, the scattering and emissivity effects are linearly additive to a large 

extent.  

 
 
Fig. 4.2. Zonal-mean surface air temperature changes due to the scattering effect (red), the emissivity 
effect (blue), the sum of emissivity and scattering effects (black), and the combined emissivity and 
scattering effects (gold). The solid line represents the ensemble mean values and the shaded area 
indicates the spread of four ensemble members. The left column shows DJF climatology and the right 
column shows JJA climatology.  
  

We further examine the impact on surface air temperature (SAT). Figure 4.2 

shows the changes of the zonal mean SAT responding to these effects in DJF and JJA. 

Both effects lead to an increase in zonal-mean SAT over the entire globe with 

comparable magnitudes. In the tropics and mid-latitudes, the SAT increase of either 

effect is about 0.5K with little seasonal dependence, while in the high-latitude regions, 

either effect has larger warming, especially in high-latitude winter when the scattering 
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effect increases the SAT by about 1.8 K in both hemispheres. The combined emissivity 

and scattering effect (gold line in Fig. 4.2), compared to the individual effect, has a 

larger warming over the entire globe. This warming roughly equals to the sum of the 

individual warming effects (black line in Fig. 4.2). 

 

4.3.2 Emissivity and scattering effects on high-latitude surface climate  

 

 
Fig. 4.3. The changes in surface air temperature over the Arcitc due to (a,e) the emissivity effect, (b,f) the 
scattering effect, (c,g) the sum of the emissivity and scattering effects, and (d,h) the combined effect of 
emissivity and scattering. (a-d) are in DJF and (e-h) are in JJA. Dotted area indicates that the differences 
pass the Student’s t test with a 5% significance level. 



 96 

 
Fig. 4.4. The DJF climatology, Arctic domain-average (66.5o-90oN) energy budget at the TOA and the 
surface.  Values in black are the ensemble mean of the noEmis_noScat run. Values in other colors are 
the differences between the noEmis_noScat and the respective run. Gold, red, blue colors represent the 
combined emissivity and scattering effect, the emissivity effect, and the scattering effect, respectively. 
The standard deviation of four ensemble members is also shown. DSW means downward SW flux, RSW 
means reflected SW flux, DLW means downward LW flux, ULW means upward LW flux, LH means latent 
heat flux, SH means sensible heat flux. 

 

Because both the emissivity and scattering effects are most prominent in the 

high-latitude regions, we take a close look at these regions in both hemispheres. Figure 

4.3 shows the SAT changes in the Arctic induced by the emissivity and scattering 

effects. Each effect warms virtually the entire Arctic basin by approximately 1 K in terms 

of Arctic domain average (Fig. 4.3a and b), while this warming is largely reduced to 

about 0.3 K in JJA (Fig. 4.3e and f). Since the combined emissivity and scattering 

effects can be deemed as a linear summation of each effect, together they warm the 
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entire Arctic by 2.2 K in DJF and 0.6 K in JJA, respectively (Fig. 4.3d and h). In order to 

explain the large wintertime warming in Arctic induced by the emissivity and scattering 

effects, we analyze the Arctic domain-averaged (66.5oN to 90oN) energy budget at the 

surface and the top of the atmosphere (TOA) as shown in Fig. 4.4. Inspecting each term 

in the surface energy budget, the largest difference is the downward LW flux at the 

surface, about +3.30 Wm-2 for the emissivity effect, +4.56 Wm-2 for the scattering effect, 

and +7.58 Wm-2 for the combined effect. These increases are largely attributed to the 

increase of clear-sky downward LW flux, as the difference between the all-sky and 

clear-sky fluxes at the surface is roughly 1 W m-2. Since both the emissivity and 

scattering effects induce minimal changes in surface shortwave (SW) fluxes, latent heat 

and sensible heat fluxes, and horizontal energy transport (calculated as the net upward 

energy flux at the TOA minus the net upward flux at the surface), these increases in 

surface downward LW flux are largely compensated by the increase in the surface 

upward LW flux, consistent with the increase in SAT. At the TOA, the outgoing LW 

radiation (OLR) increases by 0.80, 0.84, and 1.70 Wm-2 for the emissivity, scattering, 

and the combined effect, respectively, which is associated to the increase in SAT.  
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Fig. 4.5. The changes in surface air temperature over the Antarctic and the Southern Ocean due to (a,e) 
the emissivity effect, (b,f) the scattering effect, (c,g) the sum of the emissivity and scattering effects, and 
(d,h) the combined effect of emissivity and scattering. (a-d) are in DJF and (e-h) are in JJA. The black line 
shows the sea ice edge of the noEmis_noScat run and the blue line shows the sea ice edge of 
Emis_noScat run in (a,e), noEmis_Scat run in (b,f), and Emis_Scat run in (d,h). Dotted area indicates that 
the differences pass the Student’s t test with a 5% significance level. 

 

Similar to Fig. 4.3 and 4.4, we also take a close look at the SAT changes in the 

Antarctic and the Southern Ocean, as shown in Fig. 4.5. Consistent with the findings in 

the Arctic, either emissivity or scattering effect warms virtually the entire Antarctic and 

the Southern Ocean, as well as the combined effect. These warming are larger in 

wintertime (JJA) than summertime (DJF). We also analyze the Antarctic domain-

averaged (66.5oS to 90oS) energy budget at the surface and TOA, as shown in Fig. 4.6. 

The surface energy budget shows increases of downward LW flux at the surface in 

response to the emissivity and scattering effects (+2.56 Wm-2 for the emissivity effect, 

and +5.18 Wm-2 for the scattering effect, and +7.03 Wm-2 for the coupling effect). These 
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increases are mainly attributed to the increases in clear-sky downward LW flux. Similar 

to the Arctic (Fig. 4.4), the SW fluxes, latent heat and sensible heat fluxes, and 

horizontal energy transport only show minimal changes in response to either the 

emissivity or scattering effect. Thus, the increases in downward LW flux at the surface 

are largely balanced by the increases in upward LW flux at the surface, consistent with 

the increase in SAT. This increase in SAT also leads to an increase in clear-sky OLR, in 

particular the cases of the scattering and the combined effects, of which have large SAT 

increases. The all-sky OLR exhibits minimal changes in these two cases, indicating an 

increase in high cloud fraction over this region. 

 

 
Fig. 4.6. Same as Fig. 4.4 but for the Antarctic domain-average (66.5o-90oS) in JJA.  
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4.3.3 Emissivity and scattering effects on the Southern Ocean 

The increase in SAT over the Southern Ocean can affect the sea ice fraction. 

Figure 4.5 shows that, in DJF (austral summer), the SAT changes over the sea ice 

regions exhibit smaller changes than those over the Antarctic continent and adjacent 

ocean (Fig. 4.5a-d). The sea ice edge, defined as the most equatorward latitude where 

sea ice fraction is larger than 35%, also exhibits minimal changes responding to the 

scattering and emissivity effects. In contrast to DJF, the SAT in JJA (austral winter) 

shows large increases in the proximity of the sea ice edge for emissivity, scattering, and 

the combined effects. The sea ice retreats in all cases, in particular when the emissivity 

and scattering effects are combined, though the retreat extent is small. This motivates 

us to take a further look at the sea ice fraction changes in the Southern Ocean.  

 

 
 
Fig. 4.7. Same as for Fig. 4.5 but for sea ice fraction. The sea ice edge is shown in red lines.  
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Figure 4.7 shows the changes of sea ice fraction in the Southern Ocean. The sea 

ice fraction decreases in both DJF and JJA. In JJA, this decrease in sea ice fraction 

mostly concentrates around the sea ice edge (Fig. 4.7e-h) and can be as large as 30%. 

These sea ice decreases are associated with the large SAT increase in these regions 

(Fig. 4.5e-h). In DJF, the decrease in sea ice not only occurs around the sea ice edge, 

but also around the Antarctic continent (Fig. 4.7a-d). This decrease is not as large as 

those in JJA, but still can be about 10%. The combined effects of scattering and 

emissivity show a larger decrease in sea ice fraction than those of the individual effect. 

These results show that the inclusion of surface emissivity and ice cloud LW scattering 

increases the SAT, which in turn decreases the sea ice fraction. 

Sea ice is a good insulator and inhibits the exchanges of heat and moisture 

between the surface and the atmosphere. When sea ice melts and exposes the ocean 

underneath, the exchanges of heat and moisture between the surface and atmosphere 

can increase significantly (Taylor et al. 2018), influencing the properties of boundary 

layer and clouds. The changes in low cloud fraction are examined in Fig. 4.8. The low 

cloud fraction increase over the sea ice in both DJF and JJA, especially around the sea 

ice edge. The increases in low cloud fraction and the decreases of sea ice fraction are 

approximately collocated, implying that the changes in surface conditions and boundary 

layer are responsible to the increases in low cloud fraction. The combined effect of 

emissivity and scattering has the largest SAT increase and sea ice decrease, resulting 

in the largest increase in low cloud fraction.  

 



 102 

 

Fig. 4.8. Same as for Fig. 4.5 but for low cloud fraction. The sea ice edge is shown in green lines.  
 

The increase in low cloud fraction in DJF can affect SW radiation at the surface 

and the TOA. Figure 4.9a-d show that the surface downward SW flux decreases over 

the sea ice regions by about 10 Wm-2 for either the emissivity or scattering effect and by 

about 15 Wm-2 for the combined effect, as a result of the increase in low cloud fraction 

that reflect more SW flux to space. The surface net downward SW fluxes (Fig. 4.9e-h), 

however, remain unchanged for emissivity or scattering effect and even increase for the 

combined effect by about 5 Wm-2. This inconsistency reveals that although the increase 

in low cloud fraction reduces the surface downward SW flux, this effect on the net flux is 

largely offset by the decrease in sea ice fraction, in which the surface albedo decreases 
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so that the surface absorbs more SW energy. The changes of net downward SW flux at 

the TOA largely resemble that at the surface.  

 

 

Fig. 4.9. The changes in downward SW flux at the surface (a-d), net downward SW flux at the surface (e-
h), and net downward SW flux at the TOA (i-l) in DJF. (a,e,i) show the emissivity effect, (b,f,j) show the 
scattering effect, (c,g,k) show the sum of the emissivity and scattering effects, and (d,h,l) show the 
combined effect of emissivity and scattering. The black line shows the sea ice edge of the 
noEmis_noScat run and the green line shows the sea ice edge of Emis_noScat run in (a,e,i), 
noEmis_Scat run in (b,f,j), and Emis_Scat run in (d,h,l). Dotted area indicates that the differences pass 
the Student’s t test with a 5% significance level. 
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4.4 Conclusion 

 Most GCMs assume surface as blackbody and non-scattering clouds in their LW 

radiation scheme. Previous studies have reported that these two assumptions can be 

questionable in the high-latitude regions, and demonstrated that the inclusion of either 

surface spectral emissivity or ice cloud LW scattering can increase the SAT in the high-

latitude regions. However, the combination of these two effects and the relative 

contributions of each on the high-latitude regions have not been quantified, which 

becomes the main focus of this chapter. 

 Consistent with previous studies, our results show that either surface emissivity 

and ice cloud LW scattering effects warm virtually the entire troposphere and the 

surface on the high-latitude regions, and this warming is more prominent in wintertime 

than in summertime. Our results show that the magnitudes of these two effects are 

comparable and the combined effect of these two is roughly the summation of each 

individual effect.  

 This study mainly focuses on the surface energy budget in high-latitude regions 

in response to the emissivity and scattering effect. It is worthwhile to conduct further 

analyses. For instance, this study shows that the emissivity and scattering effects 

induce larger warming in the high-latitude regions than the tropic and mid-latitudes, 

which can change the meridional temperature gradient and potentially affect large-scale 

circulations. Studying the changes in large-scale circulations due to the surface 

emissivity and scattering effects would be a potential research topic.  
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Chapter 5  

Improving the Surface and Cloud Longwave Radiation Treatments in the Energy 

Exascale Earth System Model (E3SM) 

 

5.1 Introduction 

Both long-term climate trends and short-term climate variability can have 

substantial impacts on the energy sector and affect energy security. The U.S. 

Department of Energy (DOE) has identified at least three observed climate trends that 

can impact the energy sector, namely, increasing air and water temperatures, 

decreasing water availability in some regions and seasons, and increasing intensity and 

frequency of storm events, flooding, and sea level rise (U.S. Department of Energy, 

2013). The ability to simulate and predict these climate trends is crucial for energy-

sector decisions, but beyond the capabilities of the existing state‐of‐the‐art Earth system 

models. To meet the mission needs of the DOE and the science needs of the nation, 

the DOE has funded the Energy Exascale Earth System Model (E3SM) project, formerly 

known as the Accelerated Climate Modeling for Energy (ACME; Bader et al., 2014). In 

particular, the E3SM aims to address three climate change thematic areas, namely, 

Water Cycle, Cryosphere, and Biogeochemistry. 

 Longwave (LW) radiation processes play an important role in the Earth’s climate 

system, and these processes can influence the three main climate thematic areas of the 
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E3SM. The E3SM, among other Earth system models, assumes that the surface is 

blackbody or graybody and clouds are non-scattering in its LW radiation scheme. 

Previous studies (e.g. Chen et al. 2014; Feldman et al. 2014; Huang et al. 2018) and 

Chapters 3 and 4 have demonstrated that these assumptions are not valid in the high-

latitude regions. Specifically, the inclusion of surface spectral emissivity or ice cloud LW 

scattering can warm the high-latitude surface air temperature by about 1K for each and 

they together can warm by about 2K. Since the E3SM particularly focuses on water 

cycle and cryosphere, of which the high-latitude regions play an important role, proper 

representations of the LW radiation processes are essential to predict future climate in 

these regions. This suggests that both surface spectral emissivity and cloud LW 

scattering treatments need to be included in the E3SM. This chapter describes the 

implementations of these treatments into the E3SM, similar to what we have been done 

for the CESM (Community Earth System Model) in the previous chapters. We then carry 

out climate simulations to examine the impact of these implementations in the E3SM, 

particularly to what extent these treatments affect the key climate features in high-

latitude regions, such as surface air temperature, precipitation, and radiative fluxes at 

the surface and the top of the atmosphere. 

The remainder of this chapter is organized as follows. Section 5.2 briefly 

describes the E3SM and the design of simulation experiments. Section 5.3 presents the 

simulation results analysis and discussion. Conclusions and further discussions are 

given in section 5.4. 
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5.2 Methods 

5.2.1 Description of the E3SM 

This study uses the first version of the E3SM (E3SMv1; Golaz et al. 2019). The 

E3SMv1 is branched from the CESM version 1 (CESM1; Hurrell et al. 2013), but has 

evolved significantly ever since. Similar to the CESM1, the E3SMv1 has six sub-model 

components: atmosphere, land, ocean, sea ice, land ice, and river. The Atmospheric 

Model component (EAM) is based on the Community Atmospheric Model version 5.3 

(CAM5.3; Neale et al. 2012), with notable changes in parameterizations of aerosol, 

clouds, and convection (Rasch et al. 2019). Note that these changes are broadly similar 

to those from CAM5.3 to CAM6. The Land Model component (ELM) is based on the 

Community Land Model Version 4.5 (CLM4.5; Oleson et al. 2013) with new options for 

representing soil hydrology and biogeochemistry. The ocean, sea ice, and land ice 

components, compared to the CESM1, are replaced with the Model for Prediction 

Across Scales (MPAS; Ringler et al. 2010; Petersen et al. 2019). The river component 

is also replaced with the Model for Scale Adaptive River Transport (MOSART; Li et al. 

2013; 2015). 

Similar to what we have done for the CESM, we implement three modifications 

into the LW radiation scheme in the E3SM, namely, surface spectral emissivity (Huang 

et al. 2016; 2018), a two/four-stream radiation transfer solver to handle scattering 

calculation (Kuo et al. 2020), and a new ice cloud LW optical scheme based on MODIS 

(Moderate Resolution Imaging Spectroradiometer) Collection 6 ice cloud model (MC6; 

Kuo et al. 2020). Details about these modifications can be found in Chapter 4.2 of this 

dissertation. 
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5.2.2 Simulation experiment designs 

In order to examine the impact of these implementations, we carry out four sets 

of parallel simulations. The first set uses the standard E3SM as the reference, called 

“CTL”. The second set, called “Emis”, is the same as CTL except using realistic surface 

spectral emissivity over the entire globe. The differences between the Emis and CTL 

runs can be deemed as the surface emissivity effect. The third set, called “IceCloud”, is 

the same as the CTL except using the two/four-stream radiation transfer solver, the  

MC6 ice cloud LW optical scheme, and enabling the ice cloud LW scattering effect. The 

differences between the IceCloud and CTL runs can be deemed as the impact of the 

new ice cloud LW treatments. The last set, called “Emis+IceCloud”, utilizes realistic 

surface emissivity and the new ice cloud LW treatments. The difference between the 

Emis+IceCloud and CTL represents the combined effect of surface emissivity and ice 

cloud treatments.  

Because the ice cloud LW scattering effects are notable only when the surface is 

coupled with the atmosphere (Chapter 3), we carry out fully-coupled E3SM simulations 

for each experiment set, i.e. all model components are active and coupled with each 

other. Given that the fully-coupled simulations can take hundreds of simulation years to 

spin up and requires considerable computational resources, all simulations are 

initialized with the Year 2000 from the historical run of the standard E3SM, provided by 

the E3SM team. Details about the E3SM historical run can be found in Golaz et al. 

(2019). Due to the limitation of computational resources, only one member for each 

experiment set is performed in this chapter. Each experiment member runs for 15 years 

(2000-2014) with the historical forcings, e.g. the concentration of carbon dioxide 
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increases with time, and then all 15-year results are used in the following analysis. The 

historical forcings and the configuration of the E3SM historical run closely resemble 

those in the Climate Model Intercomparison Project Phase 6 (Eyring et al., 2016; Golaz 

et al. 2019). The horizontal resolution is 1o latitude by 1o longitude for the atmosphere 

and land models, 0.5 o for the river model, and mesh spacing varying between 60 km in 

the midlatitudes and 30 km at the equator and poles for the ocean and sea ice model. 

72 vertical levels are in the atmospheric model.  

 
5.3 Results 

5.3.1 Impacts on surface climate 

 
 
Fig. 5.1. The differences of surface air temperature in DJF (left column) and JJA (right column). (a,b) The 
differences between the Emis and CTL runs, (c,d) the difference between the IceCloud and CTL runs. 
(e,f) The difference between the Emis+IceCloud and CTL runs. Slashed area indicates that the 
differences pass the Student’s t test with a 5% significance level. 
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 Figure 5.1 shows the changes of surface air temperature (SAT) in response to 

the inclusion of surface spectral emissivity and ice cloud treatment. The inclusion of 

surface emissivity leads to an increase in SAT over the high-latitude regions, especially 

during wintertime (Fig. 5.1a and b), consistent with the results shown in Chapter 4 using 

the CESM simulations with a slab-ocean model. The inclusion of surface emissivity also 

increases the SAT over the Sahara and Sahel, consistent with the findings in Chapter 2 

using the CESM with prescribed sea surface temperatures. Since the inclusion of 

surface emissivity exhibits similar effects in different models and configurations, this 

shows the robustness of the surface emissivity effect. The physical explanations for the 

SAT increases in the high-latitude and the Sahara and Sahel regions have been 

discussed in Chapter 4 and Chapter 2, respectively, and is briefly summarized as 

follows. In the high-latitude regions, the surface emissivities of ice and snow are around 

0.9 in the far-IR bands (0-630 cm-1; Huang et al. 2018). Using realistic surface 

emissivity over these regions, compared to blackbody, reduces the surface emission in 

the far-IR band. This reduction cannot be compensated by the enhancement of the 

reflected downward LW flux at the surface, as the downward far-IR flux is much smaller 

than the surface emission in the far-IR because of the small far-IR emission from the 

cold and dry atmosphere. As a result, the surface emits less energy when the realistic 

surface emissivity is used, which means more energy is retained at the surface and 

leads to an increase in the SAT. The physical explanation for the SAT increase in the 

Sahara and Sahel regions is similar to those in the high-latitude regions, but switches 

from the far-IR band to the atmospheric window band (~800-1200 cm-1). The surface 

emissivity over the window band can be as low as 0.7 over the Sahara and Sahel, 
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which reduces surface emission compared to those use blackbody surface. This 

reduction is unable to be compensated by the enhancement of reflection of the 

downward LW flux at the surface, because the atmospheric emission in the window 

band is small over the Sahara and Sahel, mainly because clouds are infrequent. 

 Examining the SAT changes due to the inclusion of the ice cloud treatments (Fig. 

5.1c and d), it shows that the SAT decreases over the entire globe, especially during 

high-latitude wintertime. These decreases in SAT are mainly because the MC6 ice 

optical scheme has smaller ice cloud LW extinction coefficients compared to the 

counterpart in the E3SM. As a result, ice clouds with the same water path have smaller 

optical depth in the IceCloud run than that in the standard E3SM. This leads to less 

absorption as well as emission by the cloud, in another word, the greenhouse effect of 

ice cloud in the IceCloud run is not as strong as it in the standard E3SM, resulting in a 

reduction of surface temperature overall. These SAT decreases are most prominent in 

the high-latitude winter because LW radiation is the primary energy source to the 

surface and the contribution from ice clouds is large. In contrast, the SAT decrease is 

minimal in the tropics and mid-latitude regions. In these regions, shortwave (SW) 

radiation, in addition to LW radiation, has strong influences on the SAT. Also, the 

abundant water vapor has strong absorption and emission in the LW regime, making 

the changes in ice cloud LW properties be slightly felt by the surface, resulting in 

minimal changes of the SAT. The combined effect of emissivity and ice cloud 

treatments largely resembles those with ice cloud treatments alone (Fig 5.1e and f), 

indicating that the impacts of ice cloud treatments outweigh the impacts of surface 

emissivity treatment. 
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Fig. 5.2. (a) The differences of the zonal-mean surface air temperature in DJF and (b) in JJA. The blue 
line denotes the difference between the Emis and CTL runs. The gold line denotes the difference 
between the IceCloud and CTL runs. The red line denotes the difference between the Emis+IceCloud and 
CTL runs. The black line indicates the sum of the emissivity and ice cloud effects, i.e. the sum of the 
values from the red and blue lines.  
 

The regional and seasonal dependences of the SAT changes induced by the 

surface emissivity and ice cloud treatments become clearer when we look at the zonal-

mean SAT difference, as shown in Fig. 5.2. The inclusion of surface emissivity 

increases the DJF zonal-mean SAT in the Arctic by 1-1.5 K, while in the JJA, the SAT 

changes is no more than 0.5K. In the Antarctic, the SAT increase is about 0.5-1 K with 

little seasonal dependence. This is because the majority of the Antarctic is cold and dry 

over the course of the year, the impacts of surface emissivity hence shows little 

seasonal dependences. Over the tropics and mid-latitudes, the SAT differences due to 

the inclusion of surface emissivity are much smaller, less than 0.2 K. The impacts of the 

ice cloud treatments decrease the zonal-mean SAT in the entire globe. This decrease is 

approximately uniform over the tropics and mid-latitudes by about 0.5 K with little 

seasonal variation. The SAT decrease is largest in the high-latitude wintertime by about 
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1-2 K in the Antarctic and by about 2-4 K in the Arctic. In the summertime, this decrease 

of SAT slightly reduces to approximately 1K in the Antarctic, but the decrease of the 

SAT largely reduces to 0.5 K in the Arctic. This is because in the Arctic summertime, the 

atmosphere becomes moist, reducing the contribution from the ice clouds to the 

downward LW flux at the surface as well as to the influence on SAT. In the Arctic 

wintertime and the Antarctic throughout the year, both the atmosphere and ice clouds 

contribute to the surface downward LW flux. Thus, the changes in ice cloud LW optics 

have large impacts on the SAT. The combined effect of surface emissivity and ice cloud 

treatment largely resemble those with ice cloud treatment alone, and to some extent, 

can be linearly added of the individual effect except for Arctic DJF.  

 To understand whether the inclusions of surface emissivity and ice cloud 

treatments improve or worsen the simulated SAT compared to the observation, Figure 

5.3 shows the SAT difference with respect to the ERA-Interim (Dee et al. 2011). The 

CTL run, compared to the ERA-Interim, has large warm biases of SAT in the high-

latitude regions (Fig. 5.3a). These biases are as large as 8 K in the Arctic DJF, 4-5 K in 

the Antarctic continent in DJF, and 4-6 K over the Southern Ocean in JJA. The 

ensemble mean of the E3SM historical runs also shows a large warm SAT bias in the 

Arctic DJF, partly due to the tuning choices in the Bergeron process (Wuyin Lin, 

personal communication). Since the inclusion of surface emissivity, compared to the 

CTL run, increases the SAT in the Arctic DJF (Fig 5.1), this further enhances these SAT 

warm biases by about 1 K (Fig. 5.3c). The inclusion of ice cloud treatments, on the other 

hand, largely reduces the SAT warm biases in the Arctic DJF from 6-8K to 2-4K, as the 

MC6 has smaller ice cloud extinction coefficients than those the standard E3SM uses. 
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The combined effect of surface emissivity and ice cloud treatments is similar to those 

with the ice cloud treatments alone. 

 
 
Fig. 5.3. The differences of surface air temperature with respect to the ERA-Interim in DJF (left column) 
and JJA (right column). (a,b) The differences between the CTL run and ERA-Interim. (c,d) The difference 
between the Emis run and ERA-Interim. (e,f) The differences between the IceCloud run and ERA-Interim. 
(g,h) The differences between the Emis+IceCloud run and ERA-Interim. 
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Fig. 5.4. Differences of the zonal-mean surface air temperature with respect to the ERA-Interim in (a) DJF 
and (b) JJA. The green line denotes the difference between the CTL run and ERA-Interim. The blue line 
denotes the difference between the Emis run and ERA-Interim. The gold line denotes the difference 
between the IceCloud run and ERA-Interim. The red line denotes the difference between the 
Emis+IceCloud run and ERA-Interim. The black dash line denotes the difference between the JRA25 and 
ERA-Interim. 
 

The SAT differences with respect to the ERA-Interim become clearer when we 

look at the zonal-mean SAT difference, as shown in Fig. 5.4. We also plot the 

differences between the ERA-Interim and the JRA-25 (Japanese 25-year ReAnalysis; 

Onogi et al. 2007) to roughly show the agreement between two different reanalysis 

datasets. In the Arctic, the JRA-25 agrees well with the ERA-Interim, except an 

approximately 2 K disagreement at around 65oN in DJF. The CTL run, compared to the 

ERA-Interim, has warm SAT biases in the Arctic DJF by 4-7 K. These warm biases are 

reduced to about 2K when the new ice cloud treatments are included. The new ice 

cloud treatments also decrease the SAT uniformly over the tropics and mid-latitudes, 

but the magnitude is only around 0.5-1 K with little seasonal dependence. In the 

Antarctic, a large disagreement by about 6 K between the JRA-25 and the ERA-Interim 
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is seen, indicating low confidence of the SAT over the Antarctic from reanalysis data 

(Bracegirdle and Marshall 2012). Consequently, it is hard to conclude whether the 

inclusion of surface emissivity or the new ice cloud treatments address the SAT biases 

in the Antarctic or not.  

 
 
Fig. 5.5. The differences of sea ice fraction with respect to the HadISST in DJF (left column) and JJA 
(right column). (a,b) The differences between the CTL run and HadISST. (c,d) The difference between the 
Emis run and HadISST. (e,f) The differences between the IceCloud run and HadISST. (g,h) The 
differences between the Emis+IceCloud run and HadISST. 
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Since the inclusion of the new ice cloud treatments reduces the large warm SAT 

biases in the Arctic, we examine how these SAT changes affect the simulated Arctic 

sea ice fraction. Figure 5.5 shows the differences in Arctic sea ice fraction between the 

HadISST (Hadley Center Global Sea Ice and Sea Surface Temperature; Rayner et al. 

2013) and all simulation results. Although the CTL has a large warm SAT bias in the 

Arctic DJF, the sea ice fraction is almost unbiased compared to the HadISST except 

near the northern Europe (Fig. 5.5a). This is because even though the CTL run has a 

large warm SAT bias in Arctic DJF, it is still cold enough to maintain the sea ice in DJF 

over the Arctic Ocean. The inclusion of the ice cloud treatments reduces the negative 

sea ice biases over the northern Europe by 20-30%. In JJA, the CTL run has a negative 

bias in sea ice fraction by around 10-30% over the Arctic Ocean and these biases are 

largely reduced to 5-10% when the new ice cloud treatments are included.  

 

5.3.2 Impacts on other climate variables 

 This subsection examines the impacts of surface emissivity and the new ice 

cloud treatments on other climate variables. We first examine the changes in 

tropospheric temperature fields. Figure 5.6 shows the temperature differences as a 

function of latitude and pressure level. The inclusion of surface spectral emissivity leads 

to an increase of temperature in the low troposphere, (Fig. 5.6a and d), in particular 

during polar winter, consistent with the results shown in Chapter 4. The new ice cloud 

treatments lead to a decrease in temperature virtually in the entire troposphere (Fig. 

5.6b and e). These decreases are prominent in polar winter and the upper troposphere 

over the tropics, in which ice clouds are frequent over the course of the year. These 
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decreases in temperature are mainly because the MC6 scheme has smaller ice cloud 

LW extinction coefficients compared to the counterpart in the E3SM, and thus smaller 

ice cloud greenhouse effect. The combined effect of emissivity and ice cloud treatments 

is similar to those with ice cloud treatments alone (Fig 5.6c and f). These results show 

that inclusions of surface emissivity and ice cloud treatments not only affect the SAT, 

but also for the tropospheric temperature. Consistent with the changes of the SAT, the 

changes in tropospheric temperature have strong regional and seasonal dependences. 

 
Fig. 5.6. Latitude-pressure cross section of temperature differences with respect to the CTL run in DJF 
(upper row) and JJA (lower row). (a,d) The difference between the Emis and CTL runs. (b,e) The 
difference between the IceCloud and CTL runs. (c,f) The difference between the Emis+IceCloud and CTL 
runs. Dotted area indicates that the differences pass the Student’s t test with a 5% significance level. 
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The changes in SAT and tropospheric temperature can influence the OLR. 

Figure 5.7 and 5.8 show the changes in clear-sky OLR and all-sky OLR, respectively. 

When the surface emissivity is included, clear-sky OLR increases over the high-latitude 

land area in the northern hemisphere in DJF (Fig. 5.7a), consistent with the increases in 

SAT (Fig 5.1). In the Sahara and Sahel, although the SAT increases, the clear-sky OLR 

decreases by several Wm-2. This is because over the Sahara and Sahel, the surface 

emissivity can be as low as 0.7 in the atmospheric window band. Although the Emis run 

has a higher SAT than the CTL run (Fig. 5.1), the surface emission in the window band 

is still smaller than that of CTL due to the smaller emissivity. This reduction in surface 

emission in the window band directly reduces the clear-sky and all-sky OLR (Fig 5.7 

and 5.8), owing to the weak atmospheric absorption over this band and infrequent 

clouds over the Sahara and Sahel. The IceCloud run, compared to the CTL, decreases 

the SAT and tropospheric temperature, resulting in decreases in clear-sky OLR over the 

entire globe, especially in the Arctic DJF, in which the clear-sky OLR is decreased by 

around 10 Wm-2. Compared to the CTL run, the annual-mean, global-averaged of clear-

sky OLR decreases by 2.59 Wm-2 in the IceCloud run and by 3.34 Wm-2 in the 

Emis+IceCloud run. However, the all-sky OLR shows much smaller changes than the 

clear-sky OLR. In the Arctic DJF, the differences between the IceCloud and CTL runs 

are less than 2 Wm-2 (Fig. 5.8c). The annually and globally averaged all-sky OLR, 

compared to the CTL run, only decreases by 0.22 Wm-2 in the IceCloud run and by 0.42 

Wm-2 in the Emis+IceCloud run.  

 



 123 

 
 
Fig. 5.7. Same as Fig. 5.1 but for clear-sky outgoing LW radiation. 
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Fig. 5.8. Same as Fig. 5.1 but for all-sky outgoing LW radiation. 
 

Similar to the changes in the all-sky OLR, the changes in net downward SW flux 

at the TOA (FSNTOA) are small when surface emissivity and ice cloud treatments are 

included, and many changes are not statically significant (Fig. 5.9). Compared to the 

CTL run, the changes of annual- and global-mean FSNTOA are 0.06 Wm-2 for the Emis 

run, -1.25 Wm-2 for the IceCloud run, and -1.22 Wm-2 for the Emis+IceCloud run, 

respectively. The small changes in the SW and LW fluxes at the TOA suggest that the 

mean climate does not drift when the surface emissivity and new ice cloud treatments 
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are included. This also suggests that the E3SM can keep the current setting of the 

tunable parameters to reach energy equilibrium when the surface emissivity and the 

new ice cloud treatments are included. 

 
 

 
 
Fig. 5.9. Same as Fig. 5.1 but for net downward SW flux at the TOA. 
 

Lastly, we examine the changes of total precipitation, as shown in Fig. 5.10. 

Although the inclusions of surface emissivity and ice cloud treatments induce some 

regional changes in total precipitation, many of these changes are not statistically 
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significant. The global-averaged change of total precipitation rate is less than 0.03 

mm/day. This reveals that the inclusions of surface emissivity and ice cloud treatments 

have minimal impacts on precipitation. 

 

 

 
 
Fig. 5.10. Same as Fig. 5.1 but for total precipitation rate. 
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5.4 Conclusion 

In order to better predict the climate trends relevant to the energy sector and to 

advance the understanding of the Earth’s climate system, the U.S. DOE has funded the 

E3SM project. The E3SM particularly aims to address issues related to Water cycle and 

Cryosphere, both of which are strongly connected to the high-latitude regions. In the 

high-latitudes, LW radiation processes play an important role, but the E3SM, among 

other Earth system models, still assume the surface as blackbody or graybody and non-

scattering clouds in its LW radiation schemes. These assumptions can be questionable 

in the high-latitudes, as demonstrated in Chapters 3 and 4 as well as recent studies. 

This suggests a need to implement realistic surface spectral emissivity and cloud LW 

scattering into the E3SM, and examines the impacts on the simulated climate, which are 

the foci of this chapter. 

Compared to the standard E3SM historically fully-coupled simulations, the 

inclusion of surface spectral emissivity leads to an increase in the SAT in the high-

latitude regions, especially during the winter. These results are consistent with those 

using CESM with a slab-ocean model (Chapter 4), indicating the robustness of the 

surface emissivity effects on the high-latitude regions. The inclusion of the new ice 

cloud treatments, namely, a two/four-stream LW radiation solver that can handle LW 

scattering calculation and the MC6 ice cloud LW optical scheme, decreases the SAT in 

the high-latitude regions compared to the standard E3SM, mainly because the MC6 has 

smaller extinction coefficients than the default ice cloud LW radiation scheme in the 

standard E3SM, and thus smaller ice cloud greenhouse effect. Compared with the 

observed SAT in the Arctic DJF, the inclusion of the new ice cloud treatments largely 
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reduces the prominent warm SAT biases in the standard E3SM from 6-8 K to 2-4 K with 

minimal impacts on other regions such as the tropics and mid-latitudes. This result 

highlights the importance of ice cloud LW optical schemes in the high-latitudes. 
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Chapter 6  

Conclusion 

 

6.1 Overview 

Longwave (LW) radiation plays a critical role in the Earth’s climate system. It 

carries out energy from the earth-atmosphere system to space, thereby balancing the 

net incoming solar radiation at the top of the atmosphere over the entire globe at a 

sufficient long-term average. It also redistributes energy within the atmosphere and 

between the atmosphere and the surface. Due to its importance, a correct and faithful 

representation of the LW radiative processes in climate models is crucial for 

understanding the Earth’s climate system and projecting future climate. Because 

climate model simulations are computationally expensive, approximations have to be 

made in the LW radiation calculations in order to make the simulations affordable and 

practical. Two such common approximations are blackbody surface and non-scattering 

clouds. This dissertation, along with other recent studies, demonstrates the impact of 

surface spectral emissivity and ice cloud LW scattering on the simulated climate, 

echoing the needs to re-examine these approximations, improve current treatments, 

and conduct more studies afterward. Major findings from each chapter are summarized 

in Section 6.1 and then future work directions are elaborated in Section 6.2. 
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6.2 Chapter summaries 

Chapter 2 quantifies the impact of the inclusion of realistic surface spectral 

emissivity in the Sahara and Sahel on the simulated local climate and beyond. The 

surface emissivity in these regions can be as low as 0.6–0.7 over the infrared window 

band while close to unity in other spectral bands, but such spectral dependence has 

been ignored in current climate models. To investigate this issue, realistic surface 

spectral emissivity over the Sahara and Sahel is incorporated into the Community Earth 

System Model (CESM), while the treatments of the rest of the globe remain unchanged 

(i.e. blackbody surface). Both the modified and standard CESM are then used to carry 

out 35-year simulations and the outputs from the last 30 years are analyzed.  Compared 

to the standard CESM with blackbody surface approximation, the modified CESM has 

warmer surface air temperature, and a warmer and wetter planetary boundary layer 

over the Sahara and Sahel. The modified CESM thus favors more convection in these 

regions and has more convective rainfall, especially in the Sahara. The moisture 

convergence induced by such inclusion of surface spectral emissivity also contributes to 

the differences in simulated precipitation in the Sahel and the region south to it. This 

chapter also shows that if a climate model does not take the spectral surface emissivity 

into account over desert area, it will have a different band-by-band partition for the 

surface upward LW flux as well as the OLR, with excessive flux from the window band.  

 Chapter 3 investigates the ice cloud LW scattering effect on the polar climate. A 

dominant majority of climate models, as of today, still assume non-scattering clouds in 

their LW radiation scheme. The traditional rationale is that, compared to strong LW 

absorptions by cloud and greenhouse gases, cloud LW scattering is negligible. This 
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traditional rationale is supported by offline radiative transfer calculations and also by 

climate simulations with prescribed sea surface temperatures (SSTs) and sea ice. 

However, this rationale is not valid for simulated polar climate. The polar regions have 

much less water vapor than the extra-polar regions, implying that cloud LW scattering is 

non-negligible anymore. The cloud LW scattering can increase the downward LW 

radiation at the surface, leading to an increase of surface temperature and, 

consequently, further warms and moistens the atmosphere. The aforementioned 

responses clearly exhibit in the Arctic using the CESM simulations with a slab-ocean 

model, in which the SSTs are allowed to change. The scattering effect increases the 

Arctic winter surface air temperature by 0.8-1.8K. However, the scattering effect 

becomes much weaker when the SSTs and sea ice are prescribed, in which the surface 

temperature only increases around 0.1 K in the Arctic winter. Similar contrasts between 

the slab-ocean and prescribed-SST runs are also seen in the Antarctic, though the 

contrasts are smaller than those in the Arctic, mainly because the majority of the 

Antarctic is covered by land, in which the surface is coupled with the atmosphere in both 

the slab-ocean and prescribed-SST simulations. We also show that the scattering effect 

of the far-IR band largely contributes to the total scattering effect in the polar regions. 

This chapter demonstrates the importance of cloud LW scattering in the polar regions 

and highlights these scattering effects are notable only when the surface is coupled with 

the atmosphere.   

 Chapter 4 quantifies the combined effect of surface emissivity and ice cloud LW 

scattering on the high-latitude regions and the relative contribution of each effect. 

Previous studies have reported that these two effects can increase the surface air 
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temperature in the high-latitude regions, but the combined effect and the relative 

contributions from each have not been quantified. When the surface is not blackbody 

and clouds can scatter LW radiation, multiple reflection of LW radiation between the 

surface and clouds can occur and retain more energy in the Earth system than the case 

of blackbody surface and non-scattering clouds. Using CESM simulations, we show 

that, in the high-latitude regions, the combined effect induces further warming at the 

surface than the individual effect does, and this combined effect is roughly the sum of 

the individual effects, indicating that the surface emissivity and cloud scattering effects 

to a large extent are linearly additive. We also examine the changes of sea ice fraction, 

low cloud, and shortwave fluxes at the Southern Ocean in response to these effects. 

We have found that these effects increase the surface temperature and reduces the sea 

ice fraction, especially near the edge of sea ice extent in the Southern Ocean. The 

reduction in sea ice exposes the ocean underneath, providing more water vapor to the 

atmosphere and leads to increases in low cloud fraction. The increases in low cloud 

fraction block shortwave radiation and reduce the downward shortwave flux at the 

surface. The net downward shortwave flux, however, increases at the surface due to the 

reduction in sea ice coverage, which means the shorwave energy absorbed by the 

surface is increased when the surface emissivity and cloud scattering effects are 

included. 

 Chapter 5 describes the implementations of surface spectral emissivity and a set 

of new ice cloud LW treatments into the Exascale Earth System Model (E3SM). The 

implementation of ice cloud treatments includes a two/four-stream LW radiation solver, 

the MC6 ice cloud LW optical scheme, and enabling the ice cloud LW scattering effect. 
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These implementations are similar to what we have done for the CESM, which has 

been described in Chapters 2-4. The impacts of these implementations are examined 

using E3SM fully-coupled simulations. The surface emissivity effects largely resemble 

those in the CESM, indicating the robustness of the surface emissivity effects. The 

implementation of the new ice cloud treatments decreases the surface air temperature 

in the high-latitude regions compared to the standard E3SM, mainly because the MC6 

ice cloud LW optical scheme has smaller extinction coefficients than the counterpart of 

the standard E3SM, and thus smaller ice cloud greenhouse effect. The combined effect 

of the surface emissivity and the new ice cloud treatments largely resembles those with 

the ice cloud treatments alone, indicating that the impact of ice cloud treatments 

outweighs the impact of surface emissivity treatment. Compared with the observation, 

the implementation of the new ice cloud treatments considerably reduces the prominent 

warm surface air temperature biases in the Arctic winter of the standard E3SM from 6-8 

K to 2-4 K. The changes of surface air temperature are minimal in other regions such as 

the tropics and mid-latitudes, largely owing to the large amount of water vapor in these 

regions, in which the role of ice clouds in LW radiation is small. This result highlights the 

importance of ice cloud LW optical schemes in the polar climate simulations. 

 

6.3 Future work 

This dissertation addresses a few questions related to surface spectral emissivity 

and cloud LW scattering in the climate simulations. Many further questions remain 

unanswered and worth addressing. The modified version of the CESM and E3SM 

developed in this dissertation provide ideal tools for addressing these questions. Here I 

list some topics that, in my opinion, are worth pursuing. By pursuing these questions, 
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we can have a better understanding of the LW radiation processes in the atmosphere 

and of the LW radiative coupling between the surface and the atmosphere, advancing 

our knowledge of the Earth’s climate system. 

 

6.3.1 Future research questions related to surface emissivity 

Most climate models assume constant graybody emissivity in the surface models 

(i.e., land, ocean, and sea ice) while assuming blackbody in the atmospheric model, 

which can cause spectral inconsistency across different model components. In this 

dissertation and other studies, surface spectral emissivity is implemented into the LW 

radiation scheme of the atmospheric model, instead of the surface models. This does 

not resolve the spectral inconsistency across model components. I suggest that the 

surface models should be implemented the surface spectral emissivity, same as those 

in the atmospheric model. In this way, the LW radiative coupling between the 

atmosphere and the surface becomes more consistent and more realistic.  

When surface models include surface spectral emissivity, this can open up new 

research themes. For instance, because surface emissivity depends on surface type, 

the changes in surface type due to land use or due to the increases of greenhouse 

gases can change the surface emissivity. How do these changes in surface emissivity 

affect the atmospheric characteristics, which in turn affect the processes that caused 

the surface type changes? Answering these questions can advance the understanding 

of the LW radiative coupling between the surface and the atmosphere, and the surface-

atmosphere interactions in general. 
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6.3.2 Future research questions related to cloud LW scattering 

 This dissertation points out the importance of the cloud LW scattering effects on 

the polar surface energy budget and surface temperature, and these effects are notable 

only when the surface is coupled with the atmosphere in climate simulations. These can 

foster subsequent research on the polar regions. For example, how does the cloud LW 

scattering influence the characteristics of polar clouds, such as cloud phase, lifetime, 

and seasonal cycle? How does the scattering influence the local circulations in the polar 

regions? Furthermore, since the cloud LW scattering effect induces larger warming in 

the polar regions than in the tropics, this can change the meridional temperature 

gradient. These changes in the temperature gradient can influence the atmospheric 

circulation and other atmospheric phenomena, such as Hadley circulation and 

extrapolar cyclones. Quantifying the impacts of cloud scattering on the large-scale 

atmospheric circulations would be interesting research topics.  

In addition to studying the cloud scattering effects on the global scale and climate 

features, these effects can also be studied at the regional scale and weather features. 

The European Centre for Medium-Range Weather Forecasts (ECMWF) plans to 

implement the cloud LW scattering effects into their weather operation model (Hogan 

2018). It would be interesting to see how the cloud scattering effect influences the 

weather forecast. 

 

6.3.3 Future research questions related to paleoclimate 

Climate proxy records show that there were many cold and warm episodes 

occurring in the history of our planet, such as the cold Snowball Earth that occurred at 
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least twice during 500-800 million years ago, the warm Early Eocene between 54 and 

48 million years ago, and the cold Last Glacial Maximum between 24 and 18 thousands 

of years ago. Climate models have been used to simulate these paleoclimatic episodes 

with reconfigurations of the surface conditions, Earth orbital parameters, solar forcing, 

and other factors (e.g. Poulsen and Jacob 2004; Zhu et al. 2019). In addition to these 

reconfigurations, a correct representation of physical processes in climate models is 

necessary to reasonably simulate the past climate and understand the delicate interplay 

and feedbacks among different physical processes. This dissertation concludes that 

surface spectral emissivity and cloud LW scattering play important roles in the simulated 

polar climate, where the atmosphere is cold and dry. This conclusion is also applicable 

when climate models are used to simulate cold and dry atmospheric conditions, such as 

those during the Snowball Earth and the Last Glacial Maximum periods. Besides, the 

desert surface emissivity in the LW window band is considerably different from that of 

forests and shrub land. This implies that whenever there is a large-scale desertification 

or reversed event in the geological history, the corresponding changes in surface 

spectral emissivity could influence the local and regional climate, and possibly the 

global climate. All these aforementioned considerations strongly warrant the inclusion of 

surface emissivity and cloud LW scattering into the paleoclimate modeling studies. 
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