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Abstract

Context: With the current high trends of deploying and using web services in practice, effective techniques for maintaining high quality of Service are becoming critical for both service providers and subscribers/users. Service providers want to predict the quality of service during early stages of development before releasing them to customers. Service clients consider the quality of service when selecting the best one satisfying their preferences in terms of price/budget and quality between the services offering the same features. The majority of existing studies for the prediction of quality of service are based on clustering algorithms to classify a set of services based on their collected quality attributes. Then, the user can select the best service based on his expectations both in terms of quality and features. However, this assumption requires the deployment of the services before being able to make the prediction and it can be time-consuming to collect the required data of running web services during a period of time. Furthermore, the clustering is only based on well-known quality attributes related to the services performance after deployment. Objective: In this paper, we start from the hypothesis that the quality of the source code and interface design can be used as indicators to predict the quality of service attributes without the need to deploy or run the services by the subscribers. Method: We collected training data of 707 web services and we used machine learning
to generate association rules that predict the quality of service based on the interface and code quality metrics, and antipatterns. **Results:** The empirical validation of our prediction techniques shows that the generated association rules have strong support and high confidence which confirms our hypothesis that source code and interface quality metrics/antipatterns are correlated with web service quality attributes which are response time, availability, throughput, successability, reliability, compliance, best practices, latency, and documentation. **Conclusion:** To the best of our knowledge, this paper represents the first study to validate the correlation between interface metrics, source code metrics, antipatterns and quality of service. Another contribution of our work consists of generating association rules between the code/interface metrics and quality of service that can be used for prediction purposes before deploying new releases. **Keywords:** Quality of Service, web services, interface metrics, code quality, Performance prediction, anti-patterns.

1. **Introduction**

Web services are nowadays increasingly used in most of industrial software systems [1, 2, 3]. Thus, it is critical to maintain high quality standards in terms of reliability, reusability, extendability etc. when designing and evolving services such as Google, Amazon, eBay, PayPal, FedEx, etc. The quality of service, related to the code and interface, is important for both the providers and subscribers/users. The providers may want to ensure a high quality of service before releasing them to the users. The users/subscribers prefer to use the service with the best quality of service and reasonable price among those offering the same features. Large-scale web services run on complex systems, spanning multiple data centers and distributed networks, with quality of service depending on diverse factors related to systems, networks, and servers [4]. This dynamic, distributed, and unpredictable nature of the web services infrastructure makes estimating and predicting the quality of service (QoS) metrics challenging, time-consuming, and expensive task.
Several studies have been conducted in the literature to predict the quality of web services based on a set of quality attributes (response time, availability, throughput, successability, reliability, compliance, best practices, latency, and documentation) [5, 6]. The majority of existing work help users selecting the best services based on their preferences and expectations [7, 8, 9, 10]. Clustering algorithms were adapted to classify existing services into multiple preferences then the user can select the cluster of services to investigate based on his preferred quality attributes. Thus, these studies are not actually dedicated to make prediction of services before deployment to potential users so they are not useful for services providers but mainly beneficial for subscribers. Some other studies are related to the prediction of the evolution of web services interface from the history of previous releases’ metrics [11]. In another category of work, several approaches have been proposed to detect quality issues such as antipatterns for web services [12, 13, 14]. Antipatterns are defined as commonly occurring design solutions to problems that lead to negative consequences [15]. Ouni et al. [14] defined a set of rules manually based on a combination of quality metrics to identify antipatterns. However, to the best of our knowledge, the problem of predicting the quality of service based on the interface and code quality attributes was not addressed before this paper, which represents the main gap of existing literature.

In this paper, we start from the hypothesis that source code and interface metrics and antipatterns are early indicators for the quality of service (QoS). We focused on the following types of antipatterns: Multi Service, Nano Service, Chatty Service, Data Service and Ambiguous Service. The source code/interface metrics and antipatterns can be used as an early detector of potential QoS issues before the service gets deployed on the cloud. For example, low cohesion of a web service may induce a high response time and a low availability due to the large number of calls between operations at multiple web services that will be generated whenever a request/query is submitted. Another motivation to validate our hypothesis is that service interface attributes, such as the number of port types or messages, can be measured relatively easily compared with
measuring the QoS attributes that requires the deployment of the service.

Based on the above hypothesis, we empirically validated that source code and interface level metrics can be used to predict the quality of service (QoS) attributes. Thus, we proposed a novel approach for predicting quality of service by mining interface and code level metrics and antipatterns of 707 services extracted from an existing QoS benchmark [16].

In our approach, we adapted an Apriori clustering algorithm [17] to generate association rules that link source code and interface level metrics with the quality of service. We considered a two-step approach. The first step consists of extracting association rules between interface/code metrics and quality of service attributes. Then, the second step extracts rules that link antipatterns with interface/code/quality metrics. We divided our approach into two steps since the types of antipatterns are limited, not often easy to detect due to their subjectivity, and could vary from one service to the other. We made the dataset that we created to validate all these new hypotheses available in the following link[1] so it can be used by other researchers and practitioners to answer the following research questions:

- **RQ1**: To what extent code/interface quality metrics can predict the QoS attributes?

- **RQ2**: To what extent code/interface can predict the QoS attributes of services with antipatterns?

- **RQ3**: To what extent the severity of different types of antipattern can be estimated based on their impact on the QoS?

Our contributions are not limited to only a prediction technique but also to validate a new scientific knowledge to the community about the connections between the code/interface/antipatterns and execution of services. The main contributions of this paper can be summarized as follows:

![http://kessentini.net/tscdataset.zip](http://kessentini.net/tscdataset.zip)
1. We propose an approach to predict the quality of service based on antipatterns and code/interface level quality metrics. Our approach is based on understanding the relationships between code/interface metrics and quality of services unlike most of the existing work for QoS prediction which are more based on the clustering of services based on the quality attributes.

2. Our results confirm that several of the antipatterns and code/interface quality metrics are correlated with quality of service attributes based on an extensive empirical validation over 707 web services.

3. We have also identified in our empirical validation the antipatterns that negatively affects QoS attributes the most.

The remainder of this paper is organized as follows: Section 2 is dedicated to background material related to this research. Section 3 surveys relevant related work. Section 4 presents the description of our machine learning approach to identify the association rules between the quality of service metrics and the interface and code quality metrics of web services and antipatterns while Section 5 contains the results of our methodology. Section 5 discusses threats to validity. Finally, we conclude and outline our future research directions in Section 7.

2. Background

In this section, we provide a brief overview of related concepts, including inputs and outputs, used in our study. We will define the different interface/code metrics, antipatterns and quality of service attributes considered by our approach.

2.1. Quality Metrics Level: Interface, Code and Service

In our work, we identified a set of metrics that can be divided into three categories: interface, code and quality of service attributes. Interface level metrics are used to measure the complexity and the usage of service interfaces (e.g. WSDL files) such as the number of operations. Code level metrics are more
related to measure the quality of the source code of the services using mainly static analysis. It is possible for any web service to extract the pseudo code of the implementation of the operations in the interface which is enough to get code level static metrics such as coupling and cohesion.

As Web service technology suggests that the Web service is accessible only through its WSDL, we use the Java\textsuperscript{TM} API for XML Web Services (JAX-WS\textsuperscript{2}) to generate the Java artifacts of the Web service including: Depth of Inheritance Tree (DIT), Weighted Methods per Class (WMC), and Coupling Between Objects (CBO). Our approach is based on the \textit{ckjm} tool (Chidamber & Kemerer Java Metrics\textsuperscript{3}). Note that for all code-level metrics were extracted using our parser implemented in our previous work \cite{18}.

Table \ref{tab:metrics} summarizes all the used metrics at different levels.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|}
\hline
\textbf{Metric Name} & \textbf{Definition} & \textbf{Metric Level} \\
\hline
NPT & Number of port types & Interface \\
NOPT & Average number of operations in port types & Interface \\
NBS & Number of services & Interface \\
NIPT & Number of identical port types & Interface \\
NIOP & Number of identical operations & Interface \\
ALPS & Average length of port-types signature & Interface \\
AMTO & Average meaningful terms in operation names & Interface \\
AMTM & Average meaningful terms in message names & Interface \\
AMTMP & Average meaningful terms in message parts & Interface \\
AMTP & Average meaningful terms in port-type names & Interface \\
NOD & Number of operations declared & Code \\
NAOD & Number of accessor operations declared & Code \\
ANIPO & Average number of input parameters in operations & Code \\
\hline
\end{tabular}
\caption{Web service metrics \cite{11}}
\end{table}

\footnote{http://docs.oracle.com/javase/6/docs/technotes/tools/share/wsimport.html}
\footnote{http://gromit.iiar.pwr.wroc.pl/p_inf/ckjm/}
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<table>
<thead>
<tr>
<th>Metric Name</th>
<th>Definition</th>
<th>Metric Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOPO</td>
<td>Average number of output parameters in operations</td>
<td>Code</td>
</tr>
<tr>
<td>NOM</td>
<td>Number of messages</td>
<td>Code</td>
</tr>
<tr>
<td>NBE</td>
<td>Number of elements of the schemas</td>
<td>Code</td>
</tr>
<tr>
<td>NCT</td>
<td>Number of complex types</td>
<td>Code</td>
</tr>
<tr>
<td>NST</td>
<td>Number of primitive types</td>
<td>Code</td>
</tr>
<tr>
<td>NBB</td>
<td>Number of bindings</td>
<td>Code</td>
</tr>
<tr>
<td>NPM</td>
<td>Number of parts per message</td>
<td>Code</td>
</tr>
<tr>
<td>COH</td>
<td>Cohesion: The degree of the functional relatedness of the operations of the service</td>
<td>Code</td>
</tr>
<tr>
<td>COU</td>
<td>Coupling: A measure of the extent to which interdependencies exist between the service modules</td>
<td>Code</td>
</tr>
<tr>
<td>ALOS</td>
<td>Average length of operations signature</td>
<td>Code</td>
</tr>
<tr>
<td>ALMS</td>
<td>Average length of message signature</td>
<td>Code</td>
</tr>
<tr>
<td>Response Time</td>
<td>Time taken to send a request and receive a response</td>
<td>QoS</td>
</tr>
<tr>
<td>Availability</td>
<td>How often is the service available for consumption</td>
<td>QoS</td>
</tr>
<tr>
<td>Throughput</td>
<td>Total Number of invocations for a given period of time</td>
<td>QoS</td>
</tr>
<tr>
<td>Successability</td>
<td>Number of response / number of request messages</td>
<td>QoS</td>
</tr>
<tr>
<td>Reliability</td>
<td>Ratio of the number of error messages to total messages</td>
<td>QoS</td>
</tr>
<tr>
<td>Compliance</td>
<td>The extent to which a WSDL document follows WSDL specification</td>
<td>QoS</td>
</tr>
<tr>
<td>Best Practices</td>
<td>The extent to which a web service follows WS-I Basic Profile</td>
<td>QoS</td>
</tr>
<tr>
<td>Latency</td>
<td>Time taken for the server to process a given request</td>
<td>QoS</td>
</tr>
<tr>
<td>Documentation</td>
<td>Measure of documentation (i.e. description tags) in WSDL</td>
<td>QoS</td>
</tr>
</tbody>
</table>

2.2. Service Antipatterns

Service antipatterns are examples of recurrent bad design solutions that designers and developers use when implementing a service [15]. They initially appear to be
appropriate and effective solutions to a problem, but they end up having bad consequences that outweigh any benefits. Software engineers often introduce antipatterns unintentionally during the initial design or during software development due to bad design decisions, ignorance or time pressure \[14\]. Antipatterns make the maintenance and the evolution of services hard and time-consuming. Most of these antipatterns can be detected using the interface and code quality metrics that were defined in the previous sub-section \[14\]. We selected the following types of antipatterns extracted from previous work \[14\]:

- **Multi Service:** Also called god object web service, represents a service implementing a multitude of methods related to different business and technical abstractions. This service aggregates too many methods into a single service, and it is not easily reusable because of the low cohesion of its methods and is often unavailable to end-users because it is overloaded \[19\].

- **Nano Service:** Is a too fine-grained service whose overhead (communications, maintenance, and so on) outweighs its utility. This antipattern refers to a small web service with few operations implementing only a part of an abstraction. It often requires several coupled web services to complete an abstraction, resulting in higher development complexity, reduced usability \[19\].

- **Chatty Service:** Represents an antipattern where a high number of operations, typically attribute-level setters or getters, are required to complete one abstraction. This antipattern may have many fine-grained operations, which degrades the overall performance with higher response time \[20, 21\].

- **Data Service:** An antipattern that contains typically accessor operations, i.e., getters and setters. In a distributed environment, some web services may only perform some simple information retrieval or data access operations. A Data web service usually deals with very small messages of primitive types and may have high data cohesion \[12\].

- **Ambiguous Service:** Is an antipattern where developers use ambiguous or meaningless names for denoting the main elements of interface elements (e.g., port-types, operations, and messages). Ambiguous names are not semantically and syntactically sound and affect the discoverability and the reusability of a web service \[22\].
These five antipatterns are the most frequently occurring ones in service based systems based on recent studies [12, 23, 24].

In the next section, we will describe our adaptation of a machine learning algorithm to identify the possible correlations and causalities between the different levels of code/interface quality metrics, antipatterns, and QoS attributes. While several studies have been proposed to detect antipatterns and predict QoS [14, 13, 25, 26, 27], it is not clear if and how code/interface quality metrics and antipatterns may impact the dynamic QoS attributes or what could be the most severe antipatterns on QoS.

3. Related Work

We summarize, in this section, the existing work on studying performance evaluation and QoS prediction of Web services.

Most of the existing studies in the area of the prediction of QoS for web services can be classified in two categories: web services recommendations and web services evolution.

3.1. QoS Prediction for QoS-driven Web services Recommendation

For this category of Web services recommendation, the goal is to predict the unknown QoS values between different service users and different web services, with partially available information, as the result, the optimal web service with the best QoS value can be recommended to the service user for composition [7, 28, 29, 30, 31]. The common approach to recommend web service using QoS prediction is collaborative filtering which includes two main sets of algorithms: Model-based approaches and memory-based approaches [32, 33, 34, 35, 36, 37, 38, 39, 40].

In collaborative filtering, the goal is to calculate the similarities between service users to make prediction for the missing QoS data. Model-based approaches utilize machine learning, pattern recognition and data mining algorithms in order to predict the unknown QoS values. In memory-based collaborative filtering the similarity between users or services is calculated using a user-item rating matrix and then making prediction using a certain algorithm [41].

Shao et al. use [42] collaborative filtering to find the users similarity and predict the unknown QoS of the web services using the available invocation history for similar users. Zhang et al. [43] present another collaborative filtering method to rank the
web services using QoS query information. The authors in [44] take an extra step and combine the user-based approach and item-based approach to propose a hybrid collaborative filtering, called WSRec, to predict the QoS in order to recommend a web service based on a computed rank for the QoS values. WSRec has been shown to achieve a good overall prediction accuracy, however it depends on historical QoS data and can suffer from the sparsity problem.

Some other studies [45, 46, 47, 48] predict the quality of web services to recommend web services with acceptable throughput or response time. Zhang et al. [49] propose a fuzzy clustering approach to predict the QoS of a web service in order to make web service recommendation satisfying the user requirements without sacrificing the quality. The work in [50] presents an example of model-based QoS prediction that uses a pattern recognition method. There are also studies focusing on the use of QoS for composing multiple services [8, 9, 10].

Zhu et al. [7] proposed an approach that takes a set of fixed landmarks as references. These references monitor QoS values of all the available web services. The approach clusters all the available services around the references. To predict the QoS value of the users in one cluster, the algorithm uses the QoS information of the similar landmarks in that cluster. The main shortcoming of the collaborative filtering methods is that they heavily depend on the historical web service invocation information. Although, in practice, each user only invokes one or several web services. Therefore, the user-service invocation information is sparse when the number of services is large.

Most of the existing work focus on predicting web service performance based on other consumers’ experiences to target the problem of web service recommendation. They use clustering-based approach to predict the quality of service. Their approach is based on the assumption that the consumers, who have similar historical experiences on some services, would have similar experiences on other services which is not always true. They ignore the large heterogeneity among users’ views on the QoS. Furthermore, the clustering method presented in their work applies the hard technique that includes the use of a number of computers, known as landmarks, to perform the gathering of the real time QoS data, which is different from our mining technique proposed in this paper.
3.2. Prediction of Web services Evolution

Another category of related work in the area of web services prediction is to predict the evolution of web services. WSDLDiff [51] is a tool that uses structural and textual similarity metrics to detect the changes between different versions of a web services interface. VTracker, a tracking tool suggested in [52], detects changes in WSDL documents using XML differencing techniques. However, these tools are capable of detecting changes between Web Service releases, they do not provide any future changes prediction or recommendation on quality of service interface to the users. In order to address this challenge, [11] proposes a machine learning approach using an Artificial Neural Network to predict the evolution of web services interface from the history of previous release’s metric. They utilized these predicted interface metrics to predict and estimate the risk and the quality of the studied web services.

In the area of code quality, there are some studies focusing on antipattern detection in Service-Oriented architecture (SOA) and web services. Rotem-Gal-Oz described the symptoms of a range of SOA antipatterns [53]. Kral et al. [23] listed seven “popular” SOA antipatterns that violate accepted SOA principles. A number of research works have addressed the detection of such antipatterns. Moha et al. [26] have proposed a rule-based approach called SODA for SCA systems (Service Component Architecture). Later, Palma et al. [12] extended this work for Web service antipatterns in SODA-W using declarative rule specification based a domain-specific language (DSL) to specify/identify the key symptoms that characterize an antipattern using a set of WSDL metrics. Rodriguez et al. [54] and Mateos et al. [55] provided a set of guidelines for service providers to avoid bad practices while writing WSDLs based on eight bad practices in the writing of WSDL for web services. Recently, Ouni et al. [14] proposed a search-based approach based on standard GP to find regularities, from examples of web service antipatterns, to be translated into detection rules.

Mateos et al. [56] as an attempt to provide the developers with some metrics as early indications of services interfaces with low quality, low maintainability or high complexity at development time, they have investigated the statistical correlation between complexity/quality and maintainability related WSDL-level service metrics and traditional code-level Object Oriented (OO) quality metrics and they confirmed a significant correlation. In their analysis, for the OO quality metrics they have included Modularity, Adaptability, Reusability, Testability, Portability, and Conformity
attributes.

To automate the process of predicting the performance of the web services, Li et al. [57] proposed WebProphet. They extract the dependencies, compute the metrics and then predict the performance. They infer dependencies between web objects by perturbing the download times of individual objects. The shortcoming of this techniques is that, it is time consuming and imprecise.

Tariq et.al. in [58] introduce a tool called What-If Scenario Evaluator (WISE) to predict the response time based on packet traces from web transactions. However the downside of their proposed tool is that they’re not taking into account some of the client-side factors affecting the response time experienced by users.

In another study, in order to predict the response time, Chen et al.[59] introduced a new metric, called Link-Gradients to measure the affect of logical link latency on end-to-end response time for distributed applications. However to compute this metric, they assume all the individual changes are independent from each other in the system which can be a correct assumption in smaller application, but not necessarily applicable to more complex web services. They use this metric to predict the response time for untested configuration as well.

To summarize, none of the above studies analyzed the relationships between code/interface metrics/antipatterns and the QoS attributes which is the main contribution of this paper.

4. Approach

In this section, we present an overview of our approach and then we provide details about the algorithm used and how we adapted it for the prediction of the quality of web services.

4.1. Overview

As described in Figure 1, our approach has two main outcomes: 1) the association rules between the code/interface quality metrics and QoS attributes, and 2) the association rules between the Service antipatterns, and code/interface/QoS attributes. Thus, we generate two different predictive models. The outcome of the second predictive model is also important to understand the severity of antipatterns since no prior work investigated it.
Figure 1: Approach Overview
To generate these outputs, our approach takes as inputs the set of code/interface/QoS metrics calculated on a large data-set of web services along with a list of antipatterns detected on the same data-set using our existing tool [14]. The detection rules used in that tool are described in Table [2]. Then, the best association rules are found based on mining the inputs.

Association rules mining is one of the widely studied techniques of data mining [60, 61, 62, 63]. The generated rules represent possible correlations, causality, and redundant patterns between the different dimensions of the analyzed data (e.g. web services quality metrics and antipatterns). In our study, the generated rules take the following template $M \Rightarrow Q$, where $M$ represents either a set of the interface quality metrics or antipatterns, $Q$ is a set of the performance quality attributes (QoS). Therefore, we have $M \cap Q = \emptyset$.

To generate the association rules, the algorithm needs to find, first, the most common itemsets then these patterns will be formalized as a set of rules. The itemset represents the set of our input metrics related to the interface and source code. The frequent itemsets have a high support value which is the percentage of data points in the training data of web services that contain both $M$ and $Q$. This support value of frequent itemsets should be above the threshold defined as minimum support. Once these frequent itemsets are identified, we adopted the k-fold cross validation method for the association rules generation.

We selected an algorithm called Apriori [17] based on the size and type of data manipulated in our study and the successful application of Apriori to address similar problems [64, 65, 66]. In the next subsections, we present an overview of this algorithm and describe its adaptation to our QoS prediction problem.

### 4.2. The Apriori Algorithm

The Apriori algorithm was proposed by Agrawal and Srikant in 1994 [17] and has been widely used for frequent itemset mining and association rules learning in databases. The name of the algorithm is Apriori, because it uses the prior knowledge of the frequent itemset properties. It computes the frequent itemsets in the training set through several iterations. Apriori uses the monotonicity property of the support measure to reduce the search space especially with the large data-set of quality metrics and services used in this paper. This rule indicates that all subsets of a frequent itemset
must be frequent. Consequently, if an itemset is infrequent then all of its supersets will be infrequent as well. This way, it can eliminate many of the itemsets that are not able to participate in a frequent itemset; and therefore, reduces considerably the running time of the algorithm. There are many versions of Apriori algorithm that improves the performance of association rule mining [67, 61].

The pseudo code for the algorithm is given below for the training set \( D \) that consists of the list of metrics, and a support threshold of \( \epsilon \). The Apriori algorithm iteratively find frequent item sets with cardinality from 1 to \( k \) (k-itemset). In each iteration, k-frequent item sets are used to find \( k+1 \) item sets. For example, we first find the set of frequent 1-itemsets by scanning the dataset, accumulating the count for each item and keeping only those that satisfy minimum support. The results is denoted \( L_1 \). Next, \( L_1 \) is used to find \( L_2 \) the set of frequent 2-itemsets, which is used to find \( L_3 \), and so on, until no more frequent Then, it uses the frequent item sets to generate association rules. \( C_k \) is the candidate set for level \( k \).

\[ \textbf{Algorithm 1} \quad \text{Pseudo code of the Apriori Algorithm} \]

1: Input: A transaction database \( D \), and a support threshold of \( \epsilon \).
2: Output: Association rules of support \( \geq \epsilon \).
3: \( L_1 = \{ \text{large 1 - itemsets} \} \)
4: \( k = 2 \)
5: \( \text{while } (L_{k-1} \neq \emptyset) \text{ do} \)
6: \( C_k = \{ a \cup \{b\} | a \in L_{k-1} \land b \notin a \} - \{c | \{s | s \subseteq c \land |s| = k - 1\} \notin L_{k-1} \} \)
7: \( \text{for \ transaction } d \in D \text{ do} \)
8: \( D_t = \{c | c \in C_k \land c \subseteq t\} \)
9: \( \text{for \ candidates } c \in D_t \text{ do} \)
10: \( \text{count}[c] = \text{count}[c] + 1 \)
11: \( \text{end for} \)
12: \( L_k = \{c | c \in C_k \land \text{count}[c] \leq \epsilon \} \)
13: \( k = k + 1 \)
14: \( \text{end for} \)
15: \( \text{end while} \)
16: \( \text{return } \bigcup_{i=1}^{\infty} L_i = 0 \)
We describe, in the next sub-section, our adaptation of the Apriori algorithm to our problem.

4.3. Adaptation of the Apriori Algorithm

Figure 1 presents an overview of our adaptation of the Apriori Algorithm. The algorithm is executed twice: a first execution to extract the rules between the code/interface metrics and QoS attributes and a second execution to generate the rules between the antipatterns and QoS attributes. We used Apriori because it is the first proposed algorithm to mine frequent patterns and has been widely used, studied, and is easily accepted. The rules generated by this algorithm are easy to understand and apply. We did not need to use an optimized version of the Apriori because our dataset is relatively small and does not require special computational power or memory. The goal of our paper is to validate the correlations between interface/code metrics and QoS attributes then our plan later is compare which prediction algorithm could be better.

The first execution takes as input an exhaustive list of QoS attributes, presented in Table 1 of a large set of web service releases provided by eBay, Amazon, Yahoo!, etc. and their code/interface quality metrics as detailed later in the experiments section. The output of this step is association rules that predict the performance of web services (QoS).

The second execution of the Apriori learning algorithm takes as input the same data of the first execution along with a list of antipatterns detected on a data-set of web services. The antipatterns are detected using our previous work [14] based on a set of rules presented in Table 2. We selected this detection tool because of the high accuracy and the low false positive as reported in [14]. The output of this step is a set of association rules that can predict the QoS attributes based on the detected antipatterns. This output can be used to understand the severity of different antipattern types on QoS attributes. The two steps of our approach are independent. The goal of the first step is to extract association rules between interface/code metrics and quality of service. The goal of the second step is to generate association rules between antipatterns and quality of service.

Both executions follow almost the same pattern. We took inspiration from an existing study [68]. In their work, the authors partition the database into two subsets.
As a first step, they choose one of the subsets for training, and leave the other for testing. After that, they mine frequent itemsets from the training subset and use testing subset to compute itemsets’ support in whole database. Then, they switch the subsets, so that the previous training set becomes the test set and vice versa. Again, they mine frequent itemsets from training subset and use the testing set to compute supports in whole database. We extended the theorem described in [68] to a more general case by using 5-fold cross-validation based on the number of dimensions (metrics and antipatterns) in the data considered in this paper. Since we have a relatively small dataset size, we used cross-validation as it was proven to be a powerful preventative technique against overfitting [69, 70]. Our approach also guarantees the elimination of the itemsets that are not \( \mu \)-frequent relative to the whole data set.

The training set \( D \) is randomly divided into 5 mutually exclusive subsets (the folds) \( D_1, D_2, \ldots, D_5 \) of approximately equal size where \( D_1 \cup D_2 \cup D_3 \cup D_4 \cup D_5 = D \). Partitioning the original data in several different ways helps us avoid the possible bias introduced by relying on any one particular partition into test and train components.

After the partitioning step, Apriori algorithm is used to find the set \( F_{D/D_1}^\mu, F_{D/D_2}^\mu, F_{D/D_3}^\mu, F_{D/D_4}^\mu, F_{D/D_5}^\mu \). It contains all \( \mu \)-frequent itemsets relative respectively to \( D/D_1, D/D_2, D/D_3, D/D_4, D/D_5 \). It is possible that some of them are not \( \mu \)-frequent relative to the whole transaction data set \( D \). Itemsets that are \( \mu \)-frequent in a subset of the partitions, but not \( \mu \)-frequent in \( T \) are eliminated in the next step.

For every \( i \in \{ 1, 2, \ldots, 5 \} \), We calculate the support of each itemset from \( F_{D/D_i}^\mu \) relative to \( D \). Those itemsets that have \( \text{suppcount}_D \geq \mu \) are \( \mu \)-frequent relative to \( D \). They are stored in \( F_{D/D_i}^\mu \). The set \( F_{D/D_1,D_i}^\mu \) contains all \( \mu \)-frequent itemsets relative to \( D \) that appear and are also \( \mu \)-frequent in \( D/D_i \). We end up with \( F_{D_1,D_1}^\mu, F_{D_1,D_2}^\mu, F_{D_1,D_3}^\mu, F_{D_1,D_4}^\mu, F_{D_1,D_5}^\mu \) that contain itemsets respectively from \( F_{D/D_1}^\mu, F_{D/D_2}^\mu, F_{D/D_3}^\mu, F_{D/D_4}^\mu, F_{D/D_5}^\mu \) that are also \( \mu \)-frequent relative to \( D \). Finally, we obtain the set \( F_D^\mu = F_{D/D_1,D_1}^\mu \cup F_{D/D_2,D_2}^\mu \cup F_{D/D_3,D_3}^\mu \cup F_{D/D_4,D_4}^\mu \cup F_{D/D_5,D_5}^\mu \), with \( \mu \)-frequent itemsets in \( D \). Generally, sets \( F_{D/D_1,D_1}^\mu, F_{D/D_2,D_2}^\mu, F_{D/D_3,D_3}^\mu, F_{D/D_4,D_4}^\mu, F_{D/D_5,D_5}^\mu \) are not disjoint.

At the end of our process, we obtain our association rules that predict the QoS from the metrics and the detected quality issues of the web services. The outcome of this research will help both service clients and providers know more about the quality of their web services with the least cost based only on interface and code metrics.
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To the best of our knowledge, this is the first study aiming to empirically validating the relationships between code/interface quality metrics (or antipatterns) and QoS attributes.

5. Experiment and results

In this section, we cover the data collection and experimental settings. Then, we summarize and discuss the obtained results.

5.1. Data Collection and Evaluation Measures

To answer the different research questions, we built our prediction model for QoS using a large data-set of 707 releases of web services provided by eBay, Amazon, Yahoo!, etc. Besides code and interface metrics, the raw data contains antipatterns detection results of each web service extracted using our previous work as described in the previous section. An important step in generating the association rules is the pre-processing phase for the Apriori algorithm. We did the discretization of the data using a combination of strategies: equal interval width, equal frequency, k-means clustering and categories specifies interval boundaries. We also removed the outliers whenever necessary. To remove the outliers, we performed data visualization (box plot, scatter plot, etc.) and we removed points that are very separate/different from the crowd. Table 2 gives a summary of the considered training set in our experiments that includes a total of 707 services. We selected these 707 active services by contacting each of the web services from that existing benchmark [16] and we found that several of them are not active anymore. Since the existing benchmark is limited to QoS...
attributes [16], we extended it by calculating the interface/code metrics using a parser that was implemented as part of our previous work [54]. The new dataset is available at the link [4]. The first file, Dataset1.csv, contains the dataset used to generate association rules linking the code/interface metrics and different quality of service (QoS) attributes. The second file, Dataset2.csv, contains the dataset used to generate association rules linking the code/interface metrics and different quality of service (QoS) attributes for each type of antipattern. It contains code/interface metrics, quality of service (QoS) attributes and the antipatterns detection results. we used the “apriori” function from the “arules” library of R for the apriori algorithm and the “discretize” function from the same library for the discretization. Thus, the experiments are conducted mainly using the R language.

Table 2: Web services used in our dataset

<table>
<thead>
<tr>
<th>Category</th>
<th>#services</th>
<th># antipatterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial</td>
<td>107</td>
<td>126</td>
</tr>
<tr>
<td>Science</td>
<td>74</td>
<td>104</td>
</tr>
<tr>
<td>Search</td>
<td>63</td>
<td>98</td>
</tr>
<tr>
<td>Shipping</td>
<td>73</td>
<td>131</td>
</tr>
<tr>
<td>Travel</td>
<td>103</td>
<td>154</td>
</tr>
<tr>
<td>Weather</td>
<td>53</td>
<td>109</td>
</tr>
<tr>
<td>Media</td>
<td>106</td>
<td>214</td>
</tr>
<tr>
<td>Education</td>
<td>49</td>
<td>97</td>
</tr>
<tr>
<td>Messaging</td>
<td>38</td>
<td>54</td>
</tr>
<tr>
<td>Location</td>
<td>41</td>
<td>93</td>
</tr>
<tr>
<td>Total</td>
<td>707</td>
<td>1180</td>
</tr>
</tbody>
</table>

To answer RQ1 and RQ2, we validate, first, the proposed approach using a 5-fold cross validation [68], to check if there is significant correlations between the metrics/antipatterns and QoS thus the ability to generate association rules. A small K value for the cross validation means less variance (more bias) while a large K value means more variance (lower bias). We tried different values of k in the cross-validation and we found that k=5 gives the best results in terms of number, meaning and consistency of the rules. The dataset was randomly partitioned into 5 equal size subsamples, again, to avoid any bias. We did take into account the metrics values in the pre-processing.

phase for the Apriori algorithm by performing the discretization of data. To this end, we used the following evaluation metrics:

**Support:** Support is the statistical significance of an association rule interpreting as the ratio (in percentage) of the web services that contain \( M_1 \cup M_2 \) (metrics/antipattern types with their thresholds) to the total number of web services in the data-set. Therefore, if the support of a rule is 5% then it means that 5% of the total web services contain \( M_1 \cup M_2 \). In other words,

\[
support(M_1 \Rightarrow M_2) = \frac{P(M_1 \cup M_2)}{\text{total web services}}
\]  

where \( P( M_1 ) \) is the probability of cases containing \( M_1 \).

**Confidence:** For a specific number of web services in the data-set, confidence is defined as the ratio of the number of web services that contain \( M_1 \cup M_2 \) to the number of web services that contain \( M_1 \). Thus, if we say that a rule has a confidence of 85%, it means that 85% of the covered web services containing \( M_1 \) also contain \( M_2 \). In other words,

\[
confidence(M_1 \Rightarrow M_2) = \frac{P(M_2|M_1)}{P(M_1)}
\]

(2)

where \( P( M_1 ) \) is the probability of cases containing \( M_1 \). The confidence of a rule indicates the degree of correlation in the dataset between the different types of metrics/antipatterns and QoS attributes. The Confidence level is considered as a measure to evaluate the strength of the rule. A high confidence is required for the selected association rules.

**Lift:** Another important measure to evaluate the generated association rules is the lift defined as the confidence of the rule divided by the expected level of confidence. In other words,

\[
lift(M_1 \Rightarrow M_2) = \frac{confidence(M_1 \Rightarrow M_2)}{\frac{P(M_2)}{P(M_1) \cdot P(M_2)}}
\]

(3)

where \( P( M_1 ) \) is the probability of cases containing \( M_1 \).
In general, we consider a lift value that is higher than 1 as an indication that the occurrence of M1 has a positive effect on the occurrence of M2 or it confirms that positive correlation between M1 and M2.

If the lift score is smaller than 1, it is considered as an indication that M1 and M2 are not appearing frequently thus the occurrence of M1 has a negative effect on the occurrence of M2 and M1 is negatively correlated with M2. A lift value almost equal to 1 indicates that we cannot conclude about the correlation of M1 and M2.

After validating the correlations to be able to generate statistically significant association rules, we qualitatively validated the rules by identifying the most important interface and code metrics for each of the quality of service QoS attributes. Since this is the first study to generate these association rules, we were not able to compare with any existing studies.

To answer RQ3, we evaluated the impact of the 5 different types of antipattern on the QoS attributes by checking the average severity score on each of the QoS attributes. The severity score is defined as the average value of the quality attribute in web services of our data set that did not contain a specific antipattern type divided by the average value of the quality attribute on the web services of our data set containing that antipattern type. We normalized all the quality attributes between 0 and 1 using the min-max normalization (to be minimized). Thus, the highest value is the most severe indication of the impact of an antipattern on each of the quality of service.

5.2. Results

Results for RQ1. Table 5 summarizes the list of the best three association rules linking the code/interface metrics and three different quality of service (QoS) attributes related to response time, reliability and compliance. These rules are obtained by using 5 fold cross validation as described in [68]. We also tried, by trial and error, other values of k for the cross validation but 5 folds gave us the best results. Our model was able to find positive correlations mainly with three out of the eight well-know QoS attributes: response time, availability, throughput, successability, reliability, compliance, latency and documentation. It is expected that not all these quality attributes can be predicted using code and interface level metrics. In fact, some quality attributes such as availability may depend more on hardware requirements
but not the quality of the code/interface implementation. Thus, we believe that the results are consistent.

Table 6 contains the average, max and min support, confidence and lift of each rule in table 5. When generating the rules, we used the value 0.6 as a threshold for the support and confidence.

It is clear that the three rules are confirming the strong correlation between response time, compliance and reliability; and many of the quality metrics. For instance, a high response time is correlated with low coupling, an acceptable number of operations per interface (around 12), and high cohesion. Typically, the estimation of these quality of service requires to deploy and run the service then the values will be calculated during a period of time. However, the outcomes of RQ1 confirms that it is possible to predict three of the QoS attributes from the quality of the implementation.

The outcome of the first research question is important for service providers so they can estimate the impact of the quality of their code/interface on the QoS attributes before approving new releases for the users. The generated association rules can be used for reviewing any new pull requests by linking the quality of the code on the QoS attributes.

To summarize, there are strong correlations between three QoS attributes and the quality of the code/interface of services.

**Results for RQ2.** Table 4 summarizes our findings. All the different five types of antipatterns are strongly correlated with different types of QoS attributes. These rules are obtained using the same fold cross validation to answer RQ1. The table shows the activate rule for each antipattern and the associated QoS attributes. Ambiguous Service antipatterns are experiencing, in general, a high response time which is understandable due to the low reusability and the high coupling in these services. Chatty services and Multi services have the highest negative impact on quality attributes: response time, latency, availability and successability. In fact, these two antipatterns are related to large services including high number of operations and low cohesion which increase the probability of decreasing the quality. Nano service is also correlated based on three different association rules with low best practices and latency due to the small size of these services including few operations.

Table 3 contains the average, max and min support, confidence and lift of each rule in table 4. We also used 0.6 as a threshold for the support and confidence when
<table>
<thead>
<tr>
<th>Rule ID</th>
<th>average support</th>
<th>max support</th>
<th>min support</th>
<th>average confidence</th>
<th>max confidence</th>
<th>min confidence</th>
<th>average lift</th>
<th>max lift</th>
<th>min lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.66</td>
<td>0.715</td>
<td>0.6125</td>
<td>0.67493</td>
<td>0.731304</td>
<td>0.626087</td>
<td>1</td>
<td>1.021739</td>
<td>0.98913</td>
</tr>
<tr>
<td>5</td>
<td>0.783992</td>
<td>0.922045</td>
<td>0.66232</td>
<td>0.789475</td>
<td>0.922045</td>
<td>0.66232</td>
<td>0.999714</td>
<td>1</td>
<td>0.995068</td>
</tr>
<tr>
<td>6</td>
<td>0.726667</td>
<td>0.8</td>
<td>0.633333</td>
<td>0.726667</td>
<td>0.8</td>
<td>0.633333</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0.811288</td>
<td>0.899159</td>
<td>0.718348</td>
<td>0.893765</td>
<td>0.91536</td>
<td>0.872267</td>
<td>0.998636</td>
<td>1</td>
<td>0.992246</td>
</tr>
<tr>
<td>8</td>
<td>0.770913</td>
<td>0.947742</td>
<td>0.613238</td>
<td>0.786026</td>
<td>0.966349</td>
<td>0.625359</td>
<td>1.000092</td>
<td>1</td>
<td>0.997162</td>
</tr>
<tr>
<td>9</td>
<td>0.810105</td>
<td>0.831005</td>
<td>0.789204</td>
<td>0.941341</td>
<td>0.96561</td>
<td>0.917072</td>
<td>0.999718</td>
<td>1</td>
<td>0.998679</td>
</tr>
<tr>
<td>10</td>
<td>0.815322</td>
<td>0.939007</td>
<td>0.618464</td>
<td>0.840257</td>
<td>0.967647</td>
<td>0.637442</td>
<td>1.001737</td>
<td>1</td>
<td>0.995185</td>
</tr>
</tbody>
</table>

Table 3: Support, confidence and lift of the rules that predict QoS from anti-patterns

Generating the rules. The way we read the rules in Table 4 is the following: when we know we have one of the anti-patterns and one of the left hand sides of the corresponding rules is true, then the right hand side of that rule is also true. For example, when we know we have the anti-pattern Ambiguous Service and we have AMTO in the range of [0,0.6] then we can conclude that Response Time is in the range of [80.4,368], Successability is within [86.8,100] and Reliability is in the range of [63.8,76.6].

To conclude, we found that the five types of anti-patterns have negative impacts on the performance of services and can be used to predict the QoS.

**Results for RQ3:** Table 4 shows that the most severe anti-pattern in terms of response time is the Data Service. Among Chatty Service, Data Service, Nano Service and Multi Service, the most severe anti-pattern in terms of latency is Nano Service. To better investigate the severity of the anti-patterns, we compare between the average values of the quality attributes in web services containing a specific type of anti-pattern comparing to the quality attributes average for the ones without anti-patterns. Figure 3 summarizes the severity of anti-patterns results. It is clear that the response time quality is the main attribute negatively impacted by most of the anti-pattern types.

Ambiguous services have a high severity on the reliability comparing to the remaining types of anti-pattern. Chatty services decreased all the quality of service attribute based on the obtained results. Response time, successability and latency are heavily decreased comparing to the remaining quality of service attributes. The results of RQ3 can be used by the service providers to identify the types of anti-pattern to be fixed.
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<table>
<thead>
<tr>
<th>Rule ID</th>
<th>Anti-Pattern</th>
<th>QoS Prediction Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Ambiguous Service</td>
<td>( \text{AMTO} = (0.0, 0.6) \Rightarrow \text{ResponseTime} = [80.4, 368) ) &amp; ( \text{Successability} = [66.8, 100) ) &amp; ( \text{Reliability} = [63.8, 76.6) )</td>
</tr>
<tr>
<td>5</td>
<td>Chatty Service</td>
<td>( \text{COH} = (0.21, 0.42) ) OR ( \text{NOM} = (47, 85) ) OR ( \text{NCT} = (51, 69) ) OR ( \text{RAOD} = (0.55, 0.74) ) OR ( \text{NOD} = (23, 42) ) OR ( \text{NPT} = (1, 3) \Rightarrow \text{ResponseTime} = [55.5, 401) ) &amp; ( \text{Latency} = [0.33, 58.9) ) &amp; ( \text{Compliance} = [86.9, 100) ) &amp; ( \text{Successability} = [87.7, 100) ) &amp; ( \text{Reliability} = [63.7, 75.9) )</td>
</tr>
<tr>
<td>6</td>
<td>Data Service</td>
<td>( \text{ANOPO} = (5.32, 28.5) ) OR ( \text{NOM} = (84, 462) ) OR ( \text{COH} = (0.36, 0.98) ) OR ( \text{NAOD} = (18, 141) \Rightarrow \text{Latency} = [1.23, 58.7) ) &amp; ( \text{ResponseTime} = [227, 1290) ) &amp; ( \text{Successability} = [91.9, 100) ) &amp; ( \text{Documentation} = (1, 28.3) ) &amp; ( \text{Availability} = [90.7, 100) )</td>
</tr>
<tr>
<td>7</td>
<td>Multi Service</td>
<td>( \text{NOPT} = (7.8, 78) ) OR ( \text{NCT} = (32, 287) ) OR ( \text{COH} = (0.01, 0.43) ) OR ( \text{NOD} = (17, 234) \Rightarrow \text{ResponseTime} = [55.5, 574] ) &amp; ( \text{Latency} = [0.33, 89.7] )</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>( \text{NST} = (0.8) \Rightarrow \text{Successability} = [89.6, 100) ) &amp; ( \text{BestPractices} = [79.6, 93) ) &amp; ( \text{Latency} = [0.33, 227] ) &amp; ( \text{ResponseTime} = [46, 635] )</td>
</tr>
<tr>
<td>9</td>
<td>Nano Service</td>
<td>( \text{COUP} = (0.36, 0.99) \Rightarrow \text{ResponseTime} = [46, 635] ) &amp; ( \text{Latency} = [0.33, 227] )</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>( \text{NPT} = (0.2) \Rightarrow \text{ResponseTime} = [46, 635] ) &amp; ( \text{Latency} = [0.33, 227] ) &amp; ( \text{BestPractices} = [79.6, 93) )</td>
</tr>
</tbody>
</table>

Table 4: Rules to predict QoS from anti-patterns

Based on which quality attribute they want to improve.

In summary, data service, chatty service and multi service are among the severest antipattern types on the quality of service attributes.

### 6. Threats To Validity

In our experiments, construct validity threats are related to the absence of similar work based on machine learning to predict the QoS. Thus, we were not able to compare our results with any of existing studies. A construct threat can also be related to the fact that we had to manually choose the best discretization method for every metric and train our model based on that.
Internal threats to validity are related to the fact that, in our approach, the prediction is made for each QoS property separately. This isolated prediction is reasonable when the QoS properties are independent, but many QoS properties are correlated, such as response time and latency. The same observation is also valid for the possible combination of multiple antipattern types to predict some quality of service attributes. For instance, multiple instances of both Multi-Service and Chatty-Service can be grouped to predict some quality attributes. We are planning to extend our work to consider such dependencies.

External validity refers to the generalization of our findings. In this study, we performed our experiments on more than 700 web services. A larger dataset is needed to give more reliable results. Since existing studies have confirmed that the programming language affects the quality of the software \[71, 72\], the impact of antipatterns on the quality of the code might vary from one programming language to another. This can affect the generalization of our results since all Web services considered in our study are written in Java. In our future work, we are planning to include Web services written in other programming languages.
Table 5: Rules to predict QoS

<table>
<thead>
<tr>
<th>Rule ID</th>
<th>Right hand side of the rule: Performance Metric</th>
<th>Left hand side of the rule: Interface Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 OR COH = [1.906 - 0.2746e - 01] OR NPT =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 OR NPM = [0.5, 1.58] OR NBE = [0.161] OR NIOP =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.462] OR NAOD = [0.162] OR NOPT =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.33, 12.59] OR ANIPO = [0.4, 7.5] OR NOM = [2.29.5]</td>
</tr>
<tr>
<td>2</td>
<td>Compliance = [86.7, 100]</td>
<td>NBB = 1 OR ALMS = [3.1424] OR NPT = 1 OR ALOS =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.277] OR COH = [1.906 - 0.2746e - 01] OR NIOP =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.462] OR NPM = [0.5, 1.58] OR NAOD = [0.162]</td>
</tr>
<tr>
<td>3</td>
<td>Reliability = [56.1, 89]</td>
<td>NBE = [0.161] OR NOPT = [0.33, 12.59] OR NOM =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.29.5] OR NAOD = [0.162] OR NIOP =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.462] OR NPM = [0.5, 1.58]</td>
</tr>
</tbody>
</table>

Table 6: Support, confidence and lift of the Rules to predict QoS

<table>
<thead>
<tr>
<th>Rule ID</th>
<th>Average Support</th>
<th>Max Support</th>
<th>Min Support</th>
<th>Average Confidence</th>
<th>Max Confidence</th>
<th>Min Confidence</th>
<th>Average Lift</th>
<th>Max Lift</th>
<th>Min Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.73063</td>
<td>0.872308</td>
<td>0.647052</td>
<td>0.924195</td>
<td>0.949536</td>
<td>0.901303</td>
<td>1.008080</td>
<td>1.03572</td>
<td>0.98310</td>
</tr>
<tr>
<td>2</td>
<td>0.668805</td>
<td>0.713046</td>
<td>0.615475</td>
<td>0.802937</td>
<td>0.875489</td>
<td>0.726074</td>
<td>1.086702</td>
<td>1.18489</td>
<td>0.982685</td>
</tr>
<tr>
<td>3</td>
<td>0.694400</td>
<td>0.754661</td>
<td>0.619794</td>
<td>0.861134</td>
<td>0.934675</td>
<td>0.784948</td>
<td>1.13252</td>
<td>1.22924</td>
<td>1.032310</td>
</tr>
</tbody>
</table>

7. Conclusion and Future Work

We propose, in this paper, a novel approach to predict QoS with the least cost using code/interface quality metrics and antipatterns. The output of our approach consists of 10 association rules that predict the performance of web services. We used 5 fold cross validation to evaluate the rules. The obtained results based on 707 web services confirm the correlation between both code/interface metrics/antipatterns and the QoS attributes. This important outcome can be used to understand the severity of antipatterns and predict the quality of the services based on the current quality of the implementation.

Our results show that data service, chatty service and multi service are the most severe antipatterns types on the quality of service attributes among the studied an-
tipatterns. All the QMOOD metrics are affected by antipatterns at different levels. Best practices, availability and compliance are the quality metrics deteriorated the most by antipatterns.

As part of our future work, we plan to extend our work to consider other types of antipatterns (such as Redundant PortTypes (RPT), CRUDy Interface (CI) and Maybe It is Not RPC (MNR) \[18\]) and metrics (such as Performance, Integrity and Usability \[6\]). Furthermore, we are planning to try other machine learning algorithms such as decision trees for generating association rules and compare their outputs with this work. Finally, we will extend our work to consider the correlation between metrics when predicting the QoS using dimensionality reduction techniques.
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