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ABSTRACT 

The relationship between protein structure and function is one of the greatest puzzles within 
biochemistry. De novo metalloprotein design is a way to wipe the board clean and determine what 
is required to build in function from the ground up in an unrelated structure. This review focuses 
on protein design efforts to create de novo metalloproteins within alpha helical scaffolds. Examples  
of successful designs from our lab include those with carbonic anhydrase or nitrite reductase 
activity by incorporating a ZnHis3 or CuHis3 site, or that recapitulate the spectroscopy of unique 
electron transfer sites from cupredoxins (CuHis2Cys) to rubredoxin (FeCys4). This work 
showcases the versatility of alpha helices as scaffolds for metalloprotein design and the progress 
that is possible through careful rational design as we show the invariance of carbonic anhydrase 
activity to site position and scaffold, refine our cupredoxin models, and enhance nitrite reductase 
activity up to 1000-fold. 
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1. Introduction 

Metalloproteins and peptides perform an immense number of the most critically important 
biochemical reactions required for all life.[1] Some of the most significant of these are the transfer 
of electrons within biological systems using redox active metal centers and protein-supported 
metal-facilitated catalysis.[1c, 2] Such significance highlights the extensive and wide field of metals 
in biology research that can be tapped to aid in the development of de novo designed systems. 

De novo protein design uses a bottom-up approach to the development of a functional 
protein in folds completely different from the native systems.[3] Such a strategy has two equally 
important and parallel goals. The first goal is that, through recapitulation of native metal binding 
sites in de novo scaffolds which generally possess a significantly different secondary structure than 
the native system, we are challenging the accuracy and completeness of our understanding of 
chemical principles and properties that govern metalloprotein function. This approach allows one 
to examine the base requirements of the desired function being studied, without the additional 
potentially convoluting ‘evolutionary baggage’ that accompanies the study of native proteins.[4] 
The second goal is to generate novel catalysts that have improved properties for catalytic 
applications.[5] There are numerous approaches to de novo designing a metalloprotein and an even 
larger number of designed scaffolds to work with.[6] There have been many reviews on the subject 
of metalloprotein design for catalysis[3e] including an entire issue of Accounts of Chemical 

Research. Therefore, this review highlights recent developments using purely alpha-helical 
structure, specifically using three-stranded coiled coils (3SCCs) peptides and three helix bundle 
(3HB) proteins, emphasizing research from our group. 

There are several advantages to 3SCCs and 3HB systems.[7] The TRI family of 3SCCs is 
designed from CoilSer[8] which itself originated from the polyheptapeptide designed by Hodges 
et. Al. to mimic coiled-coil tropomycin.[9] TRI consists of repeating heptads (abcdefg) with leucine 
residues in the first (a-site) and fourth (d-site) positions.[10] The other positions are helix inducing 
(Ala, c-sites), charged and/or salt bridging residues (Lys b,g and Glu e,f,-sites). The geometry of a 
super-coiled alpha helix, with 3.5 residues per turn aligns the leucine residues on one face of the 
alpha-helix, creating an amphiphilic structure. The crystallographic analogue or TRI, CoilSer (CS) 
is shown in Figure 1A. In TRI, three alpha-helixes associate in a parallel manner and the leucine 
residues pack together to form a hydrophobic core of a and d residues. Salt bridges between e and 
f residues on neighboring strands stabilize the structure. To enhance coiled-coil stability, the N-
terminus and C-terminus are amidated and acylated, respectively. This arrangement creates layers 
of leucine residues in the core that can be substituted for metal binding residues to generate metal 
binding sites within the TRI scaffold. Table 1 lists the sequences of CS and TRI peptides that will 
be discussed in this review. 

Table 1: List of parent peptide sequences discussed in this review. 

Peptidea  abcdefg abcdefg abcdefg abcdefg  

TRI Ac-G WKALEEK LKALEEK LKALEEK LKALEEK G-NH2 

CS Ac-E WEALEKK LAALESK LQALEKK HEALEHG -NH2 

       

Proteinb loop abcdefg abcdefg abcdefg loop  
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α3D MGS WAEFKQR LAAIKTR LQAL GGS  

 EAE LAAFEKE IAAFESE LQAY KGKG  

 NPE VEALRKE AAAIRDE LQAYRHN   

a. N- and C-termini are acylated and amidated, respectively. 
b. Produced recombinantly in e. coli. (see ref. for details).  

Three parallel and independent strands must associate in the TRI/CS system to form a metal 
binding site. This differs significantly from most native metal binding sites where the metal 
chelating residues are all from the same strand. Therefore, a second scaffold was created that links 
the three alpha-helixes together using flexible loops to create α3D, an antiparallel 3HB protein, 
Figure 1B. However, the de novo design strategy remains the same as for TRI, substitution of 
hydrophobic core residues or residues near or on the flexible loops for metal-binding residues 
generates metal binding sites. An additional distinction between TRI and α3D is that since TRI is 
formed by the association of three identical strands, only symmetric metal binding sites can be 
generated. In α3D, however, each amino acid can independently be mutated, allowing complete 
control of the residues around and within the metal coordination sphere. Finally, in order to 
increase stability of the 3HB scaffold with increasing number of destabilizing mutations to the 
parent scaffold (vida infra), we designed a lengthened version called Grand α3D (GRα3D, Figure 
1C).[11] In this review, we will describe advances that we have made towards the rational design 
of both catalytic and electron transfer metal binding sites within our TRI (including TRI, GRAND 
and CoilSer peptides) and α3D scaffolds (including α3D and Grand α3D).  

 

Figure 1: Structures of the peptide and protein scaffolds that will be discussed in this review: TRI 
crystallographic analogue CoilSer (A, PDB 3PBJ[12]) , α3D (B, PDB 2MTQ[13]), and GRα3D (C, 
PDB 6DS9[11]).  

2. De novo designed metallopeptides for catalysis 

Metals in biology catalyze an extremely diverse set of reactions.[14] The same metal in 
different peptidic environments can possess wildly varying activities and display disparate 
chemistries. Iron, for example, plays critical roles in oxygen storage and transport, electron 
transfer, and numerous hydroxylation, dioxygenation, oxidation and hydrolysis reactions; each 
chemistry being modulated only by the specific environment in which the metal is located.[15] 
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Thus, by approximate recreation of the position of specific conserved residues that surround native 
metal binding sites, we are able to generate desired catalytic activities in our de novo scaffolds. 
There are three functions that we have had the most success with to date, zinc catalyzed hydrolytic, 
nitrite reductase activities, and electron transfer sites. 

2.1 Development of zinc sites as models of carbonic anhydrase hydrolytic activity 

Building upon our wealth of knowledge of heavy metal binding to tris(cysteine) layers in 
our de novo designed scaffolds,[16] we turned our attention to the more complex problem of 
recreating catalytic metal sites. This is arguably a more ambitious goal, as the design of the metal 
binding site must not only include the primary coordinating ligands but support substrate access 
for efficient catalysis.  

As a first attempt at inserting a catalytically active metal into our scaffolds, we targeted the 
symmetric tris(histidine) environment of carbonic anhydrase (CA). CA catalyzes the reversible 
hydration of CO2, Reaction 1, and is critical to blood pH buffering and respiration. Native CA 
represented a good first target due to the relative simplicity of the metal binding environment as 
well as high catalytic activity.[17] Mutating two different leucine layers in the TRI scaffold at each 
end of the coiled-coil, one with cysteine near the N-terminus and the other with histidine near the 
C-terminus, gives TRIL9CL23H. Crystallographically, the tris(cysteine) site was shown to bind a 
Hg(II) ion, for structural stability; while the tris(histidine) site supported a zinc ion for catalysis.[12]  

HCO3
- + H+ ⇌ CO2 + H2O 

Reaction 1 

The inclusion of two layers of metal binding residues destabilized the structure compare to 
the parent TRI system, but the inclusion of the heavy metal binding site improved the stability 
beyond that of the nonmutated form. The structural site was shown to increase the stability of the 
3SCC significantly through formation of a trigonal Hg(II)-Cys3. Comparing crystal structures, the 
zinc active site was extremely similar geometry to that of native CA, including an exogenous water 
or hydroxide coordinated to the zinc, though orientation of the coordinating imidazoles differs 
between the two.(Figure 2)  

 

Figure 2: Overlay of the Zn(II)N3O site in [Hg(II)]S[Zn(II)(H2O)]N (CSL9PenL23H)3 with the 
active site of human CAII. CS is shown in cyan (PDB 3PBJ[12]) and CAII in tan (PDB 2CBA[17]). 
The solvent molecule associated with CS is shown in red and that associated with CAII lies below 
the zinc. Reprinted with permission from ref [12]. Copyright 2012 Nature Publishing Group. 
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We examined [Hg(II)]S[Zn(II)]NTRIL9CL23H for p-nitrophenyl acetate (pNPA) 
hydrolysis and CO2 hydration activity. The hydrolysis of pNPA is well-studied due to the ease of 
monitoring the formation of the colored p-nitrophenolate. Our CA model 
[Hg(II)]S[Zn(II)]NTRIL9CL23H showed a pH dependence on activity (Figure 3, pKa of hydrolysis 
~ 8.8), with the maximum kcat/KM within 100-fold of CAII (the isoform with the highest pNPA 
activity) at pH 9.5. Table 2 compares the activities of our model scaffolds for pNPA hydrolysis. 
Notably, our CA mimic did not exhibit product inhibition under our conditions, a common issue 
with small molecule CA models.[18] 

 

Figure 3: pH dependency of the catalytic efficiency for pNPA hydrolysis by Zn(II)-bound TRI 
peptides: [Hg(II)]S[Zn(II)]N-TRIL9CL23H (●), [Zn(II)]N-TRIL2WL23H (■), [Zn(II)]N[Hg(II)]S- 
TRIL9HL23C (▲), and [Hg(II)]S[Zn(II))]N-TRIL9CL19H (▼). Reprinted with permission from 
ref [12]. Copyright 2013 American Chemical Society. 

 

Table 2: Kinetic parameters of pNPA hydrolysis of Zn-TRI peptides 

Peptide Scaffold pKa kcat/KM (max) 

(M-1 s-1)a 

kcat (max) (s-1)  

[Zn]N(TRIL2WL23H) 9.2 25 ~0.055 
[Hg]S[Zn]N(TRIL9CL23H) 9.0 31 ~0.053 
[Zn]N[Hg]S(TRIL9HL23C) 9.2 24 ~0.030 
[Hg]S[Zn]N(TRIL9CL19H) 9.6 27 ~0.076 

a. Determined by fitting the pH dependent kcat/KM vs. pH data. 

Significantly, this model lacks an important secondary sphere interaction which plays an 
important role in enhancing the rate of CO2 hydration in CAII. T199A mutants of CAII remove a 
hydrogen bond acceptor that has been shown to activate the zinc-coordinated water in the 
mechanism of hydrolysis[19], reducing the activity approximately 100-fold vs. native enzyme, 
falling to comparable rates as our CA model. As our [Hg(II)]S[Zn(II)]NTRIL9CL23H only 
reproduced the primary coordination sphere, we had essentially mimicked the activity of CAII 
T199A. 

When we examined the rate of CO2 hydration activity, the native reaction of CAII, 
[Hg(II)]S[Zn(II)]NTRIL9CL23H showed rates within 500-fold of the native enzyme at pH 9.5, 
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outperforming the best small molecule CA model by over 70-fold (Table 3). Since our report, 
models with higher pNPA activities have been described, such as MID1, which showed a 
maximum kcat/KM of 660 M-1 s-1 at pH 9.[20] To date, [Hg(II)]S[Zn(II)]NTRIL9CL23H retains the 
title of highest CO2 hydration activity within a model. This paper was a keystone work, showing 
what could be achieved with our de novo scaffolds, by reproducing only the first coordination 
sphere alone. 

2.2 Impact of zinc binding site position on hydrolytic activity 

There is the potential that the presence of the second metal site HgII
S enhanced the activity 

of our CA model, by altering the fraying or “breathing” of the individual strands of the 3SCC. We 
therefore examined models that lack the stabilizing tris(cysteine) heavy metal binding site.[21] 
When the Cys layer was removed, TRIL23H denaturation studies demonstrated that the 3SCC was 
less stable, though the zinc affinity was unaffected. The activity of this model to pNPA was nearly 
identical to that of [Hg(II)]S[Zn(II)]NTRIL9CL23H except at high pH, which we attributed to 
decreased stability caused by the loss of the stabilizing Hg(II)S site under more basic conditions. 

To determine whether the specific location of the metal binding site plays a significant role 
in the resulting activity, we next designed CA models that modified the position of the zinc site 
within the leucine layered core of our 3SCC design. For example, the orientation of the 
coordinating histidine residues, and the resulting placement of the zinc ion has the potential to 
significantly influence both solvent and substrate access, as well as hydrogen bonding interactions; 
factors known to play significant roles in the activity of native CAs.[22] Our scaffolds offer a 
significant advantage to designing metal binding into native or more complex scaffolds as the 
inclusion of the metal binding site a) does not significantly alter the scaffold geometry, b) can be 
moved to different positions in the 3SCC by simply changing the location of leucine substitutions, 
c) can be placed in a number of approximately geometrically equivalent positions along the 3SCC 
due to the presence of multiple leucine layers.  

We developed the flipped complement to [Hg(II)]S[Zn(II)]NTRIL9CL23H, 
[Hg(II)]S[Zn(II)]NTRIL9HL23C, placing the zinc active site towards the N-terminus.[21] This 
construct has 10-fold lower zinc affinity than TRIL9CL23H and TRIWL23H at pH 7.5 and 4-fold 
weaker at pH 9 highlighting the importance of metal site position and orientation in de novo 
scaffolds. Analysis of pNPA hydrolysis kinetics under Michaelis-Menton conditions showed the 
flipped construct had a reduced value for kcat of 0.020 s-1 at pH 9.5 (half that of TRIL9CL23H). 
This decrease in kcat was, in part, counteracted by tighter a tighter KM so kcat/KM only reduced from 
23.3 M-1s-1 to 15.8 M-1s-1 (Table 2). Earlier, we had shown that the position of the heavy metal 
binding tris(thiolate) site possessed different properties if it were placed in the a-site position vs a 
d-site within the heptad; for example, the pKa,coordination number, and ligand positions change 
for cadmium and mercury in these sites.[23] Hypothesizing a similar effect could exist for zinc in 
tris(histidine) sites, TRIWL9CL19H was studied. This construct showed a 5-fold decreased 
affinity for zinc and an increased pKa of pNPA hydrolysis to 9.6 from 9.2 in TRIL9CL23H (Figure 
3). The construct also showed good pNPA hydrolysis rates with kcat/KM values similar to 
TRIL9CL23H and TRIL9HL23C, but with an increase of the KM to 2.8 mM. These results 
demonstrate the potential to tune the KM and pKa using metal binding site repositioning, but the 
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catalysis is largely unaffected and metal site location in a de novo designed scaffold should be 
based off ease of incorporating secondary sphere interactions that enhance the rate.  

2.3 Development of a zinc hydrolytic 3HB protein 

The intrinsic symmetry of our self-assembling 3SCC scaffold has numerous benefits, as 
already discussed. However, in order to design functional hydrogen bonding network and to model 
the asymmetry in the second coordination sphere of CAII (vida supra), we next designed a model 
of CA in our α3D type scaffold.[24] Replacement of three of the core leucine layers towards the C-
terminal region of the original α3D, along with a H72V mutation to remove possible unintended 
zinc coordination gave α3DH3. Zinc binds tighter to this three helix bundle peptide than any 3SCC 
model, with apparent Kd = 0.15 μM and 0.06 μM at pH 7.5 and 9, respectively (TRIL9CL23H Kd 
= 0.8 μM and 0.22 μM at pH 7 and 9). Using extended X-ray absorption fluorescence spectroscopy, 
the zinc coordination sphere was fit to 3 zinc histidine scatterers at 1.99 Å and one zinc-oxygen 
scatterer at 1.90 Å, which are nearly identical parameters to those of the native CAII. 

As with the TRI 3SCC, α3DH3 showed a pH dependence on CO2 hydration activities. The 
reaction was analyzed between pH 8 and 9.5,and fit for a maximal efficiency at higher pH, 
(kcat/KM) 69,000 M-1s-1. The catalytic pKa was 9.4, compared to 8.8 for the 3SCC model. The 
maximum measured kcat/KM was 38,000 M-1s-1, 14-faster than the best small molecule model, but 
2.5 times slower than the best TRI 3SCC model, TRIL9CL23H. Again, this model did not display 
any product inhibition, a significant advantage over small molecule studies to date. Compared to 
the native enzyme, α3DH3 falls within 1400-fold of the fastest isozyme, CAII (Table 3).  

 

Table 3: Kinetic parameters of CO2 hydration by enzymes, small molecules, and our model 
scaffolds. 

Enzyme / Model pKa pH kcat (s-1) KM 

(mM) 

kcat/KM 

(L mol-1 

s-1) 

k2 (L 

mol-1 s-

1) 

Ref 

CAII 6.8a 8.8 8.2x105 8.9 9.2x107  [25] 
CAIII 8.5 9.0 8x103 20 4x105  [26] 
TRIL9CL23H 8.82b 9.5 1.8x103 10.0 1.8x105  [12] 
α3DH3 9.4 9.5 1.3x102 3.5 3.8x104  [24] 
ZnII([14]aneN4) 9.8     5040c [27] 
ZnII([12]aneN4) 8.1     3012 [18a] 
ZnII(nitrilotris(2‐
benzimidazolylmethyl‐
6‐sulfonate) 

8.3     2180 [28] 

ZnII(tris(4,5‐di‐n‐
propyl‐2‐
imidazolyl)phosphine) 

8.0     2480 [29] 

a. Taken from ref [30] 
b. pKa of pNPA hydrolysis 
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c. pH‐independent second‐order rate constant (maximal rate) calculated using pKa of 9.8 and 
measured rate of 690 M−1 s−1 at pH 9.0. 

2.4 Zinc catalyzed hydrolytic activity in other helical scaffolds 

 As mentioned above, other research groups have developed different helical scaffolds that 
bind zinc ions and have been shown to possess zinc catalyzed hydrolytic activity. The Kuhlman 
group developed a zinc-mediated homodimer in a helix-turn-helix motif. The design of the 
homodimer contains two four coordinate zinc ions, supported by a His3O binding site. A fourth 
His ligand (intended as a fourth primary coordinating ligand) creates a small molecule binding 
pocket. As with our current generation of CA models, no second sphere interactions were 
intentionally designed. MID1-Zn showed improved hydrolysis of pNPA as compared to our TRI 
scaffold, with a kcat/KM of 660 M-1 s-1 at pH 9, attributed to the more accessible active site cleft in 
the homodimer. Recently, this group has described the artificial evolution of the MID1 catalyst, 
improving upon the hydrolysis of a racemic fluorogenic ester 70,000-fold.[31] A designed metallo-
β-lactamase was described by the Tezcan group consisting of a tetramer of modified cytochrome 
cb562, Zn8:AB34.[32] The design of this scaffold relies on a zinc mediated self-assembling 
interface, such that four of the eight zinc function in a purely structural role, with the remaining 
four being catalytically active. This protein, in addition to conferring the metallo-β-lactamase 
activity, also showed good activity towards pNPA as well, with kcat/KM of 32 M-1 s-1 at pH 9. In a 
similar approach, the Korendovych group showed how short peptides could self assemble, 
facilitated by zinc binding to His residues, to form zinc mediated amyloid fibrils with esterase 
activity.[33] These zinc binding amyloid fibrils, which consist of beta-sheet structure, rather than 
alpha helices, can catalyze ester hydrolysis, with a kcat/KM of ~150 M-1s-1 at pH 9 and a maximal 
kcat/KM 360 M-1s-1 at pH 10.3. 

3. Development of copper centers as models of nitrite reductase activity 

The de novo design of redox active metalloenzymes is more complicated than that of redox 
inactive metal centers, such as the zinc-containing models of CA. The change in the oxidation state 
of the metal will not only modify the overall electrostatic charge of the binding site, but, generally 
speaking, different oxidation states possess differing ligand environment and geometric 
preferences. CuI, for example, will show stronger preference for softer ligands and lower 
coordination number than CuII. Therefore, the de novo design of redox active metalloenzymes 
must consider the coordination environment of both the reduced and oxidized species, in addition 
to those criteria described above for redox inactive metals. Fortuitously, our de novo scaffolds 
offer some significant advantages over small molecule models, as the geometry of the metal 
binding site is constrained by the stable folding of the scaffold in the absence of metal. 
Additionally, only small reorganizations have been observed upon metal binding to our scaffolds, 
dependent on the location of the site within the scaffold and on the metal being examined.[34] And, 
as mentioned above, most of the current small molecule mimics are only soluble in organic 
solvents and are optimized to only bind a single copper oxidation state. Thus, our scaffolds are 
well suited to model metalloenzymes that undergo redox activity.  
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Recently, we have described several advances in our development of copper nitrite 
reductase activity (CuNiR). CuNiRs catalyze the reduction of nitrite to nitric oxide via Reaction 
2, the second step in the dissimilatory pathway of nitrate to dinitrogen. CuNiR is a homotrimeric 
copper enzyme that possesses two copper binding sites, a type 1 copper electron transfer center 
Cu(His2)(Cys)(Met), and a type 2 catalytic copper center Cu(His3)(OH2). The catalytic type 2 
copper exists in a distorted tetrahedral environment, intermediate to the preference of the cuprous 
and cupric species in order to minimize the reorganization energy of the protein on changes in 
oxidation state.[35] The mechanism of nitrite reduction is well studied, briefly, nitrite binds to the 
type 2 catalytic site first, followed by gated electron transfer from the reduced type 1 site to the 
type 2 site. Proton-coupled electron transfer, facilitated by hydrogen bonding between a histidine 
(H225) and an aspartate (E98) to water and the bound substrate, facilitate the catalysis.[36] These 
residues have been shown to be critical for the high activity of native CuNiR with at least 100-fold 
decrease in activity upon their removal. 

NO2
- + e- + 2H+ ⇌ NO + H2O 

Reaction 2 

3.1 First generation CuNiR models 

Noting the geometry of the zinc site in our CA model HgII
SZnII

N(TRIL9CL23H)3 was very 
similar to that of the type 2 Cu in CuNiR, we first looked at copper bound in the tris(histidine) site 
of TRI 3SCC environment using the simplified TRIL23H which omits the heavy metal binding 
tris(cysteine) site.[37] Overlay of the zinc site in HgII

SZnII
N(TRIL9CL23H)3 with copper centers of 

CuNiRs showed similar ligand geometries, each coordinating the metal with the ε-nitrogen of the 
histidine and a coordinated water ligand (Figure 4). The charge and Lewis acidity of Zn(II) 
resembles that of Cu(II), and the d10 electron configuration mimics Cu(I). Therefore, we were 
confident that this peptide would be a suitable model of CuNiR type 2 site, allowing study of the 
reaction in aqueous environment using the native ligands, unlike small molecule models, while 
removing the convolution of the two copper sites in the native CuNiR. 

 

Figure 4: (A) Model of Cu-TRIL23H based on the structure of Hg(II)SZn(II)NCSL9CL23H. (B) View of 
the Zn(II)(H2O)(His)3 site along the pseudo three-fold axis (light gray), superimposed to the type 2 
Cu(II)(H2O)(His)3 site in R. sphaeroides NiR (PDB ID code 2DY2) (dark gray). Coordinated water 
molecules are shown as spheres. (C) Side view of the two metal sites, as in B. Reprinted and adapted with 
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permission from ref [37]. Copyright 2012 Proceedings of the National Academy of Sciences of the United 
States of America. 

Cu(I) binding to the histidine sites was confirmed using 1H-NMR.[37] The metal free apo-
TRIL23H showed two singlet peaks in the aromatic region of the 1H-NMR, at ~7.7 and 7.0 ppm 
corresponding to the ε- and δ- nitrogen, respectively. Upon addition of 1 eq of Cu(I), these singlets 
gave rise to multiple peaks, indicating copper binding specifically to the histidine residues. 
Additionally, pH titrations of the Cu-TRIL23H monitored using 1H-NMR showed the presence of 
free imidazole protons only below pH 4.45, consistent with CuI(His3). Further characterization 
using XAS revealed that the 1s4p pre-edge feature, the intensity of which can be diagnostic of 
cuprous coordination number,[38] was also consistent with a three-coordinate Cu(I). The extended 
X-ray absorption fine structure (EXAFS) of Cu(I)TRIL23H was best fit by 3 N/O scatterers at 1.93 
Å with additional backscattering at longer distances characteristic of histidine coordination. The 
unusually large Debye-Waller factors of these His scatterers suggested distorted trigonal planar 
geometry. The Cu(I) Kd was determined to be 3.1 pM and 0.2 pM at pH 5.9 and 7.5, respectively, 
using competitive titration with bathocuproinedisulfonate (BCS2-). 

Cu(II) binding was investigated with visible absorption spectroscopy, with a broad 
absorption around 640 nm (ε = 135 M-1 cm-1), consistent with a Cu(II)(His)3 site containing either 
one or two exogenous water ligands.[39] The EPR spectra of Cu(II)TRIL23H was consistent with 
a five-coordinate type 2 copper [Cu(II)(His)3(H2O)2]. Addition of nitrite to Cu(II)TRIL23H 
showed a 9 gauss decrease in the A║ indicative of nitrite binding to the copper center directly as 
previously shown for native NiR.[40] The Cu(II) Kd of this model was determined by quenching of 
Trp fluorescence to be 40 nM and 8.7 nM at pH 5.9 and 7.5, respectively.  

It is possible to calculate the reduction potential of the Cu(I)/Cu(II) couple using the Nernst 
equation using affinities for Cu(I) and Cu(II). The reduction potential for this model is 400 mV at 
pH 5.9 and 430 mV at pH 7.5, much higher than is typical of type 2 copper centers,[41] and actually 
falling closer to those reported for type 1 copper centers. This could be due to the trigonal geometry 
of the Cu(I) state being stabilized in the highly symmetric (His)3 binding site, raising the reduction 
potential. Despite this elevated reduction potential, we examined the NiR activity of CuTRIL23H. 
This model was shown to be capable of generating NO from nitrite, by capture of the produced 
NO to form the colored FeEDTA(NO).[42] Headspace FTIR-GC analysis showed no detectable 
amounts of N2O formation, which is a common byproduct in other NiR model systems, and 
represents a significant success in our de novo approach.  

Using ascorbate as a sacrificial electron donor, whose UV signal can be conveniently 
followed at 265 nm to monitor the reaction, we assayed for NiR activity under catalytic conditions 
and determined a maximum first-order rate constant of 4.6 x 10-4 s-1 at pH 5.8. A significant 
decrease in the reaction rate as a function of increasing pH is likely caused by changes in the 
Cu(I)His3 coordination environment or the involvement of the protons in the nitrite reduction 
reaction. Though this catalytic rate represents only a modest rate compared to that of native 
CuNiR’s, this model was the only example of a stable, functional Cu(His)3 site in aqueous solution 
capable of multiple turnovers with no observed decrease in efficiency.  

3.2 Probing the Cu site 
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It is exceptional that our first generation de novo enzymes possess good activities in the 
absence of any modelling beyond that of the primary metal coordination sphere. Thus, to improve 
on the CuNiR activity, we understood that optimization would largely depend on the effect of 
modifications to the second coordination sphere as well as the electrostatic environment 
surrounding the cooper binding site.[43] Changes to the reaction’s free energy barrier (ΔG⧧), 
resulting in modification to enzymatic rates, can be brought about by changes to the electrostatic 
environment of the active site, through stabilization of charge density in the transition state. 
Dynamic aspects of enzyme active sites, that is the pico to microsecond or longer vibrational and 
translational motion inside and around the catalytic site, are also involved in determining overall 
reaction rates. The dynamics and electrostatic factors that drive catalysis can be studied using 
vibrational probes of enzyme active sites.[44] These studies provide details on active site flexibility, 
which determines how substrate accesses the active site and product is transported away, and 
changes of reaction barrier with respect to the molecular dynamics around the active.[45] 

We studied the copper environment within our CuNiR model, in collaboration with the 
Kubarych group, by examining the ultrafast dynamics of carbon monoxide bound to CuTRI-H as 
a vibrational probe of the Cu(His)3 environment.[46] We used two-dimensional IR spectroscopy as 
an in situ probe of the active site to further connect our understanding between our de novo 
constructs and small molecule models.[47] The 2D-IR spectrum showed two bands that correspond 
to the excitation of the ground state (ν = 0 to 1, 2063 cm-1) and excitation of the first excited-state 
(ν = 1 to 2, red-shifted to 2039 cm-1 due to CO vibrational anharmoncity) transitions. Following 
vibrational excitation, we observed a time-dependent anharmonicity in the vibrational modes of 
the bound CO, with a decay constant of 2 ps. The frequency shift brings the two bands closer 
together, the ν01 transition redshifts and the ν12 transition blueshifts. The magnitude of the excited-
state blueshift exceeded that of the ground state redshift. We also investigated the modified peptide 
(TRI-H K22Q K24Q), which replaces six positively charged lysine residues near the copper site 
with neutral glutamine. This protein exhibited similar anharmonicity to the vibrational transition, 
suggesting that this feature is reproducible in other sequences and is likely common to our other 
3SCC scaffolds.  

Computer modelling calculations on the full de novo protein were performed to understand 
the steric and electrostatic interactions that give rise to this behavior. Using a QM/MM ONIOM 
approach, with the Cu, imidazole ligands, and CO adduct in the QM (B3LYP/6-311G(d,p)) layer, 
we observed a >6° decrease in Cu-C-O bond angle for the vibrational excited state. This bend is 
consistent with the picosecond dynamics observed in the vibrational frequency shifting dynamics 
and supports that the peptide enhances coupling to the CO stretch, highlighting the role of the 
peptidic environment, and one of the significant advantages to our de novo approach. Further 
calculations showed that the electric field from the parallel 3SSC peptide scaffold distorts the 
geometry of the copper-coordinating histidine ligands and is responsible for the Cu-C-O bend 
coupling to the CO excited state stretch, rather than directly affecting the carbonyl. This excited 
state bend coupling was strongly dependent on the orientation of histidine coordination to the 
copper center, likely a result of the position of the dipole moments (~3.6 D) from each of the 
individual His ligands (Figure 5). These calculations reveal the role of electrostatics in tuning the 
molecular dynamics and the energy landscape of ligand coordination within our Cu(His)3 site. 
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Thus, by modification of the electrostatic environment, either by changing the location within the 
3SCC (coiled coil dipole), or by positioning of charged residues in proximity to the site it is 
possible to improve our CuNiR.  

 

Figure 5: Dipole moment of each histidine ring, in Cu(I) (TRIL2WL23H)3(CO)+ with average 
magnitude of 3.6 D. These dipolar side chains are able to couple to the electrostatic environment 
produced by the protein scaffold. Reprinted with permission from ref [46] . Copyright 2013 
American Chemical Society. 

To improve on this modest CuNiR activity, we then considered the role of the electrostatic 
environment surrounding the copper binding site first by modification of outer-sphere residues that 
change the electrostatic environment of the copper center (Figure 6A), followed by changes to the 
inner-sphere residues (Figure 6B).  

3.3 Modification to charge density around the copper binding site  

Modification of the charge density around a redox active metal binding site (by substituting 
residues of different charges) will have significant effects on the stability and structure of the 
different oxidation states, and thus the redox potential, and ultimately the catalytic efficiency or 
mechanism of redox active metalloenzyme sites.[48] For example, the protein peptidylglycine α-
hydroxylating monooxygenase (PHM) has a (His3) active site structurally similar to CuNiR, but 
plays a role in electron transfer instead of being directly involved in catalysis as is the case for 
CuNiR.[49] Historically, these studies were performed on native proteins, which bring along the 
complexity and convoluting factors of native systems. Therefore, we sought to examine the role 
of the electrostatic environment around the Cu-center in our de novo CuNiR 3SCC model TRI-H, 
by modifying the charge of nearby residues. We designed and synthesized several modified 
peptides that substituted residues located neither within the hydrophobic interior of the 3SCC 
(which could lead to significant destabilization) nor directly involved in Cu-coordination listed in 
Table 4 (upper) and shown in Figure 6A.[50]  
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Figure 6: Model of CuNiR highlighting the location of outer sphere (A) and inner sphere (B) 
residue substitutions near the Cu binding site of TRI-H based on the crystal structure of 
ZnII

NHgII
S(CSL9PenL23H)3 (PDB code 3PBJ). The copper is shown as an orange sphere, distances 

to the β-carbon of the residues being substituted are indicated for outer sphere substitutions: K22 
(magenta), E24 (green) and K27 (yellow), and inner sphere: L19 (blue), and L26 (red).  

Table 4: Peptide sequences of outer sphere (upper), inner sphere (middle), and primary 
coordinating (lower) residue substitutions for CuNiR activity studies. The position of these 
modifications can be viewed in Figure 6.   

Peptidea  abcdefg abcdefg abcdefg abcdefg  Δcharge 
TRI-H Ac-G WKALEEK LKALEEK LKALEEK HKALEEK G-NH2  

TRI-HK22Q Ac-G WKALEEK LKALEEK LKALEEQ HKALEEK G-NH2 -3 

TRI-EH Ac-G WKALEEK LKALEEK LKALEEE HKALEEK G-NH2 -6 

TRI-EHE27K Ac-G WKALEEK LKALEEK LKALEEE HKAKEEK G-NH2 0 

TRI-EHE27Q Ac-G WKALEEK LKALEEK LKALEEE HKAQEEK G-NH2 -3 

TRI-EHK24Q Ac-G WKALEEK LKALEEK LKALEEE HQALEEK G-NH2 -9 

TRI-EHK24E Ac-G WKALEEK LKALEEK LKALEEE HEALEEK G-NH2 -12 

        

L19I Ac-G WKALEEK LKALEEK LKAIEEK HKALEEK G-NH2 0 

L19DL Ac-G WKALEEK LKALEEK LKADLEEK HKALEEK G-NH2 0 

L19A Ac-G WKALEEK LKALEEK LKAAEEK HKALEEK G-NH2 0 

L26A Ac-G WKALEEK LKALEEK LKALEEK HKAAEEK G-NH2 0 

L19D Ac-G WKALEEK LKALEEK LKADEEK HKALEEK G-NH2 -3 

L26D Ac-G WKALEEK LKALEEK LKALEEK HKADEEK G-NH2 -3 

        

TRI-δmH Ac-G WKALEEK LKALEEK LKALEEK δmHKALEEK G-NH2 0 

TRI-εmH Ac-G WKALEEK LKALEEK LKALEEK εmHKALEEK G-NH2 0 

TRI-εmH L19A Ac-G WKALEEK LKALEEK LKAAEEK εmHKALEEK G-NH2 0 

a. The N- and C-termini are acylated and amidated, respectively. 

The pH effect on copper binding to the outer sphere modified peptides was followed using UV 
visible absorption spectroscopy. Near neutral pH, CuII-TRI-H shows a broad band centered 644 
nm, assigned as the d-d transition of the copper in the His3 environment. The pH profiles of copper 
binding to TRI-H are complicated by multiple competing and overlapping processes that occur as 
a function of pH. The most significant of which, the formation of 3SCC, is known to occur around 
the pKa of glutamate residues involved in salt bridging in e-sites, around pH 4.5, the protonation 
state, charge and copper binding propensity of the imidazole ligand (pH 5.5 – 8), and the 
protonation state of any coordinated water (pH >8). Thus, there are two major changes to the UV-
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visible absorption spectrum as a function of pH: a low pH transition associated with 3SCC 
formation and copper binding to the (His)3 site, complete by approximately pH 5; and the 
deprotonation of the water coordinated to the copper, forming hydroxide with a pKa ~8.5 (Figure 
7). Other outer sphere modifications with different charges showed similar pH profiles for the 
lower pH copper binding, but distinctly different profiles for the higher pH effects due to the 
various pH effects at play. TRI-EH, for example, showed a significantly more basic water 
deprotonation step (pKa 9.86). XAS measurements of the cuprous and EPR of the cupric forms of 
TRI-H and TRI-EH showed no significant difference in the geometry of the copper site between 
the two scaffolds, at pH 5.8. Minor differences in the intensity of the Cu(I) pre-edge feature and 
lower Debye-Waller values in the values of Cu-N scatterers in the EXAFS region, suggest a 
slightly more symmetric trigonal planar geometry for the TRI-EH vs. a more distorted T-shaped 
geometry for the parent TRI-H.  

 

Figure 7: pH titration of Cu(II)(TRI-H)3 below (A) and above (B) pH 7.5. (C) Changes in Cu(II) 
d−d band absorbance when Cu(II) was bound to (●) TRI-H (Δcharge = 0); (○) TRI-EHE27K 
(Δcharge = 0); (■) TRIEH (Δcharge = −6); and (□) TRI-EHK24E (Δcharge = −12). Reprinted and 
adapted with permission from ref [50]. Copyright 2013 American Chemical Society. 

 Dissociation constants for the Cu(I) and Cu(II) states of the models were measured for the 
series of outer sphere modifications. The Cu(I) Kd was found to decrease by over two orders of 
magnitude as the charge was decreased from 0 to -12, while the Kd of the Cu(II) only showed a 
modest decrease in affinity for the same modifications. These values were then used to calculate 
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reduction potentials, using the Nernst equation, and plotted as a function of the charge difference 
from the parent TRI-H (Figure 8A) at two specified pH values. These also show a linear decrease 
as a function of increasing negative charge at both pH 5.8 and 7.5 with a slope of 100 mV per 1.6 
pH units, consistent with one proton per electron. This decrease in the calculated reduction 
potential is more reflective of the destabilization of the cuprous species in more negatively charged 
environment than the stabilization of the cupric form, resulting in a less positive reduction 
potential. The differences in the affinities of the cupric and cuprous forms of each model are 
separated by approximately 100 mV, with the more acidic pH having the more positive reduction 
potential.  

 

Figure 8: Calculated reduction potentials in relation to the changes of the local charge at pH 5.8 
and pH 7.4 (A). Rates of NiR activity vs. calculated reduction potentials at pH 5.8 (B). Peptides: 
(1) TRI-EHE27K; (2) TRI-EHE27Q; (3) TRI-EH; (4) TRI-EHK24Q; (5) TRIEHK24E. Reprinted 
and adapted with permission from ref [50]. Copyright 2013 American Chemical Society. 

 We had originally designed the series of outer sphere CuNiR models with increasing 
negative charge to stabilize the more positively charged Cu(II) species which would, in turn, 
decrease the reduction potentials. While we did indeed observe the expected decrease in reduction 
potential across the series, it was due to the destabilization of the Cu(I) rather than the stabilization 
of the Cu(II). Thus, because the Cu(I) affinity increased going from more negative to more positive 
charged metal binding environment, this suggested the involvement of H-bonding and salt-
bridging interactions. Briefly, we proposed a rack-induced binding environment, similar to that 
suggested for blue copper electron transfer proteins.[51] In this model, the protein matrix constrains 
the metal coordination environment, leading to changes of the stability of the different oxidation 
states that are exploited to tune the redox-potential of the copper center. Our results suggest that, 
in our model CuNiR, this induced-rack effect is greater for the Cu(I) oxidation state. Specifically 
we proposed a hydrogen bonding interaction between Glu22 and His23 that orients the imidazole 
ligand. 
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 Finally, we examined the series of outer sphere modifications for CuNiR rates, using the 
ascorbate assay described above. As the charge was decreased from 0 to -12, we observed a 4-fold 
increase across the series in NiR activity and a correlation with reduction potential (Figure 8B). At 
pH 5.8 for our outer sphere models, the higher the reduction potential, the lower the rate. Though 
this appears to show a linear trend linking the rate to the reduction potential, the assay conditions, 
in which ascorbate is added in significant excess, invalidate the conclusion this is due to electron 
transfer rates, as we have shown that the reduction of Cu(II) to Cu(I) by ascorbate is not rate-
limiting. Instead, we suggest that the reorganization energy upon oxidation (CuI trigonal to CuII 
pseudotetrahedral) limits the observed rate. This study established that changes to the charge 
environment around the active site, through residue substitutions in positions nearby, can be used 
to modify properties that influence the reduction potentials, and NiR activities in a systematic 
fashion.  

3.4 Modification to steric bulk and adding potential hydrogen bonding residues to the inner sphere 

 Having established the influence of outer sphere modifications on CuNiR activity, we then 
turned to examining the role of inner sphere modifications. It is well known that inner sphere 
residues of an enzyme play significant roles in catalysis, and mutations of inner sphere residues 
has been shown to significantly alter catalytic rates and efficiencies. Therefore, using our rational 
design strategy, we identified two positions in the 3SCC where substitution of the Leu layer for 
other residues (Figure 6B) could lead to modification of the coordination environment of the bound 
Cu or Cu-coordinated water(s). We had previously shown that we could control the coordination 
number of Cd bound to tris(cysteine) sites by modifying the sterics of the hydrophobic layer 
spacing in the core above or below the Cd(S3) binding site).[16, 52] Thus, by modification of the 
sterics around a catalytically active metal binding site, we should be able to tune the substrate and 
solvent access.  

Using this approach with our Cu(His3) NiR site, we substituted leucine residues in position 19 
and 26, the leucine layers directly above and below the Cu(NiR) site (Table 4 and Figure 6B).[53] 
We increased the steric bulk above the Cu binding site by substitution with isoleucine or D-leucine, 
as our first-generations CuNiR model was thought to be five-coordinate in the cupric state 
(compared to four-coordinate for native CuNiR), and believed that increasing the bulk above the 
metal binding site would decrease solvent access and lower total Cu-coordination number. We 
then tested the effect of decreased steric bulk above or below by substitution with alanine, as 
crystal structures of our heavy metal binding scaffolds have shown that decreased steric bulk can 
permit up to four additional water molecules.[34] Finally, in order to study the effect of hydrogen 
bonding to the Cu-coordinated water(s) or histidine imidazole ligands and/or the addition of extra 
Cu-coordinating residues, we made scaffolds that positioned aspartate above and below the copper 
site.  

We examined this series of CuNiR models for CuNiR activity and observed rate constants that 
split the series into two identifiable groups (Figure 9, green bars) – those whose CuNiR initial rate 
constants were approximately the same as the parent TRI-H (L19I and L19DL), and those whose 
CuNiR rate was between 60- to 75-fold greater (Ala and Asp substitutions). We believed that this 
trend in rate differences between the two groups was due to structural differences in the resting 
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state of the Cu(I) forms, as we have shown that the reduction of the Cu(II) is extremely rapid under 
our assay conditions. Therefore, we collected X-ray absorption data and compared the 1s  4p 
energies in the XANES region (Figure 10) and bond distances from EXAFS.  

The increase in intensity of the Cu(I) pre-edge, as well as increases in copper ligand bond 
distances from EXAFS upon decreasing the steric bulk around the binding site suggests that rather 
than permitting extra coordinating ligands to bind to the copper site, the reduction in steric bulk 
allows the Cu(I) state to relax and reduce coordination number from 3 to 2. This was the opposite 
of what we had observed when we modified sterics surrounding heavy metal binding sites, where 
decreased sterics led to an increase in coordination number. We observed that the XANES 1s  
4p energies could accurately define the two groups, with the more active constructs showing a 
shift to higher energy compared to the parent TRI-H, and those whose rates were approximately 
the same showing a similar energy. This energy shift, which provides information on the electron 
density around the copper site and thus its ability to participate in redox chemistry, appears to 
correlate with the increase in NiR activity, and would also impact the potential energy landscape 
of the transition state during catalysis (vida supra). Native CuNiR have a four-coordinate 
Cu(His)3(H2O) in both the oxidized and reduced state, suggesting that the reorganization of our 
model copper binding sites may be a limiting factor in our activity enhancements.  

3.5 Role of histidine coordination isomers in CuNiR activity  

 Another significant feature of imidazole moieties is the potential for either of the imidazole 
nitrogens to be the coordinating ligand. Returning to our discussion on PHM and CuNiR, these 
two enzymes display vastly different copper chemistries, yet possess the same Cu(His)3 copper 
environment. Close inspection of the structures of CuNiR (PDB: 4YSE[54]) and PHM (PDB: 
1PHM[55]) reveals different tautomeric coordinative isomers between the Cu and His, with the 
former coordinating copper through the Nε and the later through Nδ of the imidazole. The 
difference in coordination, Nε vs. Nδ, has been shown to be common in T1 Cu electron transfer 
sites vs T2 Cu catalytic sites. In order to determine the orientation of the histidine coordination in 
our CuNiR model, TRI-H, we designed scaffolds that included N-methylated histidine as the 
primary coordinating ligands (sequences in Table 4).[56] Thus, we could compare Nε-
methylhistidine (TRI-εmH, Nδ free to coordinate copper) with Nδ-methylhistidine (TRI-δmH, Nε 
coordinating) to our original design and tease out not only the coordination state, but also the effect 
of forcing the flipped coordination mode, to determine directly the influence on copper-histidine 
coordination isomers on properties of our well understood metalloezymatic system. 
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Figure 9: Pseudo first order rate constants of the original TRIW-H construct (red) reported in 
ref[37] compared to the outer sphere helical interface residues (blue) reported in ref[50], interior 
residues (green) reported in ref[53], and primary coordinating residues (magenta) reported in ref[56] 
. Reprinted and adapted with permission from ref. [56]. Copyright 2019 American Chemical 
Society. 

 

 

Figure 10: Cu(I) XANES at pH 5.8 of inner sphere modifications (A) and primary coordinating 
modifications (B) reported compared to that of TRIW-H. Adapted and reprinted with permission 
from refs [53] and [56]. Copyright 2018 Angewandte Chemie International Edition and 2019 
American Chemical Society. 
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 It is important to note here that methylation of the imidazole fundamentally alters 
properties of the ligand, not limited to only the N-coordination. The replacement of one of the N-
H with N-meth, removes an opportunity for H-bonding, and changes the pKa and accessible charge 
of the ligand. Also, the methyl group is much more electron donating, changing the electronic 
nature of the imidazole ligand, in ways that are often difficult to predict.[57] Finally, N-methyl 
imidazoles are much more sterically demanding than the parent histidine groups, which could 
significantly impact the geometry and stability of our Cu sites. Thus, there are numerous factors 
that are at play when considering N-methyl histidine substitution.  

We characterized the effect on forced ε- or δ-nitrogen coordination (by methylation of the other 
imidazole nitrogen) on the geometry of the copper binding site, redox potential, and catalytic 
activity. EPR, XAS, and UV visible absorption spectroscopic data suggested that TRI-εmH has a 
lower number of coordinating imidazoles than TRI-δmH for both the Cu(I) and Cu(II) states (Figure 
11). Significantly, TRI-δmH more closely mimicked the geometric features of the original TRI-H, 
with TRI-εmH showing more of a tetrahedral nature for the Cu(II) species (N3O vs. N2O2 
coordination environment for TRI-H and TRI-δmH) and more two-coordinate character for Cu(I). 
vs. three-coordinate for the other two. These data suggest that the parent TRI-H coordinates with 
the ε-nitrogen. As with our inner sphere modifications, we observed a shift in the 1s  4p energy 
in the XANES region, with the TRI-δmH matching the energy of the parent, while TRI- εmH is 
slightly higher energy (Figure 10B).  

 

Figure 11: Models of the metal binding sites of (A) Cu(I)-TRIW-δmH and (B) Cu(I)-TRIW-εmH 
(C) Cu(II)-TRIW-δmH and (D) Cu(II)-TRIW-εmH). Models were made using the program PyMol 
and based off the Zn(II)(His)3 site of Hg(II)SZn(II)N (CSL9CL23H)3 [PDB 3PBJ[12]]. Reprinted 
and adapted with permission from ref. [56] Copyright 2019 American Chemical Society. 

Finally, we compared the NiR activity of the N-methyl histidine containing scaffolds to our 
previous designs (Figure 9, magenta bars). We observed the largest increase in NiR activity 
through modification of the primary coordinating ligands. Interestingly, the larger enhancement in 
rate came from methylation of the δ-nitrogen, forcing ε-nitrogen coordination, the same as in TRI-
H. We concluded that an inductive-like effect upon N-alkylation, linked to HOMO energy 
increases from more electron-rich ligands, accounted for the difference between the two scaffolds. 
We attempted to combine the features that generated the best NiR activities from the previous 
inner sphere modifications (reduction of steric bulk through L19A mutation, 75-fold increase in 
rate vs. TRI-H) with the best primary coordinating substitution (TRI-δmH, 260-fold rate 
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enhancement), to give TRI-δmH L19A. Though this only resulted in a modest 2.5-fold increase in 
rate vs. the TRI-δmH, this scaffold is the best CuNiR model in a homogenous aqueous system to 
date, with 640-fold rate enhancement vs. our first generation CuNiR, TRI-H. Though this is 
currently the best synthetic homogenous copper catalyst for CuNiR activity, the rate falls 400,000-
fold short of the native system.  

Table 5: Kinetic parameters for CuNiR activity at pH 5.8 for select 3SCCs and small molecule 
model complexes 

 

Michaelis-Menten kinetics analysis of our CuNiR activities revealed that this decreased 
activity is due to factors that impact both the maximal catalytic rate as well as substrate access and 
binding (Table 5). Vmax plateaus, while the biggest effect on catalytic efficiency is due to KM 
effects. Again, we have thus far not included the critical acid-base catalyst, an aspartate that is 
important in the activity of the native protein, in our CuNiR models. We have already attempted 
to add a nearby Asp residue, but the enforced three-fold symmetry meant that three Asp residues 
were positioned near the CuHis3 site, and we believe that those aspartate residues interacted with 
each other rather than with the Cu site.[53] Additionally, we observed a significantly decreased KM 
as compared to small molecule models, suggesting that substrate recognition and access is limited 
in our scaffold design. This difference may also reflect NO2

- binding to Cu(I) vs Cu(II). This 
suggests we need to make future alterations that enhance substrate binding, such as new scaffolds 
that will allow for asymmetric modification of the scaffold. We have developed such a scaffold 
which will be described soon.[63]  

 

4. Design of electron transfer sites in de novo scaffolds 

We now turn to discussion of our recent developments in the de novo design of electron 
transfer sites in our alpha helical scaffold systems. Metal binding sites that transfer electrons, either 
across membranes, between metal binding sites, or coupled to proton transfers have to have metal 
binding sites that can support the different geometric and ligand preferences of the different redox 

Construct Rate (s­1) Vmax (M s­1) KM (M) kcat (s­1) kcat/KM  (s­1
 

M­1) 

TRIW-H[58] 4.6 x 10-4 N/A N/A N/A N/A 

TRIW-H L19A[59] 3.5 x 10-2 2.3 ± 0.3 x 10-6  0.24 ± 0.05 0.23 

± 0.03 

1.0 ± 0.3 

TRIW-δmH 0.12 1.5 ± 0.1 x 10-5 0.18 ± 0.02 1.5 ± 0.1 8.2 ± 0.1 

TRIW-δmH L19A 0.30 1.5 ± 0.1x 10-5 0.13 ± 0.01 1.5 ± 0.1 11.3 ± 0.1 

TRIW-εmH 1.2 x 10-3  N/A N/A N/A N/A 

[CuMe2bpa(H2O)(ClO4)]+ on 

electrode pH 5.5[60] ref 65 

N/A N/A 1.1 x 10-3 0.063 57.3 

[CuMe2bpa(H2O)(ClO4)]+ in 

solution pH 5.5[60] 

N/A N/A 2.5 x 10-3 5.3 x 10-5 0.02 

AfCuNiR pH 6.5[61] N/A N/A 1.5 x 10-4 620 4.1 x 106 

AxCuNiR pH 7.0, 4 °C[62] N/A N/A 2.7 x 10-3 89 3.3 x 105 

The Rate value above refers to the pseudo-first order rate constant for metallopeptide-catalyzed reduction of 

nitrite by ascorbate in solutions containing 30mM nitrite and 1.2mM ascorbate.[58] 
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states, as is the case for metal binding sites involved in redox cycling in a catalytic site, such as 
CuNiR. As discussed in more detail above, this requires careful consideration of the coordination 
number and geometry, and therefore, ligand positioning within the scaffold. We will highlight the 
development of our models for iron-containing rubredoxins and copper containing cupredoxins. 

4.1 Development of non-heme iron rubredoxin models 

FeS cluster proteins are a class of proteins with cofactors of varying complexity from a 
single Fe bound by 4 cysteines (rubredoxin)[64] to multi-atom cofactors that must be assembled by 
separate protein machinery before being inserted into the final target protein (the P cluster of 
nitrogenase).[65] The relative simplicity of rubredoxin and the extensive literature available on its 
geometry and spectroscopy make an attractive target for metalloprotein design.[3b]  

Previous rubredoxin design attempts focused on recapitulating the hairpinof the native 
binding site showing that the same secondary structure and metal binding site could be created 
using a de novo protein sequence.[66] Ferinas and Regan used the program Metal Search to put a 
tetrahedral Cys4 site into the B1 domain of IgG-binding protein G, but while this construct was 
able to recapitulate the Fe(III) spectroscopy of rubredoxin it was not a functional redox center.[66d] 
Nanda and DeGrado created a rubredoxin mimic by recapitulating the local secondary geometry 
around the Fe in the native protein and minimizing the surrounding protein needed to maintain this 
geometry 40 amino acid peptide.[66b] This construct not only successfully mimicked the Fe(III) 
spectroscopy of native rubredoxin, but was the first de novo rubredoxin mimic capable of reliable 
redox cycling up to 16 cycles. Arguably the most successful simplification of the rubredoxin fold 
was created by Jacques and Sénèque within a 18 amino acid peptide composed of a cyclic portion 
and a linear tail.[66a] While this construct was capable of less redox cycles than the Nanda and 
DeGrado model (7 compared to 16) it successfully recreated the Fe(II) and Fe(III) spectroscopy of 
native rubredoxin with less than half of the amino acids. 

We focused our efforts on determining whether this hairpin turn secondary structure was 
necessary to recapitulate the spectroscopy of a rubredoxin by implanting a rubredoxin-type Cys4 
binding site within an alpha helical bundle scaffold.[67] Our lab had previously designed two Cys4 
proteins based on the heavy metal binding Cys3 peptide α3DIV (α3DIV H72C or L21C) as models 
for the Cd binding site of CadC.[68] Using 113Cd NMR we determined that the H72C variant which 
positioned the fourth Cys in a nearby loop region formed CdS3O while L21C, which positioned 
the fourth Cys as part of a CXXC chelate motif, formed CdS4. We tested both α3DIV H72C and 
L21C as prospective rubredoxin models. 
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Figure 12: Model of the synthetic rubredoxin, α3DIV-L21C-Fe, constructed in PyMol based on 
the NMR structure of α3DIV (PDB entry 2MTQ). Reproduced with permission from ref[67]. 
Copyright 2018 American Chemical Society. 

When expressing α3DIV H72C and L21C in media containing supplemental Fe the lysate 
of the L21C variant was red in color indicating some level of Fe incorporation in vivo. Similar 
expressions of either α3DIV alone or its H72C variant were a standard yellowish color and so our 
characterization efforts focused on α3DIV L21C as a possible rubredoxin mimic using UV-visible 
absorption, Mössbauer, EPR, Magnetic Circular Dichroism (MCD), and X-ray absorption 
spectroscopies. Purified peptide was reconstituted with Fe by addition of Fe(II) before oxidizing 
in air to produce the Fe(III) form. Optical absorption spectra of Fe(III)-α3DIV L21C had LMCT 
peaks at similar energies as native rubredoxin but with about ~30% of the expected intensity, 
consistent with other spectroscopies that would indicate some proportion of contaminant within 
the construct (vida infra).[69]  

Table 6: Physical properties of constructs reported in ref [67]. 

Protein UV-Vis λ 

nm (ε M-

1 cm-1) 

Redox 

potential 

(vs. NHE) 

Fe(III) Mössbauer (δ 

and ΔEQ in mm/s, D 

in cm-1, A in T) 

Fe(II) Mössbauer (δ 

and ΔEQ in mm/s, D 

in cm-1, A in T) 

Rubredoxin[69-

70] 
750 (350) 
570 
(3200) 
490 
(6600) 
370 
(7710) 

-90 to +50 
mV 

δ/ΔEQ = 0.24/-0.5, η 
= 0.2 
D = +1.9, E/D = 0.23 
Axx,yy,zz = (-16, -15.9, 
-16.9) 

δ/ΔEQ = 0.70/-3.25, η 
= 0.65 
D = +7.4, E/D = 0.28 
Axx,yy,zz = (-20.1, -8.3, 
-30.1) 

α3DIV L21C 595 
(1200) 
491 
(2700) 
345 
(5000) 

-75 mV (pH 
8.5) 

δ/ΔEQ = 0.26/-0.5, η 
= 0.0 
D = +0.5, E/D = 0.15 
Axx,yy,zz = (-15.9, -16, 
-17) 

δ/ΔEQ = 0.73/-3.40, η 
= 0.9 
D = +7, E/D = 0.26 
Axx,yy,zz = (-16, -7.3, -
25) 
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Using MCD analysis, the optical spectrum of Fe(III)-α3DIV L21C was deconvoluted to 
nine unique peaks matching in energy to those seen in native rubredoxin. Further investigation of 
the optical spectrum through variable temperature variable field MCD determined saturation 
behavior that was consistent with native rubredoxin. 4.2K Mössbauer spectra of Fe(II)-α3DIV 
L21C were consistent with those of native rubredoxin but high field spectra revealed two unique 
components: 60% FeS4 and 40% FeS3O.[70a] The Fe(III)-α3DIV L21C Mössbauer results produced 
similar results with the bulk of the sample having similar spectra as rubredoxin but 25% of the 
sample was concluded to be impurities of ferric oxides/hydroxides. This impurity was also 
observed in the X-band EPR spectrum though it was largely consistent with native rubredoxin. 
Lastly, EXAFS analysis revealed that Fe(II)-α3DIV L21C was dominated by a single Fe-S bond at 
2.32 Å.  

We analyzed the electrochemistry of Fe(II/III)-α3DIV L21C to investigate its activity as an 
ET site and determined a one-electron transfer with a potential of -75 mV which falls within the 
-90 to 50 mV range seen in native rubredoxins.[64a, 64f, 70b, 71] pH dependent studies of the redox 
potential found it was a 2-proton, 1-electron proton coupled event. This differs from native 
rubredoxins whose redox potentials show no change with pH. We hypothesize that charged 
residues near the metal binding site of our construct may be the cause of this effect. Chemical 
reduction with dithionite followed by air oxidation could be cycled up to three cycles before the 
construct was irreversibly bleached, likely caused by cysteine oxidation. 

This characterization effort was the most robust ever undertaken for a designed rubredoxin 
and showed that one can construct a tetrahedral FeS4 center within a rigid scaffold unrelated to the 
native secondary structure. We also determined that the CXXC motif of native rubredoxins is an 
important part of maintaining this metal binding geometry within a protein as our scaffold without 
this motif was unable to recapitulate the spectroscopy of a tetrahedral FeS4. Comparison of MCD 
with Mössbauer and EPR showed that our construct also reaffirms the D sign controversy seen in 
native rubredoxins in which MCD favors a negative value while Mössbauer and EPR favor a 
positive value.[70a, 72] Moving forward, high-field EPR and further protein design of this construct 
can be used to investigate this apparent disagreement. 

4.2 Development of cupredoxin models 

 Type 1 (T1) Cu proteins are electron transfer proteins with a Greek beta barrel fold and a 
CuHis2CysXxx binding site in which Xxx can vary between Met, Gln, and (in one instance) Glu. 
These proteins have long fascinated the bioinorganic community because of their constrained 
geometry, unique optical spectroscopy leading to bright blue, green, or red solutions, and 
compressed hyperfine coupling constant within EPR.[73] Blue T1 Cu proteins have an intense 
LMCT at 600nm assigned as a Cys-Cu π-dx

2
-y

2 transition, short Cu-Cys bond at 2.1-2.2 Å, and 
compressed A‖ below 100 x 10-4 cm-1.[74] Green T1 Cu proteins have an additional LMCT band at 
450nm assigned as a Cys-Cu σ-dx

2
-y

2 transition with a ratio between the two intensities of around 
one, a not as short Cu-Cys bond at 2.2 Å, and similarly compressed A‖.[75] Finally, red T1 Cu 
proteins have a much more intense σ LMCT at 390, blue-shifted and diminished Cys-Cu π-dx

2
-y

2 
transition at 500nm with a ratio of ~3, T2 Cu protein-like EPR and Cu-Cys distance closer to 2.3 
Å.[76]  
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 Previous efforts to design T1 Cu proteins into unrelated scaffolds have largely produced 
green copper proteins.[77] Lu and Valentine showed that they could recreate the spectroscopy of a 
green copper protein with a H80C variant of Cu/Zn superoxide dismutase while Hellinga created 
a series of thioredoxin variants capable of recreating green copper spectroscopy upon the addition 
of the exogenous ligand azide.[77a, 77b] Using a combinatorial approach, Schnepf and Hildebrandt 
created and screened 180 different His2Cys containing four helical bundle peptides and found 
several that had green copper protein spectroscopy.[77c] The most successful work towards a de 

novo blue copper protein was that of Shiga and Tanaka who modified a previous His2Glu Cu 
binding protein within a four helical bundle scaffold to make a His2Cys and successfully made a 
green copper protein using rational design.[77d] This construct could then be tuned to a blue copper 
protein by the addition of several exogenous ligands such as chloride, sulfate, acetate, and 
phosphate.[78] While all of this work was impressive and pushed the field forward, the need of an 
exogenous ligand to recapitulate the spectroscopy of a blue copper protein meant how one could 
design a self-contained blue copper protein in a de novo scaffold remained unanswered.  

 

Figure 13: Models of the reduced state based on the EXAFS analysis of the designed cupredoxins. 
(A) Cu(I) α3DCR1. (B) Cu(I) α3DChC2. (C) Cu(I) α3DCH3. (D) Cu(I) α3DCH4. Reproduced with 
permission from ref[79]. Copyright 2015 American Chemical Society. 

We had previously shown that a His3 or Cys3 metal binding site could be designed into the 
3HB protein α3D, but this was our first attempt at a mixed coordination sphere.[24, 80] Four different 
prospective cupredoxins were designed into the α3D scaffold: CR1, CH3, CH4, and ChC2.[79] 
α3DCR1 incorporates a His2Cys binding site spanning the three helices at residues 18, 28, and 67 
(the same positions previously used for α3DIV and α3DH3) with a nearby Met residue at position 
72. α3DCH3 and α3DCH4 were designed with chelate motifs of CXXH or HXXC respectively on 
helix 1 with His and Met ligands divided among the two remaining helices. Lastly, the α3DChC2 
design repositions the metal binding site of α3DCH4 further towards the N-terminus of the peptide 
and the center of the hydrophobic core and encloses it within a “box” of hydrophobic residues in 
an attempt to enforce an entatic or rack state similar to native T1 Cu proteins.  

Table 7: Physical properties of constructs reported in ref [79] 
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Protein UV-Vis λ nm (ε M-1 cm-1) EPR A‖ x 10-4 

cm-1  

Redox 

potential 

(mV vs. 

NHE) 

α3DCR1 380(1565), 550 (438), 600-800(300) 
εσ/π = 3.6 

163 
 

+398 

α3DCH3 400(2619), 600-800(300) 
εσ/π = 11.9 

152 +364 

α3DCH4 377(1840), 450 (1098), 520(600), 
600-700(380) 
εσ/π = 3.3 

185 +399 

α3DChC2 401(4429), 499 (2020), 600-
700(550) 
εσ/π = 2.2 

130 +462 

Plastocyanin[81] 460(400), 597(5200) 
εσ/π = 0.05 

63 +372 

Ac Nitrite 
Reductase[40, 75]  

457(2590), 570(1490) 
εσ/π = 1.7 

73 +247 

Nitrosocyanin[76, 

82] 
390(7000), 570(2200) 
εσ/π = 3.2 

144 +85 

 

  CD analysis and GuHCl denaturation found that all four constructs were expectedly alpha 
helical and well folded in solution with the exception of α3DChC2. Cu(II) UV-Vis and EPR 
spectroscopies were explored to determine how well each construct had recapitulated the Cu(II) 
geometry of a T1 Cu protein. α3DCR1 exhibited spectra similar to those of a type 2 copper-thiolate 
species with a pronounced LMCT band at 380 nm and a shoulder at 550 nm with a εσ/π ratio of 3.6 
and hyperfine coupling constant of 163 x 10-4 cm-1. α3DCH3 formed a yellow species with an 
intense band at 400nm, a broad band between 600-800nm resulting in an extremely high εσ/π of 
11.9 and hyperfine coupling constant of 152 x 10-4 cm-1. α3DCH4 had absorption bands at 377, 
450 and 520 nm with a εσ/π ratio of 3.3 with an A‖ of 185 x 10-4 cm-1. Interestingly a simple flip of 
a chelate motif from CH3 to CH4 had drastically changed the Cu(II) spectroscopy. We 
hypothesized that this change was caused by the more buried position of the metal binding site 
Cys when this chelate motif is flipped. This lead to the design of α3DChC2 which buried this Cys 
even further and attempted to create a hydrophobic box around the bound Cu. α3DChC2 has two 
intense bands at 401 and 499 nm producing a red-brown copper species with a εσ/π of 2.2 and a 
slightly compressed hyperfine coupling constant of 130 x 10-4 cm-1. The optical spectroscopy of 
this construct is reminiscent of variant blue copper protein constructs such as M121E azurin or 
M148E rusticyanin as well as the native red copper protein nitrosocyanin.[82-83] 

One of the most striking results from this study was that all four constructs recapitulated 
the Cu(I) geometry of a blue copper protein regardless of how successful that construct was at 
recapitulating the Cu(II) geometry and spectroscopy. Cu(I) EXAFS of all four constructs exhibited 
short Cu-Cys distances between 2.18-2.22 Angstroms with long distance scatterers observed from 
His ligation. Analysis of the Cu(I) XANES 1s → 4p transition at 8984eV of all four constructs put 
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the constructs into two groups: ChC2 and CR1 being more 3-coordinate while CH3 and CH4 were 
more 4-coordinate. Using protein film voltammetry we determined that all four constructs were 
also successful in modeling the redox potential of a blue copper protein with potentials ranging 
between 364-462 mV well within the range of native blue copper proteins (300 to 730 mV).[81b, 

83b, 84] 

 These studies showed that the design of the cupredoxin site within a 3HB could have 
drastic effects on the bound Cu(II) spectroscopy. Our designs culminated in α3DChC2 which 
successfully recapitulated the spectroscopy of a red copper protein with the Cu(I) geometry and 
redox potential of a blue copper protein. We postulated that a more complete understanding of the 
metal binding site created by α3DChC2 would allow us to tune this construct’s Cu(II) spectroscopy 
to those of a green or blue copper protein. That the Cu(I) geometry and redox potential of these 
constructs remained invariant across our designs indicates that if one were able to tune the Cu(II) 
spectroscopy of the construct towards that blue copper protein goal the other parameters would 
already be in place.  

Our success with recapitulating a red copper protein with α3DChC2 lead us to revisit this 
construct and explore the origins of this spectroscopy to gain clues to how it might be tuned to 
green or blue copper protein spectroscopies. One possibility was that the relative instability of 
α3DChC2 as determined by chemical denaturation may have weakened the hydrophobic box meant 
to create an entatic state. This instability also precluded any single site mutation studies to 
investigate this construct so a more stable variant was necessary. Our experience with three 
stranded coiled coils lead to the strategy of increasing the scaffold protein α3D’s alpha helical 
length to improve its thermodynamic stability.[85] The initial design of the α3D scaffold by the De 
Grado lab went through several iterations of redesign largely centered around the loop region 
connecting each helix. For our design of GRα3D we sought to avoid this complication by 
expanding the helices from the center and duplicating the central heptad of each. GuHCl 
denaturation of GRα3D proved this strategy was successful, creating a scaffold with a free energy 
of unfolding of 11.4 kcal/mol compared to the 5.9 kcal/mol of the parent α3D. This increased 
stability allowed us to grow diffraction quality crystals and solve the scaffold’s structure to 1.34 
Å resolution, a further boon to our design efforts.  

Table 8: Physical properties of constructs reported in ref[11]. 

Protein UV-Vis λ nm (ε M-1 cm-1) EPR A‖ x 10-4 

cm-1  

Redox potential 

(mV vs. NHE) 

GRα3DChC2 400(3760), 490(1600) 
εσ/π = 2.3 

142 
 

+530 

GRa3DChC2 
R24A 

399(2520), 490(1150) 
εσ/π = 2.2 

142 - 

GRa3DChC2 
R24M 

399(3480), 493(1450) 
εσ/π = 2.4 

138 - 

GRa3DChC2 
E41Q 

377(5120), 490(970) 
εσ/π = 5.3 

154 +510 

GRa3DChC2 
E41A 

373(4090), 490(720) 
εσ/π = 5.7 

160 +510 
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Nitrosocyanin[76, 

82] 
390(7000), 490(2200) 
εσ/π = 3.2 

142 +85 

 

Designing the ChC2 binding center into GRα3D we created GRα3DChC2 and determined 
it to be fully folded in solution unlike its parent peptide. The Cu(II) spectroscopy of this construct, 
however, remained decidedly within the category of a red copper protein, negating the hypothesis 
that thermodynamic instability had been the cause of α3DChC2’s absorption spectrum. MCD 
deconvolution of the optical spectrum of GRα3DChC2 further cemented this red copper protein 
assignment, matching the d-d electronic transitions observed in native nitrosocyanin.[76] 
Nitrosocyanin’s His2CysGlu binding site was not a part of our original α3DChC2 design so the 
question remained, why was this construct so similar to nitrosocyanin when its design was solely 
a His2Cys binding site? 

 

Figure 14: PyMol illustrations showing the expected position of the metal binding site of 
GRα3DChC2 (left) and the expected Glu41–Cu distance if Cu(II) were bound in such a position. 
Reproduced with permission from ref[11]. Copyright 2018 American Chemical Society. 

Modelling the binding site of GRα3DChC2 using the structure of its scaffold we found that 
because the binding site was designed to span only two helices this positioned the Cu off-center 
from the hydrophobic interior and more towards the alpha helical interface. Cu positioning at this 
interface would bring it within ~5 Å from Glu41, included in the GRα3D scaffold as part of a salt 
bridge with Arg24. This was a particularly intriguing possibility as GRα3DChC2’s absorption 
spectrum resembled that of not only nitrosocyanin but the variant blue copper proteins M121E 
azurin or M148E rusticyanin so it was possible that removing this Cu-Glu41 interaction through a 
E41A mutation or tuning it with E41Q could allow us to tune the spectroscopy of GRα3DChC2 to 
that of a blue or green copper protein.[82-83] 

Mutation studies around this Glu41 Arg24 pair found that E41A and E41Q caused drastic 
changes to the absorption profile; blue shifting the σ LMCT and increasing the εσ/π to 5.3 or 5.7 
respectively while the hyperfine coupling constant increased to 160 or 154 x 10-4 cm-1. These 
changes indicated a change from a red copper protein to a type 2 Cu protein. R24A and R24M 
constructs were made to test if the effects of E41 mutations were caused by the loss of a salt bridge 
interaction and increased solvent access rather than the loss of a direct interaction between Cu and 
E41. R24 variant constructs showed no change to their Cu(II) UV-Vis or EPR spectroscopy 
confirming that the E41A and E41Q mutations had disrupted some kind of E41-Cu interaction. 
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This result confirmed that our GRα3DChC2 construct was best thought of as a nitrosocyanin mimic 
rather than a variant blue copper protein with a Glu in the axial position. This means that tuning 
this construct to have the spectroscopy of a blue copper protein will likely require larger changes 
of the active site, possibly as a reverse of a recent construct made by the Lu lab in which the blue 
copper protein Azurin was mutated to a nitrosocyanin-like red copper construct through rotation 
of the active site and substitution of the fourth Cu ligand.[86] Furthering our investigation of Cu(I) 
geometry and redox potential from the previous study both were found to be invariant to all of the 
mutations tested within this study. This reaffirms the prior assumption that one need only tune the 
Cu(II) spectroscopy without considering how that may impact Cu(I) geometry or redox potential.  
We have since used this new structural insight to create variants with green copper protein 
spectroscopy that can be tuned to blue using chloride as an exogenous ligand similar to the work 
of Shiga and Tanaka as well as a variant that recapitulates blue copper protein spectroscopy 
without the need of an exogenous ligand.[77d] A manuscript for this work is in preparation.[87] 

4.3 Measuring electron transfer activity 

One of the overarching goals of our lab has been to create a fully functional and self-
contained Cu Nitrite reductase including a T2 Cu active site and an electron transfer site. This goal 
requires an understanding of how electron transfer occurs through our peptides as well as the 
electron transfer rates of our redox active metal centers. To date we have explored this in two 
ways, using intermolecular ET to study α3DCH3 and intramolecular ET to look at how electrons 
can travel through our constructs.[88]  

To investigate the electron transfer properties of one of our cupredoxin models, solutions 
of α3DCH3 were photooxidized by irradiating Ruthenium(II) trisbipyridine, [Ru(II)(bipy)3]3+

, with 
460nm laser light in the presence of the electron acceptor [Ru(III)(NH3)6]3+ to produce 
[Ru(III)(bipy)3]3+, a powerful oxidizing agent with a reduction potential of 1.3 V. Electron transfer 
between differing species was then followed by optical spectroscopy. During this reaction the 
[Ru(II)(bipy)3]3+ radical is formed after 100 nanoseconds which reacts with the electron acceptor 
to form [Ru(III)(bipy)3]3+ at 1 microsecond. A positive absorption band at 400 nm and 100 
microseconds was assigned as the formation of Cu(II)α3DCH3 from the spectroscopically silent 
Cu(I)α3DCH3 while this Cu(II)α3DCH3 reacted with the electron acceptor to reform Cu(I)α3DCH3 
after 10 milliseconds. Based on the absorption changes we estimated that around 1.9 μM 
Cu(II)α3DCH3 was formed from 3 μM [Ru(III)(bipy)3]3+. Reactions using other photoactive 
oxidants followed similar profiles.  
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Figure 15: Proposed electron transfer pathway. For Cuα3DCH3, the Cys residue can provide a 
super-exchange pathway for ET between the copper center and the photo-oxidant. Reproduced 
with permission from ref. Copyright 2018 Elsevier B.V. 

 

Table 9: Intermolecular electron transfer properties of α3DCH3 

Sample k1app x105 s-1 k2app x108 M-1 s-1 Driving Force (eV) 

Apo α3DCH3 + 
Ru(bipy)3 

0.39  3.9  

Cuα3DCH3 + 
Ru(bipy)3 

1.15  6.3 1.18 

Cuα3DCH3 + 
Ru(phen)3 

1.07  10.7 0.88 

Cuα3DCH3 + 
(COOEt)4Ru(bipy)3 

1.08 10.8 1.51 

Cuα3DCH3 + 
(COOEt)2Ru(bipy)3 

1.05 10.5 1.24 

Cuα3DCH3 + 
ZnTMPyP 

0.79 7.9 0.84 

 

Kinetic analysis found that the first order rate constant of the intermolecular ET reaction 
between Ru(III)(bipy)3 and Cu(I)α3DCH was 1.15 x 105 s-1, four times greater than the same 
reaction with apo-peptide. This first order rate constant varied between 0.79 and 1.15 x 105 s-1 
depending on the photooxidant used. We hypothesized that the reaction between apo-α3DCH and 
[Ru(III)(bipy)3]3+ was due to the presence of redox active residues Cys21, His18/28 and Met72 
near the C-terminus of the peptide and, due to its relatively low potential, Cys21 was the most 
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likely candidate. This is consistent with native cupredoxins in which the Cu-Cys bond acts as an 
electron conduit.  

Bimolecular rate constants for the electron transfer from Cu(I)α3DCH to various 
photooxidants was 8 to 11 x 108 M-1 s-1 indicating diffusion-controlled kinetics and comparable 
with native cupredoxins under similar conditions exemplifying the success of this de novo 
cupredoxin model. Finally, a comparison of rate to the driving force of five different photooxidants 
enabled us to calculate the reorganization energy of Cuα3DCH3 as 1.1 eV. This is on the higher 
end of the range seen for native cupredoxins (0.7 – 1.2 eV).[89] 

Comparing to small molecule complexes like [Cu(phen)2]2+ which changes geometry from 
tetrahedral to pure tetragonal with a reorganization energy of 2.4 eV we hypothesized that 
Cuα3DCH was likely transitioning from a pseudo tetrahedral to pseudotetragonal. These results 
further emphasize that future designs should focus on forcing the Cu(II) geometry of the construct 
into an entatic state like native blue copper proteins as previous studies indicate that our constructs 
are already in the Cu(I) geometry of those proteins. 

A self-contained de novo CuNiR model with T1 and T2 Cu centers for electron transfer 
and enzymatic activity respectively would require an understanding of how electrons will travel 
through our constructs from one metal center to another. Electron transfer over long distances (~30 
Å) is a requirement in various biological systems such as photosynthesis and respiration.[90] Such 
long distance transfers occur through a series of hops which reduce the distance required for any 
single electron transfer and increases the rate of the overall process.[91] Proteins can facilitate such 
hops through redox-active amino acids like Tyr and Trp.[92] Tyrosine radical formation in 
particular is a vital part of photosystem II, ribonucleotide reductase, and Cytochrome C 
Oxidase.[90] ET through tyrosine radical formation occurs in a proton coupled fashion because of 
the large differences in pKa between Tyr (10) and it’s radical (-2).[93] The study of natural systems 
which utilize Tyr radicals is complicated by the complexity of those systems. Previous studies of 
Tyr radical formation within a designed protein found that a single Tyr radical within an alpha 
helical bundle can be stabilized through burial in the hydrophobic interior of the peptide.[94] We 
covalently attached a Ru(II)(bipy)3 photo-oxidant on the C-terminal end of our α3DH3 carbonic 
anhydrase construct to investigate how Tyr hopping could be utilized within our systems to 
facilitate long distance electron transfer.[88b] Based on the solution structure of α3D we estimated 
that the bound Ru and Tyr70 (the closest Tyr) were ~16Å apart. 

Laser flash photolysis was used to investigate the ns timescale electron transfer reaction 
and kinetics between the bound Ru and Ty70. The intermolecular ET between the radical 
Ru(II)(bipy)3 and the electron acceptor Ru(III)(NH3)6 produced the oxidized Ru(II)(bipy)3 with 
second order rate constant of 1.1 x 109 M-1 s-1 (half-life of 40ns). A second phase with a rate of 3.3 
x 105 s-1 was determined to be Tyr radical formation based on the observed absorption maxima at 
390 and 410nm.[94a, 95] The observed rate is consistent with that expected for a ET of 16 Å based 
on a simplified model of electron tunneling in peptides.[96] Finally, a third phase occurs with a half-
life of 210 μs in which the Tyr radical combined with the electron acceptor Ru(III)(NH3)6. pH 
dependence of the 2nd phase determined it was a PCET as it was four times faster at pH 9.5 than 
at 5.0 and the presence of a Tyr radical was confirmed through X-band EPR of a reaction in the 



This article is protected by copyright. All rights reserved 

presence of the nonreversible electron acceptor [Co(III)(NH3)5Cl]2+. Future directions of this 
model will design hydrogen bonding amino acids around Tyr70 to investigate their effect on the 
observed PCET rate and the distance dependence of designed ET relays. Refining the design of 
ET relays within alpha helical bundle scaffolds will bring us that much closer to our overall goal 
of a self-contained de novo NiR model. 

 

Figure 16: A) Schematic representation of the structure of α3DH3‐Rubpymal based on the solution 
NMR structure of a closely related scaffold (PDB: 2MTQ). The key tyrosine residue is marked in 
green. B) Chemical structure of Rubpymal (top) and sequence of α3DH3 (bottom). Reproduced 
with permission from ref[88b]. Copyright 2017 Wiley VCH. 

5. Summary and Outlook 

This review summarizes our recent efforts to generate metalloprotein active sites in de novo 
peptides and proteins composed of three α helices. We have developed several models of metal 
binding sites with modest to excellent activity towards the native chemistry. Specifically, we have, 
thus far, targeted the hydrolytic activity of zinc bound to symmetric (His)3 environments, copper 
nitrite reductase activity, and electron transfer sites within our three α helix scaffolds. 

Our approach to generate hydrolytic activity in de novo scaffolds that models the activity 
of CA, whereby we insert a tris(histidine) metal binding environment within our well-defined 
scaffolds, has revealed interesting features of this enzyme. First, much of the activity arises from 
the symmetric primary coordination sphere being within a peptidic environment. We were able to 
exceed small molecule models of CA activity by using the native coordinating ligands, in a more 
native like system, while still exploring the dependence of activity on overall protein fold. Native 
CA is composed primarily of beta-sheet and loop structure, yet in the completely alien alpha-
helical scaffolds described here, modest to excellent CO2 hydration and pNPA hydrolysis rates can 
be obtained. Our next generation hydrolytic active sites will introduce asymmetry in the second 
coordination sphere, by formation of heterotrimers in our 3SCC system[63] or rational positioning 
of hydrogen bonding residues in our α3DH3 system. Additionally, we can control the orientation 
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of the amino acids residues in proximity to the metal binding site through inclusion of non-natural 
amino acids or non-canonical repeats, such as stutter and stammer inserts, in the heptads. 

As with the Zn(His)3 hydrolytic activities, the successful recapitulation of CuNiR activity 
has, thus far, only included explicit modelling of the primary coordinating ligands, the (His3) 
environment. As with CA, CuNiR possess a critical acid-base H-bonding residue, Asp98, which 
is required for efficient proton transfer. We had attempted to include Asp in the 3SCC core near 
the copper site, through our L19D and L26D modifications, though evidence suggested that the 
carboxylates interacted with each other rather than with the copper site. A consequence of working 
in our self-associating 3SCC is that our modifications are symmetric. It may be possible to generate 
better CuNiR activities by positioning only a single Asp above or below the copper site. We have 
recently described a system where we should be able to make these asymmetric modifications in 
our 3SCC system, by forming heterotrimeric 3SCCs.[63] Inclusion of non-natural amino acids 
beyond simple methylated histidine should allow us to tune reduction potentials and Lewis acidity 
of our metal binding sites.  

Finally, we find it interesting to note that rubredoxin and cupredoxin both have binding 
sites that are comprised of loops. This allows for the binding geometry to be largely dictated by 
the metal rather than the protein matrix. Creating the same metal coordination within the more 
rigid scaffold of a helical bundle likely requires exact design, which is a limiting factor in our 
strategy whereby we replace leucine residues in the layers of the hydrophobic interior, severely 
limiting the number of geometric arrangements of ligating residues. Thus, further enhancement to 
the activities of our electron transfer sites will likely require specific design of the loop regions 
that connect the helices in α3D or GRα3D, or will require a new scaffold that possess additional 
inherent flexibility or secondary structure elements. 

Protein design is a powerful tool to both challenge our understanding of metalloprotein 
systems and expand our knowledge of metalloenzymatic activity. The ability to recapitulate native 
metalloprotein function in a vastly different protein architecture, both for catalytic and electron 
transfer metal sites, highlights a possible pathway for the evolutionary development of the various 
metalloproteins that are essential for so many cellular functions.  
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