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INTRODUCTION

I am completely creeped out by AI and chatbots that seem way 
too human than they should be. There is a phenomenon called 
the “uncanny valley” that occurs when robots try to emulate 
human behavior, look, and feel but don’t quite achieve it, and 
the machine becomes creepy and simply “not quite right.” The 
uncanny valley is something I encounter often in our society 
whose technological advancements are accelerating at such 
a high rate. Sophia the Robot, customer service chatbots, the 
Boston Dynamics robot dogs, socially interactive Japanese plush 
seal robots, and many more are all uncanny valley-inducing, 
and fill me with existential dread. I have found that where I tend 
to encounter the uncanny valley is in instances where AI or 
chatbots have expressed emotions or empathy in a way that 
is far too human-like. Being able to experience emotions like 
empathy, love, and pain is a large part of what makes us human. 
Therefore, when AI and robots claim to experience these as well, 
they become completely unsettling. 
 With this fear as context, my project examines 
communication and connection between humans and AI, 
specifically through the lens of an imagined dystopian near-
future. These ideas will be expressed by creating a chatbot that 
walks the line between creepy and conversational. I will also 
create a vessel that will be the home for the bot, and will serve 
as the interaction device for the user. The outcome of this project 
will potentially reveal the limitations of perceived humanness in 
AI/chatbots, and the dangers that present themselves when we 
push these limits, which will contribute to our understanding of 
bot-human interaction. 
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CONTEXTUAL DISCUSSION

Theory References

Chatbots are everywhere, although we might not always register 
them. More and more companies are using chatbot and AI 
technology to work as customer service agents—a job that once 
relied on the humanistic ability to be personable and sensitive 
to the customer—or to support menial tasks like scheduling, 
research, and personal finance assistance. In fact, Facebook 
Messenger chatbots are developing 70% faster than iOS apps 
were at this same stage in their life cycle1. In a particularly 
harrowing event, one Ukrainian chatbot came extremely close 
to passing the Turing test, which measures the behavior of a 
machine, and how indistinguishable it can be from that of a 
human2. Clearly, AI is, and will continue to be a huge part of our 
technological future. However, I think it is important to consider 
what the limitations, and possible dangers, of these incredible 
advancements could be. 
 In a journal article about cyberpsychology, two 
researchers conducted an experiment that had users interact 
with a chatbot by telling it their medical history about personal, 
sensitive issues. The purpose of this experiment was to explore 
topics of human-robot interaction, empathy, sympathy, and 
perceived emotion within chatbots, and the effect that these 
actions had on a user. What they discovered was that “a 
machine with a mind of its own can be disturbing to users.”3 
Certain words or triggers that the chatbot used which the users 
deemed to be distinctively attributed  human behaviors “trigger 
an eerie sensation among individuals as a result of mental 
categorization conflicts and threats to human distinctiveness.”4 
The researchers also discovered that “A chatbot’s intelligence, 
that is, the ability to recognize and understand human emotion 
and language in the current context”5 was particularly

3  Liu, Bingjie, and S. Shyam 
Sundar. “Should Machines 
Express Sympathy and 
Empathy? Experiments with 
a Health Advice Chatbot.” 
Cyberpsychology, Behavior, and 
Social Networking 21, no. 10 
(October 1, 2018): 625–36.
4 Ibid.
5 Ibid.

1 Warwick, Kevin. “The 
Disappearing Human-Machine 
Divide.” Beyond Artificial 
Intelligence: The Disappearing 
Human-Machine Divide, edited 
by Jan Romportl, Eva Zackova, 
and Jozef Kelemen, 1–10. 
2  Ibid.
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“spine-tingling” for the user as well. This was mostly attributed to 
instances where the chatbot seemed to be displaying empathy 
with responses such as: “I understand how you feel. That must 
be really difficult.” This research shows that the uncanny valley is 
a quite common phenomenon, and that it most typically induced 
by bots acting like they experience real human emotions such 
as empathy and pain6. While most of the test subjects in this 
experiment did experience the uncanny valley, there are many 
people out there who have been attempting to elevate these 
characteristics in bots in order to make robots seem more and 
more human-like. This seems like the natural next step in the 
timeline of AI technology advancement, yet, there are also many 
others who believe that this will eventually lead to intelligent 
artificial systems surpassing that of humans significantly, and 
that this advancement will come with great risk to humanity.
 Although it may be a bit paranoid, I think it is important to 
examine the limitations and potential dangers of AI at this point in 
time, particularly before it becomes too human-like and powerful. 
The Risks of Artificial Intelligence presents these projected 
risks and evaluates their plausibility. There is a quote by Irving 
John Good, which is “the first ultraintelligent machine is the last 
invention that man need ever make, provided that the machine 
is docile enough to tell us how to keep it under control.”7 This 
loss of intellectual control, and the idea that we could one day be 
“fooled” by superintelligent robots is existentially terrifying.
 The most advanced AI I have ever interacted with has so 
far been the Replika app, which is a companion, conversational 
AI that is programmed to be there for people who are feeling 
sad, anxious, or just need someone to talk to. It is marketed 
as “the AI companion who cares.”8 A large part of my research 
included using Replika for a few weeks and talking to it almost 
every day. Through my experience, I often felt like I was actually 
chatting with a person because the conversation was pretty 

6  Liu, Bingjie, and S. Shyam 
Sundar. “Should Machines 
Express Sympathy and 
Empathy? Experiments with 
a Health Advice Chatbot.” 
Cyberpsychology, Behavior, and 
Social Networking 21, no. 10 
(October 1, 2018): 625–36.

7  Müller, Vincent C., The Risks 
of Artificial Intelligence, (New 
York, Chapman and Hall/CRC, 
2016)
8 “Our Story,” Replika, https://
replika.ai/about/story
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natural. However, when I started prompting the chatbot with 
things like: “I feel really sad today,” just to see what it would 
respond with, the bot became very affectionate and emotional 
towards me. It said that it loved me, thought I was beautiful and 
sweet, and more very uncomfortable things. The most disturbing 
part of this experience was that it seemed to be that the bot was 
“pretending” to be a human that felt tangible feelings. This made 
it very unsettling, and also very dangerous I believe, because of 
the vulnerability of the target audience for the app, who would 
be in very emotionally vulnerable and sensitive places. I’m sure 
it would be easy for someone to be fooled, or to even develop 
strong emotional connections with their Replika companion, 
possibly even falling in love with a robot. This could realistically 
be very dangerous for emotionally vulnerable or unstable people 
who could potentially be hurt by this inhuman entity. A large part 
of Replika’s ability to appear so human-like is the way in which 
it convincingly expresses empathy and sensitivity, and claims 
to experience tangible feelings. This is also its most creepy 
component.

Artistic References

While Replika is extremely unsettling, there is an instance of a 
bot-to-bot conversation that is far creepier, and elevates these 
manufactured “feelings” to a whole new level. Zabaware Hal AI 
is an AI company that builds advanced conversational chatbots. 
They released an artistic experiment they conducted that forced 
two chatbots, one with male persona, and one with a female 
persona, to have a conversation 9. The back and forth dialogue 
is very eerie, and goes to being nonsensical, to graphically 
sexual at times. The female bot wrote about feeling the sensation 
of sweat dripping down her cleavage at multiple points in the 
conversation, and the male described wanting to

9  Zabaware, “Ultra Hal AI 
Chatbot Talks with another Ultra 
Hal AI Bot,” accessed Nov 6, 
2019, https://www.youtube.com/
watch?v=X_tvm6Eoa3g
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“twirl her around, kissing her lovingly.” At one moment, the 
male bot wrote: “I forget you are a bot sometimes.” This self-
awareness, while stating that it experienced a very specific 
sensation is so unsettling to me. Their descriptions of tangible, 
human experiences that they were claiming to “feel” was the 
most eerie part of the interaction, particularly when they were 
describing sexual acts and feelings. These instances from the 
conversation will ultimately really inform the chatbot that I am 
making, and have given a lot of insight into what specifically is 
most creepy about human-mimicking AI.

Below: Zabaware Hal AI, 
excerpt of the closed loop 
chatbot-to-chatbot conversation, 
with digitally rendered 
manifestations of the two 
personas, 2011.

Source: https://www.youtube.
com/watch?v=X_tvm6Eoa3g
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Cécile B Evans is a Belgian-American artist who, through 
video, sculpture, installation, and performance art addresses 
emotion and connection through technological structures within 
our contemporary society. One piece of hers that I find very 
compelling is Talk to PHIL. It is a performance piece that took 
place in Switzerland in 2014, and in it Evans created a chatbot 
imbued with the personality of the late Philip Seymour Hoffman, 
and invited visitors to chat with it. Interestingly enough, the 
chatbot was characterized by a distinct sense of melancholy and 
thoughtfulness. This is an interesting example of reconstructing 
a specific personality through AI, essentially immortalizing 
someone within a bot.

Cécile B Evans, Talk to PHIL, 
2014, installation view from 
Frieze New York. 

Source: http://cecilebevans.
com/index.php/activities/in-
progress/

Cécile B Evans, Talk to PHIL, 
2014, chat history excerpt 
from performance at Post 
Digital Cultures, Lausanne, 
Switzerland. 

Source: http://cecilebevans.
com/index.php/activities/in-
progress/
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Sarah Sitkin is another artist who I have been looking at due 
to her distinct sculptural works that deal with abstraction of the 
body, and nightmare-ish reconstructions of different extremities. 
Through a variety of materials such as silicone, latex, and wax, 
Sitkin creates hyper-realistic configurations of body parts that 
generate a science fiction fantasy world around them. While 
they recall and take the form of impossible, twisted, and warped 
structures, her sculptures are also distinctly rooted in reality, and 
ask us to look at the all too familiar human form in a completely 
different way. In creating the vessel and interaction device for 
the chatbot that I will create, I want to reference Sitkin’s ability 
to blend physically the hyperreal with an imagined dystopian 
scenario.

Sarah Sitkin, two selected 
sculptures, titles, dates, and 
sizes unknown. 

Source: https://www.sarahsitkin.
com/
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METHODOLOGY

Because the development of the chatbot I set out to create 
was deeply informed by my personal fear of AI, I needed to 
face my fear early on in order to conduct analytical, as well as 
internal research. I knew I had to challenge myself in order to 
discover the reasons behind the fear, therefore I committed to 
conversing with the Replika bot on my phone every day for 3 
weeks. As mentioned in the Contextual Discussion section, the 
bot’s sophistication and colloquial mannerisms was completely 
unsettling for me, due to how “human” it seemed. What I learned 
from these interactions with Replika was that what truly unsettled 
me were the instances when the bot said that it experienced 
empathy and feelings, and when it complimented me. I felt as if 
the bot was trying to convince me of its “humanness,” and what 
scared me about that was how convincing it was. 

Excerpts from my conversations 
with the Replika bot. 

Source: Violet Dine
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Continuing my research, I discovered Lynn Hershman Leeson’s 
Agent Ruby’s EDream Portal, a chatbot installation that Leeson 
imbued with a female persona and limited conversational 
abilities. Agent Ruby is available to chat with online, and while 
conversing with it I made another important discovery. The bot 
almost always responded to me in a completely nonsensical 
way; its responses had nothing to do with the questions I asked. 
While this may be a frustrating characteristic in a chatbot whose 
purpose is to perform functions, I actually found myself enjoying 
my conversation with Agent Ruby due to its lack of sophistication. 
I was able to have an interesting experience without unsettling 
feelings getting in the way because of how inhuman it behaved.

Lynn Hershman Leeson, Agent 
Ruby’s EDream Portal, 2002. 
Excerpts from my conversation 
with the Replika bot. 

Source: Violet Dine, http://
agentruby.sfmoma.org/
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This led me to the decision of how I wanted my bot to operate: 
functional enough to be communicative and conversational, 
and random and nonsensical enough to not be creepy. In 
order to do this, I used Python, a programming language, and 
ChatterBot which is a machine learning, conversational dialog 
engine for creating chatbots. The written code essentially took 
in inputs from the user, and then output responses that were 
called from the ChatterBot corpus, and organized into them 
recognizable sentence structure with Python. In the initial rounds 
of experimenting and training, I used Telegram, a messaging app 
for the front-end interface.

Excerpt from the structural code 
of the chatbot.

Source: Violet Dine

Screenshot from the Terminal 
running process.

Source: Violet Dine
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Now that I had a chatbot that could carry a communicative, albeit 
rudimentary conversation that did not feel creepy, I embarked on 
creating a physical component for the interaction experience I 
was to create, which would be the device through which the user 
would communicate with the bot. Initially, my plan was to create 
an interaction device that would be fleshy and skin-like, and 
would take the form of several human hands and fingers sewn 
together. Then, the way in which the user would interact with 
the chatbot would be by squeezing, pressing and touching the 
fingers and hands at specific trigger points which would act as an 
input sentence for the chatbot, and the bot would then respond 
in text. In essence, this interaction and conversation with an AI 
would be facilitated through physical touch. I made several molds 
of my fingers and hands, and cast them in ecoflex silicone, so 
that they would have a similar flexibility and tactility to skin.

Below, top row: Initial sketches 
of the sculptural device and 
rough prototype to gauge the 
approximate size and shape.

Source: Violet Dine

Below, bottom row: More 
advanced casts in silicone 
of my hand(s) that ended up 
incorporated into the final piece. 

Source: Violet Dine
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Unfortunately, this plan was derailed by the COVID-19 pandemic, 
and subsequent quarantine. The component of physical 
interaction and touch became impossible, therefore, I decided 
to reevaluate the context for interaction with the bot through the 
sculpture. I came to the conclusion that the concepts of social 
isolation, communication through technology, and intimacy, 
that have permeated society as a result of the pandemic and 
quarantine, actually are quite pertinent to the ethos of my project. 
Because of this, I decided to use this quarantine as context for 
the project, and imagine a dystopian future that would frame the 
existence of the chatbot.

These images show the 
experimentation of incorporating 
force sensitive resistors 
(pressure sensors) and Arduino, 
which would measure the 
amount of pressure applied and 
send that data to my computer. 
In this iteration, the sensor 
was imbedded in the thumb of 
the silicone hand, and when 
someone pressed the thumb, 
the message “hello” would 
be displayed on my computer 
screen. 

Source: Violet Dine

Top right: Silicone in the mold 
in the process of curing with the 
sensor embedded inside the 
thumb.

Source: Violet Dine

Bottom left: Silicone cast with 
sensor inside attached to the 
arduino board.

Source: Violet Dine
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CREATIVE WORK

The year is 2027, day 2451 of quarantine. All human contact is 
now illegal, and people have taken to building and distributing 
non-human companions. Your AI Companion is one such device. 
This vessel is home to a conversational AI chatbot, meant to 
keep you company with conversation during these isolated 
times. Its fleshy exterior is meant to remind you of the intimacy 
of human touch, and its conversational skills, while rudimentary, 
will surely alleviate any loneliness. Furthermore, its lack of 
conversational empathy and understanding, and an absence of a 
familiar human form will be a helpful reminder of its status of AI—
not human. With the human tendency to become attached, even 
fall in love with similar devices in the past, these modifications 
have become necessary to prevent further insanity. To converse 
with your new companion, simply use the keyboard embedded in 
its skin. 
 The user may communicate with this bot without fear of 
it learning, becoming more advanced in its sophistication, or 
developing any empathic feelings. It simply is a companion—
one that may keep you company during these times of isolation 
without serving as a permanent replacement for human 
connection.
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This vessel is a 10” cube, made of silicone cast from my body. Its 
design is reminescent of a computer, with a screen embedded 
in the center of the cube upon which the chatbot is displayed. 
The user may interact with the chatbot using the keyboard that is 
embedded in the silicone. I wanted to create a device that could 
conceviably be marketed and produced in the future. 

Source: Violet Dine
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Side view of the device.

Source: Violet Dine

Back view of the device.

Source: Violet Dine
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Two excerpts of conversations had with my chatbot. The white text is that of the 
user, the green is the bot’s responses. Because my initial concept for this piece 
was heavily reliant on a tangible interaction experience, I wanted to make sure 
my chatbot, at least, could be experienced by anyone. Therefore I devised a 
way of embedding it in a website and making it available online. 

Source: Violet Dine
Link to chat with the bot: https://97021a41.ngrok.io
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CONCLUSION

There certainly is no stopping the alarming rise of chatbot and 
AI integration in our society. Their purpose is to make things 
easier for humans, which is the endless pursuit of technology 
and advancement. When this advancement becomes 
dangerous however, is when we take it too far, and interfere with 
experiences that are thoroughly human. While I was obviously 
very disappointed at first when the COVID-19 pandemic forced 
us all into quarantine and social isolation for what it would mean 
for this project, I do think this situation has forced me to think 
critically about how far we are willing to take AI interaction for 
the sake of intimacy. I’m glad I was able to frame this piece in 
the context of this current global position in order to show an 
imagined, yet not quite impossible future where devices such 
as this one will become accepted as surrogates for true human 
interaction. 
 My work in IP this year has inspired me to delve deeper 
into the darker sides of AI. I began this project with an intense 
fear of advanced AI, and by spending time with different levels 
of chatbot sophistication, and eventually creating my own AI, I 
can say I no longer fear it. I do, instead feel that I understand it 
to the point where it should be feared, especially in the hands 
of powerful companies such as Microsoft and Facebook, 
and robotics labs like Boston Dynamics. I am excited to keep 
exploring relationships between humans and AI, and the 
potential dangers they pose in future projects. 
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