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ABSTRACT

The search for quantum materials is always an exciting field in condensed matter

physics. The strongly correlated materials are one of the most intensively studied sys-

tems for decades. Due to the complex interplay between the electronic, magnetic, and

structural degrees of freedom, the strongly correlated materials display a broad range of

interesting phenomena such as high-temperature superconductivity and the colossal mag-

netoresistance (CMR) in manganites. An important characteristic of these materials is the

existence of several competing states with different symmetries and low energy excitations,

such as the complicated phase diagram exhibited by transition metal oxides. A variety of

phases with spin, charge, and orbital order leads to many systems such as superconduc-

tors, metals, insulators, multiferroics, and other novel phases. With the introduction of the

concept of topology, topological quantum materials have attracted tremendous attention

in recent years. Among them, superconductors with non-trivial topologies are one of the

most studied materials due to the existence of gapless boundary states, such as the zero-

energy bound states, in them, which have the potential of realizing fault-tolerant quantum

computations.

A new type of measurement technique with high sensitivity is urgently demanded to re-

veal the complicated electronic and magnetic properties in quantum materials. We develop

a highly sensitive torque differential magnetometry using the qPlus mode of a quartz tuning

fork. We observe a sharp resonance of the quartz tuning fork at low temperatures down to

20 mK. We calibrate our torque differential magnetometry by measuring the angular depen-

dence of the hysteresis loop in single-crystal Fe0.25TaS2. Furthermore, we demonstrate the



high sensitivity of the torque differential magnetometry by measuring the quantum oscilla-

tions of a bismuth single crystal. To use the tuning fork magnetometry in a wet cryogenic

system, we also make vacuum cells for the tuning forks which could hold a high vacuum

at liquid Helium temperature. We also demonstrate the application of tuning fork magne-

tometry in a pulsed magnetic field up to 65 T by measuring the hysteresis loop and melting

field of underdoped high-temperature superconductors YBa2Cu3Oy.

We conduct thermal transport study in two strongly correlated materials, vanadium

dioxides (VO2) and SmBaMn2O6. The nature of the metal-insulator-transition in the tran-

sition metal oxides has been a long-studied topic. We investigate the thermal conductivity

across the phases transitions in VO2 and SmBaMn2O6 single crystals and get one-order-of-

magnitude enhancement in the thermal conductivity within the metal-insulator transition.

These experiments shed light on the role played by phonon across the first-order struc-

tural transition. These experiments also solve the thermal management issues in solid-state

materials and could bring potential applications in electronic devices.

To reveal the superconducting gap structure of a topological superconductor candidate,

we conduct the heat capacity measurement in the Nb-doped Bi2Se3 single crystals. For all

samples, the heat capacity shows an exponential decay when T approaches zero, which

indicates a nodeless superconducting gap structure. Both the nematic order observed in

the torque magnetometry measurement and the nodeless gap structure obtained by the heat

capacity measurement indicate an odd parity topological superconductor.

We also present a study of the Nernst effect in an iron-based superconductor with

a non-trivial band topology Fe1+yTe1�xSex. A non-zero Nernst signal is observed in a

narrow temperature region around the superconducting transition temperature Tc at a zero

field. This anomalous Nernst signal shows symmetric dependence on the external magnetic

field and indicates an unconventional vortex contribution in an s-wave superconductor with

a strong spin-orbit coupling, which is originated from the local magnetic moments of the

interstitial Fe atoms. Our experiments also provide the first evidence of a locally broken

xvi



time-reversal symmetry in bulk Fe1+yTe1�xSex single crystals.

In summary, my Ph.D. thesis focuses on the development of new measurement tech-

niques such as the torque differential magnetometry and the thermal measurement setup

compatible with PPMS, which are capable of resolving novel properties of many solid-

state materials. With the help of these newly developed techniques, I study the thermal and

magnetic properties in several strongly correlated materials.
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CHAPTER 1

Introduction

1.1 Strongly Correlated Electronic Systems: Transition
Metal Oxides

For many materials that shape our world, their properties can be well understood by the
band theory based on a non-interacting electron assumption. Metals, semiconductors, band
insulators, and semimetals of band theory all fall in this category whose properties are com-
paratively insensitive to the repulsive interactions between electrons. However, there are
also lots of materials in which the electron-electron interaction determines their electronic,
magnetic, optical, and mechanical properties. These materials fall into the category of
strongly correlated materials. In the strongly correlated electronic systems, the collective
states can not be explained by the one-particle approximation. The repulsive electron-
electron interactions must be taken into account when trying to understand their properties.

The strongly correlated materials have become one of the most intensively studied sys-
tems in the condensed matter physics [1, 2, 3]. Due to the complex interplay between their
electronic, magnetic and structural degrees of freedom, the strongly correlated materials
display a broad range of interesting phenomena such as high-temperature superconduc-
tivity [4] and the colossal magnetoresistance (CMR) in manganites, where the electrical
resistance changes dramatically in the presence of a magnetic field [5, 6]. An important
characteristic of these materials is the existence of several competing states with different
symmetries and low energy excitations, such as the complicated phase diagram exhibited
by transition metal oxides [7, 8, 9, 10, 11, 12]. A variety of phases with spin, charge, and
orbital order leads to many systems such as superconductors, metals, insulators, multifer-
roics, and other phases. New phases often emerge through a “quantum phase transition”
near the “quantum critical point” when a physical parameter, such as the composition,
temperature, pressure, or external field, is tuned. This effect could be manifested by an
order-of-magnitude change in the electrical resistivity, such as the metal-insulator transi-
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tion in cuprates or CMR in manganites. The strong correlation between electrons plays a
crucial role across the transition which means a simple tuning on this term could result in
a dramatic change in material’s property.

Understanding, controlling, and predicting the complexity in the strongly correlated
systems is one of the biggest challenges in today’s condensed matter physics. On the theory
side, it’s difficult to conduct the band structure calculation when considering strong electron
correlations. The standard ab initio methods, which are well suited to study weakly corre-
lated systems like conventional metals and insulators, can not accurately predict the band
structure for strongly correlated systems like Mott insulators [13]. The simplified model
Hamiltonians approach can better capture the essential physics but can hardly generate any
analytical results. A combination of different types of approaches turns out to be a success-
ful way. The modified density function theory [14] (also known as LDA+U, where LDA
stands for “local density approximation”) and the Dynamical Mean-Field Theory (DMFT)
[15, 16] have successfully produced many promising results [17, 18].

Strongly correlated electron materials have attracted tremendous interest not only be-
cause of the unusual physics origin behind the complex phenomena but also due to their
potential application in modern technology. In this chapter, we will give a brief introduc-
tion of several types of well studied strongly correlated materials. The aim is to summarize
the interesting topics that have been studied and the background that needs to know before
introducing our research.

1.1.1 Manganites and High-temperature Superconductors

The properties of strongly correlated electrons are usually controlled by two parameters:
the tunneling electron hopping amplitude t (or the one-electron bandwidth W ) and the
density of charge carriers (band filling). Electrons tend to hop between nearby sites with
an energy scale of t while the on-site Coulomb repulsive energy U hinders this process.
The competition between t and U results in different electronic and magnetic states. When
U
t is large, electrons are more localized and results in a Mott insulator. As U

t gradually
increases, an insulator-metal transition could happen when electrons become less localized.
Another tuning parameter is the band filling. The ground state of a Mott insulator is usually
antiferromagnetic (AFM), while changing the doping level, i.e. a small deviation from the
half-filling state, leads to a paramagnetic conducting state.

These fundamental parameters can be tuned in multiple ways, such as crystal engineer-
ing or doping. For perovskite with formula (RE,AE)MO3, where RE, AE, and M stand for
the trivalent rare-earth and divalent alkaline-earth ions, the crystal structure can be modified

2
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Figure 1.1: Insulator-Metal transitions in strongly correlated electron systems controlled
by the bandwidth W (or hopping amplitude t) and the band filling n (or doping level x).
(Ut )C is the critical point at which the transition occurs.

by tuning the so-called tolerance factor f , which is defined as

f =
rA + rO

p
2(rM + rO)

(1.1)

where ri, i = A, M, or O, represents the ionic radius of each element. The tolerance fac-
tor represents the mismatch between the ironic size of A and M. The perovskite holds a
cubic structure when f ⇡ 1. It gradually transforms into a rhombohedral and then to an
orthorhombic (GdFeO3-type) structure as rA (or equivalently f ) decreases. The M-O-M
bond distortion induced by the crystal structure change also results in the decrease of the
one-electron bandwidth W , which causes the metal-insulator transition observed in the
RENiO3 family [19]. For example, LaNiO3 is a paramagnetic metal with f ⇡ 0.96 while
other RENiO3 with smaller f are AFM insulators at the ground state and undergo a ther-
mally induced insulator-metal transition as temperature increases.

A good example of band-filling-(or doping-) controlled Mott transition is the high-
temperature superconductors of copper oxides, such as the hole doping in La2�xSrxCuO4

and the electron doping in Nd2�xCexCuO4. The parent compound LaCuO4 is an antiferro-
magnetic Mott insulator. It can be doped by replacing some of the trivalent La by divalent
Sr which results in x holes are added to the Cu-O plane and the doped compound becomes
superconductors. In Nd2�xCexCuO4, the reverse process happens in that x electrons are
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added to the Cu-O plane which also brings superconductivity [20]. The phase diagram of
La2�xSrxCuO4 and Nd2�xCexCuO4 are plotted in Figure 1.2.

The other important phenomena that have been studied a lot in the transition metal per-
ovskites are the abundant ordering of charge, spin, and orbital degrees of freedom. The M
iron is surrounded by six O2� irons in a MO6 octahedron (as shown in Figure 1.3 (a)). The
d-orbital degeneracy is partly lifted by the crystal field potential and results in two sub en-
ergy levels (eg orbitals and t2g orbitals). The interplay between the spin and orbital degrees
of freedom produces multiple spin-orbital ordering patterns. In the perovskite manganites,
the Jahn-Teller effect causes the deformation of the MnO6 octahedron which is manifested
by the elongation or compression of the octahedron along the crystal z-axis (as shown in
Figure 1.3 (b)). In LaMnO3, the Jahn-Teller effect causes the compressing of the c axis
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and the expansion in the ab plane. The spins couple ferromagnetically in the ab plane
and results in a ferromagnetic ground state [22]. While in BiMnO3, the orbital ordering
gives a Mott insulating ferromagnetic ground state due to a lower crystal symmetry [23].
The CMR effect observed in perovskite-type manganites is believed to relate to the phase
competition between the ferromagnetic metallic and the charge-orbital ordered states. The
CMR effect is observed near the bicritical region where the ferromagnetic metallic and the
charge-orbital ordered states compete with each other. The other ingredient which causes
the CMR is the quenched disorder near the critical region. The double-perovskite mangan-
ite has an even more complicated charge/orbital ordering structure compared to its simpler
version (perovskite). The A-site-ordered and disordered-perovskite have the same ground
state of a ferromagnetic metal but different Curie temperatures and charge-ordering transi-
tion temperatures [24, 25]. In RE0.5Ba0.5MnO3 systems, only the A-site disordered systems
exhibit CMR [26].

One reason that results in the unexpected properties of the transition metal oxides is
the inhomogeneity at the nanoscale, which makes the early theories based on homogeneous
systems unsuccessful in explaining many experimental results. In perovskite manganites, a
theory predicts [27] that the ground state is a nanoscale mixture of different phases, partic-
ularly in the presence of quenched disorder [28, 29, 30]. This inhomogeneous ground state
has been experimentally observed in systems such as Sr-, Ca- and Pr-doped manganese
oxides (La, Pr, Ca) MnO3 by electron microscopy [31, 32] and pulsed neutron diffraction
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[33]. In the clean limit without the quenched disorder, ferromagnetic metallic states and an-
tiferromagnetic insulating state are two key competing states in manganites. The quenched
disorder can be introduced into the system through lattice-distorting chemical doping, non-
statistical fluctuations of dopant density, or strain fields, which results in a coexistence of
the two competing states. A mixed glassy state is generated when the temperature is be-
tween the Curie and Néel temperature (as shown in Figure 1.4 (a)), where perturbations
like magnetic fields, electric fields, pressure, or strain can induce dramatic changes like
CMR effect [28, 29]. Figure 1.4 (b) sketches the CMR state for manganites where ferro-
magnetic clusters with randomly oriented magnetic moments separated by regions where
charge-ordered antiferromagnetic states are stabilized. A small magnetic field is enough to
re-orient the magnetic moment and induce dramatic change through a percolation process
[32].

We conduct the thermal transport and thermoelectric study cross the two-step charge-
orbital-order transition in double perovskite manganite SmBaMn2O6, which will be dis-
cussed in Chapter 3.2.

1.1.2 Vanadium Dioxide (VO2)

Another canonical example of transition metal oxides with strongly correlated electrons
is Vanadium Dioxide (VO2). VO2 undergoes a first-order phase transition from the low-
temperature monoclinic insulating phase to a high-temperature rutile metallic phase at Tc ⇡

340 K [34]. A long-standing question is whether the metal-insulator transition is primarily
driven by the structural change due to electron-phonon interactions (Peierls transition) or
by electron-electron interactions (Mott transition) [35, 36, 37]. On the theory side, tra-
ditional density function theory (DFT) [38, 39] and the corrections based on an effective
Hubbard U [39, 40] or hybrid functions [41] all fail in explaining the metal-insulator transi-
tion. Recently, a theoretical calculation using the correlated fixed-node diffusion quantum
Monte Carlo (FN-DMC) method to characterize the electronic structure and magnetic re-
sponse of VO2 in two phases [42]. It reveals the structural distortion directly causes the
metal-insulator transition and a change in the coupling of vanadium spins when account
for the electron correlations, which indicates a Peierls transition. But far-field infrared
studies reveal the importance of the electronic correlations in the metal-insulator transition
in VO2 [43, 44]. The scanning near-field infrared studies on VO2 in the Metal-insulator
regime shows a phase-separated picture, nanoscale metallic “puddles” exists in the insu-
lating host. A divergent optical mass observed by the far-field infrared spectroscopy sug-
gests that electron-electron interactions trigger the metal-insulator transition VO2, which
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indicates it’s primarily a Mott Transition [45]. Studies about the metal-insulator transition
nature in VO2 is still ongoing. We study the thermal conductivity within the metal-insulator
transition in VO2, which will be discussed in Chapter 3.1.

1.2 Topological Superconductors

The search for topological quantum materials has become an exciting field in condensed
matter physics in recent years due to their potential of realizing topologically protected
(or fault-tolerant) quantum computation. Topological insulators have attracted tremendous
attention due to its peculiar characteristic of an edge or surface state that shows up on an
insulating bulk state [46, 70, 48]. Soon afterward, a class of topological superconductors
which hold time-reversal-invariance and a fully gapped bulk states plus a gapless surface
Andreev bound states is theoretically predicted [49, 50, 51]. A lot of efforts are put into
looking for possible candidates for topological superconductors. Topologically nontriv-
ial superconductors are first discussed with 1D and 2D models. Both models consider a
spinless, time-reversal-breaking p-wave paring superconducting state and predict the exis-
tence of Majorana zero mode in the vortex core of 2D [52] system or at the edge in the 1D
case [53]. Majorana fermions are their own antiparticles.The Read-Green model predicts
that the bulk Bogoliubov quasiparticles become dispersive itinerant Majorana quasiparti-
cles and the bound states at the vortex cores become Majorana zero mode which can be
used to achieve quantum computation [52].

In this chapter, we will first introduce some basic concepts for understanding the topol-
ogy in quantum materials. Then we will focus on the general definition and properties of
topological superconductors. More concrete guidance for realizing topological supercon-
ductors in real materials and several topological superconductor candidates will be intro-
duced later in this chapter.

1.2.1 Concept of Topology in Quantum Materials

Topology is a mathematical concept that describes the properties of a geometric object.
Two objects are considered to hold the same topology if one can be continuously trans-
formed into the other, such as by stretching, twisting, crumpling, and bending but not by
tearing or gluing. For example, a sphere and an ellipse are topologically identical, a donut
and a teacup is topologically identical. But a sphere and a donut are not topologically iden-
tical since you can not continuously transform a sphere to a donut without punching a hole
in it. Physicist uses the mathematical tool of topology to classify materials into different
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categories. When a quantum mechanical wavefunction can be connected adiabatically to
another wavefunction, these two wavefunctions can be considered to be topologically iden-
tical. For example, a condensed matter system whose wavefunction can be adiabatically
connected to the atomic limit, the condensed matter system is topologically trivial, other-
wise, it is topologically nontrivial. The topological classification can be done by defining
an integer number called topological invariant, such as the Chern number [55, 56]. A
Z2 topological invariant is defined when describing a 2D time-reversal-invariant insulator
[57, 58]. Later on, a more systematic topological classification for both insulators and
superconductors are developed based on the symmetry properties [49, 51].

Here we will give a brief introduction to how topological invariants are defined. In
a solid-state system with a Bloch Hamiltonian H(kkk), the eigenstates of the Bloch wave is
given by

H(kkk)|un(kkk)i = En(kkk)|un(kkk)i, (1.2)

where kkk is the crystal momentum. The Berry connection is defined as

A
(n)(kkk) = ihun(kkk)|(@k@k@kunkkk)i. (1.3)

A gauge-invariant quantity can be constructed from A
(n)(kkk) as the field strength of the

Berry connection
F

(n)
ij (kkk) = @kiA

(n)
kj (kkk)� @kjA

(n)
ki (kkk). (1.4)

The integral of the field strength over the whole Brillouin zone defines a topological in-
variant, Chern number. Let’s take the Chern number in 2D, which is used to describe the
quantum spin Hall insulator, as an example. For a 2D system, the Chern number of the nth
band is defined as

Ch
n
1 =

1

2⇡

Z

2dBZ

dkxdkyF
(n)
xy (kkk), (1.5)

where the integral is over the 2D Brillouin zone. The total Chern number of the occupied
bands is

Ch =
X

En<EF

Ch
(n) (1.6)

The Hall conductance is directly linked to the total Chern number through

�xy = �
e
2

h
Ch. (1.7)

In a system with time-reversal-symmetry, Ch = �Ch, which means Ch = 0. This indicates
a broken time-reversal-symmetry is necessary for realizing a nontrivial quantum Hall state
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Figure 1.5: Time-reversal-invariant momenta �i (i = 1, 2, · · · ) in (a) 2D and (b) 3D Bril-
louin zones.

with Ch 6= 0. That’s why a magnetic field is needed to break the time-reversal-symmetry
to achieve a quantum Hall state.

The topological insulators that people are interested in nowadays are materials that
hold non-trivial topology while preserving the time-reversal-symmetry. To achieve a time-
reversal-invariant topological insulator, we need to include the spin-orbit coupling. A new
topological invariant which is called Z2 index is introduced to describe such kinds of ma-
terials. In 2005, C. L. Kane and E. J. Mele propose a theoretical model that converts an
ideal 2D semimetallic graphene to a quantum spin Hall insulator when considering the
spin-orbit coupling [57]. They also show this phase is associated with a novel Z2 topologi-
cal invariant which distinguishes a quantum spin Hall insulator from an ordinary insulator.
This Z2 classification is defined for time-reversal-invariant Hamiltonians [58]. Then B. A.
Bernevig, T. L. Hughes, and SC. Zhang propose the quantum spin Hall can be realized in
mercury telluride-cadmium telluride semiconductor quantum wells [59], which is experi-
mentally achieved by M. König et. al. in 2007 [60].

Using the time-reversal invariance, we can also introduce Z2 indices in 3D [61]. A 3D
time-reversal-invariant system has four independent Z2 indices that distinguish the ordinary
insulator from “weak” and “strong” topological insulators. These phases are characterized
by the protected gapless surface (or edge) states, which are insensitive to weak disorder
and interactions. If the 3D system also holds an inversion symmetry, the Z2 indices can be
defined in a simpler way as [62]

(�1)⌫3d =
8Y

i=1

NY

n=1

⇠n(�i), (1.8)
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where ⌫3d is the 3D topological index (+1 or -1), n is the index for filled bands, and ⇠n(�i)

is the eigenvalue of parity operator at one of the eight time-reversal-invariant momenta �i

in the 3D Brillouin zone (as shown in Figure 1.5 (b)). In the same way, the Z2 index in 2D
is evaluated as

(�1)⌫2d =
4Y

i=1

NY

n=1

⇠n(�i), (1.9)

where �i is one of the four time-reversal-invariant surface momenta in a 2D Brillouin zone
(as shown in Figure 1.5 (a)). Liang Fu and C. L. Kane also predict a number of specific
materials that are strong topological insulators [62], including the semiconducting alloy
Bi1�xSbx, ↵-Sn, and HgTe under uniaxial strain. They propose that the non-trivial topol-
ogy in Bi1�xSbx can be verified by looking at the surface states by angle-resolved photoe-
mission spectroscopy (ARPES) and counting the number of times the surface states cross
the Fermi energy between two time-reversal-invariant momenta. D. Hsieh et. al. first re-
port the observation of massive Dirac particles in the bulk as well as gapless surface states
in Bi1�xSbx using incident-photon-energy-modulated angle-resolved photoemission spec-
troscopy (IPEM-ARPES) [63]. Then the transport studies detect topological 2D transport
channels in Bi1�xSbx [64]. Scanning tunneling spectroscopy (STS) also shows a peculiar
chiral spin texture which indicates a topological-protected surface state [65]. Then a spin-
polarized surface state is directly observed in Bi1�xSbx by spin-resolved photoemission
spectroscopy (spin-ARPES) which verifies the time-reversal-invariant topological insula-
tor states in Bi1�xSbx [66, 67]. A large-gap topological-insulator class with a single Dirac
cone has also been observed on the surface of Bi2Se3 class of materials by ARPES [68]. A
room-temperature topological order and non-trivial spin-texture in stoichiometric Bi2X3 (X
= Se, Te) have also been revealed by spin- and angle-resolved photoemission spectroscopy
(spin-ARPES) [69]. Since then, numerous 3D topological insulators have been discovered
and opens a new era of study on topological materials [46, 70, 71].

1.2.2 Topological Superconductors

Similar to an insulator, all the negative energy states of the BdG Hamiltonian are fully
occupied in a superconductor. So we can define various topological numbers in a similar
way for superconductors depends on their symmetry and dimension properties. Gener-
ally speaking, all superconductors with nonzero topological numbers can be considered as
(weak) topological superconductors, such as unconventional superconductors with nodal
gap structure where the nodes have non-trivial topological numbers. Strictly speaking,
a fully-opened gap is required besides a non-zero topological number to define a strong
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topological superconductor. Theoretically speaking, for general Hamiltonians, topological
superconductors can exist in 1D, 2D, and 3D. Superconductors hold a special type of sym-
metry, the particle-hole symmetry, which allows us to define topological numbers other
than the Chern number. For example, a Z2 index can be defined in terms of the Berry phase
similarly as the topological insulator for 1D superconductors [72]. But this 1D Z2 index
becomes trivial due to the Kramer degeneracy in time-reversal-invariant superconductors.
So a new way to define the Z2 index in 1D is proposed and extended to 2D and 3D [73].
Schnyder et. al. construct a table of topological numbers for fully-gapped insulators and
superconductors in multiple dimensions, which can be found in Ref. [73].

An important feature of topological superconductors is the existence of gapless bound-
ary states. The bulk states of a topological superconductor are nontrivial. Across the bound-
ary of a topological superconductor and vacuum, which is topologically trivial, a gapless
boundary state is required to bridge these two un-matched topologies [74]. Topological
superconductors with different topological numbers also have different boundary states,
which is called bulk-boundary correspondence [73, 75]. Zero-energy states can also be
found on topological defects in topological superconductors. A topological defect holds
a different topology compared to the bulk material, so a zero-energy state could appear at
the boundary of these two systems in the same way as a gapless boundary state. For ex-
ample, vortices in topological superconductors can support gapless boundary states, which
is called “zero modes” (zero-energy states) [76, 77, 78, 79]. Actually, even before the sys-
tematic study of topological superconductors, topologically nontrivial superconductors are
discussed in 1D [80] and 2D [52] spinless, time-reversal-breaking p-wave superconduc-
tors in 2000. These models give non-Abelian Majorana zero mode in the vortex core in
the 2D system and edge states in the 1D system. A similar non-Abelian Majorana zero
mode is also proposed in 2D s-wave superconductors [54]. The gapless boundary states in
topological superconductors attract tremendous attention due to their potential of realizing
fault-tolerant quantum computations.

Interestingly, people have started to search for non-trivial topology in superfluid he-
lium 3 (He-3) even before all the topological quantum systems develop [81]. Under a
magnetic field, the He-3 separates into a symmetry protected topological phase and a non-
topological phase. The former phase hosts the symmetry protected Majorana fermions and
odd-frequency even-parity Cooper pairs [82]. Recently, many efforts have been paid to
looking for topological superconductors. Experimentally, there are two ways to realize
topological superconductors, the intrinsic ones and the artificially engineered ones. Intrin-
sic topological superconductors are those in which a topologically-nontrivial gap function
naturally show sup. The odd-parity superconductors are one type of intrinsic ones. The-
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Figure 1.6: A helical spin structure on the Fermi surface induced by strong spin-orbit
coupling in superconducting topological insulators. (a) An intra-orbit pairing results in a
spin-singlet state. (b) An inter-orbit pairing results in a spin-triplet state.

ory predicts that an odd-parity superconductor is a topological superconductor if the Fermi
surface encloses an odd number of time-reversal-invariant momenta in the Brillouin zone
[83, 84, 85]. Systems with strong spin-orbit coupling tend to realize the odd-parity pairing
states, such as the carrier-doped Bi2Se3. As a topological insulator, a strong spin-orbit cou-
pling can induce a helical spin structure on the Fermi surface (as shown in Figure 1.6). If the
attraction between electrons in the same orbit is the strongest, Cooper pairs are formed be-
tween electrons in the same orbit with antiparallel spins (as shown in Figure 1.6 (a)). If the
attraction between electrons in different orbits dominates, Cooper pairs are formed between
electrons in different orbits with parallel spins (as shown in Figure 1.6 (b)). Theoretical cal-
culations prefer the spin-triplet pairing states [85, 86]. Once the three-fold rotational sym-
metry is considered by introducing a warping term into the bulk Hamiltonian, we can even
achieve a nematic superconductor in the doped Bi2Se3 [87]. The spontaneous symmetry
breaking in Cu-doped Bi2Se3 has been observed by nuclear magnetic resonance measure-
ments (NMR) [88] and thermodynamic measurements [89]. In Sr-doped Bi2Se3, the upper
critical field Hc2 also presents clear two-fold symmetry in magnetotransport measurements
[90, 91, 92]. Recently, our group discovered that the amplitude of the superconducting hys-
teresis loop is enhanced along one direction in Nb-doped Bi2Se3 by torque magnetometry
measurement, which indicates a spontaneous breaking of the rotational symmetry [93]. We
conduct the specific heat measurement in Nb-doped Bi2Se3 to study the superconducting
gap structure, which will be introduced in Chapter 4.

A superconducting state is also theoretically predicted in carrier-doped Weyl semimet-
als under different symmetry conditions [94, 95, 96]. Dirac semimetals can also host su-
perconducting states by carrier-doping or applying pressure [97, 98]. The high-pressure
resistance study shows the topological Dirac semimetal Cd3As2 enters a superconducting
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state with a Tc ⇡ 2 K under a pressure of 8.5 GPa [99]. The other two groups also show
that the mesoscopic point contacts between pure silver and Cd3As2 exhibit unconventional
superconductivity with a critical temperature of 6 K [100, 101].

Apart from the odd-parity superconductors, a spin-singlet superconducting state can
also be achieved in 2D Dirac fermions. Fu and Kane study the proximity effect between
an s-wave superconductor and the surface states of a strong topological insulator. They
predict that the resulting 2D state resembles a spinless superconductor and support Majo-
rana bound states at vortices [102]. Following the pioneering work by Fu and Kane, Sato
et. al. predict that for ordinary fermions with a parabolic energy dispersion, it’s possible
to realize a topological superconductor that hosts Majorana zero modes when consider-
ing the Rashba spin splitting [103]. As for d-wave pairing superconductors, the proximity
effect between a d-wave superconductor and surface Dirac fermions can induce a topolog-
ical superconducting state [104]. Also, Majorana Fermions and topological order can exist
in Nodal d-wave superconductors with strong spin-orbit coupling in an external magnetic
field [105]. A fully gapped d-wave topological superconductor can be realized from gap-
less spin-singlet superconductors under a Zeeman field with a broken inversion symmetry
and a broken time-reversal symmetry [106].

Equipped with multiple theories, lots of experimental efforts have been put in search-
ing for real topological superconducting materials. Apart from the doped-Bi2Se3 system
and Cd3As2 under high pressure, several other systems have been considered as candidates
for topological superconductors. As a strongly correlated material, the superconductor
Sr2RuO4 has been studied for more than 20 years since its discovery in 1994 [107]. The-
ory predicts a spin-triple p-wave pairing state [108, 109] which is supported by nuclear
magnetic resonance (NMR) experiments [110] and muon spin rotation (µSR) experiments
[111]. The spin-triplet odd parity indicates the topological nature of the superconductiv-
ity [112, 113, 114] which is evidenced by the edge states observed by in-plane tunneling
spectroscopy [115]. Theory also predicts the symmetry-protected Majorana Fermions in
Sr2RuO4 [116], which hasn’t been experimentally confirmed yet. Half-quantum vortices
have been observed in Sr2RuO4 by cantilever magnetometry measurements which could
potentially host a Majorana zero mode in the vortex core [117]. However, recently, the
p-wave superconducting state has been questioned a lot by contradictory experimental re-
sults. An NMR experiment shows a reduced spin polarization in unstrained samples when
entering the superconducting state, which contradicts with the previous NMR result with
no change in the Knight shift and questions the p-wave pairing scenario [118]. The spe-
cific heat measurement finds the line nodes in the superconducting gap, which calls for
a reconsideration of the order parameter [119]. Recent thermal conductivity measure-
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ments also found the gap structure of Sr2RuO4 consists of vertical line nodes, which is
inconsistent with a p-wave order parameter [120]. The chiral edge states that are expected
for a time-reversal-symmetry-breaking p-wave superconductor have not been detected yet
[121, 122, 123]. All these contradictory results demand a re-evaluation of the pairing sym-
metry in Sr2RuO4.

Other candidates include the noncentrosymmetric superconductors [124, 125], such as
CePt3Si [126], and nodal topological superconductors, such as the quasi 2D superconduc-
tor Cux(PbSe)5(Bi2Se3)6 [127], heavy-fermion superconductor UPt3 [76] and half Heusler
compound RPtBi [128, 129]. But solid experimental evidence is urgently required to verify
their topological superconducting nature. A nearly ferromagnetic spin-triplet superconduc-
tivity is discovered in UTe2 in 2019, which is characterized by a very large and anisotropic
upper critical field exceeding 40 T and could potentially host topological excitations that
are of interest for quantum computing [130].

Recently, a theory has predicted that the iron-based superconductor Fe1+yTe1�xSex
could host a topological superconducting state on its surface [131, 132, 133], which is evi-
denced by photoemission [134] and scanning tunneling spectroscopy measurements [135].
A zero-energy bound state (ZBS) has also been observed at magnetic-field-induced vor-
tices in Fe1+yTe1�xSex [135, 136, 137], which indicates a Majorana zero mode exists at
the vortex core. Even more surprisingly, the robust ZBS was also found at each interstitial
iron impurity by scanning tunneling microscopy in the absence of an external magnetic
field [138]. Recently, a theory proposes that magnetic impurity ions can generate topo-
logical vortices without external magnetic fields in s-wave superconductors with strong
spin-orbit coupling. These quantum anomalous vortices can even support robust Majorana
zero-modes when the topological surface states are superconducting [139]. We are curious
about how the topological vortices could affect the vortex flow in the vortex liquid state of
a type-II superconductor. So we conduct the Nernst effect measurements in Fe1+yTe1�xSex
single crystals. More details will be discussed in Chapter 5.
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CHAPTER 2

Experimental Techniques

In this chapter, we will introduce several experimental techniques that have been used to
study the strongly correlated materials and topological superconductors. The development
of a new torque differential magnetometry using the quartz tuning forks will be discussed
in Chapter 2.1. This highly-sensitive magnetometry provides a powerful probe to resolve
the electronic and magnetic anisotropy of novel solid state materials, such as the strongly
correlated materials. Heat capacity measurement using the relaxation method will be intro-
duced in Chapter 2.2. Thermal measurements, such as thermal conductivity, thermopower
and Nernst effect measurements, will be discussed in Chapter 2.3.

2.1 Torque Differential Magnetometry Using the qPlus-
Mode of a Quartz Tuning Fork

A quartz tuning fork is the key component of high-resolution atomic force microscope.
Because of its high quality factor, a quartz tuning fork can also be used for high-sensitivity
magnetometry. We develop a highly sensitive torque differential magnetometry using the
qPlus mode of a quartz tuning fork [140]. The tuning fork is driven by an AC voltage, and
its deflection is measured by the resultant AC current. We observe a sharp resonance of the
quartz tuning fork at low temperatures down to 20 mK. We calibrate our torque differential
magnetometry by measuring the angular dependence of the hysteresis loop in single-crystal
Fe0.25TaS2. Furthermore, we demonstrate the high sensitivity of the torque differential
magnetometry by measuring the quantum oscillations of a bismuth single crystal. The
extracted Fermi-surface cross sections are consistent with those of bismuth crystals. To
use the tuning fork magnetometry in a wet cryogenic system, we also make vacuum cells
for the tuning forks which could hold a high vacuum at liquid Helium temperature. In the
last part, we demonstrate the application of tuning fork magnetometry in a pulsed magnetic
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filed up to 65 T by measuring the hysteresis loop and melting field of underdoped high-
temperature superconductors YBa2Cu3Oy (YBCO). The related publication can be found
in Ref. [140].

2.1.1 Introduction on Quartz Tuning Forks

Quartz resonators have been widely used as frequency standards in wrist watches due to
its low internal dissipation and insensitivity to accelerations [141]. Among them, quartz
tuning forks(QTF) are the most useful because of the surprisingly high quality factor (Q-
factor) and low frequency variation at room temperature. Furthermore, the relatively high
spring constant keff provides additional advantages like smaller oscillation amplitude [142]
and larger linear operation range [143].

QTFs were introduced into scanning near-field acoustic microscopy as a new method
for imaging the topography of nonconducting surfaces by Günther et al [144]. Later on,
QTFs were used to fulfill tip-sample distance control in near-field optical microscopes
[145]. Shear force detection was used in these microscopes and was explicitly investi-
gated by Karrai and Tiemann [146]. Implementation of a tuning fork sensor suitable for
high-resolution atomic force microscopy(AFM) imaging was achieved by involving phase
lock loop(PLL) control [147]. By attaching a magnetic tip on a QTF, magnetic force mi-
croscopy can bring a spatial resolution of several tens of nanometers [148, 149]. Giessibl et
al. also demonstrated a new configuration of QTF based AFM (called qPlus sensor) which
maintains both high scanning speed and atomic resolution [150].

Apart from the application in scanning probe microscopy, QTFs have a potential for
the high-sensitivity magnetometry due to high quality factor Q (⇠104) and high sensitiv-
ity [151]. Cantilever-based torque magnetometry with resolution better than 104µB was
widely used to study small magnetization signal in magnetic thin layers [152] and individ-
ual nanotubes [153]. In these experiments, the read out of the magnetization signal usually
involves mechanical oscillator drive and optical detection of cantilever deflection, often re-
sulting in a cumbersome setup that is sensitive to the environment. It’s necessary to develop
an easy-to-set-up and highly sensitive magnetometry.

In the QTF-based torque magnetometry, magnetization coming from the sample gen-
erates a torque which changes the effective spring constant keff of the QTF. This change
leads to a change in the resonance frequency. Thus it can be read out by its electrical
response, such as current. Furthermore, cooling down to cryogenic temperature can effec-
tively maximize the signal-to-noise ratio of the QTF [154][155]. This can, therefore, be
a platform for a potentially easy-to-set-up sensitive magnetometry. However, QTF based
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torque magnetometry has not been widely studied and lacks thorough understanding. A
major reason is that the quality factor is very sensitive to the mass of attached specimen
and will drop dramatically when the two prongs are not well balanced, making it imprac-
tical for resonant detection. Previous QTF-based torque magnetometry was investigated
with attaching an iron wire to one prong of a free tuning fork [151]. There are no prior
studies on qPlus-mode magnetometry where one prong is mechanically fixed.

In this chapter, we demonstrate that a qPlus-like setup of QTF, dubbed torque differen-
tial magnetometry, can achieve several times larger Q than prior non qPlus-like setup even
with a relatively massive sample [151]. The QTF device is integrated on the rotator probe
of a Janis Variable Temperature Insert(VTI) system which provides a low temperature and
vacuum environment. We tested two different measurement circuits and achieved high sen-
sitivity measurements in both low and high magnetic field. In order to calibrate the order
of magnitude of magnetization measured with the quartz tuning fork, we measured the
hysteresis loop of a well-studied ferromagnetic material Fe0.25TaS2 with different meth-
ods of magnetometry. Our analysis demonstrates that torque differential magnetometry
can achieve a sensitivity which is comparable to that of the commercial Magnetic Prop-
erty Measurement System (MPMS) as well as the cantilever-based torque magnetometer.
Furthermore, we demonstrate the high sensitivity of our torque differential magnetometry
by measuring the de Haas-van Alphen effect in the bismuth single crystal. Quantum os-
cillations are observed in a magnetic field up to 10 T and the extracted Fermi surfaces are
consistent with previous results [156]. The observation of hysteresis loop, as well as the
quantum oscillations, indicates that QTF-based magnetometry is a very promising charac-
terization tool in studying the magnetic properties of many novel materials.

2.1.2 Application of Torque Differential Magnetometry in a DC Mag-
netic Field

2.1.2.1 Experimental Setup

Our experimental setup is shown in Figure 2.1 (a), one prong of the QTF is firmly glued on
the side of an “L” shaped substrate with H74F epoxy from Epotek. Figure 2.1 (b) shows
the side view of the experimental setup under the microscope. The “L” shaped substrate
is machined from brass, which has high density and high thermal conductivity. Attaching
a heavy mass to the tuning fork is crucial for obtaining a high quality factor. The sample
is attached to the top of the free prong. The magnetic field is applied in the plane which
formed by two crystalline axises (Inset of Figure 2.1 (b)). The QTFs (MS1V-T1K) are from
Microcrystal with free standing resonance frequency f0 = 215 Hz = 32768 Hz. The original
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QTF is sealed in a metal case which holds a rough vacuum and can be gently removed with
pliers. The spring constant of the quartz tuning fork can be calculated by the beam formula
[157]

k =
Et

3
w

44L3
, (2.1)

where E is Young’s modulus of quartz, t the thickness, w is the width, and 4L is the
effective length. After plugging in the numbers from reference [142, 157], 4L = 2400 µm,
t = 214 µm, w = 130 µm and E = 79.1 GPa, the theoretical spring constant is approximately
1822 N/m. However, the calculation with the beam model is only a rough estimation for the
spring constant and barely agree with the geometrical configuration of the qPlus sensors.
The effective length 4L = L � L0 is ambiguously defined since it highly depends on
the mounting position L of the sample as well as the determination of the beam origin L0

[158]. Furthermore, the assembling procedure, such as the non-symmetric alignment of
the sample, will affect the spring constant of the QTF [159]. The rigid bonding between
the sample and QTF, and between the QTF and substrate are crucial for obtaining a high Q

[160]. The whole device is tightly fixed on a 16 pin socket which seats on the rotator probe
of a Janis VTI system and stays in vacuum during the whole measurement.

In our experiments, we performed frequency dependent current measurements with
the direct mode circuit shown in Figure 2.1 (c). A KEYSIGHT 33520B function generator
is used to provide a 10mV AC voltage across the QTF. The voltage frequency is read by a
KEYSIGHT 53230A frequency counter. At the same time, the responding current Ĩ(!) due
to piezoelectric effect is measured with a Stanford Research 830 lock-in amplifier whose
reference signal comes from the function generator.

The field dependent current measurement is achieved with both a direct mode circuit
and a phase lock loop (PLL) mode circuit (Figure 2.1 (d)). In the direct mode, the frequency
of the function generator is always fixed at the resonance frequency of the QTF at zero field.
When the magnetic field is changing, the magnetization in the sample generates a torque
on the free prong of the QTF, which modifies the resonance frequency of the QTF. The
lock-in amplifier measures the amplitude and phase of the current through the QTF. The
phase shift of the current depends on how much the resonance frequency deviates from the
excitation frequency. All data acquisition is fulfilled by Labview programming.

Compared with the direct mode, the PLL mode [147] can directly measure the fre-
quency change of the QTF when applying a field. The shift of the QTF is quite steep at the
resonance frequency [151] because of high Q factor. This slope can be used to convert the
phase signal to the frequency change. In the PLL mode measurement, the drive frequency
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Figure 2.1: (a) Experimental setup. One prong of the QTF is firmly glued on the side of
an “L” shaped substrate. The sample is attached on top of the free prong. (b) Side view of
the experimental setup under the microscope. Inset shows the sketch of the measurement
setup, where the magnetic field is applied in the ac plane of the sample. The sample stage
is rotatable up to 90 degrees. ✓ is the angle between the c axis and H . Schematic of the
experimental circuit: (c) direct mode and (d) PLL mode.

of QTF is modulated by a feedback loop to maintain constant phase. The phase lock loop
is achieved by sending the phase of the current to the input of a Stanford Research SIM960
analog PID controller, while the output of the PID is used to modulate the frequency of the
function generator and is recorded by a Keithley 2182A nanovoltmeter.

2.1.2.2 Theoretical Model: Torque Differential Magnetometry

In our experiment, the magnetization from the sample is represented by the frequency
change of the QTF. Here we give a brief mechanical model which is similar to the mech-
anism of the frequency-modulated cantilever magnetometry [161]. In the qPlus configura-
tion, only one prong of the QTF can oscillate freely while the other prong is tightly fixed on
the substrate. The free prong is equivalent to a quartz cantilever which performs harmonic
oscillation when applying AC voltage. In the PLL mode, the QTF is driven at its resonance
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frequency !0 during the measurement. The displacement of the free prong is given by
x(t) = x0cos(!0t). In the presence of an external magnetic field H , the magnetization M

from the sample applies a torque ⌧ = M ⇥H on the QTF. The motion of the QTF can be
expressed by

meff
d
2
x

dt2
+ �

dx

dt
+ keffx = Fdrive + F⌧ , (2.2)

in which meff is the effective mass of the free prong, � is the damping factor, keff is the
effective spring constant, Fdrive is the driving force and F⌧ is the force coming from the
magnetic torque. F⌧ can be further expressed as F⌧ = ⌧/Leff, where Leff is the effective
length of the QTF. Here we define the angle between H and c axis to be the tilt angle ✓.
While the free prong keeps on oscillating, the motion adds a small oscillation change to
the ✓ which makes ✓

0
(t) = ✓ + �✓(t). �✓(t) also varies with the same frequency !0 of

the driving force and can be written as �✓(t) = �✓0 cos(!0t), in which �✓0 relates to the
oscillation amplitude of the free prong �✓0 = x0/Leff. In other words, �✓(t) = x(t)/Leff.
The force change can be expanded as

F⌧ (✓ +�✓(t))� F⌧ (✓) ⇡
@F⌧

@✓
�✓(t) =

1

Leff

@F⌧

@✓
x(t) (2.3)

Therefore, the magnetic torque results in a change of effective spring constant

�keff = k
0

eff � keff =
1

Leff

@F⌧

@✓
=

1

L
2
eff

@⌧

@✓
. (2.4)

For a simple harmonic oscillator,

!0 =

r
keff

m
. (2.5)

The shift of the resonance frequency can be written as

�!0 = !
0
� !0 =

s
k

0
eff

m
�

r
keff

m
=

r
keff +�keff

m
�

r
keff

m
(2.6)

=

r
keff

m
[(1 +

�keff

keff
)
1
2 � 1]. (2.7)

We assume the change of the effective spring constant �keff = k
0
eff � keff is a small

quantity. Using Taylor expansion and ignoring the higher order terms, we can get the

20



frequency change to be

�!0 ⇡

r
keff

m
(1 +

1

2

�keff

keff
� 1) =

r
keff

m

1

2

�keff

keff
= !0

�keff

2keff
. (2.8)

So the shift of the resonance frequency becomes

�!0 ⇡ !0
�keff

2keff
=

!0

2L2
effkeff

@⌧

@✓
, (2.9)

Therefore, in PLL mode the frequency shift is proportional to the derivative of the magnetic
torque with respect to the tilt angle ✓, which means the quartz tuning fork is actually a
torque differential magnetometer [143].

When the magnetic field is applied in the ac plane of the crystal (Inset of Figure 2.1
(b)), the magnetic torque can be expressed with the components along crystalline c and a

axis by

⌧ = MaHc �McHa. (2.10)

For a paramagnetic or diamagnetic material [162],

⌧ = µ0�aHaHc � µ0�cHcHa

= µ0��H
2 sin ✓ cos ✓,

(2.11)

where µ0 is the vacuum permeability and �� = �a � �c is the magnetic susceptibility
anisotropy. With the same derivation, the frequency shift for a paramagnet material is

�!0 ⇡ !0
µ0��H

2 cos 2✓

2L2
effkeff

= !0
MeffH cos 2✓

2L2
effkeff

, (2.12)

in which Meff = µ0��H is the effective magnetization.
If the sample is not paramagnetic along all crystal axises, the ✓ dependence of the

frequency shift is a little bit different. Take Fe0.25TaS2 as an example, it is a paramagnet
along a axis but a ferromagnet along c axis [163]. When the magnetization along c axis is
saturated, the magnetic torque can be written as

⌧ =
1

2
µ0�aH

2 sin 2✓ �MsH sin ✓, (2.13)

in which Ms is the saturation magnetization along c axis. In Fe0.25TaS2, the magnetization
in ab plane is very low compared with the saturation magnetization along c axis [163]. As
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a result, the frequency shift is following

�!0 = !0
µ0�aH

2 cos 2✓

2L2
effkeff

� !0
MsH cos ✓

2L2
effkeff

. (2.14)

Further, given the magnetic torque is dominated by the second term in Eq. (9), the
dominating term in Eq. (10) would be the second term, which means the frequency shift
is proportional to H . Later we are going to demonstrate the angular dependence of the
frequency shift at Hc in Fe0.25TaS2 single crystal.

2.1.2.3 Hysteresis Loop in Fe0.25TaS2

In order to calibrate the order of magnitude of the magnetic moment measured by the
quartz tuning fork as well as verify the theoretical model of torque differential magnetom-
etry, we measured the hysteresis loop of a well-studied ferromagnetic material Fe0.25TaS2

with different methods of magnetometry. The Fe0.25TaS2 sample used here were grown by
chemical vapor deposition method [164]. Both the magnetic moment and resistivity are ex-
tremely anisotropic, with the magnetic moments aligned parallel to the c crystallographic
direction [163, 164, 165].

Anisotropic magnetic moment was taken by a Quantum Design Physical Property
Measurement System(PPMS) using the Vibrating Sample Magnetometer(VSM) option at
1.9 K. The sample measured in PPMS (Sample A) has a dimension of 0.9 mm ⇥ 0.75 mm
⇥ 0.05 mm. As shown in Figure 2.2 (a), a sharp hysteresis loop was observed when Hkc.
The Hkc magnetic moment saturates at 5.2 T(ms ⇠ 10�3 emu) and is about 1 order of
magnitude larger than the Hkab magnetic moment (mab ⇠ 10�4 emu).

The angular dependent magnetic torque of Sample B was measured by the cantilever-
based torque magnetometer. The experimental setup is similar to the one in reference [162],
a 0.3 mm ⇥ 0.16 mm ⇥ 0.05 mm single crystal was put on the tip of a beryllium copper
cantilever with a magnetic field applied in the ac plane. The magnetic torque ⌧ coming from
the sample is measured by tracking the capacitance change between the cantilever and a
gold film underneath [166]. Figure 2.2 (b) shows the torque vs. H at ✓ = �34.8�, in which
✓ is the angle between H and c axis. The bow-tie feature corresponds to the sharp jump in
the magnetic moment at the coercive field Hc. As demonstrated in the previous session, the
magnetic torque in this material is dominated by the second term in Eq. (9). So the torque
signal should be proportional to sin✓. The loop height was defined as the torque change at
the coercive field ⌧c = ⌧

up
c (Hc) � ⌧

down
c (Hc). The angular dependent torque measurement

was done from �45� to 45�. The angular dependent data shows that the loop closes exactly
at ✓ = 0� and the loop size gradually increases as ✓ deviates from 0�(Figure 2.2 (e)).
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Theoretically, the torque signal should get a maximum at ✓ = ±45�. Unfortunately, we
were not able to get the angular dependence above 45� due to the limitation of our rotator.
The angular dependent �⌧c/2Hc data can be well fitted with Eq. (9) (red dashed line in
Figure 2.2 (e)), which indicates the magnetic moment from the c axis is about 45 times
larger than the contribution from the ab plane. In comparison, we also fit the angular
dependent data with a sinusoidal function (blue dashed line). It turns out that with a large
magnetic anisotropy, Fe0.25TaS2 can be approximated with a 3D Ising model.
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Figure 2.2: Hysteresis loop in Fe0.25TaS2. (a) m(H) curves for Hkc (black) and Hkab

(red) measured by VSM in Sample A at 1.9 K. (b) Torque vs. H measured by torque
magnetometer in Sample B at 1.7 K. (c) Frequency shift vs. H measured by quartz tuning
fork in Sample B at 1.7 K. ✓ is the angle between H and c axis. The differential of torque
is derived with Eq. (5). Arrows here denote the direction of magnetic field change. (d)
�fc/2Hc vs ✓ for the quartz tuning fork. (e) �⌧c/2Hc vs ✓ for the cantilever. Blue dashed
lines are the theoretical fitting with the magnetic moment only along the c axis. Red dashed
lines are theoretical fitting with magnetic moment coming from both c axis and ab plane.

Sample B was then attached on the free prong of a qPlus-mode quartz tuning fork
with the magnetic field applied in the ac plane. The field dependent frequency shift was
measured by the PLL mode and the frequency shift vs H at ✓ = �38� was shown in Figure
2.2 (c). A similar hysteresis loop with a bow-tie feature was observed. Here the loop height
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is defined as the frequency shift jump at the coercive field �fc = f
up
c (Hc) � f

down
c (Hc),

the loop width is defined as 2Hc. The angular dependent hysteresis loops show that the
loop height gets a maximum at ✓ = 0� and continuously increases as ✓ deviates from 0�.
Figure 2.2 (d) shows the angular dependent �fc/2Hc, which can be well fitted with Eq.
(10) (red dashed line). The magnetic anisotropy derived from the fitting is consistent with
the result of the cantilever data (Figure 2.2 (e)). If we treat the Fe0.25TaS2 sample as a
3D Ising system, the angular dependence of �fc/2Hc can be well fitted with the second
term of Eq. (10) (blue dashed line). This angular dependent behavior verifies that tuning
fork is actually measuring the differentiation of magnetic torque instead of the torque itself.
The coefficient in front of the cos✓ in the fitting function equals to f0Ms

2L2
effkeff

. The resonance
frequency f0 of the QTF with Fe0.25TaS2 sample attached is 30432 Hz, the effective length
of QTF is Leff = 2.4 mm, the saturation magnetic moment is ms = 3.55 ⇥ 10�7 emu.
Then the spring constant can be calculated to be k = 2131 N/m after plugging in all these
numbers, which is consistent with the calculated spring constant in previous session and
the reported values (103 ⇠ 104 N/m) in previous studies [150, 157, 167, 168].

2.1.2.4 Quantum Oscillations in Bismuth
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Figure 2.3: Resonance curve of the QTF with Bi sample attached at 1.6 K and in the
vacuum. Q = 20000, f0 = 15198 Hz. Inset is the configuration of the measurement. The
magnetic field is applied in the trigonal-binary plane of the Bi crystal.
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We also did the field dependent measurement for single crystal bismuth (Bi) with the
qPlus-mode QTF. The orientation of the bismuth crystal is confirmed by X-ray diffraction.
A 0.6 mm ⇥ 0.2 mm ⇥ 0.13 mm (⇠156 µg) bismuth (Bi) crystal is attached on the top of
the free prong. The zero field resonance curve was measured with the direct mode at 1.6
K, as shown in Figure 2.3. The amplitude of the current shows a sharp peak at resonance
frequency f0 while the slope of the phase curve is quite steep. Fitting the magnitude and the
phase of the current with Eq. (1) and (2) in reference [167] gives a quality factor around
20000 and f0 = 15198 Hz. The phase of the current has a linear relationship with the
frequency within ±0.3 Hz around f0, so we can use the phase deviation to infer the shift of
the resonance frequency 4f if f0+4f was in this linear range. However, strong magnetic
torque in a high field could result in large frequency shift beyond the linear range. In this
situation, the PLL mode has to be involved to track the variation of f0 in a broad range.

To verify that the direct mode can produce the same result as the PLL mode in this
linear range, field dependent measurements up to 10 T are performed with both modes.
The crystal orientation is shown in the inset of Figure 2.3, the magnetic field is rotating in
the trigonal-binary plane of the Bi crystal, ✓ denotes the angle between the field and the
trigonal axis. Figure 2.4 (a) and (b) show that the frequency shift in the PLL mode and
the phase of the current in the direct mode shows the same pattern(later we will compare
the periodicity to 1/µ0H). Figure 2.4 (c) is the effective magnetic moment meff calculated
from the frequency shift with Eq. (8). Comparing Figure 2.4 (a) with Figure 2.4 (b), the
direct mode is better at revealing high frequency oscillations with respect to µ0H at low
field. The reason is when the magnetic field changes, the magnetization of the sample
changes the resonance frequency of the QTF and produces a phase shift on the current.
With a sweeping rate of 0.23 T per minute, to obtain a stable PLL, the integration gain can
not be too large, which means the time constant of the PLL can not be too small. The PID
takes quite a long time to gradually reach a stable output which tunes the frequency of the
function generator to the new resonance frequency. This feedback is not fast enough to
catch the fast oscillations in the frequency. As a result, the direct mode has advantages in
low field measurements since the phase of the current always responds more rapidly than
the PID output.

In our experiment, we performed angular dependent measurements up to 10 T at 1.6
K. Figure 2.5 shows the raw data taken with the direct mode at 6 selected angles. When H

is increasing, the Landau level energies are also increasing. Every time the Fermi surface
passes through a Landau level, the derivative of free energy F over H has an extreme slope.
Hence the Landau level crossings can be observed as a series of anomalies in the phase of
the current versus H . If H was at an angle ✓ to the normal direction of a Fermi surface, the

25



1 10

-10
0

10
20
30

1 10
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4

1 10
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5

P
ha

se
 o

f C
ur

re
nt

 (d
eg

.)

 

 

µ0H (T)

 Direct Mode(a)

 

 

Fr
eq

ue
nc

y 
S

hi
ft 

(H
z)

µ0H (T)

 PLL Mode(b)

 

 

 µ0H (T)

M
ef

f  
(1

0-6
A
×m

2 )

 PLL Mode(c)

m
ef
f

Figure 2.4: Quantum oscillations observed in the Bi crystal with two different measurement
modes: (a) The phase of the current vs. H in the direct mode. (b) Frequency shift vs. H
in the PLL mode. (c) Converted effective magnetic moment meff vs. H with Eq. (8) in
the PLL mode. Here we used k = 2131 N/m from the fitting result of angular dependent
Fe0.25TaS2 data for calculating meff. meff signal is quite noisy at low field. This is because
meff is calculated through dividing the frequency shift by H , which is comparably a larger
number at low field. All curves are taken at ✓ = �43�, 1.6 K. Dashed lines are given as
guides to the eye.

extreme slope happens at fields Bn given by [169]

1

Bn
=

2⇡e

~ (n+ �)
1

S(✓)
, (2.15)

where ~ denotes the reduced Plank constant, e is the electrical charge, n is a positive integer,
� is the Onsager phase, and S(✓) is the Fermi surface cross section at the magnetic field tilt
angle ✓. We use (n,±) to denote the sub-Landau levels due to Kramers degeneracy. For
the electron pocket, the index field Bn is distinguished by a minimum in the phase of the
current, as shown in Figure 2.5 (a) - (e). For the hole pocket, Bn is revealed by peaks in the
phase of the current, as shown in Figure 2.5 (f).
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Figure 2.5: The phase of the current vs. H of the Bi crystal at six selected angles taken at
1.6 K (H is in log scale) with the direct mode. Crossings of the Landau sublevels (n, s)
appear as extremes Bn in the phase of the current. (n,+) and (n,�) denote the splitting of
degenerate Landau levels due to the Zeeman effect.

Landau level indices n vs. 1/Bn measured at three selected angles are plotted in Fig-
ure 2.6 (a). For the hole pocket, eg. ✓ = �43�, the data points fall on a straight line
which has an intercept of 0 as H approaches infinity. Whereas for the electron pocket,
eg. ✓ = �11�, 33�, the infinite field limit of the index plot intercept is around -0.2. This
linear relationship confirms that the above indexing is consistent, the slope corresponds to
the dominant quantum oscillation frequency at each angle, from which we can extract the
Fermi surface cross-section projected on the plane perpendicular to H .

At each angle, quantum oscillations could come from both electron and hole pockets.
Multi-frequencies of the quantum oscillations are revealed by the fast Fourier transform
(FFT) of the field dependent phase data. A polynomial background has been subtracted
before the FFT process. Figure 2.6 (b) shows the angular dependence of the quantum

27



0.0 0.5 1.0 1.5 2.0 2.5

0

2

4

6

8

10

-60 -40 -20 0 20 40
0.0

0.1

0.2

0.3

0.4

0.5
(b)(a)

Bi, T = 1.6 K
 33o

 -11o

 -43o

 

 

La
nd

an
 L

ev
el

 In
de

x 
n

1/µoH (T-1)

 

 

 Bi, T = 1.6 K
 electron 

         pocket fit
 hole 

         pocket fit

P
er

io
d 

(1
/T

)

Angle (deg.)

La
nd

au
 L

ev
el

 In
de

x 
n�

Figure 2.6: (a) Plot of the Landau level index n vs. 1/Bn at three selected angles. The
Landau levels all fall on straight lines. The slopes give Fermi surface cross-section areas
Se at corresponding angles. (b) Oscillation periods of the observed Fermi surfaces is shown
as a function of the angle between H and trigonal axis. Dashed lines are theoretical fittings
from �60� to 40� with a 3D ellipsoidal Fermi surface model. Red dashed lines represent
two electron pockets while a blue dashed line denotes the hole pocket.

oscillation frequencies which can be fit with a 3D ellipsoidal Fermi surface model [169].
Red dashed lines denote quantum oscillation periods coming from two electron pockets
which are symmetric with respect to the bisectrix axis. The blue dashed line represents the
periods originating from the hole pocket that extends along the trigonal axis. Our results are
consistent with previous de Haas-van Alphen measurements in Bi [156]. In the cantilever-
based torque magnetometry measurement done by Li. et al. [170], the Bi sample has a
mass of 0.12 g (770 times larger than our sample) and the quantum oscillation starts to
show up at B ⇠ 0.5 T. With a much smaller sample, a quantum oscillation is revealed at
a comparable magnetic field in our experiment, which indicates QTFs have advantages in
small signal detection.

The electronic properties of Fermi surfaces can be revealed by tracking the temperature
dependence and the magnetic field dependence of the quantum oscillation amplitude, which
is well defined by the Lifshitz-Kosevich (LK) formula [169]. The oscillation amplitude is
determined by the product of thermal damping factor RT and Dingle damping factor RD,
as follows,

RT = ↵Tm
⇤
/B sinh(↵Tm⇤

/B), (2.16)
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Figure 2.7: Temperature dependence of oscillating frequency shift for Bi. (a) Frequency
shift after subtracting a polynomial background is plotted at T between 1.5 K and 15 K. ✓
is the angle between H and the trigonal axis. (b) Temperature dependence of the oscillat-
ing frequency shift at µ0H = 2.41 T, normalized by the 0 K limit. Fitting the oscillating
amplitude to the LK formula (red dashed line) yields the effective mass m = 0.065 me for
the hole pocket.

RD = exp(�↵TDm
⇤
/B), (2.17)

where the effective mass m = m
⇤
me and the Dingle temperature TD = ~/2⇡kB⌧S . me is

the bare electron mass, ⌧S is the scattering rate, kB is the Boltzmann Constant, and ↵ =

2⇡2
kBme/e~ ⇠ 14.69 T/K. Figure 2.7 (a) shows the temperature dependent frequency shift

after subtracting a polynomial background between 1.5 K and 15 K. Fitting the temperature
dependence of the normalized frequency shift at µ0H = 2.41 T yields m = 0.065 me for the
hole pocket, which is within 20% error of the reported value in ref. [171].

After successfully detecting the quantum oscillation signals in bismuth single crystals
in our VTI system, we move the setup onto a vacuum probe of the 31 T resistive magnet
in the National High Magnetic Field Lab (NHMFL). A bismuth single crystal is mounted
on the free prong of a qPlus QTF, with the crystal trigonal axis perpendicular to the free
prong (as shown in Figure 2.8 (d)). The whole setup is glued on a straight probe by GE
varnish. We conduct the field-dependent measurement by both direct mode and PID mode.
Figure 2.8 (a) and (b) show the amplitude and phase of the current vs. B at several selected
temperatures. The small wiggles below 5 T are quantum oscillation signals from bismuth.
A big dip followed by a hug peak around B = 5 T indicates the magnetic field reaches the
quantum limits. One interesting observation is two small kinks show up at B1 = 20.7 T
and B2 = 25.2 T which already beyond the quantum limit. Then we repeat the measure-
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Figure 2.8: Field-dependent quantum oscillation signals in bismuth single crystals up to 31
T measured in a vacuum probe. (a) Amplitude and (b) phase of the current vs. B at several
selected temperatures measured by the direct mode. (c) Resonance frequency shift �f vs.
B at several selected temperatures measured by the PID mode. (d) A bismuth single crystal
is mounted on the free prong of a qPlus QTF, with the crystal trigonal axis perpendicular
to the free prong. The magnetic field is applied along the trigonal axis.

ment with the PID mode and the resonance frequency shift shows consistent results (as
shown in Figure 2.8 (c)). Similar results have been observed in bismuth single crystals by
the Nernst effect measurements [172]. The Nernst coefficient presents three unexpected
maxima which are deep in the ultraquantum limit. These maxima are concomitant with
the quasi-plateaus in the Hall coefficient, which suggests that bismuth may host an exotic
quantum fluid with a fractional quantum Hall effect and could be a signature of electron
fractionalization in a 3D metal [172]. Later, this explanation is ruled out and another pos-
sible explanation, which relates the observation to the empty of Dirac valleys in elemental
bismuth [173], is raised up after conducting more measurements beyond the quantum limit
regime. More details will be discussed in Chapter 2.1.2.6.

In the next step, we test the QTF setup in the 3He-system of the 31 T resistive magnet
in NHMFL. A bismuth single crystal is mounted on a qPlus-configuration QTF. The QTF
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Figure 2.9: Temperature-dependent resonance curve for QTF with a bismuth single crystal.
The QTF is mounted on a rotator probe in the 3He system of the 31 T resistive magnet. A
small amount of 3He exchange gas is used to cool down the probe.

is glued on a rotator probe. Instead of seating inside a vacuum environment, the QTF is
surrounded by a small amount of 3He exchange gas which is used to cool down the whole
probe. Figure 2.9 plots the temperature-dependent resonance curve of the QTF from room
temperature to 1.6 K. As the temperature decreases, the resonance curve becomes sharper
which indicates a larger Q factor. As the temperature changes from 300 K to 41 K, the
resonance frequency decreases with the temperature. When the temperature is lower than
41 K, the resonance frequency shows a non-monotonic dependence with the temperature.
Actually, the Q factor also shows non-monotonic dependence with the temperature in the
low-temperature region (T < 10 K). This non-monotonic dependence of the resonance
frequency and Q factor vs. temperature have been observed in other types of QTFs, such
as QTFs with a resonance frequency of 192 kHz (as shown in Figure 2.14 (b)).

In order to reach the base temperature of 380 mK in a 3He system, we have to condense
3He liquid inside the probe and merge the sample socket into 3He liquid. The condensation
process of 3He liquid contains several steps. First of all, we need to introduce a very
important component in a 3He system, the sorb. The sorb is made of charcoal and acts
like a pump to absorb all 3He inside when it is at low temperature (T < 5 K). When
the sorb temperature is set at 15 K, it can release a small amount of 3He which acts as
exchange gas to cool down the whole probe during loading the probe. After the probe is
fully loaded, we can set the sorb temperature to 45 K and it will release all the 3He inside
the charcoal. The released 3He gas will be liquified by the 1K pot which locates below
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Figure 2.10: Resonance curve of the QTF with a bismuth single crystal in 3He gas and 3He
liquid environments. (a) The amplitude of the current vs. frequency. (b) The phase of the
current vs. frequency.

the sorb and 3He liquid will drop into the 3He pot which is located at the bottom of the
probe. If the sorb stays at 45 K for long enough time (usually between 45 min to 1 hour),
all the 3He will be condensed into the 3He pot. At this point, the whole sample socket
will be merged inside 3He liquid. During the 3He condensation, the QTF will first stay
in a 3He gas environment and is finally surrounded by 3He liquid. Figure 2.10 shows the
resonance curve of the QTF when the environment changes. As the QTF stays in a 3He
gas environment, Q ⇠ 9875 at T = 1.6 K. Compare to the Q factor in the vacuum at the
same temperature (Q ⇠ 20000 in Figure 2.3), the Q factor in a 3He gas environment drops
to one half. So the QTF is slightly damped by the 3He gas. As the QTF is fully merged
into 3He liquid, Q factor drops dramatically to only 864 which is accompanied by a huge
decrease of the resonance frequency for about 125 Hz. The dramatic decrease of the Q

factor indicates a huge decrease in sensitivity, which means the same QTF setup is not able
to detect a small signal that previously can be detected in a vacuum environment. This is
the reason why we need to develop a vacuum cell for the QTF setup to use it in a liquid
environment. We will introduce the vacuum cell setup in Chapter 2.1.2.6.

2.1.2.5 Discussion

The frequency sensitivity of the direct mode can be estimated in the following way. From
the resonance curve of QTF with Bi sample attached (Figure 2.3), the slope of the phase vs.
frequency is 132 deg./Hz. The main uncertainty of the direct mode measurement depends
on the uncertainty of the phase measured by the lock-in amplifier. In our setup, the error
from the phase measured by the lock-in is ±0.5 deg, which means the frequency sensitivity
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is about ±3.8 mHz. This is about 7 ⇠ 8 times higher than the frequency sensitivity achieved
by the free tuning fork magnetometer [151].

As for the PLL mode, the major limitation for the sensitivity comes from the output
of PID. Take the hysteresis loop measurement as an example, the uncertainty for the PID
output is about 3 ⇥ 10�3 V, which corresponds to 1.8 ⇥ 10�3 Hz. The sensitivity of the
saturation magnetic moment is estimated to be �ms ⇠ 2.8⇥10�10 A·m2

⇠ 2.8 ⇥ 10�7 emu
at 5 T, which is comparable to the claimed best sensitivity of the latest MPMS (sensitivity
⇠ 5⇥ 10�8 emu) by Quantum Design. With the magnitude of our magnetic moment signal
about 10�4 emu, the signal to noise ratio for our setup is 103. The sensitivity of QTF-based
differential torque magnetometer is comparable to the sensitivity of cantilever-based torque
magnetometer used for the hysteresis loop measurements. In our torque magnetometer ex-
periment, the uncertainty of the beryllium-copper cantilever’s capacitance is about 10�5 pF,
which corresponds to a magnetic moment of 1 ⇥ 10�7 emu at 5 T. In the cantilever-based
torque magnetometry, a thinner cantilever beam can achieve a higher sensitivity (10�10

emu). This is because a thinner beam has a lower spring constant, which makes the relative
capacitance change (�C/C0) larger and has higher sensitivity. But it would not sustain the
rather large torque signal from the ferromagnet (10�4 emu). Finally, we note that the major-
ity of the frequency noise comes from the commercial analog PID feedback controller used
in our electronics. In the future study, the performance and sensitivity of torque differential
magnetometry can be improved by using a custome designed PLL with tunable bandwidth.
The magnitude of Ms for Fe0.25TaS2 Sample B is about 10�4 emu, so the signal to noise
ratio for our setup is 103.

The frequency sensitivity in the PLL mode is higher compared to the sensitivity in the
direct mode, which is counterintuitive at the first glance. This is because the qPlus-mode
QTF with the Fe0.25TaS2 sample attached has a 2.25 times larger Q compared to the QTF
with Bi sample attached. As an approximate estimation, the slope of the phase curve for
the Fe0.25TaS2 sample will be around ±297 deg./Hz. This results in a frequency sensitivity
about ±1.68 mHz, which is smaller than the frequency sensitivity in the PLL mode (1.8
mHz). This comparison indicates that a higher Q can help a lot in increasing the sensitivity
of the direct mode.

In conclusion, we developed a qPlus-like setup for torque differential magnetometry
with the QTF. With the sample attached, the QTF maintains an excellent Q factor of ⇠ 104

at 1.6 K. Two different circuits for low and high field measurements maintain high sensi-
tivity in both conditions. The hysteresis loop measurement in the ferromagnetic Fe0.25TaS2

single crystal proves that QTF can achieve a sensitivity of magnetic moment measurement
at around 10�7 emu, which is comparable to other state-of-the-art magnetometers. The field

33



dependent measurement on the well-studied metal Bi gives solid evidence for the observa-
tion of quantum oscillations. Our measurements on ferromagnet and quantum oscillations
demonstrated that our qPlus QTF magnetometry is a reliable method for conducting torque
differential magnetometry measurements, especially at cryogenic temperatures and intense
magnetic fields. Since the magnetic torque is the derivative of the free energy with re-
spect to the tilt angle, the qPlus QTF magnetometry measures the second derivative of the
free energy with respect to the tilt angle, thus providing a powerful probe to resolve the
electronic and magnetic anisotropy of novel solid state materials.

2.1.2.6 Vacuum Cell for Quartz Tuning Forks

One vital problem with the application of QTF-based torque differential magnetometry is
it must be used in a vacuum environment to achieve a high Q factor. The Q factor will
be greatly damped if the QTF was merged in liquid helium. Unfortunately, most of the
cryogenic systems in National High Magnetic Field Labs are wet systems, which means
samples are directly merged into liquid 3He or 4He to achieve a maximum of the cooling
power. To solve this problem, we machined a vacuum cell with brass to hold the QTF setup
inside.

The size of the vacuum cell is limited by the sample space on the probe. For the SCM1
dilution refrigerator (magnet bore diameter 52 mm) in NHMFL, the 16-pin rotator probe
can hold one 16-pin dip socket on top. The cross-section of the sample space on the 16-pin
dip socket is 0.8 inch ⇥ 0.3 inch, which can fit two of our capacitive cantilevers at the same
time. The height of the sample space is limited by the radius of the rotator probe, which is
around 0.3 inch. We can also use a cylindrical socket rotator on the SCM1 rotator probe. A
cylindrical socket rotator is designed to hold a cylindrical sample holder with a diameter of
0.45 inch or 0.5 inch. The length of a cylindrical holder should allow the rotator to turn in a
cylinder with an inner diameter of 1 inch. The SCM2 He-3 system (magnet bore diameter
52 mm) can fit two 16-pin dip sockets on the rotator probe. So the available sample space
on each 16-pin dip socket is comparable to it in SCM1. For the He-3 system in the 45 T
hybrid magnet (magnet bore diameter 32 mm), we usually use a cylindrical socket rotator
probe. The sample space of the cylindrical socket has a diameter of 0.451 inch and a length
of 0.420 inch.

Figure 2.11 (a) shows the schematic of the vacuum cell, which contains a substrate and
a cap. A QTF is mounted on the substrate with the qPlus configuration by H74F thermal
epoxy. The cap and substrate are sealed together by Stycast 2850. For the sealing materials,
we would like to use the ones that have comparable thermal contraction coefficient to brass
since a not matching thermal contraction would result in a crack during cooling down.
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(b)

3 mm

Figure 2.11: (a) Schematic of the structure of a vacuum cell with a QTF mounted. (b) A
vacuum cell mounted on top of the 16-pin socket rotator probe of SCM1 in NHMFL.

Compared with Stycast 1260, Stycast 2850 has a thermal contraction coefficient closer to
brass. Figure 2.11 (b) is a picture taken at SCM1 in NHMFL, which shows a vacuum cell
(right-hand side) and a capacitive cantilever (left-hand side) mounted on top of a 16-pin
socket rotator probe. When the vacuum cell is merged into liquid 3He or 4He, all the gas
inside will condense into liquid and create a vacuum environment for the QTF.

To test the performance of the vacuum cell setup, a bismuth single crystal is mounted
on the QTF. All data are taken with the PLL mode. At 20 mK, after applying a magnetic
field up to 18 T, quantum oscillations are observed at multiple angles (as shown in Figure
2.12 (a)). The extracted frequencies are consistent with previous studies [174]. Then we
move the same setup onto the cylindrical rotator probe of the 45 T hybrid magnet and apply
a magnetic field up to 45 T at 380 mK. As shown in Figure 2.12 (b), the frequency shift of
the QTF shows sharp kinks with respect to (w.r.t.) the magnetic field. The field range in the
hybrid magnet (from 11.5 T to 45 T) is beyond the quantum limit of the bismuth crystal,
which means all the electrons are already confined to the lowest Landau level. So the sharp
kinks that show up above 11.5 T could relate to the empty of Dirac valleys in elemental
bismuth [173]. The Fermi surface of elemental bismuth contains three electron pockets
and one hole pocket. The three electron pockets are rotationally equivalent with an angle
of 120 degrees [175], which offers a valley degree to the charge. One or two valleys would
become empty when the magnetic field is higher than a critical field Bempty, which has
been characterized by a large drop in the magnetoresistance at Bempty [173]. The carriers
transfer from a high-mobility valley to a low-mobility valley at Bempty, which causes a
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dramatic change of density of states. So we would expect a similar change in magnetic
susceptibility at the same critical fields. In Figure 2.12 (c) and (d), we plot the locations of
sharp kinks on frequency shift w.r.t. ✓ and compare them with the experimental results and
theoretical fittings from reference [173] and [176]. Parts of our data are consistent with the
previous study, but there are still branches that are missing from the previous study. We
need to do the same measurements on more bismuth single crystals to verify whether the
missing branches are intrinsic or due to sample dependence.
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Figure 2.12: (a) Frequency shift vs. H of the Bi crystal taken at eight selected angles at 20
mK. Data are taken at SCM1 in NHMFL. (b) Frequency shift vs. H of the Bi crystal taken
at fifteen selected angles at 380 mK. Data are taken at 45 T hybrid magnet in NHMFL.
All data are taken with the PLL mode. ✓ is the angle between the magnetic field and the
binary axis. (c) Black squares mark the locations of sharp kinks on frequency shift vs. ✓

from 11.5 to 32 T in Panel (b). Red and blue solid lines are theoretical fittings of original
and tilted hole theory from reference [176]. Magenta and green squares are experimental
data of original and tilted hole theory from reference [176]. (d) Black squares mark the
locations of sharp kinks on frequency shift vs. ✓ from 11.5 to 45 T in Panel (b). Blue solid
lines are theoretical fittings of tilted hole theory from reference [173]. Green solid lines are
experimental data from reference [173].

37



2.1.3 Application of Torque Differential Magnetometry in a Pulsed
Magnetic Field

Apart from the DC magnetic field, QTFs could potentially be used in a pulsed field up to
65 T as well. As an insulator, quartz does not have a problem with eddy currents present
in metal cantilevers, which can be a important issue due to the rapid magnetic field change
rate in the pulsed field. Furthermore, the resonance frequency of the QTF is much higher
than that of the traditional cantilever ( 100 Hz), which reduces the coupling between the
QTF signal and low frequency mechanical vibration coming from the environment. The
magnetic field profile of a 65 T pulsed magnet is plotted in Figure 2.13. It takes 8 ms for it
to reach a field of 60 T and another 48 ms to sweep down to zero. A much faster sweeping
speed of the pulsed magnet (compared to 0.3 T/min in the superconducting magnet and 3
T/min in the resistive DC magnet) requires the setup has a much faster responding speed.
The response time of magnetometry needs to be much smaller than the sweep-up time of the
pulsed field (about 8 ms). Therefore, a QTF with higher resonance frequency is desirable
in the pulsed field measurement.
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Figure 2.13: The magnetic field vs. time for a 65 T pulsed magnet. It takes around 8 ms
for the magnet to reach the highest field and 48 ms to sweep down to zero.

We choose QTF that has a resonance frequency of 192 kHz for the application in the
pulsed magnetic field. Figure 2.14 (a) shows the picture of a 192 kHz quartz tuning fork
mounted with a qPlus configuration. A YBa2Cu3O6.55 (YBCO6.55) single crystal (sample
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size 0.1mm ⇥ 0.1 mm ⇥ 0.2mm) is mounted on top of the free prong. The 65 T multi-shot
magnet has a bore size of only 15 mm. So the sample space is more limited than the 18
T DC superconducting magnet, which has a bore size of 52 mm. The huge eddy current
generated during the magnetic pulse makes brass a bad choice for the substrate. We use 20
mil thick sapphire as a substrate for QTFs used in the pulsed magnetic field. The substrate
is mounted on a straight probe with GE varnish.

The probe is cooled down in 4He exchange gas. The resonance curve is taken by
the direct mode. The measurement circuit for the direct mode is shown in Figure 2.14
(b). A 100 mV voltage is applied across the QTF to drive it into resonance. Due to the
high resonance frequency (f ⇠ 167 kHz), an SR 844 200 MHz lock-in amplifier was
used to measure the response. SR 844 doesn’t have a current mode. So an SR 570 low-
noise current preamplifier is connected right after the QTF to convert the current signal
into a voltage signal. Another SR 560 low-noise voltage preamplifier is connected after
the SR 570 to further increase the voltage signal. The output signal of SR 560 is sent into
the voltage input of SR 844. The temperature-dependent resonance curve of QTF with
YBCO6.55 Sample 1 is shown in Figure 2.14 (c). The resonance frequency shifts to lower
frequency during cooling down and the change of Q factor is nonmonotonic to temperature.
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Figure 2.14: (a) Experimental setup for 192 kHz QTFs in a qPlus configuration. Two quartz
tuning forks are mounted on a T-shaped sapphire substrate. The resonance frequency of
QTF with YBCO Sample 2 mounted is 177.778 kHz and 167.001 kHz with YBCO6.55

Sample 1 mounted. (b) Measurement circuit which is similar to the direct mode in Figure
2.1 (c). (c) Temperature-dependent resonance curve for QTF with Sample 1. It has a Q

factor of 7950 at T = 9 K in 4He exchange gas.
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Figure 2.15: Hysteresis loop and melting field Bm of vortex solid states measured in
YBCO6.55 Sample 1, 2 and 3. (a) X and (b) Y components of voltage vs. H measured
at selected T with the direct mode for YBCO6.55 Sample 1. H is applied along the crystal c
axis. A clear hysteresis loop can be observed. The loop closing field is defined as the melt-
ing field of the vortex solid state. (c) Y components of voltage vs. H measured at selected
T with the direct mode for YBCO6.55 Sample 2. H is applied with an angle of 60� w.r.t the
crystal c axis. (d) The resonance frequency vs. H measured with the free vibration mode
in YBCO6.55 Sample 2. The orange arrow denotes the melting field Bm. (e) Y components
of voltage vs. H measured at selected T with the direct mode for YBCO6.55 Sample 3.
H is applied in the crystal ab plane. (f) Melting field Bm vs. T in YBCO6.55 Sample 1,
2 and 3. The data taken by capacitive torque magnetometry in SCM2 is also plotted as a
comparison. In (a), (b), (c) and (e), the arrows represent the field sweeping direction.

We develop two different methods to conduct the field-dependent measurement. The
first method is the direct mode (as shown in Figure 2.14 (b)), which is the same setup
that is used to measure the resonance curve in Figure 2.14 (c). The QTF is driven at its
resonance frequency before the magnetic pulse. During the pulse, the driving voltage is
stilled applied with the same frequency. The X and Y component of voltage (equivalent
to the current going through the QTF) measured by the digital lock-in are recorded at the
same time to show the response coming from the sample magnetization.

The second method is the free vibration mode [177]. The QTF is first driven into its
resonance frequency. Right when the pulse starts, the driven voltage is cut off which leaves
the QTF to do free vibration. The vibration amplitude will gradually decay with time.
During the magnetic pulse, the current going through the QTF is monitored by converted
it into a voltage signal and sent it to a fast digitizer. Then this voltage signal is analyzed
by a digital lock-in to extract the frequency. So we will have the resonance frequency
vs. magnetic field at the end of the measurement. The change of the resonance frequency
indicates the magnetization response coming from the sample.

We measure three YBCO6.55 samples with different magnetic field orientations to
study the hysteresis loop of type II superconductor and melting field of vortex solid state.
For YBCO6.55 Sample 1, H is applied along the crystal c axis. For YBCO6.55 Sample 2, H
is applied with an angle of 60� w.r.t the crystal c axis. For YBCO6.55 Sample 3, H is applied
in the crystal ab plane. First, we use the direct mode to measure the X and Y components
of the voltage signal during the magnetic pulse. Figure 2.15 (a), (b), (c) and (e) show that
hysteresis loops are observed in both Vx and Vy when T is below 60 K. The loop size de-
creases when T increases and finally closes at the critical temperature (T ⇠ 60 K). The field
location where the hysteresis loop closes is defined as the melting field Bm of the vortex
solid state. The magnetization signal in the superconducting state is much larger than the
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normal state. The magnetization signal is also much bigger when H is applied inside the
ab plane. So for Sample 3, we are only able to get a reasonable signal when T is above 20
K. For Sample 2, we also try the free vibration mode. But the vibration amplitude damps
a lot during the upsweep, the vibration of QTF almost stops at the end of the upsweep. So
it’s hard to get any reasonable data during the down sweep.

Figure 2.15 (d) plot the resonance frequency vs. H measured with the free vibration
mode in YBCO6.55 Sample 2. A clear hump can be observed between 5 T and 25 T. The
resonance frequency almost doesn’t change when H is higher than 25 T, which indicates
the entering of the vortex liquid state. The field locations are consistent with the melting
fields observed with the direct mode (as shown in Figure 2.15 (c)). The melting field Bm vs.
T of Sample 1, 2 and 3 are plotted together in Figure 2.15 (f). The data taken by capacitive
torque magnetometry in SCM2 is also plotted here as a comparison. The melting field Bm

vs. T measured by capacitive torque magnetometry is consistent with the result measured
by QTF. They are also consistent with the results obtained by other measurements [178].

2.2 Heat Capacity Measurement

Heat capacity is defined as the amount of heat to be supplied to a given mass of a material
to produce a unit change in its temperature. The measurement of the heat capacity of
solid-state materials can provide information about the lattice, electronic, and magnetic
properties of materials. The heat capacity that has been measured in our experiment is heat
capacity at constant pressure

Cp = (
dQ

dT
)p (2.18)

We use the heat capacity option in the PPMS system, which adopts the relaxation method
to measure heat capacity. The schematic of the sample platform is shown in Figure 2.16.
A heater and thermometer are mounted to the bottom side of the sample platform. Four
metallic wires are used to provide the electrical connection to the heater and thermometer
and also the mechanical support to the sample platform. The sample was mounted on the
top side of the sample platform by a thin layer of Apiezon grease. The Apiezon N grease
can be used to do low-temperature measurement while the Apiezon H grease performs bet-
ter at high temperatures. Since the N grease exhibits a slight anomaly in its specific heat
near it melting point and only has 5% reproducible heat capacity in the temperature range
of 260 K to 325 K. It is recommended to only use the Apiezon N grease at temperatures
below 220 K. Below 200 K, the H grease has a tendency to spontaneously pop off which
causes loss of grease. For the best results, only use the H grease for temperatures above 200
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Figure 2.16: Thermal Connections to Sample and Sample Platform in PPMS Heat Capacity
Option [179].

K. If you need to work over the entire temperature range, the N grease is a better choice
since there will be no loss of grease from it popping off. More details can be found in
section 6.2.4 of the PPMS Heat Capacity Option User’s Manual. The PPMS can provide a
high vacuum environment when measuring the heat capacity. So the thermal conductance
between the sample platform and the thermal bath (puck) is totally dominated by the con-
ductance of four metallic wires. The heat loss to the environment through conduction or
thermal radiation can be negligible.

During a heat capacity measurement, we have to add heat to and remove heat from
the sample while monitoring the change in sample temperature. For the relaxation method,
one measurement cycle contains a heating period followed by a cooling period. The heat
capacity option software will fit the temperature response of the sample platform to a the-
oretical model that accounts for both the thermal relaxation of the sample platform to the
bath temperature and the relaxation between the sample platform and the sample itself.
One big assumption for the fitting technique is the sample heat capacity is almost constant
over the temperature range covered by a single measurement cycle. In order to analyze the
heat capacity across a first-order phase transition, the advanced slope analysis can be used.

We will use a simplified one-dimensional model to explain the relaxation method (as
shown in Figure 2.17 (a)) [180]. We assume the heat diffusion within the sample and
between the sample and platform is much faster than the diffusion between the platform
and the thermal bath. When a heat pulse is applied to the sample platform with a constant
power P , the power that goes into the sample is equal to the power goes out plus the power
that used to raise up the sample temperature or

P = A
@T

@Z
+ C(T )

@T

@t
(2.19)
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Figure 2.17: (a) Schematic of heat flow. (b) Temperature vs. time during one measurement
circuit. ⌧1 is the relaxation time of temperature.

Where P is the heater power, A is the cross section of the wire,  is the thermal conductivity
of the wire, z is the heat flow direction. Integrate over the length of the wire,

C(T ) = (
dT

dt
)�1[P �

Z T

T0

k(T
0
)dT

0
] (2.20)

where k(T ) = (T )Al is the thermal conductance of the wire. When the temperature rise
in one heat cycle is small, the thermal conductance of the wire is almost a constant, the
integral will become Z T

T0

k(T
0
)dT

0
= k(Tav)4(T ) (2.21)

Tav =
1

2
(T + T0) (2.22)

4(T ) = T � T0 (2.23)

If the heater is turned off at t = 0, we have

C = �
k(Tav)

d(ln4T )
/dt (2.24)

If C is constant over the temperature range between T and T0,

d(ln4T )

dT
= �

1

⌧1
= �

k

C
(2.25)
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So we will have
4T (t) = (T1 � T0) exp(�t/⌧1) (2.26)

which means the temperature will decay exponentially after the heater power is switched
off (as shown in Figure 2.17 (b)). In the real experiment, we can track the temperature
during the whole thermal cycle and fit with equation (2.26) to extract the value of ⌧1. Then
from equation (2.25), the heat capacity can be calculated as

C = k⌧1 (2.27)

The measurement mentioned above measures the heat capacity at each temperature sepa-
rately. If we want to get a continuous reading of heat capacity across a certain temperature
range, such as the superconducting transitions or narrow ordering peaks, we can adopt the
sweep method. More details can be found in reference [180].

Measuring the sample’s heat capacity usually contains several steps. Before measuring
the heat capacity of the sample, we have to calibrate the puck frame first, which means to
only measure the heat capacity of the puck frame. After the calibration, applying a thin
layer of Apiezon grease on the sample platform and measuring the heat capacity of the
grease plus the puck, which is called the addenda. The last step is to mount the sample
on top of the grease (the exactly same grease that has been measured in the last step) and
measure the whole heat capacity again. The sample’s heat capacity would be the whole heat
capacity subtract the addenda’s heat capacity. Remember, whenever we have to switch to
another sample, the addenda have to be measured again in order to minimize the error. An
example of heat capacity measurement in a superconducting sample will be introduced in
Chapter 4.

2.3 Thermal measurements

2.3.1 Thermal Conductivity Measurement

A material’s thermal conductivity measures its ability to conduct heat. Materials with high
thermal conductivity are widely used as heat sinks, such as copper, and materials with
low thermal conductivity are used as thermal insulation, such as fiberglass and Styrofoam.
According to Fourier’s Law for heat conduction, thermal conductivity  is define as

q = �rT (2.28)
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where q is the heat flux and rT is the temperature gradient. For 3D anisotropic materials,
the thermal conductivity  is usually a tensor and can be written as

 =

0

B@
11 12 13

21 22 23

31 32 33

1

CA (2.29)

where the subscripts 1, 2, and 3 refer to a-, b-, and c-axis of the crystal, respectively.
The thermal conductivity tensor can be further simplified with certain crystal symmetry.
For example, if the crystal holds a four-fold symmetry inside the ab-plane, the thermal
conductivity tensor can be simplified as [181]

 =

0

B@
11 0 13

0 22 23

31 32 33

1

CA (2.30)
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Figure 2.18: Schematic of thermal gradient built along the crystal b axis. Red color denotes
the hot end while blue denotes the cold end. T2 (T1) is the temperature close to the hot
(cold) end. L is the distance between the location where T1 and T2 are measured.

In a real experiment, in order to simplify the measurement, we usually make the heat
to conduct only along a certain crystal axis. As shown in Figure 2.18, the heat is transferred
along the crystal b axis inside the ab plane. The thermal conductivity we measured will be
22. The temperature gradient can be calculated by rT = T2�T1

L . The heat flux q, which
gives the heat rate per unit area, can be written as q = P

S , where P is the heat that has been
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transferred per unit time and S is the sample cross section. With this configuration, 22 can
be calculated as

22 =
�PL

S(T2 � T1)
(2.31)

In SI unit, thermal conductivity is measured in W/(m·K). With a good vacuum and ther-
mal shielding, the heat loss from the sample can be neglected. The heat rate P is equal
to the power of the heater which seats at the hot end of the sample. The temperature dif-
ference between T1 and T2 can be measured by thermocouples or thermometers. Detailed
experimental setup and data acquisition method will be introduced in Chapter 3.

2.3.2 Thermopower Measurement

The thermoelectric effect is the direct conversion of temperature differences to electric volt-
age and vice versa. When a thermal gradient buildup can introduce an electric potential,
it is called the Seebeck effect. When an electric current is passed through a circuit of a
thermocouple, heat is evolved at one junction and absorbed at the other junction. This is
known as the Peltier Effect. Materials that hold significant thermoelectric effects are called
thermoelectric materials, which can be used to generate electricity, measure temperature or
change the temperature of objects. The Seebeck coefficient (also known as thermopower,
thermoelectric power, and thermoelectric sensitivity) of a material is a measure of the mag-
nitude of an induced thermoelectric voltage in response to a temperature difference across
that material, as induced by the Seebeck effect. In SI unit, the Seebeck coefficient is mea-
sured in V/K.

Most generally, the Seebeck coefficient can be defined through a vector differential
equation. In a real experiment, in order to simplify the measurement, we still make the
heat to conduct only along a certain crystal axis. As shown in Figure 2.19, when a thermal
gradient rT is generated along the b axis of the sample, the charged particles will move
from the hot end to the cold end which induces an electrical current J and an electrical
potential rV along the crystal b axis. The electrical current J can be expressed as

J = ��rV � �SrT (2.32)

where J is the current density, � is the electrical conductivity, rV is the voltage gradient
and S is the Seebeck coefficient. At a steady state, the current density would be zero, which
means S can be written as

S =
rV

rT
=

V

(T2 � T1)
·
LT

LV
(2.33)
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Figure 2.19: Schematic of thermopower measurement. A thermal gradient rT induces
a voltage difference rV across the sample. Red color denotes the hot end while blue
denotes the cold end. T2 (T1) is the temperature close to the hot (cold) end. LT is the
distance between the location where T1 and T2 are measured. LV is the distance between
the location where V is measured.

in which LT is the distance between the location where T1 and T2 are measured. LV is the
distance between the location where V is measured. Detailed experimental setup and data
acquisition methods will also be introduced in Chapter 3.

2.3.3 Nernst Effect Measurement

The Nernst effect (also called the Nernst– Ettingshausen effect) is the transverse electric
field produced by a longitudinal thermal gradient in the presence of a magnetic field. The
thermoelectric effect has been widely studied due to its potential technological application.
However, the Nernst effect is much less explored than its longitudinal counterpart. The
Nernst effect has been studied in normal metals, magnetic materials, strongly correlated
electron systems and type-II superconductors [182, 183]. Nernst effect is very small in
normal metals due to the Sondheimer cancellation [184]. After the discovery of a sizable
Nernst effect in a high-temperature superconductor, the Nernst effect attracts more attention
at the beginning of this century [185]. Since then, there has been a lot of debate about the
origin of the Nernst signal in the cuprates [186, 187].

In this section, we will explain the Nernst effect of a normal metal in an electrical
transport format. As shown in Figure 2.20, with a thermal gradient �rT generated along
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Figure 2.20: Schematic of Nernst effect in a normal metal. The longitudinal electrical
current jx is induced by a thermal gradient �rT . The transverse current jy is produced
when a magnetic field B is applied along the z direction. The unbalance between the
transverse current jx1 and jx2 produces the Nernst signal.

the x direction and a magnetic field applied along the z direction, the total electrical current
density in the metal is

j = � · E + ↵ · (�rT) (2.34)

where � is the 2D electrical conductivity tensor and ↵ is the 2D Peltier conductivity tensor.
So in a matrix form,

 
jx

jy

!
=

 
�xx �xy

�yx �yy

! 
Ex

Ey

!
+

 
↵xx ↵xy

↵yx ↵yy

! 
�rxT

�ryT

!
(2.35)

Now we can write down the in-plane current density in a two-component form.

jx = �xxEx + �xyEy + ↵xx(�rxT ) + ↵xy(�ryT ) (2.36)

jy = �yxEx + �yyEy + ↵yx(�rxT ) + ↵yy(�ryT ) (2.37)

Since the temperature gradient along the y direction can be negligible, we can ignore the
terms with �ryT . If we use the symmetry condition �xy = �yx, ↵xy = ↵yx, �xx = �yy = �

and ↵xx = ↵yy = ↵, equation 2.36 and 2.37 can be simplified to

jx = �Ex + �xyEy + ↵(�rxT ) (2.38)
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jy = �xyEx + �Ey + ↵xy(�rxT ) (2.39)

At the steady state, the net current flow should be zero, which means jx = 0 and jy = 0.
We can solve 2.38 and 2.39 together to get [186, 188]

ey =
Ey

rxT
=

�↵xy � �xy↵

�2 � �2
xy

(2.40)

in which ey is observed Nernst signal. The Nernst coefficient is defined as ⌫ = ey
B , where

B is the magnetic field. For most of the samples discussed, the Hall angle ✓ is small, which
means tan ✓ = �xy

� ⌧ 1. So we have

ey ⇠
↵xy

�
�

↵ tan ✓

�
(2.41)

Using the definition of the thermopower S = Ex
rxT

, we cam solve 2.38 and 2.39 together to
get

Ex

rxT
=

�↵� �xy↵xy

�2 � �2
xy

=
↵

�
�

↵xy tan ✓

�
(2.42)

With the small Hall angle assumption,

S =
Ex

rxT
⇡

↵

�
(2.43)

Equation 2.41 can be expressed as

ey =
↵

�
(
↵xy

↵
� tan ✓) = S(

↵xy

↵
� tan ✓) = S(tan ✓P � tan ✓) (2.44)

where ✓ is the electrical Hall angle. ✓P is the Peltier Hall angle with tan✓P = ↵xy

↵ . Under
the small Peltier Hall angle approximation, tan✓P ⇡ ✓

P = ↵xy

↵ . We the small Hall angle
approximation, we have

ey = S
↵xy

↵
� S tan ✓ = ⇢↵xy � S tan ✓ (2.45)

From 2.40, the Nernst signal is ey =
Ey

rxT
. In the real experiment, Ey can be calculated

by measuring the Voltage drop V along the x direction and divided by the distance between
two voltage leads along x. The thermal gradient rxT can be measured in the same way as
in the thermal conductivity measurement. Detailed experimental setup and data acquisition
methods will also be introduced in Chapter 5.
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2.3.4 DC Power Tests for Thermal Conductivity and Thermoelectric
Measurements

When conducting thermal transport or thermoelectric measurements, selecting the correct
heater power range is crucial. If the heater power is too small, it won’t build enough thermal
gradient across the sample which can not generate large enough signals for detection. If the
heater power is too large, it will heat the whole sample which is extremely unfavorable if
the measurement is done at low temperatures. One way to make sure that the heater power
is within the reasonable range is to conduct a DC power test at both room temperature and
the lowest experiment temperature before starting the measurement. We can apply a series
of DC currents to the sample heater and monitor the thermal couple reading at the same
time. If the temperature difference between the two thermocouple junctions on the sample
linearly depends on the square of the heater current, it means the temperature difference is
proportional to the heater power.
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Figure 2.21: Linear response test of the thermocouple with various heating powers in
SmBaMn2O6 Sample 1 at room temperature. (a) The thermocouple voltage is plotted as
the DC heating power is set from 0 to several other constant values. (b) The average stable
thermocouple voltage is plotted against the DC static heater power. The result shows that
the thermocouple reading responses linearly to the heater power. The heater resistance is 1
k⌦.

For the thermal transport measurement, we take the DC power test in SmBaMn2O6

Sample 1 at 300 K as an example. Figure 2.21 plots the linear response of the thermocou-
ple when applying various heating powers across SmBaMn2O6 Sample 1. The DC heater
power can be applied as an on-off series. Using the type-E thermocouple calibration rela-
tion, at 300 K, dV

dT = 61.1µV/K. We can get the temperature difference between the two
thermocouples is around 1 K when applying a 1 mW heater power.

For the thermoelectric measurement, we take the DC power test in Fe1+yTe1�xSex
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Sample 1 at 300 K as an example. Figure 2.22 plots the linear response of the thermocouple
and Seebeck voltage when applying various heating powers across Fe1+yTe1�xSex Sample
1. To verify that our sample has an even temperature gradient and linear response to the
heater power, we change the heater power at room temperature and measure the temperature
difference across the two thermocouples. The data are plotted in Figure 2.22 (a), in which
we choose 3 different heater current 0.2 mA, 0.4 mA and 0.6 mA. Figure 2.22 (b) shows
the temperature difference between the two thermocouples linearly depends on the heater
power. Figure 2.22 (c) shows the voltage between two Seebeck contacts linearly depends
on the heater power. Therefore, the temperature gradient and thermal power response are
proportional to the heater power.

Figure 2.22: Linear response test of the thermocouple and Seebeck voltage with various
heating powers in Fe1+yTe1�xSex Sample 1 at 300 K. (a) Voltage difference across the
thermocouple with different heater current at 300 K. (b) The converted temperature differ-
ence between two thermocouples vs. the heater power at 300 K. (b) The voltage between
two Seebeck contacts vs. the heater power at 300 K. The heater resistance is 1 k⌦.
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2.3.5 Equipment

2.3.5.1 High-temperature Vacuum Probe

Figure 2.23: Schematic of the home-made high-temperature probe.

In order to conduct electrical and thermal measurements above room temperature, we
design and build a high-temperature vacuum probe. The high-temperature vacuum probe
was first designed and made by visiting student Peng Cai from Tsing Hua University. The
sample holder and feed through were later modified by postdoc Gang Li and me. Figure
2.23 shows the schematic of the high-temperature probe. This probe has four coax wires
and 9 pairs of twisted pairs, which could be used to run thermal transport measurements as
well as tuning fork measurements. Figure 2.24 shows the front and back view of the probe
head. The vacuum is held by a taper seal. A small amount of vacuum grease can be applied
between the brass cap and tap to help seal the vacuum. The ceramic or nylon insulators are
used as thermal insulation between the sample holder and stainless steel tube. The probe
temperature can go to 150�C with the nylon insulator, while it can go even higher with the
ceramic insulator. But one thing that needs to be kept in mind is the maximum temperature
the probe can reach also depends on the melting point of the insulating layers of the wires
inside the cap. So an extra care is needed when running this probe at a T > 200�C. The 18
pin sample holder and the heater cavity are machined by one piece of oxygen-free copper.
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A 50 ⌦ resistive heater is put inside of the heater cavity and mounted together by torr seal.
This heater could be used to control the probe temperature. A type E thermocouple is
screwed on the far end of the sample holder, which could be used to measure the probe
temperature. From the back view (Figure 2.24 (b)), we can see a plastic terminator block
is mounted on top of the ceramic or nylon insulator. The twisted pairs coming from the
top of the probe are first clamped (or terminated) by each screw on the terminator. Then
one end of the extension of the twisted pairs are clamped on the screws. The other end of
the extensions are soldered to the dip-sip sockets, which finally insert into the holes on the
sample holder. The advantage of the terminator block is it can separate the twisted pairs
into two parts. In the real experiment, the extensions are more likely to be damaged. With
this setup, we only need to replace the extension instead of replacing the whole wire inside
the probe.

taper seal
ceramic or nylon 

insulator
50 Ohm resistive

heater
sample holder 

with 18 pins

type-E thermocoupleFront View

Back View

terminator block

(a)

(b)

Figure 2.24: (a) Front and (b) back view of the high-temperature probe head.

Figure 2.25 (a) shows the probe head. On the top, four coax wires are soldered to the
four SMA connectors. A Detoronics DJ (MIL-DTL-38999 series II type) vacuum-sealed
circular connector is mounted on one side of the probe head, which is used to connect all
the twisted pairs. A feedtrough made by torr seal is located on the other side, which has one
pair of type-E thermocouple wires and four pure copper rods that coming out (as shown in
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Detronic vaccum sealed circular connector
(for phosphor bronze twisted pairs)BNC connector

(for coax cables)

copper rod
(for copper twisted pairs)

type-E thermocouple

(a)

(b)

(c)

aluminum rack
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Figure 2.25: (a) Four BNC connectors and one Detronic vacuum-sealed circular connector
located on the head of the probe. (b) Feed trough made by torr seal located on the head
of the probe. There are one pair of type-E thermocouple wires and four pure copper rods
coming out of the feed through. (c) 1 T resistive magnet with an aluminum rack on top.
The vacuum probe can be mounted on the aluminum rack which makes the sample holder
seat in the center of the magnetic field.

Figure 2.25 (b)). Two of the pure copper rods are connected to the 50 ⌦ resistive heater.
The other two copper rods are connected to pure copper twisted pairs. The last side of the
probe head is left with a KF 16 flange, which is used to connect to the pumping station
and pump the probe down to vacuum. The probe can reach a vacuum level of 1 ⇥ 10�4

mbar with a well-sealed cap. Figure 2.25 (c) shows our 1T resistive magnet. The high-
temperature probe can be mounted on top of the aluminum rack which makes the sample
holder locates right at the center of the magnetic field.

2.3.5.2 Home-build Thermal Transport Puck For PPMS

The thermal transport option that was designed by Quantum Design can only be used to
measure a big bar-shaped sample which has a length of 5 to 10 mm. It also requires that
the sample can not be too fragile since thick copper wires have to be wrapped around the
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Contact 
pads

Figure 2.26: Home-build Thermal Transport Puck For PPMS. Panel (b) is a zoom-in of
Panel (a) in which the blue square surrounds the contact pads made by BeO heat sink
chips.

sample, which causes a huge tension on the sample. In order to measure smaller and more
fragile samples, we develop a home-build thermal transport puck for our PPMS system.

Our thermal transport puck contains three parts, a universal puck from Quantum De-
sign, a heat sink and a cap machined with brass by the machine shop (as shown in Figure
2.26). The heat sink is mounted on top of the universal puck by two screws. 6 BeO heat
sink chips are glued on top of the heat sink with H74f thermal epoxy from Epo-tek. This
puck has 6 twisted pairs in total, which contains 12 wires made by phosphor bronze. One
end of the twisted pairs is soldered in the hole of the universal puck, while the other end
is soldered on top of the BeO heat sink chip (purchased from Lake Shore Cryotronics).
Samples can be mounted on top of the heat sink. The cap is used as shielding for the ther-
mal radiation. The advantage of our home-build thermal transport puck is it can be used
to measure small sample which has a length of 1 to 2 mm. Since our home-build thermal
transport puck can be integrated into the PPMS system, it can measure a temperature range
of 2 to 400 K under a magnetic field of 0 to 14 T.
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CHAPTER 3

Study of Thermal Conductivity in Phase-change
Materials

In this chapter, we will discuss the thermal transport study conducted in two strongly corre-
lated materials, VO2 and SmBaMn2O6. We investigate the thermal conductivity across the
phases transitions in VO2 and SmBaMn2O6 single crystals and get one-order-of-magnitude
enhancement in the thermal conductivity within the metal-insulator transition. These exper-
iments shed light on the role played by phonon across the first-order structural transition.
These experiments could also bring potential applications in electronic devices and solve
the thermal management issues in solid-state materials. The related publications can be
found in Ref. [189, 190].

3.1 Enhancement of Thermal Conductivity Across the Metal-
insulator Transition in Vanadium Dioxide

Metal-to-insulator transition (MIT) in vanadium dioxide (VO2) was investigated by elec-
trical and thermal transport measurements. We report an order-of-magnitude enhancement
of thermal conductivity across the MIT region in the VO2 single crystal. Magnetic field
dependent measurements reveal the thermal conductivity peak doesn’t show an obvious
dependence on the magnetic field, which indicates that the enhancement of thermal con-
ductivity could come from neutral heat carriers such as phonons. Our experiment provides
a direction of achieving thermal management in phase-change materials.

3.1.1 Metal Insulator Transition in Vanadium Dioxide

As a strongly correlated system, VO2 undergoes a first order metal-to-insulator phase tran-
sition at around Ts = 340 K due to a crystal structure and electronic structure change
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[34]. The low-temperature insulating phase has a monoclinic structure (M , P21/c) with
a band gap Eg ⇡ 0.6 eV, while the high-temperature metallic phase is characterized by
a rutile crystalline structure (R, P42/mnm) [35]. The MIT is accompanied by a signifi-
cant change in the electrical conductivity and the thermopower [34, 191]. The transition
temperature can be tuned over a wide range by aliovalent ion doping [192], external strain
[193], and external electrical field [194]. As a typical example of phase-change material,
VO2 provides a potential platform for achieving electronic and optical devices [195, 196].

The nature of the MIT is still unclear due to the complex interplay among several de-
grees of freedom (charge, lattice, orbital and spin). At a temperature around the MIT, the
metallic tetragonal and insulating rutile phases coexist in this material and induce com-
plicated domain structures, which significantly affect the transition characteristics, such as
the broadening of the MIT [197]. A photoinduced metal-like phase of monoclinic VO2

was reported by combining ultrafast electron diffraction and infrared transmissivity exper-
iments, which indicates that there exists a metastable state within the transition that retains
the lattice distortion of the insulating phase but acquired metal-like mid-infrared optical
properties [198]. Recently, a thermal conductivity measurement has revealed a violation
of the Wiedemann-Franz law by observing an order-of-magnitude decrease of the Lorentz
number at the high-temperature metallic phase in the vicinity of the MIT [191]. This un-
usually low electronic thermal conductivity and the breakdown of the Wiedemann-Franz
law indicates that the charge and heat carriers diffuse differently in this strongly correlated
electron fluid.

In order to further understand the nature of the MIT, we conduct the electrical and
thermal transport measurements in VO2 single crystals. A significant decrease of the See-
beck coefficient accompanied by a 104 ⇠ 105 orders of magnitude increase of the electrical
conductivity was observed across the transition. However, the thermal conductivity is en-
hanced by 1 order of magnitude at the transition temperature Ts. This thermal conductivity
peak doesn’t show apparent dependence on the magnetic field up to 13.9 T, which indi-
cates that the heat carriers are neutral and don’t interact with the external magnetic field.
The strong enhancement of thermal conductivity likely results from the softening of certain
phonon modes at the phase transition [199, 200].

3.1.2 Thermal Conductivity Measurement Setup for VO2

The single crystal VO2 samples being used in our experiments are grown by the chemical
vapor transport method [201, 202]. Typical single crystals are needle-like with the crystal
c axis along the axial direction, which have lengths between 1 to 2 mm (shown in Figure
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3.1 (a)). The electrical and thermal transport measurements are conducted in our home-
developed high-temperature vacuum probe (more details about the probe design is in the
Appendix). The temperature of the probe is controlled by a Lakeshore model 336 cryogenic
temperature controller. The magnetic field dependent thermal measurement is conducted
in a Physical Properties Measurement System (PPMS) DynaCool from Quantum Design.
To conduct thermal measurements in the PPMS system, we design and build a thermal
transport puck that’s compatible with the PPMS system (more details about the thermal
transport puck is in the Appendix).

Figure 3.1 (b) shows the schematic of our experimental setup. A needle-shaped VO2

single crystal is mounted vertically on a sapphire substrate. A resistive heater is mounted on
top of the sample, which can provide a thermal gradient along the c axis of the sample. Four
electrical contacts are placed consecutively on the front side of the sample with H20E silver
epoxy from Epo-tek, which can be used to conduct the four-lead resistance measurement
as well as the thermal power measurement. Two type E thermocouples are mounted on
the back side of the sample to measure the temperature gradient across the sample. In
order to prevent the thermocouple from electrically shorted to the sample, the thermocouple
junction is thermally linked to the sample by a small amount of thermal joint compound.
Two ends of the thermocouples with the same material are shorted together. The voltage
across the two un-shorted ends indicates the temperature difference between these two
thermocouple junctions. The whole setup is glued on the heat sink of the high-temperature
probe by H grease.

The four-lead resistance is measured by applying a low-frequency AC current through
the sample with a Keithley 6221 DC and AC current source. The voltage across the sample
is measured by a Stanford Research 830 DSP lock-in amplifier. The thermal power and
thermal conductivity are measured by a pulsed power technique [203]. A periodic AC
current (f = 0.01 Hz) is applied to the heater which seated on top of the sample by the
current source. A small temperature gradient is generated between the heater and the heat
sink. The temperature of the sample is adjusted by a global heater on the probe, which
varies with a speed of 0.1 K/min in the experiment. The thermal power is measured through
two of the electrical contacts by a Keithley 2182A nanovoltmeter. The voltage across the
two thermocouples is measured by another Keithley 2182A nanovoltmeter. Before the
thermal conductivity measurement, we have to conduct a DC power test first to make sure
the temperature gradient responses linearly to the heater power (more details can be found
in the Appendix). In our measurement, we carried out a dense temperature-dependent
measurement only across the MIT region to reduce the material cracking due to the thermal
cycles.

59



Figure 3.1: (a) Typical VO2 single crystals besides a mm scale. (b) Schematics of the ex-
perimental setup. A bar-shape VO2 single crystal stands vertically on a sapphire substrate
with a resistive heater mounted on top of the sample. Four gold wires are used to con-
duct the four-lead resistance measurement as well as the thermopower measurement. Two
shorted thermocouples are used to measure the temperature gradient along the sample. The
arrow on the right-hand side indicates the direction of the heat flow.

3.1.3 Enhancement of Thermal Conductivity Across the Metal Insu-
lator Transition in VO2

Figure 3.2 (a) shows the temperature dependent electrical conductivity measured from 300
K to 370K. The sample undergoes a metal to insulator transition around 340 K with the
conductivity increases about a factor of 104 ⇠ 105 and a thermal hysteresis loop appears
at Ts between warming up and cooling down, similar to previous results in VO2 single
crystals and thin films [34, 204, 205]. The difference between the transition temperature
during warm up and cool down is around 4 K. The Seebeck coefficient is large and electron-
like (shown as the negative sign) in the low temperature insulating state. The magnitude
of S vs. temperature T is shown in Figure 3.2 (b). The Seebeck coefficient S starts to
decrease from 850µV/K for the insulating state to 26µV/K for the metallic state at around
Ts = 338 K. The constant value of S in the metallic state is consistent with the previous
experimental results in bulk VO2 single crystals [34], microbeams [206] and thin films
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[207, 208].
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Figure 3.2: (a) Four-probe electrical conductivity � vs. T in VO2 Sample 1. (b) Seebeck
coefficient S vs. T for VO2 Sample 1. The sample temperature was swept at a rate of 0.1
K/min. The difference of the transition temperature Ts between (a) and (b) results from
the heating across the sample in the Seebeck measurement. (c) Measured total thermal
conductivity tot vs T for VO2 Sample 1 at the same T sweeping rate as Panel (b). The
thermal conductivity peaks with an about 8 ⇠ 9 times increase across the metal-insulator
transition. (d) Measured total thermal conductivity tot vs. T for VO2 Sample 2 with
a slower sweeping speed of temperature (⇠ 0.01 K/min). The enhancement of thermal
conductivity signal is reproduced in Sample 2. In (a) ⇠ (d), red (magenta) curves denote
warming up while blue (green) curves denote cooling down.

In bulk VO2, it was reported that the total thermal conductivity tot almost stays con-
stant [34, 191] or decreases [209] very slightly with temperature increases across the MIT.
The temperature dependent thermal conductivity measured in VO2 Sample 1 is shown in
Figure 3.2 (c). The thermal conductivity in the semiconductor states and the metallic states
only differs by ⇠ 0.9 W/(m· K), which is about 4.5 times larger than the previously mea-
sured value in the VO2 nanobeam (⇠ 0.2 W/(m· K))[191]. This difference is mainly be-
cause Ref. [191] used single-crystal VO2 nanobeams while we used VO2 bulk single crys-
tal. A larger thermal conductivity suggests a longer mean free path and less disorder in our
bulk single crystal samples. We focus on the thermal conductivity in detail across the MIT
and found that the thermal conductivity peaks with an increase of about 8 ⇠ 9 times within
the MIT. This anomalous peak in thermal conductivity only exists within a very narrow
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temperature range inside the transition region (⇠ 2 K with Iheater = 1.41 mA), it requires a
very slow sweeping rate of global T to reveal such a narrow peak. Figure 3.2 (c) is taken
with a temperature sweeping speed of 0.1 K/min. This anomalous peak is repeated in VO2

Sample 2 with a slower sweeping speed (⇠ 0.01 K/min) (shown in Figure 3.2 (d)). This
sharp peak was likely missed in Ref. [191] because they only used a steady-state method
which did not track dense enough data points within the MIT.
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Figure 3.3: (a) Temperature-dependent Seebeck coefficient S measured in VO2 Sample 1
with different heater current. The AC current going through the heater Iheater ranges from
1.41 mA to 2.83 mA (peak value). The transition temperature Ts for thermal power is
defined as the temperature when the entire of the sample enters the metallic state. Ts shifts
towards lower temperature with higher heater power. (b) Total thermal conductivity tot vs.
T in VO2 Sample 1 with different heater current. The peak position of thermal conductivity
T also decreases with the heater power. (c) Left axis: Ts and T vs. heater power during
warm up. Right axis: the temperature difference between the two thermocouples �Tth vs.
heater power during warm up. (d) Left axis: Ts and T vs. heater power during cool down.
Right axis: the temperature difference between the two thermocouples �Tth vs. heater
power during cool down. Solid and dashed lines are guides to the eyes.

To study the self-heating effect from the sample heater, we measured the thermal
power and thermal conductivity with different heater current (as shown in Figure 3.3). The
transition temperature Ts for thermal power is defined as the temperature when the entire of
the sample enters the metallic states. Figure 3.3 (a) shows Ts shifts towards lower temper-
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ature with higher heater power. A similar effect is also observed in thermal conductivity.
The thermal conductivity peak position T moves towards lower temperature and broadens
with higher heater power. Because of the sample heater, the real temperature of the sample
could be higher than the temperature reading from the thermometer on the probe. So we
plot the temperature difference between the two thermocouples �Tth vs. the heater power
on the right axes of Figure 3.3 (c) (warm-up) and (d) (cool-down). During warm-up, when
the heater power increases from 2 mW to 8 mW, �Tth increases by 3.5 K. The transition
temperature Ts and T are plotted on the left axes of Figure 3.3 (c) (warm-up) and (d) (cool-
down). Ts decreases about 4.5 K and T decreases by 3.7 K when the heater power changes
from 2 mW to 8 mW. So the shift of Ts and T is mainly due to the self-heating coming
from the sample heater. The reason why the thermal conductivity peaks become broader
with higher heater power is that the enhancement of thermal conductivity only happens in
a very narrow temperature range, the AC current in the sample heater changes the sample
temperature during one period, which artificially broadens the peak. This heating effect
also explains the difference of Ts values observed in the electrical resistivity and that of the
Seebeck effect shown in Fig. 2.4(a) and Fig. 2.4(b).
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Figure 3.4: Magnetic field dependence of the total thermal conductivity tot vs. T in VO2

Sample 2 with H (a) parallel to the heat flow IQ and (b) perpendicular to the heat flow IQ.

To further understand the origin of the thermal conductivity peak, we measured the
magnetic field dependence of the thermal conductivity up to 13.9 T with both longitudinal
and transverse configuration. When H is parallel to the heat current IQ, the peak position
and width don’t show obvious change with respect to the magnetic field (Figure 3.4 (a)).
With H perpendicular to IQ, the thermal conductivity peak becomes slightly lower and
shifts towards lower temperature (as shown in Figure 3.4 (b)). In order to verify whether
this change is due to magnetic field or sample degradation [210], we did the field depen-
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dent measurement with a sequence of magnetic field equal to 0 T, 5 T, 9 T, 13.9 T and 0
T. We found that the peak height always becomes lower and the position keeps on shifting
towards lower temperature. Thermal cycles could bring a considerable amount of thermal
shock to the sample, which induces dislocation strain fields in it and decreases the thermal
conductivity [210]. So the lowering of the thermal conductivity peak in different thermal
cycles should come from the sample degradation. The contribution to the thermal conduc-
tivity peak could come from neutral heat carriers since it doesn’t respond to the magnetic
field. One way that could help to reduce the crack from the thermal cycle is only to carry
out dense temperature-dependent measurement across the MIT region. For example, we
first do a T dependent sweep from 300K to 370K. After that, we only do T sweep between
335K and 340K to further reveal what happens inside the MIT. Avoiding sweep across a
broad temperature range (like from 300K to 370K) could help to slow down the cracks in
the sample.

3.1.4 Theoretical Explanation: Soft Phonon

One significant feature of the enhancement of the thermal conductivity is that it only
happens during the MIT, around where VO2 undergoes a structural transition from low-
temperature rutile phase to high-temperature tetragonal phase. The kinetic model relates
the thermal conductivity  with the heat capacity C as

⇠
1

3
Cvl (3.1)

with v the average velocity, and l the mean free path. The sharp peak of  at the MIT can not
be completely explained by the divergence of C at the first-order phase transition because
the heat capacity peak in VO2 is much weaker than our 8-9 times enhancement peak in
the thermal conductivity [34, 211]. Similar enhancement of thermal conductivity at high
temperature was also observed around the ↵-� phase transition in Cu2Se and Cu1.98Ag0.2Se
between 350 K and 400 K [212], while the origin of this peak was not quite discussed
yet. But a significant reduction of the thermal conductivity is observed in PbTe [213] and
Pb1�xGexTe [214] alloys, and this change was argued to arise from the softening of optical
mode can increase anharmonic acoustic-optical coupling and decrease phonon lifetimes.
On the theory side, Eq. 3.1 assumes a homogeneous and isotropic conduction media. The
structural phase transition in VO2 indicates an inhomogeneous media. The mean free path
l is at best the same and could become much smaller during the transition.

The acoustic phonons already carry out heat current in the insulating and metallic
states. It is hard to figure out the mechanism that can reduce the scattering rate of acoustic
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phonons by a factor of 8⇠9 only at the MIT transition. Therefore, we hypothesize that the
strong enhancement of  in VO2 can be explained by a large group velocity increase at the
transition, which is likely a consequence of the softening optical phonon modes that were
observed by neutron scattering [200] in VO2. Generally, when the crystal structure under-
goes a transition that is associated with softening of the optical phonons, the population
n and velocity v of these phonon modes increase greatly. The phonon thermal conduc-
tivity is ph /

1
kBT 2

P
n(n + 1)(~!)2vl, with ~! the phonon energy [215]. As a result,

the increase of additional softened phonons, as well as the phonon velocity would likely
to contribute to the enhancement of the thermal conductivity. For example, silica involves
from the low-pressure stishovite phase to the high-pressure CaCl2-type phase under hydro-
static compression [216, 217, 218]. Recently, Aramberri et. al. carried down first-principle
calculations and reported that in silica the longitudinal component of thermal conductivity
 increases about 2 orders of magnitude at the critical pressure Pc and T = 10 K [215].
At the structural transition point, because of the instability of the lattice, the softening of
some acoustic modes are overcompensated by a large increase of their population, which
strongly enhances the low-temperature thermal conductivity of silica. However, for VO2,
the phase transition happens at a much higher temperature, and other factors could domi-
nate the contribution of thermal conductivity. Aramberri et. al. [215] also points out that
when three-phonon scattering dominates the scattering process, the mode softening can
close the phonon-phonon scattering channels and increase the thermal conductivity. The
increase of phonon population due to softening could bring a substantial enhancement in
the heat capacity. Given such a high increase of heat capacity around MIT and non-zero
group velocity, the softened phonons could carry a huge amount of heat which results in the
peak in the thermal conductivity. One example is the thermal conductivity peak near the
Peierls transition in two charge-density-wave systems K0.3MoO3 and (TaSe4)2I [219]. The
author claimed that the anomalous peak is due to the increase of phonon mode population
rather than changes in electron- or phonon-scattering process. A first-principle calcula-
tion would help to fully understand the mechanism behind the enhancement of the thermal
conductivity in VO2.

All the electronic devices or circuitry could generate excess heat while operating, so
the thermal management is essential to their reliability [220]. Our discovery provides a
general idea of the realization of high thermal conductivity materials. Working at the struc-
tural transition point of phase change materials could potentially create a thermal path to
efficiently conduct the heat outside the material and make the device work at an optimal
temperature. The low-frequency phonons usually dominate the heat transport, so the soft
modes in materials like VO2 suggest potential applications in temperature-tunable thermal
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switches [221].

3.1.5 Conclusion

We did the electrical and thermal transport measurements in VO2 single crystals. The
electrical conductivity is enhanced at the transition by a factor of 104 ⇠ 105, accompanied
by a sharp drop of the thermal power S. By conducting the thermal transport measurement
with an extremely slow sweeping speed of temperature, a narrow thermal conductivity peak
is revealed within the MIT of VO2 single crystals. The thermal conductivity was measured
in a magnetic field up to 13.9 T parallel or perpendicular to the heat current, which didn’t
show obvious dependence on H . This indicates that the strong enhancement of the thermal
conductivity could possibly due to the softening of certain phonon modes at the phase
transition [215, 213, 214] and induce a strong enhancement of the thermal conductivity.

3.2 Anomalous Thermal Conductivity Across the Struc-
tural Transition in SmBaMn2O6 Single Crystals

To understand whether the enhancement of thermal conductivity could take place at dif-
ferent types of phase transitions, we conduct thermal measurements in SmBaMn2O6 sin-
gle crystals which has both structural and magnetic phase transitions. In SmBaMn2O6,
successive phase transitions in charge, spin and lattice degrees of freedoms take place at
Tco1 ⇠ 362 K, Tco2 ⇠ 190 K and TN ⇠ 175 K. An enhancement of thermal conductivity
is only observed at the structural transition around Tco1 while it is absent at the structural
transition around Tco2. One possible explanation is the spin-phonon coupling in this mate-
rial strongly modifies the phonon spectra and prevent the evolution of soft-phonon modes
around the antiferromagnetic transition TN , which lies right below Tco2. Our study pro-
vides a way to look for enhanced thermal conductivity in materials where multiple phase
transitions coexist.

3.2.1 Two-step Charge-orbital-order (COO) Transition in SmBaMn2O6

In solid-state materials, structural transitions are always accompanied by changes in other
physical properties, such as electrical conductivity, magnetic susceptibility or thermal con-
ductivity. Enhancement of thermal conductivity across the metal-insulator transition has
been reported recently in VO2 [189]. VO2 undergoes a first order metal-to-insulator phase
transition at around Ts ⇠ 340 K due to a crystal structure and electronic structure change.
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The thermal conductivity is enhanced by 1 order of magnitude at the transition temperature
Ts, which is possibly due to the softening of certain phonon modes at the structural phase
transition [215]. It is necessary to further address whether the enhancement of thermal
conductivity could also take place at other types of phase transitions and how the ordering
states in other degrees of freedom, such as magnetic ordering, could possibly affect it.

Perovskite-type manganites, which have been extensively studied due to its abundant
properties originate from the interplay among the charge, spin, orbital and lattice degrees
of freedom, could be one platform to further study this topic [222]. The colossal magne-
toresistance (CMR) effect, i.e. the dramatic change of electrical resistivity under a mag-
netic field, has attracted researchers’ attention due to its potential applications in the mem-
ory device heads and sensors [5, 6]. The ferroelectricity driven by the charge-ordering
state and the tilting of MnO6 octahedra in layered manganites is also widely studied be-
cause of its expected application in electronic devices such as ferroelectric RAM and ca-
pacitors [223, 224]. In this chapter, we focus on the A-site ordered double-perovskite
SmBaMn2O6. The A-site ordered SmBaMn2O6 compounds undergo a two-step charge-
orbital-order (COO) transition at Tco1 and Tco2 as temperature decreases. This material has
a first-order structural phase transition at Tco1 = 380 K from low-temperature tetragonal
phase to high-temperature orthorhombic phase [26]. X-ray scattering and electron diffrac-
tion reveal a long-range COO phase below Tco1 [225, 226]. The stacking manner of ab
planes change from AABB- to ABAB-type around Tco2 = 190 K is evidenced by X-ray
scattering and Raman scattering [227]. At Tco2, the space group changes from nonpolar
Pnam to polar P21am, which suggests a ferroelectric transition due to the rearrangement
of charge and orbitals at Tco2 [224]. Yamada et. al. reports that the antiferromagnetic
(AFM) transition happens at TN = 175 K, which is just below Tco2 [228].

We conduct electrical transport, magnetic susceptibility, and thermal transport mea-
surements in SmBaMn2O6 single crystals. Both electrical resistance and magnetic suscep-
tibility show abrupt change accompanied by a narrow hysteresis loop at Tco1 ⇠ 362 K.
Another anomaly takes place between 150 K and 210 K (around Tco2) which is manifested
by a much broader hysteresis loop. The total thermal conductivity is enhanced by 3⇠4
times within the metal-insulator-transition (MIT) at Tco1, while no obvious enhancement is
observed around Tco2. The explanation on the absence of thermal conductivity peak at the
structural transition at Tco2 is further discussed in this chapter.
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[001]

Figure 3.5: (a) A polished single crystal of SmBaMn2O6 (Sample 1) with the front surface
to be [001]. (b) Crystal structure of SmBaMn2O6 at 300 K [224].

3.2.2 Thermal Conductivity Measurement Setup for SmBaMn2O6

The SmBaMn2O6 single crystals being used in our experiments are grown by floating zone
method [228]. The single crystal is polished into a bar shape for electrical and thermal
transport measurement. Sample 1 has a dimension of 0.6 ⇥ 0.65 ⇥ 3 mm (as shown in Fig-
ure 3.5 (a), Sample 2 has a dimension of 0.45 ⇥ 0.6 ⇥ 2.5 mm. Sample 3 is cut from the
same batch of Sample 2, which has a mass of 4.15 mg and is used for magnetization mea-
surement. The crystal structure of SmBaMn2O6 at 300 K is shown in Figure 3.5 (b), where
SmO and BaO layers stack alternatively along the crystal c axis. All the measurements are
conducted in a Physical Properties Measurement System (PPMS) DynaCool from Quantum
Design.

The experimental setup for the electrical and thermal transport measurement is similar
to the setup in reference [189]. A bar-shape SmBaMn2O6 single crystal is mounted ver-
tically on a sapphire substrate. A resistive heater is attached on top of the sample by the
H74F thermal epoxy to provide a thermal gradient inside the [001] plane of the sample. In
order to provide better electrical contact with the sample, we evaporate gold contacts on
the front surface of the sample and then attach four gold wires on the contacts with silver
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epoxy. These four gold wires are used for four-probe resistance measurement as well as
thermal power measurement. Two type-E thermocouples are thermally linked to the back
side of the sample with the thermal joint compound. The whole setup is mounted on top
of a self-designed thermal transport puck, which is compatible with the PPMS DynaCool
system.

Four-probe resistance measurement is conducted by the Electrical Transport Option
(ETO) of PPMS. The thermal power and thermal conductivity are measured by a pulsed
power technique [203, 189]. A periodic AC current(f = 0.01 Hz) is applied through the
resistive heater by a Keithley 6221 DC and AC current source to generate a thermal gradient
across the sample. The thermal power is measured through two of the electrical contacts
by a Keithley 2182A nanovoltmeter. The voltage across the two thermocouples is read by
another Keithley 2182A nanovoltmeter, which could be used to calculate the temperature
gradient across the sample. During the thermal transport measurement, the sample temper-
ature is swept with a speed of 0.1 K/min. Magnetization is measured using the Vibrating
Sample Magnetometer (VSM) of PPMS. For the temperature dependent measurement, we
first cool the sample down to 100 K without applying any magnetic field. Then we apply
a magnetic field of 3 T at 100 K and measure the magnetization during warm up and cool
down.

3.2.3 Anomalous Thermal Conductivity Across the Two-step Charge-
orbital-order (COO) Transition

Figure 3.6 (a) shows the four-probe resistance measured in SmBaMn2O6 Sample 1 and
Sample 2. A slowly vary AC current is applied inside the [001] plane of the sample. Sam-
ple 1 undergoes an MIT at Tco1 ⇠ 362 K with a resistance increase about 20 times during
cool down. The resistance of Sample 2 only increases about 10 times at Tco1 ⇠ 354 K. Both
samples show a steep change on resistance with a thermal hysteresis loop at Tco1 which is
clear evidence of a first-order phase transition [228]. The difference between the transition
temperature Tco1 during warm up and cool down is around 6 K. The difference in the tran-
sition temperature between Sample 1 and 2 could be caused by the valence distribution of
Mn ions. The charge-ordering is from the mixed valence of the two Mn ions, one is + 3 and
the other one is + 4. The charge ordering temperature is very sensitive to the valence distri-
bution, which means a slight deviation from this +3/+4 valence combination could change
or even eliminate the charge ordering transition [229, 230]. The deviation of the valence
from +3/+4 is reflected by the inhomogeneous oxygen deficiency in the different parts of
the as-grown crystals during the melting process. Since the sample was grown under Ar,
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Figure 3.6: (a) Four-probe resistance R vs. T in SmBaMn2O6 Sample 1 and 2. The current
is applied in the [001] plane. (b) Seebeck coefficient S vs. T in SmBaMn2O6 Sample 2.
The sample temperature was swept at a rate of 0.1 K/min. (c) Temperature dependence of
magnetic susceptibility in SmBaMn2O6 Sample 3 taken with H = 3 T. (d) Measured total
thermal conductivity tot vs. T in SmBaMn2O6 Sample 1 with a slower sweeping speed
of temperature (⇠ 0.02 K/m.in) around Tco1. The inset figure is a zoom in of tot around
Tco1, which shows the thermal conductivity increases for about 4 times across Tco1 during
cooling down. In (a) ⇠ (d), red (magenta) curves denote warming up while blue (green)
curves denote cooling down.

so the oxygen should be deficient which means more +3, as SmBaMn2O6�x. Different x
values in our sample could cause a difference in the transition temperature. Upon further
cooling, another anomaly is observed between 150 K and 210 K (around Tco2 ' 190 K)
in resistance, which is consistent with the observation in reference [228]. The temperature
dependent Seebeck coefficient changes sign at 330 K and reach an almost constant value
of -34 µV/K at Tco1 when entering the metallic state (as shown in Figure 3.6 (b)). The tem-
perature dependent magnetic susceptibility shows a steep change accompanied by a narrow
hysteresis loop at Tco1 (as shown in Figure 3.6 (c)), while a much broader hysteresis loop is
observed between 160 K and 210 K (around Tco2). Nakajima et. al. have reported that the
magnetization curve has a broad peak at around 250 K in the pulverized sample, which is
assigned to the AFM transition [26, 231]. However, this peak is strongly suppressed in our
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measurement as well as Yamada et. al.’s experiments, which indicates a strong dependence
of sample properties on the system size.

The temperature dependent total thermal conductivity between 2 K and 380 K of Sam-
ple 1 is shown in Figure 3.6 (d). The thermal conductivity increases about 50% from a
low-temperature insulating state to a high-temperature metallic state at Tco1. The inset of
Figure 3.6 (d) shows the thermal conductivity is enhanced by 3⇠4 times within the MIT
during cool down, while the enhancement during warm-up is much weaker. Between 150
K and 210 K, another anomaly which is accompanied by a hysteresis loop is observed on
the thermal conductivity. Figure 3.7 (a) shows the zoom-in of the total thermal conductivity
between 2 K and 300 K. Recently, the enhancement of thermal conductivity within the MIT
of oxides has been reported in the VO2 single crystals, which is claimed to be related to the
soft phonons at the structural transition [189]. Although the phase transitions at Tco1 and
Tco2 are both accompanied by structural transitions in SmBaMn2O6, no obvious enhance-
ment of thermal conductivity is observed around Tco2. Instead, the thermal conductivity
shows a dip around Tco2 before entering the AFM state.

We vary the temperature sweeping speed as well as the heater current to further study
the thermal conductivity peak within the MIT. Figure 3.7 (b) (3.7(c)) shows the total ther-
mal conductivity measured in Sample 1 with a temperature sweeping speed of 0.1 K/min
(0.02 K/min). The thermal conductivity peak is more prominent with a slower sweeping
speed of temperature because a faster sweeping speed of temperature will smear out the en-
hancement effect that only happens in a very narrow temperature range. The total thermal
conductivity shows a non-monotonic dependence on the heater current, which contrasts to
the monotonic behavior observed in the VO2 single crystals [189]. Furthermore, the ther-
mal conductivity shows comparable enhancement during both warm up and cool down in
VO2, while it only shows obvious enhancement during cool down in SmBaMn2O6. Fig-
ure 3.7 (d) shows the total thermal conductivity measured in Sample 2 with a temperature
sweeping speed of 0.1 K/min. The thermal conductivity peak in Sample 2 is lower than
that in Sample 1.

3.2.4 Discussion

First of all, we ask if thermal conductivity peaks observed at the structural transition
Tco1 ⇠ 362 K arises from the latent heat. Latent heat is released at the first-order structural
transition. This heat leads to a sudden rise in the overall temperature, which changes the
overall trend in the thermocouple voltage raw data. After analyzing our raw data more
seriously, we figured out that the raw data actually shows the effect of the latent heat at the
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Figure 3.7: (a) Measured total thermal conductivity tot vs. T in SmBaMn2O6 Sample 1
below 300 K. (b) Total thermal conductivity tot vs. T in SmBaMn2O6 Sample 1 with dif-
ferent heater currents. The temperature sweeping speed is 0.1 K/min around Tco1. (c) Total
thermal conductivity tot vs. T in SmBaMn2O6 Sample 1 with different heater currents.
The temperature sweeping speed is 0.02 K/min around Tco1. (d) Total thermal conductiv-
ity tot vs. T in SmBaMn2O6 Sample 2 with different heater currents. The temperature
sweeping speed is 0.1 K/min around Tco1.

structural transition. Figure 3.8 plots the thermocouple reading of the sample across the
phase transition around Tco1 with different temperature sweeping speed. As shown below
in Figure 3.8 (a), the upper envelope of the thermocouple reading becomes higher at the
transition point. The upper envelope corresponds to “heater off”, which shows a change of
about 2 ⇥ 10�6 V at the transition. This corresponds to a temperature change of about 30
mK on the sample. We see that the latent heat released at the structural transition brings
the sample temperature up by 30 mK. In Figure 3.8 (b), with a slower sweeping speed of
temperature, the upper envelope shows a smaller change of 1.5 ⇥ 10�6 V across the tran-
sition, which corresponds to a temperature change of 22 mK. We see that with a slower
sweeping speed of temperature, the sudden temperature change on the sample is smaller
since the total latent heat released at the transition process should be constant. We like to
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further emphasize that we measure the change of the temperature gradient between “heater
on” and “heater off”. The relative change of thermocouple reading leads to the thermal
conductivity. As a result, this setup excludes the effect of the latent heat since both the
“heater on” and “heater off” data setup should respond to the same latent heat release.

The sweeping rate dependence of the raw data is more convincing. As we sweep the
sample overall temperature (at 0.1 K/min, as shown in Figure 3.8 (a)), we observe a quick
shrink of the temperature gradient across the sample at the phase transition, even though
the heater power is the same. We interpret this quick shrink of the temperature gradient as
the rapid enhancement of the sample thermal conductivity. Interestingly, as we sweep the
overall temperature with a much slower rate (at 0.02 K/min, as shown in Figure 3.8 (b)),
this effect of the shrinking temperature gradient gets much stronger. In other words, at a
slower rate, we are able to catch the sharp change of the thermal conductivity. We would
like to point out that the sweep rate dependence is opposite to the expectation based on
the latent heat release. Across the first-order phase transition, the same sample releases the
same amount of latent heat. At a slower sweep rate, the latent heat has a much longer time
to release. As a result, the temperature variation caused by the latent heat release should be
much weaker, in contrast to our observation of the stronger effect (as shown in Figure 3.8
(c)).

More importantly, we may estimate the latent heat releasing power across Tco1 by
assuming that the latent heat released at the transition is on the same order of magnitude
as VO2 [34]. Due to the sample heater, there will be a temperature gradient built up across
the sample, which makes the temperature of the sample shows some inhomogeneity. Our
experimental results (Figure 3.7 (c)) show a clear dependence on the heater power. To
access the role of latent heat, we estimate the latent heat releasing power and our heater
power across the transition at Tco1. We focus on the thermal conductivity peak measured
with IQ = 0.53 mA (RMS) during cool down in Figure 3.7 (c) for the estimation, because the
peak shows the most significant enhancement. Since we are using the peak of the sine wave
as the “heater on” status, the peak current should be IQp = 0.75 mA. For our 1 k⌦ sample
heater, the “heater on” power is 0.56 mW. Furthermore, based on that Sample 1’s cross-
section 0.6 mm ⇥ 0.65 mm and the distance between two thermocouple joints 1.25 mm, as
well as the sample density 7.01 g/cm3, the sample volume between the two thermocouples
corresponds to N = 6.92 ⇥10�6 mol. Assume the structural transition releases the same
amount of latent heat as VO2 (QL = 1020 cal/mol [34]), we find out a total latent heat of
29.5 mJ through the transition. Now, given the sweeping rate of 0.02 K/min and a transition
width of about 2 K, the transition time takes 6000 s. The latent heat releasing power of this
sample is 4.92 µW. Therefore, the sample heater power is more than 100 times bigger than
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Figure 3.8: The raw data of the thermocouple voltage when a sinusoidal heating current is
applied to the sample heater and the overall temperature is swept up at (a) 0.1 K/min and
(b) 0.02 K/min. (c) The temperature gradient resulted from the steps described in Panel (a)
and (b). (d) Detailed thermocouple voltage at 300 K used in our pulsed power method. The
voltage change between “on” and “off” is the same as that measured in the same power of
Figure 2.21.

the latent heat releasing power. As a result, we believe that the effect of the latent heat is
negligible and the latent heat does not cause our observation of the thermal conductivity
enhancement.

We would also like to point out here that the pulsed power technique produces sim-
ilar results as the steady-state method. As we emphasize in the manuscript, a continuous
temperature sweep is necessary to catch the observed narrow transition. However, to make
sure that our pulsed power technique, we did the heating power tests with steady-state DC
currents before the measurement to make sure the thermocouple reading from the pulsed
power technique is the same as the steady-state measurement. Figure 2.21 (a) shows the
thermocouple reading at 300 K when running different DC currents through the heater. The
thermocouple voltage is proportional to the square of the heater current, which means the
thermal gradient is linear with the heater power. With a heater current IQ = 1 mA, the
thermocouple reading difference between heater on and off is 6 ⇥ 10�5 V. Figure 2.21 (b)
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shows the thermocouple reading vs. the heater power, which corresponds to the heater cur-
rent in Figure 2.21 (a). It shows the thermocouple reading is linear with the heater power,
which means the temperature gradient on the sample responds linearly to the heater power.
Figure 3.8 (d) shows the comparison of the thermocouple reading with pulsed power tech-
nique when the temperature is slowly increasing from 300 K. IQ is the RMS value of heater
current, which means the peak current is also 1 mA. Since we are using the peak of the sine
wave as heater “on” status and valley as heater “off” status, the difference between heater
on and off at 300 K is about 5.8 ⇥ 10�5 V, which is within 5% error of the DC-current
result. So we conclude that the pulsed power technique would bring comparable results for
thermal conductivity as the pulsed power technique.

Now what is the origin of the thermal conductivity peak at Tco1? We note that the
thermal conductivity peak at the MIT in VO2 single crystal can likely be explained by a
soft optical phonon mode which has been observed by neutron scattering [200]. VO2 un-
dergoes a first order MIT at around 340 K from the insulating monoclinic phase to the
metallic rutile phase as temperature increases. Generally, at the structural transition, acous-
tic phonon modes soften because of the instability of the lattice structure. The decreasing
of the phonon energy is overcompensated by a large increase of phonon population and its
group velocity, which strongly enhances the thermal conductivity at the structural transi-
tion. In SmBaMn2O6, the thermal conductivity peak at Tco1 can likely be explained with
the same scenario.

The absence of such enhancement around Tco2 may come from the adjacency between
the structural transition at Tco2 ⇠ 190 K and the AFM ordering at TN ⇠ 175 K. First-
principles calculation suggests strong spin-phonon coupling in perovskite-type manganites
like SrMnO3 and Sr1�xBaxMnO3 [232, 233, 234]. As the Ba concentration increases, one
optical phonon mode rapidly softens at room temperature while other phonon modes re-
main unchanged. The infrared optical and inelastic x-ray scattering spectra confirm that
only the soft phonon modes show remarkable variation with AFM transition for all doping
level while other phonon modes are almost temperature independent. As temperature de-
creases, the continuous softening of this optical phonon is suppressed by the onset of the
AFM phase. The soft phonon mode first hardens below TN and then resoftens at a much
lower temperature. Furthermore, the soft-phonon-mode frequency is even modified above
TN because of the strong AFM fluctuation near TN , which also results in the disappearance
of the thermal conductivity peak at Tco2 [233]. This nonmonotonic temperature dependence
of soft-phonon-mode frequency can be explained by considering the spin-phonon coupling:
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!
2
TO1 = !

2
0 + �hSi · Sji, (3.2)

where !0 is a phonon frequency without magnetism, � is a coupling constant, hSi · Sji is
the nearest-neighbor spin correlation function [235, 236]. By fitting the theoretical model
with the infrared spectra data, the spin-phonon coupling constant in Sr1�xBaxMnO3 (x =

0.3) is 500 times stronger than that in EuTiO3. We also observe that the total thermal
conductivity of SmBaMn2O6 shows a dip at Ts = 175K (200 K) during cooling down
(warming up) and starts to increase as the temperature becomes lower. This is similar to
the observations in other magnetic materials or CMR manganites, where d/dT changes
sign upon entering an FM or AFM transition [237, 238, 239, 240, 241]. These features can
also be attributed to the strong spin-phonon coupling in these systems, where the critical
scattering of thermal phonons on spin fluctuations leads to a dip on  [242, 243, 244,
245]. In order to fully understand the thermal conductivity behavior in SmBaMn2O6, other
measurement methods, as well as first -principles calculation are needed to illustrate the
phonon spectra.

SmBaMn2O6 single crystals have MIT above room temperature at Tco1 ⇠ 362 K. Such
a high Tco1 is very attracting from the aspect of device application [231]. The huge thermal
conductivity peak provides a path to efficiently conduct the heat out of the device, which
suggests a possible way to achieve thermal management in such kind of materials. The
soft-phonon modes in this material suggest a potential application in temperature-tunable
thermal switches [221].

3.2.5 Conclusion

In summary, we conduct electrical transport, magnetic susceptibility and thermal transport
measurement in SmBaMn2O6 single crystals. Both electrical resistance and magnetic sus-
ceptibility show abrupt change accompanied by a narrow hysteresis loop at Tco1 ⇠ 362

K. Upon further cooling down, another anomaly takes place between 150 K and 210 K
(around Tco2) which is manifested by a much broader hysteresis loop. The total thermal
conductivity is enhanced by 3⇠4 times within the MIT at Tco1, while no obvious peak is
observed around Tco2. The enhancement of thermal conductivity within the structural tran-
sition at Tco1 is likely due to the phonon softening. Around TN , the spin-phonon coupling
in this material strongly modifies the phonon spectra and prevent the evolution of soft-
phonon modes. The hardening of soft-phonon modes around TN could cause the absence
of thermal conductivity peak around Tco2, which lies right above TN .
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CHAPTER 4

Heat Capacity Study in a Trigonal
Superconductor Nb-doped Bi2Se3

In this chapter, we present the heat capacity study in a topological superconductor candi-
date, the Nb-doped Bi2Se3. The temperature dependence of the electronic heat capacity at
the low-temperature end is helpful to reveal the superconducting gap structure. The related
publication can be found in Ref. [93].

4.1 Nb-doped Bi2Se3: An Odd-parity Topological Super-
conductor With Nematic Order

Topological superconductors have fully gapped bulk band and gapless surface states. As an
unconventional superconductor, topological superconductors with time-reversal-invariance
(TRI) have attracted numerous attention due to its potential of holding itinerant Majorana
fermions [246, 247, 248, 249, 250, 251]. Theoretical studies point out TRI topological
superconductors can be achieved in materials with odd-parity pairing symmetry [85, 84].
Not many unconventional superconductors with odd-parities have been reported except for
UPt3 and Sr2RuO4. But none of them are qualified as a TRI topological superconductor.

Recently, a newly discovered superconductor CuxBi2Se3 [252] has been proposed as
a candidate for topological superconductors with odd-parity [85]. Theoretical evidence
shows that a spin-triplet pairing with odd parity is favored after including strong spin-orbit
coupling in CuxBi2Se3 [85]. The high pressure study indeed shows that the absence of
Pauli limiting in the upper critical field points to spin-triplet superconductivity [253]. The
superconducting gap function also relates closely to parity. Previous theories show that
for the gap function, an even parity has line-node states while odd parity has point nodes
[85, 322, 255]. But some experiments seem to give contradictory results regards to its gap
function and pairing symmetry. The temperature dependence of the specific heat suggests
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a fully gapped, strong-coupling superconducting state [256]. A point-contact spectroscopy
measurement presents a zero-bias conductance peak (ZBCP) which is due to surface states
formed by Majorana fermions [322]. But later on, a scanning tunneling microscope (STM)
measurement shows that the density of states at the Fermi level is fully gapped without
any in-gap states [257]. Most recently, an unusual anisotropy in the Knight shift has been
observed in the CuxBi2Se3 by nuclear magnetic resonance (NMR) measurements which
indicates a spontaneous crystal symmetry breaking [88]. These contradictory results are
explained by a later theory. Odd parity can also have a point-node state or even fully
gapped state after considering the crystalline symmetry [87], which is consistent with a full
superconducting gap found in the specific heat measurement [256] and the anisotropy in
the Knight shift of NMR measurements [88].

Since then other doped Bi2Se3 system such as the Nb-doped Bi2Se3 has also been in-
tensively studied. Recently, our group discovered that the magnetic response in the super-
conducting states strongly couples to the underlying trigonal crystal symmetry in Nb-doped
Bi2Se3. This effect is manifested by the vanishing of the in-plane torque signal every 60�

[93]. More importantly, the amplitude of the superconducting hysteresis loop is enhanced
along one direction, which indicates the spontaneous breaking of the rotational symmetry.
According to Fu’s theory [87], the nematic order could happen in an odd parity topological
superconductor. We are curious whether the superconducting gap is nodal or nodeless in
this material. Following the pioneering work by Kriener et. al. [256], we conduct the spe-
cific heat measurement in Nb-doped Bi2Se3. The specific heat at a temperature well below
Tc could illustrate the structure of the superconducting gap. For fully gapped superconduc-
tor, the BCS theory predicts that the electronic specific heat well below Tc is dominated by
an exponential dependence [258, 259, 260]:

Cel ⇡ �nTcae
�bTc/T (4.1)

where the normal-state electronic specific heat is Cen = �nT , and a and b are numerical
constants. Such an exponential dependence with b ⇠ 1.5 implies a minimum excitation
energy per particle of ⇠ 1.5kBTc, where kB is the Boltzmann constant [260]. But for a
nodal structure, the electronic specific heat well below Tc has power-law dependence with
T . For example, line nodes have Ces ⇠ T

2 while point nodes have Ces ⇠ T
3 [261].
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4.2 Results: Heat Capacity Study in Nb-doped Bi2Se3

4.2.1 Heat Capacity Measurement in Nb-doped Bi2Se3

We measured the specific heat of two Nb-doped Bi2Se3 single crystal samples with the
He-3 heat capacity option in the PPMS DynaCool system from Quantum Design. Sample
1 has a mass of 3 mg while Sample 2 is 12 mg. The specific heat is measured from 25 K
down to 0.38 K. Figure 4.1 (a) shows the picture of sample 1 taken under the microscope.
Sample 1 is mounted on top of the He-3 heat capacity puck with Apiezon N grease. Figure
4.1 (b) shows the total heat capacity taken in the superconducting state at H = 0 T and H

= 0.75 T, which is right above the closing of the hysteresis loop at base T . Since the upper
critical field Hc2 of Sample 1 at T = 0.3 K is about 0.6 T, above 0.6 T the sample has totally
entered the normal state. We can use the H = 0.75 T data as the normal-state heat capacity
data. From Figure 4.1 (b) we can see that the heat capacity at H = 0 T and H = 0.75 T is
the same above 4 K, which means the H = 0.75 T curve can be used as the normal state
heat capacity Cn. The normal state heat capacity can be written as
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Figure 4.1: (a) Nb-doped Bi2Se3 Sample 1 mounted on the heat capacity measurement
puck. (b) Measured total heat capacity over temperature C

T vs. T in Sample 1 at H = 0 T
and H = 0.75 T. The 0.75 T curve provides us a method to define the phonon contribution
Cph.

Cn = Cen + Cph = �nT + aT
3 + bT

5 (4.2)

where Cen = �nT is the normal-state heat capacity, Cph = aT
3 + bT

5 is the phonon heat
capacity. The phonon heat capacity can be fitted by plotting Cn

T vs. T
2 and fit with a
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polynomial function. The linear term would be a in equation (4.2) and the second order
term would be b. For the H = 0 T curve, after subtracting the phonon term Cph, we can
get the superconducting state electronic heat capacity Cel, which is plotted in Figure 4.2.
A � shaped kink indicates the superconducting transition. As T approaches 0, the heat
capacity approaches a finite value. The 0 T heat capacity shows an exponential decay as T
approaches 0 K, which is fitted by the dashed magenta curve in Figure 4.2. This exponential
decay is expected for a fully gapped superconducting state from equation (4.1).
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Figure 4.2: The superconducting-state electronic heat capacity of Nb-doped Bi2Se3 Sam-
ple 1 is shown as Cel

T vs. T . A � shaped kink indicates the superconducting transition. As
T approaches 0, the heat capacity approaches a finite value, which gives a measure of the
non-superconducting volume fraction of 20%. The 0 T heat capacity shows an exponential
decay as T approaches 0 K (fitted by a dashed magenta curve), which is expected from a
fully gapped state. The red, green and blue dashed lines are fittings with different parame-
ters by the ↵ model which is developed under the strong-coupling BCS theory. ↵ = �0/Tc,
where �0 is the superconducting gap size at 0 K.

4.2.2 Theoretical Fitting with “↵ Model”

To further prove that the superconducting state is consistent with the picture predicted by
the BCS theory, we fit the superconducting-state heat capacity to the Bardeen–Cooper–Schrieffer
(BCS)-type temperature dependence. We use the modified BCS model applicable to strong-
coupling superconductors as proposed by Ref. [262] and [263], where it is called “↵ model”
with ↵ = �0/Tc and �0 is the superconducting gap size at 0 K. The single-band-↵-model
of superconductivity is adapted from the BCS theory mainly to allow fits to electronic heat
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capacity versus temperature data that deviates from the BCS prediction. In the BCS theory,
↵ ⇡ 1.764 is a fixed number. ↵ is treated as an adjustable parameter in the ↵ model when
it is used to calculate the electronic free energy, entropy, heat capacity and thermodynamic
critical field versus T . The BCS equations and limiting behaviors for the superconducting
state thermodynamic properties can all be explicitly written in terms of ↵. For example,
the normalized electronic heat capacity Cel(T )

�nTc
versus temperature T in the superconducting

state can be expressed as

Cel(T )

�nTc
=

6↵3

⇡2t

Z 1

0

f(1� f)(
Ẽ

2

t
�

1

2

d�̃2

dt
)d✏̃ (4.3)

where the Fermi-Dirac distribution function is (with EF = 0)

f = f(↵, Ẽ, t) =
1

e↵Ẽ/t + 1
(4.4)

with
E

kBT
=

↵Ẽ

t
(4.5)

�̃, ✏̃ and t are dimensionless reduced variables

�̃ =
�

�(0)
, ✏̃ =

✏

✏(0)
, t =

T

Tc
(4.6)

From the BCS equation which describes the energy of an electron excited above the super-
conducting gap

E =
p

✏2 +�2 (4.7)

We can write down the reduced energy as

Ẽ =
E

�(0)
=
p

✏̃2 + �̃2 (4.8)

In order to obtain Cel at a particular t, we have to first determine �̃ at t using the following
gap equation

Z kB⇥D
�(0)

0

d✏̃

Ẽ
tanh(

↵Ẽ

2t
) = ln[

2kB⇥D

�(0)
] (4.9)

We can numerically solving equations (4.8) and (4.9) for �̃ at fixed values of t.
We tried to reproduce the data with Cel(T )/T = �res + Cel(T )//T using the theoret-

ical curve Cel calculated by the ↵ model (equation (4.3)). The red, green and blue dashed
lines in Figure 4.2 show the theoretical fittings with different parameters by the ↵ model.
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Overall, ↵ = 1.764 gives the best fit of the heat capacity trace below Tc. In a sample with
part of it non-superconducting, �n = �s + �res, in which �s comes from the superconduct-
ing part and �res from a residual non-superconducting part. From the calculation, we get
�n = 5.24 mJ/molK2, �s = 4.15 mJ/molK2 and �res = 1.09 mJ/molK2. So the supercon-
ducting volume fraction is �s

�n
= 79.2%, which is consistent with the results of magnetic

susceptibility measurements [93].
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Figure 4.3: (a) Measured total heat capacity over temperature C
T vs. T in Nb-doped Bi2Se3

Sample 2 at H = 0 T and H = 1 T. The 1 T curve provides us a method to define the
phonon contribution Cph. (b) The superconducting-state electronic heat capacity of Nb-
doped Bi2Se3 Sample 2 is shown as Cel

T vs. T . A � shaped kink indicates the supercon-
ducting transition. As T approaches 0, the heat capacity approaches a finite value, which
gives a measure of the non-superconducting volume fraction of 33%. The 0 T heat capacity
shows an exponential decay as T approaches 0 K (fitted by a dashed magenta curve), which
is expected from a fully gapped state. The red, green and blue dashed lines are fittings with
different parameters by the ↵ model which is developed under the strong-coupling BCS
theory. ↵ = �0/Tc, where �0 is the superconducting gap size at 0 K.

Similar measurement is also conducted in Nb-doped Bi2Se3 Sample 2. Figure 4.3 (a)
shows the measured total heat capacity over temperature C

T vs. T in Sample 2 at H = 0
T and H = 1 T. The upper critical field Hc2 of Sample 2 at T = 0.3 K is higher than Hc2

in Sample 1. Above 1 T, Sample 2 has totally entered the normal state. We can use the
H = 1 T data as the normal-state heat capacity data.The phonon contribution can be fitted
from the 1 T curve. After subtracting the phonon heat capacity Cph, the superconducting-
state electronic heat capacity is plotted in Figure 4.3 (b). The 0 T heat capacity shows an
exponential decay as T approaches to 0 K, which is consistent with the result in Sample
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1. After fitting with the ↵ model, we get �n = 2.02 mJ/molK2, �s = 1.36 mJ/molK2 and
�res = 0.65 mJ/molK2. So the superconducting volume fraction is �s

�n
= 67%.

4.3 Conclusion

We performed heat capacity measurements from 0.38K to 25K at 0, 0.75 and 1T field in
two Nb-doped Bi2Se3 samples. For both samples, the heat capacity show exponential de-
cay when T approaches zero. This exponential decay indicates a nodeless superconducting
gap structure. Both the nematic order observed in the torque magnetometry measurement
and the nodeless gap structure obtained by the heat capacity measurement indicate an odd
parity topological superconductor. Other experiments, such as the penetration depth mea-
surements, would give clear answers on whether the superconducting gap has a node.
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CHAPTER 5

Spontaneous Nernst Effect in an Iron-based
Superconductor Fe1+yTe1�xSex

In this chapter, we present a study of the Nernst effect in an iron-based superconductor
with a non-trivial band topology Fe1+yTe1�xSex. A non-zero Nernst signal is observed in a
narrow temperature region around the superconducting transition temperature Tc at a zero
field. This anomalous Nernst signal shows symmetric dependence on the external magnetic
field and indicates an unconventional vortex contribution in an s-wave superconductor with
a strong spin-orbit coupling, which is originated from the local magnetic moments of the
interstitial Fe atoms. Our experiments also provide the first evidence of a locally broken
time-reversal symmetry in bulk Fe1+yTe1�xSex single crystals.

5.1 Introduction on Fe1+yTe1�xSex: a Topological Super-
conductor with Majorana Zero Modes

Topological superconductors have attracted tremendous attention due to its potential of
hosting Majorana zero modes (MZM) and further application in topological quantum com-
putation [264, 265]. The theory has predicted that the iron-based superconductor Fe1+yTe1�xSex
could host a topological superconducting state on its surface [131, 132, 133], which was
demonstrated in photoemission [134] and scanning tunneling spectroscopy measurements
[135]. Apart from the Dirac dispersion in the surface state, a zero-energy bound states
(ZBS) has also been observed at magnetic-field-induced vortices in Fe1+yTe1�xSex [135,
136, 137], which indicates a Majorana bound states. Even more surprisingly, the robust
ZBS was also found at each interstitial iron impurity by scanning tunneling microscopy in
the absence of an external magnetic field [138]. Recently, Jiang et. al. propose a theoretical
explanation that magnetic impurity ions can generate topological vortices without external
magnetic fields in s-wave superconductors with strong spin-orbit coupling. These quantum
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anomalous vortices can even support robust Majorana zero-modes when the topological
surface states are superconducting [139]. We are curious about how the topological vor-
tices could affect the vortex flow in the vortex liquid state of a type-II superconductor. The
best way is to conduct the Nernst effect measurement.

In this chapter, we report on a study of Nernst effect in an iron-based superconductor
Fe1+yTe1�xSex. We observe a zero-field Nernst effect that appears around the supercon-
ducting transition temperature Tc. This spontaneous Nernst signal does not follow the
temperature and field dependence of the thermal power, and occur only in the T range
near Tc where the superconducting fluctuation is strong and vortex liquid is robust. This
intrinsic spontaneous Nernst signal indicates the violation of local time reversal symmetry
(TRS) in the superconducting state. The TRS in Fe1+yTe1�xSex may be broken by pinning
flux introduced by the interstitial iron impurity. To further understand the role of excess Fe
atoms, we study a series of Fe1+yTe1�xSex single crystals that have different Tc and dif-
ferent levels of excess Fe concentrations and demonstrate how they affect the spontaneous
Nernst effect signal.

5.2 Sample Preparation and Experiments

The single crystals of the Fe1+yTe1�xSex were grown by using a unidirectional solidifi-
cation method [266]. There are different superconductivity for different sectional crystals
in the grown ingot which the actual composition and extra iron in the crystals are vari-
able. The as-grown Fe1+yTe1�xSex single crystals were sealed in a vacuum quartz tube
and annealed at 400�C ⇠ 450�C for 6 days to 50 days to make the Se/Te distribution more
homogeneous. Sample 1 and sample 2 are annealed at 400�C for 50 days. Sample 3 is
annealed at 450�C for 6 days, Sample 4 is annealed at 400�C for 7 days. Three sets of
crystals are studied. The first set (sample 1) generally has the highest Tc and lowest bulk
resistivity. The second set (Sample 2, 3, 4 and 5) have lower Tc and larger bulk resistivity.
Sample 5 is the as-grown sample and has the lowest superconductivity temperature. The
third kind are superconducting without annealing. Named as Sample 6, they are usually
without shinning surfaces and are argued to be crystals without excess Fe [135]. (We note,
however, transport measurements and energy-dispersive X-ray spectroscopy (EDX) mea-
surements cannot exclude the existence of a small level of excess Fe in these nominally
Fe-impurity-free samples). The dimensions for all 6 samples are listed in Table 5.1.

Resistivity and magnetization were measured in a Physical Properties Measurement
System (PPMS) DynaCool from Quantum Design and shown in Figure 5.1. Fe1+yTe1�xSex
Sample 1 has the highest Tc and second lowest resistivity while Sample 5 has the lowest
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Tc and highest resistivity. Sample 6 has the lowest resistivity. The zero-field-cool (ZFC)
magnetization was measured with the magnetic field applied inside the ab plane of the
crystal. The superconducting transition temperature Tc was defined as the temperature
where resistivity drops to one half. The superconductivity fractional volume (SFV) was
calculated from the ZFC data. Please refer to Table 5.1 for more details.
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Figure 5.1: (a) Resistivity and (b) Zero-filed-cooled (ZFC) magnetic susceptibility in
Fe1+yTe1�xSex Sample 1 to Sample 6.

Table 5.1: Properties of Fe1+yTe1�xSex Sample 1 to Sample 6

Sample Formula Tc SFV sample dimension
(L⇥ W ⇥ t)

1 Fe1+yTe0.65Se0.34 14.39 K 88.8% 4.4 ⇥ 1 ⇥ 0.15 mm
3

2 Fe1+yTe0.6Se0.4 14.24 K 82.5% 3.5 ⇥ 1.2 ⇥ 0.075 mm
3

3 Fe1+yTe0.61Se0.39 13.15 K 73.2% 3 ⇥ 1.2 ⇥ 0.125mm
3

4 Fe1+yTe0.58Se0.41 13.39 K 74% 3.5 ⇥ 2 ⇥ 0.0875 mm
3

5 Fe1+yTe0.56Se0.42 13.75 K 1.7% 5 ⇥ 1.5 ⇥ 0.1mm
3

6 FeTe0.6Se0.4 14.02 K 92.6% 3 ⇥ 1.5 ⇥ 0.4mm
3

The Nernst and Seebeck effects were measured using the pulsed-power technique
[189, 190] in a Physical Properties Measurement System (PPMS) DynaCool from Quan-
tum Design and the Oxford Triton200-10 Cryofree Dilution Refrigerator. The signals are
checked with static state method, in which the heating current is varied and the thermoelec-
tric voltage signals are proportional to the heating power. In our geometry, the temperature
gradient �rT is applied in the ab plane of the crystal (�rT k x̂). With a magnetic field
along the crystal c axis (H k ẑ), the voltage measured along ŷ gives the raw Nernst signal
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eN [182, 267, 268, 269, 186], eN = Vy(B,T )
|�rT |d , in which d is the distance between the two

voltage leads. Since there is always inevitable pickup of Seebeck signals in the Nernst Ef-
fect measurement due to the misalignment of contact leads, we have to subtract the Seebeck
signal from the raw Nernst signal to reveal the intrinsic Nernst signal.

5.3 Results: Spontaneous Nernst Effect in Fe1+yTe1�xSex
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Figure 5.2: The zero-field thermoelectric responses of topological superconductor
Fe1+yTe1�xSex. (a). Temperature T dependence of the thermopower kS (Seebeck sig-
nal) and the observed Nernst signal eN in Sample 1. The thermopower signal S was scaled
by a factor k = 0.31 to match the T -dependence of S and eN . (b) The same T dependence
of S and eN for Sample 4, which is in different batch and with different Tc. Similar to Sam-
ple 1, Sample 4 also shows that the observed Nernst signal eN matches the thermopower
signal S very well at T > Tc. However, a sharp peak appears around Tc. For both samples,
the intrinsic spontaneous Nernst signal is extracted by subtracting the scaled thermopower
signal NS(T ) = eN(T )� k · S(T ). The heater resistance is 1k⌦ for both sample.

Following the pioneering work [270], we determine the geometric pickup factor by
scaling the S � T curves to match the eN � T curves in the normal state (as shown in

87



Figure 5.2 (a)). This step assumes that there is no intrinsic zero-field Nernst effect signal
in the normal metallic state, and the resulting scaling factor k reflects simply the (small)
geometric factor due to the transverse contracts misalignment. The intrinsic Nernst signal
NS is given by subtracting the thermopower signal, viz.

NS(B, T ) = eN(B, T )� k · S(B, T ) (5.1)

in which k is a geometrical scaling factor. The geometrical scaling factor should be the
same when the temperature is above or below the superconducting transition temperature
since phonon dominates the heat transfer at such a temperature range. After subtracting the
Seebeck signal, the intrinsic Nernst signal shows a prominent peak between 13.5 K and 14.5
K (Figure 5.2 (c)). This zero-field Nernst signal can be repeated in other Fe1+yTe1�xSex
samples with different Fe concentration. For example, NS in Sample 4 is larger than the
signal in Sample 1, as shown in Figure 5.2 (d). The spontaneous Nernst signal also shows
some fluctuation even within the same sample. The sign and magnitude of the sponta-
neous Nernst signal vary at different channels in the same sample (as shown in Figure
5.3). Figure 5.3 plot the zero-field Seebeck signal S and Nernst signal eN measured in all
Fe1+yTe1�xSex samples. For Sample 1,2 and 4, two Nernst channels are measured. For
Sample 3, 5 and 6, three Nernst channels are measured. Take Sample 3 as an example (as
shown in Figure 5.3 (c)), the magnitude and sign of the spontaneous Nernst signal across
Tc (⇠ 14 K) are different among three Nernst channels. The spontaneous Nernst signal on
channel eN1 and eN2 are negative while eN3 is positive.

We also did a power dependent measurement in another sample which come from the
same batch of Fe1+yTe1�xSex Sample 1 (we still call it Sample 1 in Figure 5.4) to see how
the heater power affect the spontaneous Nernst signal. The data is plotted in Figure 5.4,
there is a spontaneous Nernst signal shows across the superconducting transition. We can
see that with higher heating power, Tc moves towards lower temperature, which is due to
the heating up of the whole sample. The zero-field spontaneous Nernst signal also becomes
a little bit smaller when apply larger heating power.

To study the field dependence of the Nernst effect, we measured the Seebeck and
Nernst signal simultaneously in a magnetic field up to 14 T. Figure 5.5 (a) shows the raw
Nernst signal eN vs. B in Sample 1 at several selected temperatures across the supercon-
ducting transition. eN shows an antisymmetric behavior with respect to B. The ordinary
Nernst signal is obtained by the field-antisymmetrization to the Nernst curves in Figure
5.5 (a), i.e., NAS = 1

2 [eN(B, T ) � eN(�B, T )] (shown in Figure 5.5 (c)). Above Tc, the
ordinary Nernst signal becomes larger with decreasing T. At T < Tc, the ordinary Nernst
signal starts at zero at low fields. Once B increases beyond the characteristic field Bm,
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Figure 5.3: The zero-field Seebeck signal S and Nernst signal eN measured in
Fe1+yTe1�xSex Sample 1 to Sample 6. For Sample 1,2 and 4, two Nernst channels are
measured. For Sample 3, 5 and 6, three Nernst channels are measured. The heater resis-
tance are 1 k⌦ for all the samples.
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the ordinary Nernst signal increases to finite, reflecting the magnetic field driven transition
from the vortex solid state at the low fields to the vortex liquid state in the high fields. The
sign of the high field ordinary Nernst effect signal is consistent with that of the moving vor-
tices [182, 268]. Finally, we plot the T dependence of ordinary Nernst coefficient NAS/B

at selected fields in Figure 5.5 (d), the results are consistent with the previous study [271].
The ordinary Nernst coefficient is strongly enhanced inside the vortex liquid state and van-
ishes gradually once it entering the vortex solid state. Its peak shifts to lower temperature
at a higher field, which is similar to the behavior of thermally-driven vortices in cuprate
[272, 273, 269], organic [274], and conventional superconductors [187].

Besides the ordinary Nernst signal, Figure 5.5 (a) also contains information about the
field dependence of the anomalous Nernst signal shown in Figure 5.2 (c). By subtracting
the Seebeck pickup k · S and ordinary Nernst signal NAS from the observed Nernst data
eN , we obtain the anomalous Nernst signal Nsym, viz.

Nsym(B, T ) = eN(B, T )� k · S(B, T )�NAS(B, T ) (5.2)

This process is equivalent to subtract the Seebeck pickup from the raw Nernst signal and
then do a field symmetrization. The anomalous Nernst signal Nsym is plotted in Figure 5.6,
which shows a symmetric pattern with respect to B. Nsym is non-zero as B ! 0, which
decreases as T increasing from 11 K to 14 K. This trend of Nsym at zero-field is consistent
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Figure 5.5: Observed (a) Nernst signal eN and (b) Seebeck signal vs. magnetic field B at
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following the standard B-antisymmetrization to curves in Panel (a). Arrows indicate the
melting field Bm of the vortex solid state. (d) Temperature dependence of the ordinary
Nernst coefficient NAS

B at selected B up to 13 T. The heater resistance is 1 k⌦.

with the T dependence of the spontaneous Nernst signal plotted in Figure 5.2 (c). Another
important feature about the anomalous Nernst signal Nsym is a deep trench centered at
B = 0 T. The trench becomes narrower as T increases from 11 K. This field-symmetric
Nernst signal also shows broad dips that shifts to lower field as T increases. We indicate the
location of theses broad dips by BS and plot the temperature dependence of BS in the inset
of Figure 5.6. BS gradually converges to zero field as T increases. This trend is similar to
the T dependence of the melting field Bm, suggesting the vortex nature of the anomalous
Nernst signal.

Theoretically speaking, such a zero-field Nernst signal is forbidden in a material that
holds the TRS. A broken time-reversal symmetry (TRS) has been theoretically predicted
in many high-Tc superconductors, such as cuprates [275, 276] and iron-base supercon-
ductors [277, 278, 279, 280]. In cuprates, the broke TRS is observed by angle-resolved
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the shoulder trend BS . Inset shows the temperature dependence of BS , compared with the
melting fields Bm. As expected for the characteristic field scales in superconductors, both
fields converge to zero as the T increases towards Tc. The heater resistance is 1 k⌦.

photoelectron spectroscopy (ARPES) [281], polarized neutron scattering [282, 283, 284],
Nernst measurements [270, 285], and magneto-optical measurements [286, 287, 288]. As
for the iron-based superconductors, there is less evidence about the spontaneous break-
ing of TRS. Grinenko et. al. reported the observation of an enhanced zero-field muon
spin-relaxation rate below the superconducting transition temperature in the ion-irradiated
Ba0.27K0.73Fe2As2 single crystals [289]. There is no experimental evidence of TRS break-
ing in the bulk of intrinsic Fe-base superconductors. In Fe1+yTe1�xSex, the excess Fe
randomly occupies the Fe(2) site between the square planar sheets of Fe [290, 291]. The
interstitial iron impurity could locally break the TRS by introducing a local magnetic mo-
ment [292]. Although the Nernst effect is generally taken as a bulk transport measurement
probe, it often reflects the fluctuations in the local scale (A good example is the super-
conducting fluctuation in the cuprates [185, 182, 293, 294, 295]). The Nernst signal only
measures the local thermoelectric properties across each channel, which is consistent with
the fluctuation of the spontaneous Nernst signal observed among different Nernst channels
in the same Fe1+yTe1�xSex sample (as shown in Figure 5.3). We believe the difference
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|↵xy| and ↵xx, in Sample 6, 2, 3, 4, and 5, in the order that the nominal Fe concentration
increases. As a comparison, Iron concentration and |✓

P
| in Sample 1 are also plotted in (c).

Sample 2, 3, 4, and 5 has a lower Te concentration compared to Sample 1.

in different Nernst channels is exactly caused by the uneven distribution of iron impuri-
ties across the sample. The iron impurity is not evenly distributed across the whole sam-
ple, which is observed in our EDX measurement. The most reasonable interpretation of
why we see almost absent spontaneous Nernst signals on some channels in part of our
Fe1+yTe1�xSex samples is that the spin-up and spin-down moments on excess iron sites are
almost compensated locally at the positions of these channels.

To understand how the amount of excess Fe could affect the zero-field Nernst signal,
we measured the Nernst effect in a series of Fe1+yTe1�xSex samples with different Fe con-
centration. In these Fe1+yTe1�xSex single crystals, the atomic concentration is determined
by the EDX measurement with a Cameca SX100 Electron Probe Micro Analyzer. For each
sample, we select 15 spots on the sample to do EDX measurement and get the averaged
element concentration. The averaged Fe concentrations in four different samples (Sample
2, 3, 4, and 5) are plotted in Figure 5.7 (a). Figure 5.8 to 5.12 plot the field-dependent
thermoelectric data for Fe1+yTe1�xSex Sample 2 to Sample 6.

We also measured the Hall signal in Fe1+yTe0.65Se0.34 Sample 1 up to 14 T at the
temperature where the spontaneous Nernst signal is the largest. Figure 5.13 shows the Hall
resistivity ⇢xy measured during field sweep up and sweep down. The inset of Figure 5.13
shows the magnetoresistivity ⇢xx measured at the same temperature. At 14 T, ⇢xy

⇢xx
< 0.01,

which means the Hall angle ✓ < 0.57�. The Hall signal is very small compared to the
resistivity within the temperature range where shows spontaneous Nernst signal. So the
Hall angle ✓ can be neglected when calculate the Peltier Hall angle ✓

P . With the Nernst
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Figure 5.8: Observed (a) Nernst signal eN2 and (b) Seebeck signal vs. magnetic field
B at selected T from 10 K to 15 K in Sample 2. (c) Ordinary Nernst signal NAS of
Sample 2 following the standard B-antisymmetrization to curves in Panel (a). (d) Magnetic
field dependence of the intrinsic field-symmetrized Nernst signal. Arrows indicate the
location of the shoulder trend BS . The Seebeck pickup has been subtracted. Inset shows
the temperature dependence of BS , compared with the melting fields Bm. As expected
for the characteristic field scales in superconductors, both fields converge to zero as the T

increases towards Tc. The heater resistance is 1 k⌦.

signal ey and Seebeck coefficient, we can get

eN = S(↵xy/↵� �xy/�) = S(tan ✓P � tan ✓) ⇡ S tan ✓P (5.3)

tan ✓P = ↵xy/↵ ⇡ ey/S (5.4)

in which �xy is the Hall conductivity, eN is the Nernst signal, and ↵ is the 2D Peltier
conductivity tensor. . The averaged peak values of the zero-field spontaneous Peltier Hall
signal |✓P | is defined as the ratio of |↵xy| and ↵xx [188], in which ↵ is the two dimensional
Peltier conductivity tensor. The Peltier Hall signal |✓P | in Sample 2 to Sample 6 is plotted in
Figure 5.7 (b), which shows a non-monotonic dependence on the Fe concentration. Sample
6 has nominally no excess Fe and the smallest |✓P |. As the Fe concentration increases, |✓P |
is first enhanced and then suppressed. The Fe concentration and |✓

P
| measured in Sample
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Figure 5.9: Observed (a) Nernst signal eN2 and (b) Seebeck signal vs. magnetic field B

at selected T from 8 K to 15 K in Sample 3. (c) Ordinary Nernst signal NAS of Sam-
ple 3 following the standard B-antisymmetrization to curves in Panel (a). (d) Magnetic
field dependence of the intrinsic field-symmetrized Nernst signal. Arrows indicate the lo-
cation of the shoulder trend BS . The Seebeck pickup has been subtracted. Inset shows
the temperature dependence of BS , compared with the melting fields Bm. As expected
for the characteristic field scales in superconductors, both fields converge to zero as the T

increases towards Tc. The heater resistance is 1 k⌦.
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Figure 5.10: Observed (a) Nernst signal eN1 and (b) Seebeck signal vs. magnetic field B

at selected T from 5 K to 14 K in Sample 4. (c) Ordinary Nernst signal NAS of Sam-
ple 4 following the standard B-antisymmetrization to curves in Panel (a). (d) Magnetic
field dependence of the intrinsic field-symmetrized Nernst signal. Arrows indicate the lo-
cation of the shoulder trend BS . The Seebeck pickup has been subtracted. Inset shows
the temperature dependence of BS , compared with the melting fields Bm. As expected
for the characteristic field scales in superconductors, both fields converge to zero as the T

increases towards Tc. The heater resistance is 1 k⌦.

1 are plotted in Figure 5.7 (c) as a comparison.

5.4 Discussion

This spontaneous Nernst signal is only non-zero inside the vortex liquid regime. A similar
anomalous Nernst effect has been reported in the striped cuprate superconductor La2�xBaxCuO4

by Li et. al. [270]. In these quasi-2D superconductors, thermally driven vortices are gener-
ated in equilibrium at B = 0 above the Berenzinski-Kosterlitz-Thouless (BKT) transition.
Instead of having the same number of vortices and anti-vortices, a predominant sign of
vortex is energetically favorable due to the relieve of interlayer phase frustration [296]. In
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Figure 5.11: Observed (a) Nernst signal eN1 and (b) Seebeck signal vs. magnetic field B

at selected T from 9 K to 16 K in Sample 5. (c) Ordinary Nernst signal NAS of Sam-
ple 5 following the standard B-antisymmetrization to curves in Panel (a). (d) Magnetic
field dependence of the intrinsic field-symmetrized Nernst signal. Arrows indicate the lo-
cation of the shoulder trend BS . The Seebeck pickup has been subtracted. Inset shows
the temperature dependence of BS , compared with the melting fields Bm. As expected
for the characteristic field scales in superconductors, both fields converge to zero as the T

increases towards Tc. The heater resistance is 1 k⌦.

La2�xBaxCuO4, the strong superconducting fluctuation extends from the charge-ordering
temperature down to 5 K enables the vortices (with the predominant sign) to move freely
in a temperature gradient and generate the spontaneous Nernst signal [297, 298]. The
existence of the thermal-driven vortices have also been generally reported in Fe-based su-
perconductors [299, 271, 183]. We note that Fe1+yTe1�xSex is more towards a 3D su-
perconductor due to a weaker anisotropy [300]. Nonetheless, a theoretical study points
out the existence of vortex liquid state in a three-dimensional type-II superconductor with
strong thermal fluctuations [301]. As a result, for 3D anisotropic superconductors, such as
Fe1+yTe1�xSex, there is still a narrow region between the superconducting critical temper-
ature and the mean-field transition temperature where spontaneously created vortex lines
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Figure 5.12: Observed (a) Nernst signal eN2 and (b) Seebeck signal vs. magnetic field
B at selected T from 10 K to 15 K in Sample 6. (c) Ordinary Nernst signal NAS of
Sample 6 following the standard B-antisymmetrization to curves in Panel (a). (d) Magnetic
field dependence of the intrinsic field-symmetrized Nernst signal. Arrows indicate the
location of the shoulder trend BS . The Seebeck pickup has been subtracted. Inset shows
the temperature dependence of BS , compared with the melting fields Bm. As expected
for the characteristic field scales in superconductors, both fields converge to zero as the T

increases towards Tc. The heater resistance is 1 k⌦.

exist [302]. This is consistent with the temperature span of a few Kelvin of the spontaneous
Nernst signal observed in Figure 5.2 (c) and (d).

After having spontaneously generated vortex-antivortex pairs, the next question is
what provides the non-zero net vortex in the vortex liquid state of Fe1+yTe1�xSex? Re-
cently, Jiang et. al. points out that in an s-wave superconductor with strong spin-orbit
coupling, the magnetic impurity ions can generate topological vortices without applying a
magnetic field [139]. The quantum anomalous vortices produced by the interstitial mag-
netic Fe are pinned at the magnetic ion, which means they can not move freely or provide
the non-zero Nernst signal at zero-field directly. The pinned quantum anomalous vortices
could possibly break the balance between thermally-created vortices and anti-vortices. Al-
though we need further theoretical evidence to support this assumption, experimentally we
find the spontaneous Nernst effect signals need both bulk superconductivity and excess Fe.
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Figure 5.13: The Hall resistivity ⇢xy measured at 14 K in Fe1+yTe0.65Se0.34 Sample 1.
The inset shows the magnetoresistivity ⇢xx measured at the same temperature. Red curve
represents the field sweep up while blue curve represents the sweep down.

This point is supported by the smallest signal amplitude of Sample 6, the sample with the
lowest excess Fe level (Figure 5.7 (b)). This point is further supported by the observation
that the spontaneous Nernst signal is strongly suppressed in Sample 5 (as shown in Figure
5.7 (b)), which has a less than 2% superconducting volume (as seen in Table 5.1). This
could be evidence that bulk superconductivity is indispensable in producing the sponta-
neous Nernst signal. As shown by a previous study, the as-grown Fe1+yTe1�xSex single
crystals hold filamentary superconductivity due to the extra Fe, most of the bulk nature of
the superconductivity can only be achieved by oxygen annealing [303].

We also measured the Nernst signal with different cooling process in Fe1+yTe1�xSex
Sample 4. The local magnetic moments introduced by impurity ions are pinned randomly
in the sample, which means the Ising-like magnetic moment could either point up or down
in the zero-field-cooling process. We tried to change the magnetic moment direction of
interstitial Fe by warming up the sample to 350 K and do a field-cooling in both B = 14 T
and -14 T, then swept the field between 14 T and -14 T at several temperatures where the
unusual Nernst signal is most prominent (as shown in Figure 5.14 (d)). We also did a T

sweep below 20 K to check the zero-field Nernst signal (as shown in Figure 5.14 (b) and
(c)). The results show that the field-cooling process can’t alter the sign or the magnitude
of the spontaneous Nernst signal. One possibility is 350 K is not high enough to overcome
the large out-of-plane magnetic anisotropy energy or alter the magnetic moment direction.

To further study whether this spontaneous Nernst signal could only happen in mate-
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Figure 5.14: The Seebeck and Nernst signal measured with different cooling process in
Fe1+yTe1�xSex Sample 4. Temperature T dependence of the (a) thermopower S (Seebeck
signal) and (b) the observed Nernst signal eN in Sample 4. (c) The intrinsic spontaneous
Nernst signal is extracted by subtracting the scaled thermopower signal NS(T ) = eN(T ) -
k · S(T ). (d) Observed Nernst signal eN vs. magnetic field B at 11 K in Sample 4. Black
curves are taken with zero-field-cool process. Red curves are taken with a 14T-field-cool
process. Green curves are taken with a -14 T-field-cool process. The field was applied at
350 K.

rials that hold non-trivial topological band structure, we conduct the same thermoelectric
measurements in FeSe single crystals which have similar properties as Fe1+yTe1�xSex but
a topologically trivial band structure [304]. Figure 5.15 plot the complete data set for FeSe
Sample 1. The FeSe single crystal being measured here has a dimension of 2.5⇥ 1⇥ 0.175

mm3 and a superconducting transition temperature of Tc ⇠ 8.3 K. Figure 5.15 (a) shows
two Nernst channels only have pickup from the Seebeck signal. There is no obvious zero-
field Nernst signal across the superconducting transition. Figure 5.15 (b) plots the field
dependent Nernst signal eN3, which is dominated by the antisymmetric ordinary Nernst
signal. The ordinary Nernst signal NAS of FeSe Sample 1 following the standard B-
antisymmetrization to curves in panel (b) is shown in Figure 5.15 (d), which is about 2
times the value obtained in reference [305]. The field-dependent Nernst signal shows a
monotonic dependence on the magnetic field, which contradicts to what has been observed
in the Fe1+yTe1�xSex samples. There is experimental evidence that shows the interstitial
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Figure 5.15: (a) Observed Nernst signal eN1, eN3 and Seebeck signal S vs. T at B = 0 T
for FeSe Sample 1. Observed (b) Nernst signal eN3 and (c) Seebeck signal S vs. magnetic
field B at selected T from 4 K to 21 K in FeSe Sample 1. (d) Ordinary Nernst signal NAS

of FeSe Sample 1 following the standard B-antisymmetrization to curves in Panel (b). The
heater resistance is 1 k⌦.

Fe(2) site is unoccupied in clean FeSe single crystals [306]. The absence of the sponta-
neous Nernst effect in FeSe is most likely due to the unoccupation of the interstitial Fe(2)
site in FeSe single crystals. But we could not rule out the possibility that a topologi-
cally non-trivial band structure also plays a role in inducing a spontaneous Nernst effect in
Fe1+yTe1�xSex.

At this point, it’s necessary to clarify that the zero-field spontaneous Nernst signal
doesn’t come from the disorder or inhomogeneity of the sample. Our Fe1+yTe1�xSex and
FeSe sample have similar superconducting transition width, which means they have similar
disorder levels. But FeSe sample doesn’t show the zero-field spontaneous Nernst signal,
which indicates this signal doesn’t simply come from the disorder or inhomogeneity of the
sample. Further more, the inhomogeneity and nanoscale electronic disorder in the high-
Tc superconductors has been observed in many cuprates [307, 308, 309]. This electronic
inhomogeneity is commonly attributed to a disorder introduced by the poorly screened
electrostatic potential of the out-of-plane oxygen dopant atoms [310, 311], although the
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electronic inhomogeneity is also argued to be intrinsic to the competing orders. But this
electronic inhomogeneity does not generally induce a spontaneous Nernst signal in the
vortex liquid states of these cuprates, with the only exception of the 1/8-doped striped-
phased LBCO [270]. Obviously, the spontaneous Nernst signal does not result simply
from the inhomogeneity in a vortex liquid. It must be related to some intrinsic properties
of the material Fe1+yTe1�xSex. The spontaneous Nernst signal doesn’t come from the
misalignment of the Nernst channel contacts either since our Fe1+yTe1�xSex and FeSe
samples have similar contact misalignment conditions and FeSe sample doesn’t show the
spontaneous Nernst signal.

The zero-field spontaneous Nernst signal doesn’t come from the pickup of an anisotropic
Seebeck signal, either. Indeed, whether the thermopower is isotropic or not could be de-
cided by heat current direction. With a well defined sample geometry, the heat should
transfer uniformly inside the sample. At such a low temperature range (T < 20 K), the
heat transport is mainly conducted by phonons, which means crystal structure decides the
heat flow anisotropy in the sample. The crystal structure doesn’t change when the sample
crosses the superconducting transition. Further more, Fe(Te,Se) has a tetragonal structure
while FeSe has an orthogonal structure at this temperature range. When we apply the heat
current in-plane in the FeSe sample, it could have a more anisotropic thermopower signal.
But we couldn’t observe the zero-field Nernst signal in FeSe even with the same data anal-
ysis method, which indicates this zero-field Nernst signal may not purely come from the
pickup of an anisotropic Seebeck signal.

The homogeneity of the temperature gradient in our sample is also checkup with the
thermal Hall measurements. The experimental setup is shown in Figure 5.16. Our analysis
assumes that the temperature gradient in our sample is homogenous. A horizontal thermal
gradient component may induce a horizontal voltage that looks as if a Nernst effect signal.
To check if this horizontal thermal gradient exists, we carried out the thermal Hall mea-
surement in Fe1+yTe1�xSex sample 1 at B = 1 T and B = 4 T. The data is shown in Figure
5.17. At both 1 T and 4 T, the thermal Hall signal is around zero with a finite noise level.
Our experiment shows that no thermal Hall signal has been observed at either zero field
or finite field. So we believe there is no large transverse thermal gradient component built
up in the samples at zero magnetic field, which indicates a homogenous thermal gradient
across the sample. We note that a spontaneous thermal Hall effect is highly unusual and has
only been reported in very few materials, such as the chiral antiferromagnet Mn3Sn [312].

In order to further verify that the spontaneous Nernst signal is not simply coming from
the pickup of inhomogeneous Seebeck signals, we measure three pairs of Seebeck channels
in Fe1+yTe1�xSex Sample 1. The experimental configuration is shown in Figure 5.18 (a).
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Figure 5.16: (a) Front view and (b) back view of the thermal Hall measurement setup. A
heat current Q is sent in the ab plane of the Fe1+yTe1�xSex sample 1 along the x direction.
Two type-E thermocouples are mounted vertically on the frontside of the sample to measure
the temperature gradient along the x direction. The other two type-E thermocouples are
mounted horizontally on the backside of the sample to measure the temperature gradient
along the y direction. The magnetic field B is applied along the z direction.

The Seebeck channels measured here are S1 and S
0
1, S2 and S

0
2, S3 and S

0
3. Each pair of

them are measured simultaneously. In order to align the contacts of corresponding Seebeck
channels well, the contacts are remade with silver epoxy. The distance between contacts
V1A and V2A is 0.9 mm, which is the same as the distance between contacts V 0

1A and V
0
2A.

The distance between contacts V2A and V3A is 0.875 mm, which is a little bit shorter than
the distance between contacts V 0

2A and V
0
3A (0.9 mm).

Figure 5.18 (b), (c) and (d) show the experimental results. Panel (b) is the measured
Seebeck coefficients S vs T of channel S1 and S

0
1. S

0
1 vs. T overlaps with S1 vs. T after

multiplying by a factor of 0.94. The scaling factor between Seebeck channels S2 and S
0
2, S3

and S
0
3 are 0.84 and 0.87. The difference between Sx and S

0
x is within the error bar brought

by the size of the electrical contacts and the slight misalignment of the contacts. Take S1

and S
0
1 as an example, the electrical contacts are made by silver epoxy and has a diameter

of 0.1 mm. Compared to the distance between the two contacts, which is 0.9 mm, it can
bring an error of -10% to +12.5% to the Seebeck coefficient.

If we define Tc to be the temperature where the Seebeck signal changes from nearly
zero to a finite value, we can see that Seebeck channels Sx and S

0
x resolve exactly the same

Tc. Therefore, two edges of our sample don’t have large inhomogeneity, which can bring
different Tc for Seebeck channels Sx and S

0
x’. But the Tc for S1, S2 and S3 are 13.9 K, 13.4

K and 13.5 K, which are different. This is due to the temperature gradient that built up
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Figure 5.17: Thermal conductivity xx and thermal Hall conductivity xy measured in
Fe1+yTe0.65Se0.34 Sample 1 at (a) B = 1 T and (b) B = 4 T. The thermal Hall angle ✓H

is extracted from the ratio of the thermal Hall conductivity and thermal conductivity with
tan✓H = xy

xx
.

along the sample. The actual temperature differs for about 0.5 K between the hot and cold
end of the sample.

Furthermore, the difference between Seebeck channels Sx and S
0
x has a monotonic

dependence with temperature which increases from a near-zero value to a finite value when
enters the normal state. In contrast, the zero-field Nernst signal shows a non-monotonic
dependence with temperature (such as Panel (c) of Figure 5.2), which can not come from
the contribution of a monotonic Seebeck pickup.

Besides, we also measured the Nernst signal in Fe1+yTe1�xSex Sample 1 after remak-
ing the contacts. Sample 1 still shows a spontaneous Nernst signal at B = 0 T (as shown in
Figure 5.18 (e) and (f)). The magnitude of the spontaneous Nernst signal eN is comparable
to the result in Panel (c) of Figure 5.2, which is taken before remaking the contacts. We
note that the temperature dependence of the eN is different from what is measured with the
original contacts. We suspect that is due to the inhomogeneity of the Fe impurities in the
sample. Similar patterns are observed in other samples, like those in Figure 5.14 (c).

In conclusion, the measured Seebeck coefficients verify the homogeneity of our sam-
ple. As a result, the zero-field Nernst signal is not simply due to the pickup of inhomoge-
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neous Seebeck signal and is intrinsic to the Fe1+yTe1�xSex samples.

5.5 Conclusion

To conclude, we study the Nernst effect in Fe-based superconductor Fe1+yTe1�xSex and
find a filed-symmetric Nernst signal which is non-zero as B ! 0 and only appears in the
superconducting state. Our experiment provides the first evidence of a locally broken TRS
in the bulk of a topologically non-trivial superconductor. The spontaneous Nernst signal
varies in different Nernst channels and the overall strength is sensitive to the concentra-
tion of excess Fe, suggesting its relevance to the TRS-breaking local moments on these
interstitial Fe sites. Our results also indicate an unconventional vortex contribution and
provide indirect evidence of the existence of QAVs, although more theoretical explanation
is needed to illustrate the underlying mechanism.
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Figure 5.18: (a) Experimental configuration of Fe1+yTe1�xSex Sample 1, which is the same
as the Fe1+yTe1�xSex Sample 1 configuration in the main text. Six contacts were remade
to make sure they are well aligned. Sx and Sx0 are two Seebeck channels being measured
simultaneously. Blue solid circles are electrical contacts. Dashed lines and arrows label the
distance between the contacts. (b), (c) and (d) are measured Seebeck coefficients for three
pairs of Seebeck channels. The Seebeck coefficients of channel S 0

1 overlaps with channel
S1 after multiplying by a factor of 0.94. The scaling factor between Seebeck channels S2

and S
0
2, S3 and S

0
3 are 0.84 and 0.87. Gray solid lines mark S = 0 with their widths indicate

the error bar of the Seebeck coefficient. The heater resistance is 1 k⌦. The heater current
is 0.4 mA. (e) Temperature dependence of the thermopower k · S (Seebeck signal) and the
observed Nernst signal eN in Sample 1. The thermopower signal S was scaled by a factor
k = 0.16 to match the T -dependence of S and eN . (f) The intrinsic spontaneous Nernst
signals NS vs. T in Sample 1, which is extracted by subtracting the scaled thermopower
signal NS(T ) = eN(T )� k · S(T ).
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CHAPTER 6

Conclusions and Outlook

6.1 Summary

Motivated by the interesting phenomena that have been discovered in quantum materi-
als, we developed a new experimental technique to measure the electronic and magnetic
properties of different types of materials. Multiple thermal transport, thermoelectric and
thermodynamic studies are conducted in transition metal oxides and topological supercon-
ductors to reveal their novel properties across different types of phase transitions, such as
the metal-insulator transition, magnetic phase transition and superconducting transition.

We developed a highly sensitive torque differential magnetometry using the qPlus
mode of a quartz tuning fork. We observe a sharp resonance of the quartz tuning fork
with a Q factor of 104 at low temperatures down to 20 mK. Two different circuits for low
and high field measurements maintain high sensitivity in both conditions. We calibrate
our torque differential magnetometry by measuring the angular dependence of the hystere-
sis loop in ferromagnetic single-crystal Fe0.25TaS2. The hysteresis loop measurement in
the ferromagnetic Fe0.25TaS2 single crystal proves that QTF can achieve a sensitivity of
magnetic moment measurement at around 10�7 emu, which is comparable to other state-
of-the-art magnetometers. Furthermore, we demonstrate the high sensitivity of the torque
differential magnetometry by measuring the quantum oscillations of a bismuth single crys-
tal. To use the tuning fork magnetometry in a wet cryogenic system, we also make vacuum
cells for the tuning forks which could hold a high vacuum at liquid Helium temperature. We
also demonstrate the application of tuning fork magnetometry in a pulsed magnetic field up
to 65 T by measuring the hysteresis loop and melting field of underdoped high-temperature
superconductors YBa2Cu3Oy. All of these measurements demonstrate that our qPlus QTF
magnetometry is a reliable method for conducting torque differential magnetometry mea-
surements, especially at cryogenic temperatures and intense magnetic fields.

We conduct thermal transport study in two strongly correlated materials, vanadium
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dioxides (VO2) and SmBaMn2O6. We investigate the thermal conductivity across the
phases transitions in VO2 and SmBaMn2O6 single crystals by performing the thermal trans-
port measurement with an extremely slow sweeping speed of temperature. A narrow ther-
mal conductivity peak is revealed within the first-order metal-insulator transition in VO2

single crystals. The thermal conductivity peak doesn’t show obvious dependence on the
magnetic field, which indicates that the strong enhancement of the thermal conductivity
could possibly due to the softening of certain phonon modes at the phase transition. In
SmBaMn2O6 single crystals, both electrical resistance and magnetic susceptibility show
abrupt change accompanied by a narrow hysteresis loop at Tco1 ⇠ 362 K. Upon further
cooling down, another anomaly takes place between 150 K and 210 K (around Tco2) which
is manifested by a much broader hysteresis loop. The total thermal conductivity is en-
hanced by 3⇠4 times within the MIT at Tco1, while no obvious peak is observed around
Tco2. The enhancement of thermal conductivity within the structural transition at Tco1 is
likely due to the phonon softening. Around TN , the spin-phonon coupling in this mate-
rial strongly modifies the phonon spectra and prevent the evolution of soft-phonon modes.
The hardening of soft-phonon modes around TN may explain the absence of thermal con-
ductivity peak around Tco2, which lies right above TN . The results in SmBaMn2O6 single
crystals further prove that the thermal conductivity peak across a structural phase transition
could possibly come from the soft-phonon contributions. These experiments provide a new
idea to solve the thermal management issues in solid-state materials and could also bring
potential applications in electronic devices.

To reveal the superconducting gap structure of a topological superconductor candidate,
we conduct the heat capacity measurement in the Nb-doped Bi2Se3 single crystals. For all
samples, the heat capacity shows an exponential decay when T approaches zero, which
indicates a nodeless superconducting gap structure. Both the nematic order observed in
the torque magnetometry measurement and the nodeless gap structure obtained by the heat
capacity measurement indicate an odd parity topological superconductor.

We also present a study of the Nernst effect in an iron-based superconductor with a
non-trivial band topology Fe1+yTe1�xSex. We find a filed-symmetric Nernst signal which
is non-zero as B ! 0 and only appears in the superconducting state. Our experiment
provides the first evidence of a locally broken TRS in the bulk of a topologically non-trivial
superconductor. The spontaneous Nernst signal varies in different Nernst channels and the
overall strength is sensitive to the concentration of excess Fe, suggesting its relevance to
the TRS-breaking local moments on these interstitial Fe sites. Our results also indicate an
unconventional vortex contribution and provide indirect evidence of the existence of QAVs,
although more theoretical explanation is needed to illustrate the underlying mechanism.
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Figure 6.1: Basic modes of vibration and their typical resonance frequencies of quartz
crystals.

6.2 Future Work

6.2.1 Magnetometer with Quartz Crystals Working at Megahertz (MHz)
Range

Our experiments in the DC magnetic field have proved that the qPlus QTF magnetometry is
a reliable method for conducting torque differential magnetometry measurements in many
different types of materials. But we failed to reveal the quantum oscillation signals in
bismuth single crystals in a pulsed magnetic field. One possible reason is the responding
speed of the QTF is not enough to reveal a fast oscillating signal. For a short magnetic
pulse up to 10 T, the total rising-up time is 8 ms. There are roughly 7 to 8 periods of
quantum oscillation signals within this period of time, which means each period only has
a time span of around 1 ms. Qualitatively speaking, the responding time t of a QTF is
proportionally related to its quality factor Q but inversely proportional to its resonance
frequency !0, which can be expressed as the following simple form.

t ⇠
Q

!0
(6.1)

A larger Q factor indicates the QTF needs a longer time to be damped. A lower resonance
frequency means it needs longer time to finish one oscillation period, which also indicates
a longer time to reflect the change it has detected. In order to have a fast enough respond-
ing speed, the responding time needs to be shortened. Therefore, we need a QTF with a
higher resonance frequency. As has been introduced in Chapter 2.1.3, we use QTFs with
a resonance frequency of 192 kHz in the pulsed field. In order to increase the responding
speed by an order of magnitude, we have to turn to the quartz oscillators with a resonance
frequency of MHz range.

The bad news is the highest frequency of a commercially available QTF is lower than
500 kHz. The reason is a QTF works at the flexure mode (bending or bowing) of a quartz
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Figure 6.2: The design of the quartz crystal in a deposition monitor [313].

crystal, which has a frequency range of ⇠ 100 kHz and much lower compared to the thick-
ness shear mode of the quartz crystals (⇠ 1 to 150 MHz), as shown in Figure 6.1. To
achieve a resonance frequency of about MHz range, we need to use the shear mode of
the quartz crystals. The resonant frequency of a mechanical oscillator depends on its size,
shape, elasticity, and the speed of sound in the material. Depending on the shape and orien-
tation of the crystal blank, many different modes of vibration can be used and it is possible
to control the frequency-temperature characteristics of the quartz resonator to within close
limits by an appropriate choice. The most commonly used type of resonator is the AT-cut,
where the quartz blank is in the form of a thin plate cut as an angle of about 35�15’ to the
optic axis of the crystal. The AT-cut quartz crystal works on the thickness shear mode on
resonance. For industrial applications, high-frequency quartz crystals are typically cut in
the shape of a simple rectangle or circular disk while low-frequency crystals, such as those
used in digital watches, are typically cut in the shape of a tuning fork.

We are working on the quartz plates with a resonance frequency of several MHz. One
big challenge is to figure out the mounting place of the sample on the quartz plate. The
commercially available quartz plates at several MHz range are either rectangular shape or
round shape (as shown in Figure 6.3). For the rectangular shaped quartz plate, we have
a hard time figuring out where to mount the sample without damping the resonance too
much. The round shape quartz might bring more hope since it has been widely used as the
essential device for the deposition monitor, which measures the rate and thickness in a thin
film deposition process. Figure 6.2 depicts the design of the quartz crystal in a deposition
monitor. A circular-shaped crystal increases the symmetry and reduces the number of
allowed vibrational modes. With a special design of the deposited electrodes, it can better
trap the acoustic energy and limits the excitation to the central area. Energy is not reflected
back to the center when it reaches the edge, which decreases the interference with newly
launched waves. With the crystal vibration restricted to the plate center, the plate can be
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(a) (b)

Figure 6.3: 4 MHz (a) rectangular-shaped and (b) round-shaped quartz oscillators.

clamped at the outer edge without introducing any undesirable effects. The mechanism of
the crystal used for monitoring the deposition thickness is quite simple. For a bare quartz
plate, it has a resonance period of Tq and a mass of Mq. After a small mass Mf is deposited
on the center of the quartz plate, the resonance period changes to Tc. It was recognized by
Behrndt [314] in 1971 that

Mf

Mq
=

(Tc � Tq)

Tq
=

�F

Fc
, (6.2)

where Fc =
1
Tc

, Fq =
1
Tq

, and �F = Fq � Fc is the change in resonance frequency. So we
can tell the newly deposited mass by measuring the change of the resonance frequency.

With all the advantages of the round shape quartz plate, it’s hopeful that we can adopt
this device and further modify it for our torque magnetometry setup. Although there are still
several questions to answer. What could be a reasonable sample mass or sample volume?
It could greatly damp the vibration if a huge sample is attached to the center of the quartz
plate. How should the resonance frequency change correspond to the magnetization signal
coming from the sample? Since the mechanical model of a quartz plate working with the
shear mode totally differs from that of a QTF, it is necessary to derive a new mechanical
model that links the measurement variable to the physical quantity of the sample.

The other direction of shorting the responding time is decreasing the quality factor
of the quartz crystal. The intrinsic Q of a quartz crystal is about 107 at 1 MHz, which is
even higher than the Q of a QTF. One way to bring down the Q is to increase the sample
mass. The other way is to add exchange gas inside the probe or merge the quartz crystal
into the liquid to decrease the Q. Our data in Figure 2.9 and Figure 2.10 show that both the
exchange gas and the liquid could help to damp the vibration of the QTF.
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6.2.2 Thermal Hall Measurement in Fe1+yTe1�xSex Single Crystals

The pseudogap phase in high Tc superconductors has been extensively studied since its dis-
covery. Whether the pseudogap phase is a precursor of the superconducting state [315, 316,
317] or they are independent/competitive phases [276, 318, 319, 320] are still controversial.
It has been suggested that the pseudogap phase may be a common feature in many uncon-
ventional superconductors, such as heavy fermions [321] and topological superconductors
[322]. In recent years, there has been a lot of debate about the existence of pseudogap
states in the iron-based superconductors. Experimental evidence shows that the pseudogap
is present in the iron chalcogenide FeSe [323] and Fe1+yTe1�xSex [324, 325], iron pnic-
tides LaFeAs(O1�xFx) [326, 327] and SmFeAs(O1�xFx) [328, 329], as well as hole-doped
Ba1�xKxFe2As2 [330, 331] and electron-doped Ba(Fe1�xCox)2As2 [332, 333, 334]. Al-
though counter-evidence has also been provided by scanning tunneling spectroscopy mea-
surements performed on Ba(Fe1�xCox)2As2 [335] and FeSe[336]. In the family of iron-
based superconductors, Fe1+yTe1�xSex has attracted more and more attention nowadays
due to the fact that it holds a superconducting Dirac surface state and Majorana bound
states (MBS) at the vortex cores [134, 135, 136]. Apart from magnetotransport and ther-
mopower measurements [324, 325], it’s necessary to look for other experimental evidence
to verify the existence of pseudogap phases in Fe1+yTe1�xSex.

Recently, a giant negative thermal Hall conductivity has been discovered in the pseu-
dogap phase of four different cuprate superconductors [337]. It suggests that the thermal
Hall effect measurements could also provide evidence for the formation of the pseudogap
phase in iron-based superconductors [334]. We propose to conduct thermal Hall measure-
ments in Fe1+yTe1�xSex single crystals with different excess Fe levels. It has been re-
ported that the excess Fe content in Fe1+yTe1�xSex samples affects the pseudogap temper-
ature much more strongly than the superconducting transition temperature Tc [324]. So it’s
highly possible that we would see some correlation between the thermal Hall conductivity
and the excess Fe content in Fe1+yTe1�xSex single crystals. Although we have performed
a quick test on the thermal Hall signal in Fe1+yTe1�xSex single crystals, the type-E ther-
mocouples generate quite large noise during the temperature or field sweep which could
smear out the very small thermal Hall signal. So in the future experiment, we propose to
conduct the thermal Hall measurement with a steady-state method, which means we are
going to take data at a fixed temperature and magnetic field. Hopefully, the steady-state
method could eliminate the electromotive force generated within the thermocouple loops
during a field sweep.

The short-term goal of this research is to search for indications of the pseudogap phase
in the iron-based superconductors. The origin of the pseudogap is crucial in understand-
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ing the pairing mechanism of the unconventional superconductors, especially the high Tc

superconductors.
My Ph.D. thesis focuses on the development of new measurement technologies such as

the torque differential magnetometry and the thermal measurement setup compatible with
PPMS. The QTF-based magnetometry is a reliable method for conducting torque differ-
ential magnetometry measurements at cryogenic temperatures and intense magnetic fields.
It also solves multiple problems that have been faced by the traditional cantilever-based
magnetometry when being used in a pulsed magnetic field. Due to its high sensitivity, the
QTF-based magnetometry becomes a powerful probe to resolve the electronic and mag-
netic anisotropy of novel solid-state materials and can be used in many different research
fields in condensed matter physics. The home-designed TTO puck that’s compatible with
PPMS makes a great compensation for performing thermal measurements on small sam-
ples in PPMS. This setup can potentially be used for conducting thermal measurements for
all types of materials.
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Benoı̂t Fauqué, and Kamran Behnia, Phys. Rev. B 83, 020504(R) (2011).

[272] H.-C. Ri, R. Gross, F. Gollnik, A. Beck, R. P. Huebener, P. Wagner, and H. Adrian,
Phys. Rev. B 50, 3312 (1994).

[273] Yayu Wang, N. P. Ong, Z. A. Xu, T. Kakeshita, S. Uchida, D. A. Bonn, R. Liang,
and W. N. Hardy, Phys. Rev. Lett. 88, 257003 (2002).

131

https://journals.aps.org/pr/abstract/10.1103/PhysRev.96.1442.2
https://journals.aps.org/pr/abstract/10.1103/PhysRev.102.656
https://journals.aps.org/rmp/abstract/10.1103/RevModPhys.63.239
https://link.springer.com/article/10.1007/BF00654872
https://dx.doi.org/10.1088/0953-2048/26/11/115011
https://journals.aps.org/rmp/abstract/10.1103/RevModPhys.80.1083
https://journals.aps.org/rmp/abstract/10.1103/RevModPhys.83.1057
https://iopscience.iop.org/article/10.1088/0034-4885/74/12/124503
https://iopscience.iop.org/article/10.1088/0034-4885/74/12/124503
https://www.sciencedirect.com/science/article/pii/S0304885306017409
https://iopscience.iop.org/article/10.1209/0295-5075/79/17006
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.104.057005
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.107.277001
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.83.020504
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.50.3312
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.88.257003


[274] M.-S. Nam, A. Ardavan, S. J. Blundell, and J. A. Schlueter, Nature (London) 449,
584 (2007).

[275] C. M. Varma, Phys. Rev. B 55, 14554 (1997).

[276] C. M. Varma, Phys. Rev. Lett. 83, 3538 (1999).

[277] Wei-Cheng Lee, Shou-Cheng Zhang, and Congjun Wu, Phys. Rev. Lett. 102, 217002
(2009).

[278] Saurabh Maiti and Andrey V. Chubukov, Phys. Rev. B 87, 144511 (2013).

[279] M. Marciani, L. Fanfarillo, C. Castellani, and L. Benfatto, Phys. Rev. B 88, 214508
(2013).

[280] Jian Kang, Andrey V. Chubukov, and Rafael M. Fernandes, Phys. Rev. B 98, 064508
(2018).

[281] A. Kaminski, S. Rosenkranz, H. M. Fretwell, J. C. Campuzano, Z. Li, H. Raffy, W.
G. Cullen, H. You, C. G. Olsonk, C. M. Varma and H. Höchst, Nature (London) 416,
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