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 Abstract 

 
 A rechargeable battery with a metallic anode offers the possibility of significant 

improvement in energy density.  However, commercialization of this technology has been 

hampered by several issues, including safety concerns posed by the formation and growth of 

dendrites during cycling.  Use of a solid electrolyte can potentially address these concerns. 

Specifically, the solid electrolyte with composition Li7La3Zr2O12 (LLZO) has shown promise in 

conjunction with a Li metal anode due to its favorable combination of high conductivity and 

chemical stability.  The present work characterizes several important properties of metallic 

anodes and LLZO at the atomic scale using Density Functional Theory (DFT) and molecular 

dynamics (MD) simulations. 

 First, thermodynamic deposition/dissolution efficiencies and nucleation rates for seven 

metals were assessed.  Thermodynamic overpotentials were evaluated via DFT at terraces and 

steps on several low-energy surfaces.  In general, overpotentials were observed to be smallest for 

plating/stripping at steps, and largest at terraces.  Differences in coordination numbers between 

the surface and bulk were found to correlate with overpotential magnitude.  Due to their low bulk 

coordination, body-centered alkali metals were predicted to be thermodynamically efficient for 

plating/stripping.  In contrast, metals with larger bulk coordination, such as Al, Zn, and alkaline 

earths, exhibited higher thermodynamic overpotentials.  The nucleation rate during 

electrodeposition was estimated using a classical nucleation model informed by the present DFT 

calculations.  Nucleation rates were predicted to be several orders of magnitude larger on alkali 



 xvi 

metal surfaces than on other metals.  This multi-scale model highlights the sensitivity of 

nucleation behavior on the morphology and composition of the electrode surface. 

 Next, DFT calculations were employed to assess the elastic properties of eight candidate 

anode materials.  These properties were predicted as a function of temperature within the quasi-

harmonic approximation.  Anisotropy was assessed by resolving the moduli as a function of 

crystallographic direction.  The alkali metals were predicted to have the smallest elastic moduli 

overall, which decreased with increasing atomic number.  Al and Mg were predicted to exhibit 

highly isotropic elastic properties, while the alkali metals were highly anisotropic.  In cubic 

systems, crystallographic directions exhibiting extrema in the elastic properties were 

diametrically opposed: under axial loading, the stiffest (most compliant) orientation was <111> 

(<100>), while in shear <100> (<111>) was the stiffest (most compliant).  Importantly, the 

maximum anisotropic shear modulus of some metals was observed to be more than twice as 

large as their respective polycrystalline values.  

 Finally, to better understand the impact of grain boundaries (GB's) on the performance of 

LLZO, the structure of a wide range of tilt and twist axis GB's, including amorphous GB's, were 

predicted via classical MD and Monte Carlo simulations.  Their energetics, composition, and Li 

transport properties were assessed.  Little to no change was observed in the concentration of the 

four constituent elements across GB's, with the exception of amorphous Σ9(221)/[110], which 

showed a significant decrease in the density.  Modeled Li trajectories and quantitative estimates 

of the diffusivity indicate that Li mobility is slowed (relative to bulk) in all GBs examined.  The 

activation energy (∆Ea) for GB diffusion was comparable to or higher than the bulk. 

Interestingly, diffusivity and ∆Ea both decreased with increasing grain boundary energy. A 

relationship between the pre-exponential factor (D0) and ∆Ea was observed, which suggested 



 xvii 

significant variation of D0 within the grain boundaries examined.  Li diffusivity exhibited greater 

sensitivity to temperature within crystalline GB's than in amorphous GB's.  Diffusivity at the 

GB's demonstrated anisotropy, with diffusion generally slower parallel to the GB plane, and 

faster normal to the plane. 
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Chapter 1!Introduction 
 

1.1 Motivation 

The lithium-ion battery (LIB) is one of the great technological achievements of recent 

generations, earning the 2019 Nobel Prize in Chemistry for its inventors.  The global energy 

demand for the LIB is projected to exceed 120 GWh by the end of 2020, driven largely by 

consumer electronics, but increasingly by automotive and grid storage applications.  By the end 

of the decade, it is estimated that nearly 10% of light duty vehicles sold will possess a LIB.1  The 

current energy storage goals specified by the US Department of Energy Vehicle Technologies 

Office list the required useable cell-level specific energy at 350 Wh/kg,2 exceeding the highest 

available LIB specific energy (265 Wh/kg).3  Indeed, due to the intrinsic energy density 

limitations of Li-ion batteries,4 it is generally accepted that battery chemistries “beyond Li-ion” 

are highly desirable,5-8 requiring the development of materials to meet these challenges.  This 

dissertation presents atomistic computational studies of metallic anodes and the solid-state 

electrode Li7La3Zr2O12 (LLZO), both of which show promise as components of future 

rechargeable batteries. 

Metals are promising candidates for future battery anodes because they have higher 

theoretical gravimetric and volumetric charge capacities than the graphite-based, intercalation 

anodes used in current LIB, as shown in Table 1.1.  In some cases, the gains are by an order of 

magnitude, such as Li and Al in the case of gravimetric capacity, and Al in the case of 
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volumetric capacity.  Furthermore, the higher abundance of non-Li metals may result in reduced 

costs. 

As shown in Figure 1.1, numerous solid electrolytes have been explored as components 

in rechargeable batteries.12  The highest ionic conductivities belong to the sulfides; this is likely  

a result of the high polarizability of the sulfide ion.13  However, sulfides are sensitive to moisture 

in the air, and can form toxic H2S.14  Alternatively, oxides are generally stable to air exposure, 

allowing for greater ease of handling. 

Among the oxides, the NASICON-like solid electrolytes exhibit high Li-ion 

conductivities (~1 mS/cm), but they tend to be unstable when in contact with Li metal.15-17  

Perovskites show high Li-ion conductivities (0.1 – 1 mS/cm), but in addition to being unstable 

when in contact with Li metal, they exhibit high grain boundary resistances.12, 17-18  Perhaps the 

most promising solid electrolyte class is the garnets, among which is Li7La3Zr2O12 (LLZO).19-20  

In addition to high Li-ion conductivity, the garnet oxides demonstrate chemical stability with Li 

metal.21-24 

Table 1.1 Properties of candidate negative electrode metals for use in battery applications. 

Anode Abundance (ppm)9  
Gravimetric  

Capacity (mAh/g) 
Volumetric  

Capacity (mAh/cc) 
Potential vs SHE (V)10  

Al 83,176 2980 8046 -1.66 
Ca 52,481 1337 2046 -2.87 
Mg 32,359 2205 3837 -2.37 
Na 22,909 1166 1181 -2.71 
K 9,120 685 624 -2.93 

Zn 79 820 5846 -0.76 
Li 13 3862 2093 -3.04 

Graphite11 - 300–350 790 -2.79 to -2.94 

 



 20 

 

Figure 1.1 Ionic conductivities for classes of Li-ion conducting solid electrolytes.  Adapted from Bachman et 
al.12 
 

1.2 Metal Anodes and Dendrites 

1.2.1 Lithium 

The earliest iterations of the LIB incorporated Li metal as the anode, but attempts to 

commercialize a Li metal-based cell were unsuccessful mainly because of dendrite growth 

during charging.25-26  Today, Sion Power manufactures and sells a rechargeable battery with a 

ceramic-coated metallic anode, but it is currently relegated to niche markets, such as unmanned 

aerial vehicles.27  Implementation of a Li metal anode for mass commercialization is extremely 

desirable, but so far unsuccessful due to a number of problems, including dendrite formation. 

The problem of dendrites has proven a major obstacle toward the implementation of 

metallic Li anodes.28-29  Past strategies to control dendrite growth have included the addition of 

additives to the electrolyte;6, 28-31 applying an artificial protective layer to the anode surface32 to 

1)  serve as a stiff barrier to dendrite growth,6, 28, 30 2) modify the solid electrolyte interphase 

(SEI) and 3) accommodate volume changes,28 and 4) control surface morphology;28, 30-31 using 
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ionic liquids as electrolytes;31 and implementing 3D current collectors to increase surface area 

and reduce current density.28-29  An additional challenge associated with the implementation of 

Li metal in rechargeable batteries, as well as metallic anodes more broadly, is the drastic volume 

change that occurs during cycling.  This can fracture the SEI,28, 33 which is essential for stable 

operation.  Strategies to address this issue include the use of block copolymers29, 33 and 

application of external pressure.33   

1.2.2 Zinc 

 Primary Zn-air batteries are currently on the market, usually providing power for small 

devices such as hearing aids.  Rechargeable batteries incorporating a Zn metal anode are still 

largely in development, although Fluidic Energy has commercialized a rechargeable Zn−air 

battery as an energy storage option for solar power installations.34  The Zn-air battery is one of 

the most widely studied rechargeable Zn metal batteries, and is often composed of a Zn metal 

anode, alkaline electrolyte, separator, and a porous carbon air cathode with catalyst to facilitate 

oxygen reduction.35-36  Although the open circuit voltage is 1.65 V, actual operating voltages are 

much lower due in large part to the overpotential associated with oxygen reduction, and 

recharging is inefficient due to the overpotential associated with the oxygen evolution reaction.35-

36  Other Zn metal rechargeable battery chemistries that have been investigated include a non-

aqueous electrolyte with manganese oxide,37-38 and cathodes composed of vanadium-based 

oxide, Prussian blue analogs, olivine-based phosphates, various Chevrel phase compounds, or 

organic quinones.37 

As is common with other metallic electrodes, dendrite formation is problematic during 

cycling, with Zn providing the basis for early efforts to model dendrite formation.39  Efforts to 

suppress Zn dendrites include alloying with other metals,40-41 coating the surface with aluminum 
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oxide or lithium boron oxide,41 and adding polymers to the electrolyte.40-41 Ionic liquids have 

been attempted to mitigate dendrite formation with limited success,42-43 although Liu et al. 

demonstrated 50 cycles by adding Ni(TfO)2 to Zn(TfO)2 in [EMIm]TfO.44  Additionally, the 

previously mentioned rechargeable Zn-air battery developed by Fluidic incorporates ionic liquids 

as electrolyte.34 

1.2.3 Aluminum 

While the Al-air battery with a metallic Al anode has proven to be a successful primary 

energy storage device,45 the utilization of an aqueous electrolyte frustrates its use as a 

rechargeable battery due to the irreversibility of the Al2O3 discharge product.46  Rechargeable 

batteries using organic solvents with an Al metal anode have been attempted, including 

electrolytes composed of AlCl3 dissolved in tetrahydrofuran (THF), propylene carbonate (PC), 

and formamide (FA),47 and combinations of the salts (C2H5)4NCl (TEA), AlCl3, and KCl in a 

variety of organic solvents.48  These have demonstrated the ability to strip the Al anode, but not 

plate due to the persistence of the passivating oxide layer.  Ionic liquids have plated and stripped 

reversibly at room temperature,31, 49-51 but the corrosion of passive elements by the highly 

concentrated chlorides is problematic.  Nakayama et al. studied the reversibility of Al using 

AlCl3 in a variety of sulfones, and showed evidence of reversibility at room temperature when 

the electrolytes were diluted with solvents with small dielectric constants, such as benzene (εr = 

2.27) or toluene (εr = 2.38).  Furthermore, there was reduced corrosion of stainless steel because 

of lower chloride concentrations, and no dendrites were observed.52 

This lack of dendrites is inconsistent with the prevailing literature on Al deposition 

morphology, which consistently shows dendritic growth except at very low current densities.46  

Chen et al. recently studied Al metal anodes in cells with graphite cathodes and the ionic liquid 
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1-ethyl-3 methylimidazolium chloride ([EMIm]Cl) as electrolyte, which demonstrated stable 

cycling over 45000 cycles at current densities of 5 mA/cm2.53  They attribute this performance to 

the native oxide layer on the as-received foil protecting the Al surface, allowing the electrolyte to 

come into contact with the Al metal only at locations where defects in the Al2O3 have occurred.  

These limited reaction sites allow cycling while at the same time confining the dendrites, 

limiting their growth, and eliminating the creation of “dead Al,” dendrites which no longer 

maintain contact with the substrate and no longer contribute to charge transfer.  This surprising 

mechanism suggests a possible route to an operable battery with Al metal as anode. 

1.2.4 Magnesium 

Mg metal anodes have been successfully implemented in primary batteries, but a 

secondary battery is still in research and development stages.  Early electrochemical studies of 

Grignard reagents in ether,54 and later in THF,55 showed that Mg metal could be reversibly plated 

and stripped.  Unfortunately, these solutions yielded a narrow anodic stability window and very 

low ionic conductivity.56  Gregory et al. systematically tested various organic electrolytes with 

Mg metal anodes, and found that magnesium organoborates could both efficiently plate and strip 

Mg.57  Unfortunately, these electrolytes also provided a narrow anodic stability window.  

Aurbach et al. developed the first, reliable, rechargeable Mg battery with a Chevrel phase Mo3S4 

cathode, an electrolyte with organohaloaluminate salts in THF, and a Mg anode.58  The device 

showed an impressive cycling efficiency, a high Mg2+ conductivity (1 – 1.4 mS/cm), and a 

charge capacity loss of <15% after 2000 cycles at various current densities (0.1 – 1 mAh) and 

temperatures (-20°C – 80°C).  However, a small nominal voltage of 1.1 V at current densities up 

to 2 mAh/cm2 was reported, as well as a 100 Wh/kg energy density.59 
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 Reports have suggested that Mg may deposit granularly, both in Grignard-based 

electrolytes,60 as well as Mg(TFSI)2.61  Such reports led to widespread speculation that Mg could 

electrodeposit “dendrite-free,” perhaps due to reduced surface diffusion barriers,62 and spurred a 

significant amount of interest in Mg as a metal anode since it seemed to side-step the dendrite 

issue which plagued other metallic anodes.63-66  More recently, Davidson et al. showed that Mg 

will form highly anisotropic, stiff, dendritic fractal deposits when the rate of nucleation 

significantly exceeds the rate of surface self-diffusion.67  This most commonly occurs when high 

currents are applied to regions of local inhomogeneity and high reactivity, such as at electrode 

edges and at defect sites, which can be further exacerbated by operation at low temperatures.  

Therefore, while the danger from dendrites is less than in chemistries involving other metals, it is 

still an important factor that should not be neglected. 

1.2.5 Sodium 

There are currently rechargeable battery systems on the market utilizing molten Na 

electrodes, such as Na-S and ZEBRA batteries.   These are large, stationary systems for load-

levelling and emergency power applications.68-69  However, a battery incorporating a solid Na 

anode would be preferable for applications requiring high energy density, such as electric 

vehicles.  There is considerable interest in Na metal anode batteries, as evidenced by numerous 

studies mainly focused on Na-O2 and Na-S systems.68, 70-71   

Dendrites have been a problem for Na metal batteries, but recent advances have made 

significant headway toward safe implementation.  Wu et. al. was able to achieve over 300 cycles 

at 1 C cycling rate with a concentrated electrolyte consisting of 2 M NaTFSI in a 7:3 mixture of 

trimethyl phosphate and fluoroethylene carbonate.72  This cycling performance was attributed to 

the solid electrolyte interphase (SEI) composed primarily of NaF, which suppressed dendrite 
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growth.  Choudhary et. al., after determining that NaBr had low surface diffusion energy barriers 

via a density functional theory study, applied an artificial SEI of NaBr and achieved over 250 

stable cycles.73  Gao et. al. compared the performance of the NASICON solid electrolyte with 

stoichiometry Na3Zr2Si2PO12 at 60°C with a liquid electrolyte containing 1 M NaClO4 dissolved 

in a mixture of propylene carbonate and fluoroethylene carbonate.74  The all-solid-state battery 

prevented dissolution of the Prussian blue cathode which plagued batteries with liquid 

electrolytes, showed higher charge capacity and lower total resistance, and demonstrated a lack 

of dendritic growth after 200 cycles.  Other attempts at mitigating dendrites have included the 

use of novel carbon structures, such as microspheres75 and sheets of carbon nanotubes.76-77 

1.2.6 Potassium 

The study of metallic potassium as a rechargeable battery anode is in relatively nascent 

stages.  In 2013, Ren et al. reported a K-O2 battery which showed a discharge/charge potential 

gap of less than 50 mV during the initial cycle, with rapid capacity decay caused by side 

reactions between the K and the ether solvent, as well as O2 crossing over to the K anode to form 

a passivating layer on the anode surface.78-79  Zhao et al. reported a K-S battery with very high 

initial charge capacity (513 mAh/g), but which faded to 202 mAh/g after 50 cycles due to 

irreversible polysulfide dissolution.80  By coating the cathode surface with polyaniline, they were 

able to improve the charge capacity to 329 mAh/g after 50 cycles.   

Potassium, like other metals, forms dendrites upon cycling, but strategies to mitigate this 

issue have met with some success.  Xiao et al. developed a cell using an electrolyte consisting of 

KFSI in DME at room temperature without any surface coating or modification to the Celgard 

separator, demonstrating cycling of the K metal anode for over 200 cycles at �99% Coulombic 

efficiency.81  The relative stability was attributed to the formation of a stable and uniform SEI.     
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1.2.7 Calcium 

Earlier investigations of Ca metal as a possible battery anode were performed in thionyl 

chloride solutions, where passivating layers composed primarily of CaCl2 were formed, 

producing high resistivity which effectively insulated the metal and inhibited further 

deposition.82  This insulating effect in the Ca/SOCl2 system was further corroborated by studies 

utilizing a variety of salts.83-84  Organic-based electrolytes for Ca systems showed similar 

results.85  A recent study showed reversible Ca plating and stripping in various concentrations of 

Ca(BF4)2 in a 50/50 wt% mixture of EC:PC, with 0.45 M Ca(BF4)2 yielding the best performance 

at 100°C.   However, small quantities of Ca were deposited, corresponding to 0.165 mAh/cm2.86  

This was later improved with the use of Ca(BF4)2 in THF, where CaH2, instead of the usual 

passivating products of calcium oxidation, formed and created a protection layer, yielding 1 

mAh/cm2 of charge.87  However, the Coulombic efficiency of 96% was too low to be practical, 

and only 10 cycles were reported. 

1.3 Li7La3Zr2O12 (LLZO) 

Fast Li-ion conductors with cubic garnet structure and nominal composition Li5La3M2O12 

(M = Nb, Ta) showed excellent stability against molten Li,88 as well as a high bulk ionic 

conductivity of ~1 mS/cm.  However, the total ionic conductivity was ~7x10-5 S/cm, making it 

impractical for use in a battery.  With the substitution of Zr to form the cubic garnet phase 

Li7La3Zr2O12 (LLZO),20 the new material exhibited total Li-ion conductivities of ~0.1 mS/cm for 

1 cm thick pellets, chemical stability with both air and molten Li, and thermal stability over a  
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Figure 1.2 Li sub-lattice for the cubic (left) and tetragonal (right) phases of LLZO.  Adapted from Bernstein et 
al.89 
 

wide range of temperatures (20°C – 900°C); subsequent theoretical predictions and experimental 

measurements confirmed the electrochemical stability and wide electrochemical window of 

LLZO,90 making it a very promising candidate as an electrolyte for an all-solid-state 

rechargeable battery incorporating Li metal as an anode. 

LLZO is known to exist as one of two polymorphs, either cubic or tetragonal.  In cubic 

LLZO, Li migrates along a path consisting of tetrahedral sites bridged by octahedral sites, with 

56.8% of the tetrahedral 24d sites occupied, and 44.2% of the octahedral 96h sites occupied.91  In 

tetragonal LLZO, the 24d sites are transformed into fully-occupied tetrahedral 8a and  

unoccupied tetrahedral 16e sites, while the 96h sites are transformed into fully-occupied 

octahedral 16f and 32g sites.89, 92-93  The lower Li-ion conductivity of the tetragonal phase (~10-6 

S cm-1) is attributable to the fully-ordered Li distribution, whereas the higher conductivity of the 

cubic phase is attributable to the partial occupancy of the Li sublattice.92, 94-95 

 A distinctive chain process arises due to the arrangement of polyhedral interstitial Li sites  

within the cubic polymorph, as well as the conditions under which the 24d tetrahedral sites and  

the 96h octahedral sites may be occupied.91, 95  If the 96h site is occupied, then one of the 
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neighboring 24d sites must be unoccupied and the other occupied; or, if both of the tetrahedral 

sites are occupied, then the intermediate 96h site must be unoccupied.  Ab initio nudged elastic 

band calculations comparing diffusion in various cubic garnet structures (Li3La3Te2O12, 

Li5La3Nb2O12, and Li7Li3Zr2O12) showed that the distinctive Li diffusion process in LLZO 

yielded a much lower activation energy barrier compared to LLNO and LLTO.96 

1.4 Thermodynamic Overpotentials 

The deposition of metal adatoms onto a metal substrate, and the subsequent dissolution of 

the metal substrate, are the charge and discharge half-reactions in a rechargeable battery that 

utilizes a metal anode.  Anodic cycling efficiencies are determined by the overpotentials 

associated with these deposition/dissolution reactions.  In general, various mechanisms 

contribute to the overpotential: charge transfer across the electrochemical double-layer, transfer 

of mass across the cell, solvation/desolvation at the electrode/electrolyte interface, and 

 

Figure 1.3 Schematic illustration of overpotential dependence on current density.  Adapted from Liu et al.98 
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incorporation of the metal adatom into the substrate (removal from the substrate in the case of 

dissolution).97  Figure 1.3 shows these overpotential contributions in alternate forms, with 

different mechanisms dominating as the current density is varied, as might be observed in an 

electrochemical cell utilizing a liquid electrolyte.  Here, the thermodynamic overpotential, which 

is defined by the deposition/dissolution reaction energies at specific sites on the substrate 

surface, is the dominant mechanism only at low current densities, and thus at potentials near to 

the metal redox potential.  However, in all-solid-state batteries, this might not be the case.  For 

example, with adequate surface conditioning, and under a strictly controlled environment, LLZO 

is known to exhibit negligible interfacial resistance,99-100 suggesting that the kinetic overpotential 

contributors in Figure 1.3 (charge transfer, ohmic, concentration) are significantly lessened. 

Diverse deposition sites exist on a metal substrate surface, including kink sites, step-edge 

sites, and terrace sites,97  It is expected that the heterogeneity of these sites will yield a variety of 

deposition reaction energies, and thus site-specific thermodynamic overpotentials.  If, in certain 

electrochemical cells, kinetic overpotential contributions are significantly lessened, then the 

thermodynamic contribution can be expected to play an important role over a wide range of 

charge densities.  While it may be difficult to decouple individual factors giving rise to the 

overpotential, Density Functional Theory is a powerful computational method by which the 

thermodynamic overpotential may be evaluated. 

1.5 Anisotropic Elastic Properties 

Dendrite formation during cycling of a metal anode is a problem which has long 

hampered their implementation in rechargeable batteries.  Incorporation of a solid electrolyte, 

and application of adequate pressure, is expected to prevent non-uniform metal deposition and 

the propagation of dendrites.101  To better understand the interplay between mechanical 
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properties and dendrite formation, Monroe and Newman incorporated mechanical properties into 

an electrochemical model.102  A major conclusion of their work was the suggestion that the ratio 

 

Figure 1.4 SEM micrographs of the web structure in cycled LLZO.  a) Illustration of a fractured surface 

through a black linear feature, b) SEM image of a fracture surface, c) enlarged SEM micrograph of boxed 

area B in b), d) higher magnification of web structure in c), e) statistical distribution of the average hexagon-

like diameters defined by the web structure. f), g), and h) are successively amplified SEM images of the web 

structure after exposure to air.  Adapted from Cheng et al.103 
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of the shear modulus of the solid electrolyte to that of the anode should be greater than 

approximately two. 

Nevertheless, numerous examples exist of lithium metal-based cells undergoing failure 

due to dendrite formation.103-110  One example is shown in Figure 1.4, where Li metal appears to 

traverse the LLZO solid electrolyte along grain boundaries, despite LLZO possessing a 

polycrystalline shear modulus (54.8 – 68.9 GPa)111 far greater than twice that of Li (~4.25 GPa).  

It is likely that other factors are important in understanding these failures.  One possibility lies in 

anisotropies within the elastic moduli.  The Monroe/Newman model, as well as subsequent 

mechano-electrochemical models, have assumed polycrystalline elastic properties at the solid 

electrolyte/electrode interface, which may not be appropriate when the formation of dendrite 

nuclei occur at the nanoscale.  Accurate calculations of elastic properties would be an important 

step toward understanding failure modes associated with solid electrolytes. 

1.6 Grain Boundary Transport 

The solid electrolyte LLZO is attractive due to its high bulk ionic conductivity, but to be 

practical in a rechargeable, all-solid-state battery, it should also possess low grain boundary 

resistance.  It is not clear, however, to what extent the grain boundaries will impact diffusivity in 

LLZO.  For example, in perovskite solid electrolytes, the observation that grain boundaries 

severely impact diffusivity as compared to bulk has been attributed to the fact that ions travel 

along 2D pathways.  However, the 3D pathways present in LLZO may result in less disruption. 

Experimental studies have examined the impact of grain boundaries on the performance 

of LLZO, and in general, greater relative density has resulted in greater Li mobility.112-113  

Computational studies which have been performed have been limited to a few selected grain 

boundaries, but it is not certain if they are representative of all grain boundaries which may be 
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present in a sample.  While experimental measurements may indicate the performance of an 

aggregation of grain boundaries, they cannot distinguish between various grain boundary 

geometries.  Therefore, a study of Li transport within a broad set of grain boundaries expected to 

be present within a sample of LLZO would be helpful in revealing the role of grain boundaries in 

LLZO and in other solid electrolytes. 

1.7 Scope and Goals of Dissertation 

The goal of this dissertation is to examine fundamental properties of metal anodes and 

solid electrolytes. Understanding these properties is a prerequisite to establishing design 

principles for their incorporation into next generation rechargeable batteries.  Cycling efficiency 

on surfaces of the metals Al, Ca, Li, Na, K, Mg, and Zn is predicted using first-principles 

calculations to evaluate “thermodynamic overpotentials”114 associated with plating and stripping 

at terraces, step edges, and kinks.  These data are used to inform a continuum-scale nucleation 

model, provided by collaborators from the Thornton group, to predict nucleation rates and 

observe trends across a variety of anode substrates.  Additionally, calculations based on Density 

Functional Theory are used to evaluate the elastic constants, the aggregated, polycrystalline 

elastic properties, and the orientation-dependent elastic properties of these metals and Si at 

various temperatures.  These data will be useful for future mechano-electrochemical models 

which seek to predict the conditions under which metal dendrites form, and should guide 

strategies for their prevention.  Finally, classical molecular dynamics and Monte Carlo 

techniques are utilized to comprehensively characterize the structure of grain boundaries in the 

solid electrolyte LLZO.  Diffusion characteristics are quantified at grain boundaries, and trends 

in Li transport across a broad selection of grain boundary systems are explored. 
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Chapter 2!Methodology 
 

2.1 First Principles Calculations 

2.1.1 Density Functional Theory 

The Schrödinger equation, given by 

Dℏ
FG

FH
= JK                                                 (2.1) 

where ℏ is the reduced Planck’s constant, Ψ is the many-body wavefunction, and J is the 

Hamiltonian operator, describes the fundamental physics of systems of atoms.  Due to the 

complexity of the many-body interactions, certain simplifications are required.  One is the 

assumption of time-independence, which yields the more familiar eigenvalue problem, given by 

JK = MK                                                   (2.2) 

where M are the energy eigenvalues of the system.  Another simplification is the Born-

Oppenheimer approximation, which treats the atomic nuclei as static.  This is reasonable given 

that the masses of protons and neutrons are many times larger than those of electrons. 

Unfortunately, even with these simplifications, Eqn. (2.2) is too complex for any 

computer to solve in a reasonable amount of time for all but the simplest systems of atoms.  

Fortunately, Density Functional Theory (DFT), proposed by Hohenberg and Kohn in 1964 and 

formalized by Kohn and Sham in 1965,115-116 simplifies the problem even further by mapping the 

coordinate systems for many electrons onto a single coordinate system for a system-wide 

electron density.  The total energy of the system of atoms is described as a functional of the 

electron density, 

M N O = PQRS O N O TO + MV N O + W N O + MXY[N O ]          (2.3) 
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where N(O) is the electron density, V_`a b  is the electron-ion interaction potential, Ed n b  is 

the Coulomb energy, T n b  is the kinetic energy, and Efg[n b ] is the energy of electron 

correlation and exchange.  The electron density 

N O = 2 iQ O
j                                           (2.4) 

is written in terms of non-interacting electronic wavefunctions, i_.  The set of wavefunctions 

that minimize Eqn. (2.3) are determined by self-consistently solving the single-particle Kohn-

Sham equations 

kℏl

jm
nj + PQRS O + Po O + PXY O iQ = pQiQ                    (2.5) 

where pQ are the Kohn-Sham eigenvalues, and Vq is the Hartree potential, 

Po O = rj
S Os

OkOs
TOt                                        (2.6) 

which describes the interaction between an electron and the electron density.  Finally, the last 

term in the brackets in Eqn. (2.5) is the exchange-correlation potential, written formally as 

PXY[N O ] =
uvwx[S O ]

uS O
                                         (2.7) 

The treatment of wavefunctions varies depending on the system being analyzed.  While a 

system composed of individual atoms or molecules might be treated by localized orbitals, a 

larger system may be more conveniently described with periodic potentials.  In this case, as a 

result of Bloch’s theorem, electronic wavefunctions may be treated as plane waves propagating 

through a potential field generated by cores of ions.  A large number of plane waves are needed 

to expand the orbitals of core electrons near the ionic nuclei, as well as the valence electrons.  

Fortunately, further simplification can be achieved with the implementation of pseudopotentials, 

which replace the strong ion-electron interactions within a designated cut-off radius around the 

core with a much smoother potential.  



 35 

2.1.2 Exchange-Correlation Functionals 

The exact form of the exchange-correlation functional in Eqn. (2.3) is impossible to know 

exactly, so it must be treated with an appropriate approximation in order to solve the Kohn-Sham 

equations.  Among the most commonly used are the local density approximation (LDA)-type 

functionals and the generalized gradient approximation (GGA)-type functionals.  The LDA-type 

functionals treat the electrons as a homogeneous gas,117 where data from quantum Monte 

Car lo calculations are used to interpolate over  a wide range of densities.118  However , LDA-

type functionals typically overestimate the exchange energy and underestimate the 

cor relation energy.  The GGA-type functionals improve upon accuracy by incorporating 

the gradient of the electron density as an additional parameter .119  Among the var ious 

formulations of the GGA-type functional, the PBE functional120 is widely used for  its 

computational efficiency and accuracy among a var iety of systems. 

2.1.3 Implementation 

First-principles calculations were performed using the Vienna Ab-initio Simulation 

Package (VASP).121-123  Charge densities and wavefunctions were expanded in a plane wave 

basis set, while core-valence electron interactions were treated using the projector augmented 

wave (PAW) method.124-125  Occupancies were determined by a Gaussian smearing of width 0.1 

eV, and the Brillouin zone was sampled with Monkhorst-Pack grids.126 

2.2 Classical Molecular Dynamics 

Molecular dynamics is a method of simulation that predicts the evolution of a system of 

particles over time.  This is achieved by iteratively solving Newton’s second law 

FlO

FHl
=

y

m
= z                                                 (2.8) 
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The force { acting on each atom is the negative gradient of the potential generated by the 

simulated system 

| = −n~ O, Ä                                              (2.9) 

Taking the time derivative of b, 

FO

FH
= Å                                                  (2.10) 

equations (2.8) and (2.10) form a system of coupled, first-order differential equations.  A 

common method for solving such a system of equations is the velocity Verlet algorithm,127 

which updates positions and accelerations at each timestep t + ∆t and the velocity at each half 

timestep t + É

j
∆t, by first performing a half step calculation on the initial atom positions, 

Å Ä +
É

j
∆Ä = Å Ä +

É

j
∆Äz O Ä , Ä                             (2.11) 

 

and then repeatedly applying the following equations: 

O Ä + ∆Ä = O Ä + ∆ÄÅ Ä +
É

j
∆Ä                              (2.12) 

Ñ Ä + ∆Ä = ∆Äz O Ä + ∆Ä , Ä + ∆Ä                             (2.13) 

 

Finally, to calculate velocity at an integer timestep, 

Å Ä + ∆Ä = Å Ä +
É

j
Ñ Ä + Ñ Ä + ∆Ä ∆Ä = Å Ä +

É

j
∆Ä +

É

j
Ñ Ä + ∆Ä ∆Ä      (2.14) 

 

Over the course of the simulation, atomic positions, forces, and energies can be used to examine 

system configuration, thermodynamic properties, and mass transport properties. 
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2.3 Metropolis Monte Carlo Method 

 In a given system of particles at temperature W, the probability that the system will 

occupy a state D with energy MQ is given as 

Ö MQ =
Üáà âä

ã
&&&&&&åDÄℎ&&&&&&é = rkè vä

Q                        (2.15) 

where ê =
É

ëíì
 , îï is the Boltzmann constant, and é is the partition function.  The expectation 

value of some quantity ñ that takes the value ñQ at state D is given as 

ñ = ñQÖ MQQ                                        (2.16) 

Systems of particles are typically far too large, with far too many possible states, for the direct 

calculation of such quantities to be practical.  Therefore, Monte Carlo methods seek to 

adequately sample a given random physical process in order to estimate the outcome of that 

process, and arrive at estimated expectation values for these quantities of interest.  The 

Metropolis algorithm is one of the most commonly used Markov chain Monte Carlo methods.127 

 A Markov chain is a series of states through which the system evolves, changing from 

state D to state ó with transition probability WQò.  Transition probabilities in a Markov chain must 

satisfy the following condition:  

ìäô

ìôä
=

ö vô

ö vä
=

Ü
áà âô ã

Üáà âä ã
= rkè vôkvä                               (2.17) 

which the Metropolis algorithm satisfies by implementing the following acceptance probability: 

Öõ =
1

rkè vôkvä &
&&&&&&&&&

Dù
Dù
&&&&&&&&&&&&&&

Mò ≤ MQ
Mò > MQ

                              (2.18) 

Following a sufficient number of iterations †, the ensemble average of quantity ñ is estimated as 

ñ ≅
É

¢
ñQ

¢
Q£É                                              (2.19) 
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Chapter 3! 
 

Thermodynamic Overpotentials and Nucleation Rates for Electrodeposition on Metal 

Anodes 

3.1 Introduction 

Metals are promising candidates for future battery anodes because they have higher 

theoretical capacities than the graphite-based, intercalation anodes used in lithium ion batteries, 

Table 1.1.  Furthermore, the higher abundance of non-Li metals may result in reduced costs.  

However, to be viable, metal electrodes should undergo electrodeposition and -dissolution with 

low overpotentials.  For some metals these processes are highly efficient, yet for others achieving 

efficient cycling is a greater challenge.  For example, Table A.1 lists overpotentials extracted 

from cyclic voltammograms reported in the literature.  These data suggest the existence of trends 

across the various metals.  Electrodeposition involving Group I metals, Li, Na, and K, is the most 

efficient, whereas electrodeposition of Ca is much less so. Mg, Al, and Zn tend to fall between 

these extremes, with their performance dependent on electrolyte composition, scan rate, and 

temperature. (For example, Zn plating/stripping is typically efficient in aqueous electrolytes, but 

is less efficient in non-aqueous systems.)44, 128 

These observations beg the question: Why are some metals able to plate and strip more 

easily than others?  The overpotentials associated with electrodeposition and -dissolution provide 

a measure of the efficiency of these processes.  In general, these overpotentials can be traced to 

four contributing processes: charge transfer, mass transport, chemical reaction, and 

crystallization.97  As a step towards understanding efficiency differences between different metal 

electrodes, the present study uses first-principles calculations to evaluate ‘thermodynamic 

overpotentials’114 associated with plating and stripping on several low-energy surfaces of 7 



 39 

metals relevant for battery applications: Li, Na, K, Mg, Ca, Al, and Zn.  Reactions at terraces and 

step edges are considered.  The thermodynamic factors probed here contribute to the reaction and 

crystallization components of overpotentials, and reflect heterogeneity in the 

adsorption/desorption energy of ions arising from inequivalent reaction sites on the electrode 

surface. 

We find that the magnitude of the calculated overpotentials are in many cases similar to 

measured values, and range from tens to hundreds of mV.  These calculations also capture the 

inefficiencies (i.e., large overpotentials) associated with ED of Ca and Mg: the calculated 

thermodynamic overpotentials for these metals are amongst the largest overall, which is 

consistent with measurements (summarized in Table A.1).  We observe that the metal’s crystal 

structure correlates with plating and stripping efficiency: the body-centered cubic alkali metals 

are predicted to be among the most efficient, whereas the remaining metals, all of which possess 

face-centered cubic or hexagonal close-packed crystal structures, are predicted to have higher 

thermodynamic overpotentials. As expected, electrodeposition/dissolution is most efficient at 

kink sites on steps,129 while terrace sites yield the largest thermodynamic overpotentials. 

Quantitative differences between the calculated and experimentally measured overpotentials 

point towards the importance of kinetic factors, such as ohmic resistance in electrolytes, 

diffusion through solid electrolyte interphases, surface diffusion, electron transfer, etc. These 

factors are not accounted for in the thermodynamic analysis presented here. 

Recognizing that the rate and density of nucleation can affect the evolution of 

electrodeposits,130-133 steady-state nucleation rates are estimated using a multi-scale approach 

wherein a classical nucleation model is informed by the present DFT calculations.134-136  These 

simulations allow for a comparison of nucleation rates during electrodeposition on different 
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metallic surfaces and surface features (e.g., terraces vs. step edges).   The small thermodynamic 

overpotentials predicted for plating at step edges results in higher nucleation rates at these 

features, suggesting that a large population of kink sites will promote efficient cycling.  

Nucleation rates on terraces differ by several orders of magnitude across the metals, with rates on 

the body-centered cubic metals predicted to be fastest.  In contrast, nucleation rates at step edges 

are within a few orders of magnitude of each other, indicating a relatively weak dependence on 

metal composition.   

3.2 Methodology 

Density functional theory calculations116 were performed using the Vienna ab-initio 

Simulation Package (VASP).121-123, 125  The Perdew-Burke-Ernzerhof formulation of the 

generalized gradient approximation120 (GGA-PBE) was used for exchange-correlation effects, 

and Blöchl’s projector augmented wave method124 (PAW) was used to describe interactions 

between core and valence electrons. The plane-wave energy cutoff was set to 350 eV for all 

systems; convergence testing revealed that this cutoff was sufficient to achieve energy 

convergence to within 1 meV per atom.  The electronic self-consistent iterations were 

discontinued when the change in total energy and the change in energy eigenvalues were both 

within 10-6 eV.  Hellmann-Feynman forces were converged to within 0.02 eV/Å. 

Convergence testing was performed on the primitive cells of the bulk metallic crystals to 

determine the optimal sizes of the !-centered k-point meshes. Energy convergence to within 1 

meV per atom was achieved for k-point grids of density 343 for Al, 163 for Ca, 163 for K, 283 for 

Li, 203 for Mg, 163 for Na, and 273 for Zn.  For surface cells used in surface energy calculations 

and for expanded surface super-cells used in the adsorption energy calculations, !-centered k-

point meshes of round k0a0

a
 ×&round k0a0

b
 × 1 were used, where k0 is the k-point grid dimension 
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for the primitive cell, a0 is the primitive cell lattice parameter (the basal plane lattice parameter in 

the case of the HCP metals), and a, b represent the in-plane lattice parameters of the surface cell. 

During electrodeposition, atoms absorbed onto the electrode surface may subsequently 

diffuse to join other atoms, forming both stable and unstable clusters; some of these clusters then 

grow and ultimately form an electrodeposited film. The growth of a cluster is described as the 

sequential addition of individual atoms. The critical nucleus size is defined as the minimum size 

above which nuclei will spontaneously grow.  Below the critical nucleus size, clusters dissolve 

with high probability.97 

According to classical nucleation theory,137-138 the time-dependent nucleation rate, J(t), 

can be expressed in terms of an induction time, §, and the steady-state nucleation rate, J0, using 

Eq. (3.1):138 

• Ä = •¶ 1 + 2 −1 S exp
kSlH

®
©
S£É                    (3.1) 

where J¶ is expressed as:137 

•¶ = †
´x¨

≠x

∆Æx
Ø∞ëíì

É/j
exp

k∆Æx
ëíì

          (3.2) 

Here, † is the total number of atoms in the system that can contribute to the formation of 

nuclei, "Gc is the formation energy of the critical nucleus, gc is the number of atoms in the 

critical nucleus, Sc is the surface area of the critical nucleus, and ω is the frequency of collision 

of the atoms with the surface. 

In classical nucleation theory the formation energy of the cluster is assumed to be 

separable into bulk free energy and surface free energy terms. This assumption holds as long as 

the cluster is large enough to distinguish between its surface and bulk regions.  However, very 

small clusters do not satisfy these criteria; the cluster does not necessarily take the crystal 

structure of the bulk phase, and no clear differentiation between the bulk and surface energy 
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contributions can be made. Therefore, an atomistic approach is necessary to determine the 

formation energies of clusters that are on the nanoscale.  We define the critical cluster size for 

this study to be a single atom, and we define "Gc in equation 3.2 to be the reaction energy of the 

deposition of the initial adatom at either a terrace or step. 

3.3 Results and Discussion 

3.3.1 Bulk Properties 

The lattice constants and bulk moduli for Al, Ca, K, Li, Mg, Na, and Zn were calculated 

and compared with experimental and computational values reported in the literature.  Primitive 

cells of the metals were relaxed until the structure that minimized the total energy was achieved.  

The bulk moduli were calculated using a series of fixed-volume cells, allowing the lattice and 

basis vectors of each to relax, and fitting the total energy vs. volume data to the Murnaghan 

equation of state.139  Table 3.1 lists the resulting lattice constants and bulk moduli, along with 

experimental values and other calculated values.  There is excellent agreement between our 

calculated lattice vectors, experimental measurements, and those reported from other calculations 

which used the GGA-PBE exchange-correlation functional; in all cases the disagreement is ~2% 

or less.  Similarly, less than 10% disagreement is observed between the calculated and measured 

bulk moduli. (One exception is Zn, which as noted in Ledbetter’s compilation of Zn 

properties,140 could be due to its relatively high anisotropy.) 

To avoid spurious errors resulting from the differences in k-point sampling sets between 

surface and bulk simulation cells, the energies of the atoms in the bulk were calculated according 

to the method of Fiorentini and Methfessel.141  Following this method, slab models of varying 

thicknesses were constructed for the surfaces under consideration. The in-plane surface 

dimensions were obtained from the bulk lattice parameters calculated previously, while the 
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thicknesses of the slabs were increased sequentially from 10 to 20 layers, maintaining 15 Å of 

vacuum separation between the surfaces.  The total energies from the relaxed cell calculations 

were plotted vs. the number of layers, and the slopes of the linear portions yielded the bulk 

energies. 

3.3.2 Surface Energies and Wulff Plots 

In order to identify the most likely surfaces of the metal electrodes to be present during 

electrodeposition, equilibrium crystallite shapes were predicted by constructing Wulff plots from 

the calculated surface energies of several plausible facets.  Surfaces with the largest areal 

packing densities are typically expected to exhibit the lowest surface energies; thus our surface 

energy calculations emphasize these surfaces.  Supercells contained slabs of 10 to 22 layers in 

thickness, with the free surfaces separated by 20 Å of vacuum. All atoms were relaxed to their 

minimum force positions.  The surface energy was calculated as: 

σ = 1
2A

Eslab- nslab
nbulk

µ0          (3.3) 

where the surface area of the cell is given by A&=& &a ×&b& , with a and b the surface lattice 

vectors, Eslab is the total energy of the slab cell, nslab and nbulk are the number of atoms in the slab 

Table 3.1 Comparison of Calculated and Experimental Bulk Properties 

 
Crystal 

Structure 

This Work Expt.122-123,126 Calc.124-125 

a (Å) c (Å) B (GPa) a (Å) c (Å) B (GPa) a (Å) c (Å) 

Li BCC 3.43  13.9 3.49  13.3 3.44  

Na BCC 4.19  7.9 4.23  7.3 4.20  

K BCC 5.29  3.6 5.23  3.7 5.28  

Mg HCP 3.18 5.22 36.3 3.21 5.21 36.9 3.19 5.12 

Ca FCC 5.52  17.8 5.58  18.4 5.53  

Al FCC 4.04  77.3 4.05  83.3 4.04  
Zn HCP 2.67 4.97 60.9 2.66 4.95 73.3 2.65 5.12 
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and bulk cells, respectively, and µ0 is the total energy per atom of the bulk cell, calculated using 

the method described above.  The factor of 2 in the denominator accounts for the presence of two 

surfaces in the slab calculations. 

Mattsson and co-workers have discussed an error present in local (LDA) and semi-local 

(GGA) DFT calculations on surfaces. This error arises from the rapidly decaying nature of the 

electron density at the solid-vacuum interface.147-148  A simple scheme was developed to account 

for this error,149-150 which in practice involves adding a correction to the surface energy as 

calculated with LDA, PBE, or PW91 functionals.  We have applied this correction in our GGA-

PBE-based surface energy calculations, which are summarized in Table 3.2. To facilitate 

comparisons with earlier, non-corrected calculations, our uncorrected surface energies are also 

 

Figure 3.1 Wulff Plots for (a) Li, (b) Na, (c) K, (d) Ca, (e) Al, (f) Mg, and (g) Zn.  At ambient conditions (a) – 
(c) adopt the BCC crystal structure, (d) – (e) adopt the FCC structure, and (f) – (g) are HCP. 
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reported.  As shown in the table, the present (uncorrected) surface energies are in good 

agreement with earlier calculations. 

With these corrected surface energies, equilibrium crystallite shapes (i.e., Wulff plots) 

were constructed using the Wulffmaker program,151 Figure 3.1.  In addition to listing the 

corrected surface energies, Table 3.2 tabulates the respective fraction of the crystallite surface 

area of each facet.  Based on the surface energies and areas, σweighted represents the area-weighted 

average of the surface energy. This value is expected to be the property most closely resembling 

experimental measurements of the surface energy in cases where the hkl index of the surface is 

not known.  Indeed, less than 12% disagreement was observed between σweighted and the average 

of the experimental values for each of Al, Ca, Li, Na, and Mg.  The discrepancy between theory 

and experiment is larger for potassium (~20%) and Zn (>40%).  The absolute values for the 

surface energy of K are smaller than the other metals considered here, so a small variation yields 

a greater percentage error.  It should also be noted that other calculated surface energies agree 

well with our calculated surface energies, including those of Zn. 

There are several possible explanations for the discrepancies between the experimental 

and calculated surface energy of Zn, one of which is the experimental method used to obtain the 

surface energies.  For example, Tyson152 established a linear correlation between cohesive 

energy at 0 K and surface energy, while de Boer et al.153 established a linear trend between 

enthalpy of vaporization and surface energy.  It has been noted154-155 that these methods use 

observables which are referenced to elements in the gas phase, which in the case of the divalent 

metals Hg, Cd, Mg, and Zn, leads to significant errors in the resulting surface energies.  

Furthermore, the experimental values use surface tensions measured at high temperatures, but 

then extrapolate to 0 K.152, 154-155  Additionally, several authors156-157 have noted that 
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experimentally determined surface energies are generally larger than those predicted by 

Table 3.2 Calculated surface energies (#) for a given hkl surface facet with and without corrections (described in 
Refs. 129 - 130), the equilibrium area fraction of each facet as determined by the Wulff construction, and the area-
weighted surface energy, #weighted. 
 

Metal {hkl} 
# 

Uncorrected 
(J/m2) 

# 
Corrected (J/m2) 

Other Calculations 
(J/m2) 

Refs. 61,138-141 
Area Fraction σweighted 

(J/m2) 
Expt. Values (J/m2) 

Refs. 132-133,142 

Al 

{100} 0.92 1.05 0.93, 0.92 0.17 

1.01 1.14, 1.16, 1.14 

{110} 1.01 1.14 1.03, 0.98 0.02 

{111} 0.82 0.96 0.83, 0.80 0.57 

{120} 0.99 1.13 1.02 0.09 

{113} 0.96 1.09 0.98 0.15 

{133} 0.99 1.12 0.96 - 

Ca 

{100} 0.46 0.49 0.53, 0.44, 0.46 0.43 

0.50 0.50, 0.49, 0.37 

{110} 0.55 0.58 0.64, 0.52, 0.54 - 

{111} 0.47 0.50 0.55, 0.44, 0.46 0.57 

{120} 0.55 0.59 0.55 - 

{113} 0.54 0.57 0.53 - 

{133} 0.53 0.56 0.53 - 

Li 

{100} 0.45 0.49 0.54, 0.46, 0.46 0.33 

0.52 0.52, 0.53, 0.53 

{110} 0.49 0.53 0.59, 0.49, 0.50 0.33 

{111} 0.53 0.56 0.60, 0.53, 0.54 0.04 

{114} 0.52 0.55 - - 

{120} 0.51 0.54 0.51 0.13 

{121} 0.54 0.57 0.54 0.06 

{233} 0.53 0.57 0.52 0.10 

Na 

{100} 0.23 0.24 0.26, 0.22, 0.22 0.20 

0.24 0.26, 0.26, 0.24 

{110} 0.21 0.23 0.25, 0.22, 0.22 0.67 

{111} 0.23 0.25 0.30, 0.26, 0.25 0.09 

{114} 0.25 0.26 - - 

{120} 0.29 0.30 0.23 - 

{121} 0.24 0.26 0.27 0.04 

{233} 0.25 0.26 0.25 - 

K 

{100} 0.12 0.12 0.15, 0.12 0.17 

0.11 0.15, 0.13, 0.13 

{110} 0.11 0.11 0.14, 0.11 0.77 

{111} 0.13 0.13 0.17, 0.13 0.01 

{114} 0.13 0.13 - - 

{120} 0.12 0.13 0.12 - 

{121} 0.12 0.13 0.13 0.05 

{233} 0.13 0.13 0.13 - 

Mg 

{001} 0.53 0.59 0.52, 0.54 0.17 

0.69 0.79, 0.76, 0.47 

{11≥0} 0.63 0.70 0.60 0.37 

{11≥1} 0.65 0.71 0.63 0.46 

{110} 0.78 0.85 0.72 - 

{111} 0.78 0.84 0.76 - 

Zn 

{001} 0.32 0.41 0.35 0.46 

0.57 0.99, 0.99, 0.92 {11≥0} 0.61 0.71 0.53 0.54 

{11≥1} 0.71 0.80 0.70 - 
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experimentally determined surface energies are generally larger than those predicted by 

calculations. This results from the presence of surface defects, and the experimental surfaces 

being a mixture of several crystallographic planes. 

3.3.3 Overview of Thermodynamic Overpotential Calculations 

The calculation of thermodynamic overpotentials (TO) has been used extensively to 

examine electrocatalysts163-171 and metal-air batteries.114, 157, 172-180  The calculated overpotentials 

from these studies generally agree well with experimentally observed overpotentials.  The 

present study adopts this methodology to explore overpotential contributions during the 

electrodeposition and -dissolution of metal ions at metallic negative electrodes in batteries.  The 

goal is to examine trends in the TO as a function of anode composition and surface structure, the 

latter including various surface facets and adsorption/desorption sites. 

Our calculations consider terrace and step sites on the electrode surface. In prior 

studies114, 174 it was observed that application of the TO method at terrace sites alone led to an 

overestimation of the overpotential; electrochemical reactions at step and kink sites yielded 

predictions more in line with experimental data.  Nevertheless, it has also been suggested175, 179 

that at high current densities the overpotentials resulting from charge transfer at terrace sites can 

contribute to the overpotential when a large number of terrace sites are available.  Additionally, 

the limited time available for surface diffusion under high current densities implies that not all 

electrodeposited ions will have sufficient time to migrate to low-energy step/kink sites.  Thus, it 

is reasonable to examine behavior at both terrace and kink sites. 

Thermodynamic overpotentials for electrodeposition were calculated for a series of 

atomic deposition events on several low-energy surfaces of the seven metals shown in Figure 

3.1.  Deposition on terrace sites was simulated on 2$2 expansions of the surface unit cells. These 
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slabs comprised 5 – 12 layers, yielding slab thicknesses of 9 – 12 Å.  All surfaces were 

constructed using the calculated lattice parameters of the bulk cells.  The facets examined for 

TO’s were those with the largest areal fractions: {111} and {100} for Al and Ca; {110} and 

{100} for Li, Na, and K; {001}, {110}, and {111} for Mg; {001} and {110} for Zn.  

Additionally, deposition was simulated on stepped surfaces comprising 11 to 20 layers, yielding 

slabs 9 – 12 Å thick. Step morphologies were approximated using {210} surfaces for BCC 

metals, {212} for FCC metals, and {1017} for HCP metals.  To limit image interactions between 

kink defects, 5-6 surface unit cells were used in the direction parallel to the step edge.  

The energetically preferred adsorption sites were determined by a search over possible 

sites on each surface.  This energy was recorded, and subsequent deposition reactions were 

evaluated in the presence of the adsorbate(s) produced in earlier steps.  Each configuration was 

allowed to relax until it met the force convergence criterion, excluding the bottom two layers, 

which were fixed to maintain a bulk-like structure.  This sequential adsorption-relaxation process 

was continued until a complete monolayer was deposited.  Thermodynamic overpotentials for 

electro-dissolution (i.e., the reverse of electrodeposition) were calculated starting from a 

complete adsorbed monolayer, and running the deposition procedure in reverse. 

Following earlier applications of the TO method, each deposition or stripping event, 

inclusively referred to here as a ‘step,’ is described by the equilibrium reaction: Mz++ze-  + * � 

M0* where Mz+ represents the metal cation incident upon the metal surface during deposition, 

the lone asterisk (*) represents an adsorption site on the surface, z is the oxidation number of the 

cation, e- represents an electron, and M0* is the adsorbed metal adatom after adsorption and 

reduction. 
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At equilibrium, the reaction energy associated with each deposition step i in the 

adsorption sequence is calculated as ∆M¥XS,Q
FÜµ = MQ − MQkÉ − ∂

¶. Here, MQ is the total energy of the 

surface cell with D metal atoms adsorbed on the surface, MQ−É is the energy of the same cell with 

D − 1 adatoms (i.e., from the previous deposition event), and ∂¶ is the chemical potential of the 

bulk metal.  Equivalent reaction energies can be defined for the dissolution process, ∆M¥XS,QFQ∑∑ . The 

Nernst equation allows a reaction energy to be expressed in terms of a potential, U, as: 

~ = −
∆v∏wπ,ä
∫Ü

 .                        (3.4) 

At the equilibrium potential for each metal, the reaction free energy change will in 

principle vanish, ∆M¥XS,Q
FÜµ = ∆M¥XS,ò

FQ∑∑ = 0, as there is no net reaction.  However, as a result of 

surface heterogeneity, and differences between bonding of adatoms on the surface and within the 

bulk, ∆M¥XS,Q
FÜµ  and ∆M¥XS,QFQ∑∑  will in general not equal zero for each deposition/dissolution event.  

(Nevertheless, the sum of ∆M¥XS,Q over all deposition/dissolution events that replicate the initial 

surface structure will be approximately zero. This can be seen by noting that such a sum 

corresponds to the addition/subtraction of a full monolayer to/from the surface, which is 

equivalent to increasing/decreasing the thickness of the slab by one bulk-like layer.)  

Deviations of ∆M¥XS,Q
FÜµ &and&∆M¥XS,ò

FQ∑∑ &from zero are interpreted via Eq. 3.4 as thermodynamic 

contributions to the overpotentials associated with plating or stripping.  The most endothermic of 

these reaction energy changes encountered during the deposition or dissolution process is 

identified as its respective TO 

ªFÜµ= −
ºΩf
ä

∆v∏æπ,ä
ø¿¡

∫Ü
 ;   ªFQ∑∑ =

ºΩf
ä

∆v∏wπ,ä
øä¬¬

∫Ü
                   (3.5) 

The sign difference between these two expressions maintains the convention such that 

plating potentials are negative and stripping potentials are positive. 
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3.3.4 Deposition/Dissolution on Terraces 

Taking the Li{110}, Ca{111}, and Mg{0001} surfaces as examples, Figure 3.2 plots the 

partial sums of the reaction energies, ∆M¥XS,QQ , for deposition and dissolution as a function of 

reaction step.  Reading the plots from left to right represents the deposition reaction, whereas 

reading the plots from right to left represents dissolution.  The thick black lines represent the 

equilibrium condition (i.e., operation at each metal’s standard potential).  Ideally, and as 

described above, &∆M¥XS,Q
FÜµ = ∆M¥XS,ò

FQ∑∑ = 0 for all steps when in equilibrium.  This is consistent 

with a scenario where the local structure of the deposited atom is similar to an atom in the bulk.  

However, heterogeneity in the surface structure gives rise to non-zero reaction energies.  An 

endothermic reaction step contributes a thermodynamic barrier to the reaction. 

Taking deposition on Li{110} as an example, reaction step 1, which represents 

depositing a single atom onto the pristine surface, has a reaction energy, ∆M¥XS,É
FÜµ  = 0.26 eV.  The 

 

Figure 3.2 Calculated deposition/dissolution reaction energies on the terraces of three representative 
metallic anodes: (a) Li{110}, (b) Ca{111}, and (c) Mg{0001}.  Deposition energies are read left-to-right, 
and dissolution energies are read right-to-left. Reaction energies are plotted for three scenarios of applied 
potential, V: V = E0, represented with the black line, corresponds to the equilibrium potential for a given 
metal; V = %dep, dark grey line, where %dep is the thermodynamic overpotential for deposition; V = %des, 
light grey line, where %des is the thermodynamic overpotential for desorption.  Images above the plots show 
the state of the simulation cells at each reaction step.  Dark green, yellow, and red represent the Li, Ca, and 
Mg electrode surface atoms, respectively, while light green, orange, and yellow represent Li, Ca, and Mg 
adatoms, respectively.   
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reaction energy changes for the second, third, and fourth deposition steps are -0.03 eV, 0 eV, and 

-0.23 eV, respectively.  The first deposition step is the most endothermic, and represents the 

limiting step.  This step therefore determines the TO for deposition, %dep = -0.26 V, Eq. 3.5.  

Application of this potential results in all deposition steps being exothermic, ∆M¥XS,Q
FÜµ P =

ªFÜµ ≤ 0, dark grey curve; thus, deposition will occur spontaneously under these voltage 

conditions.  Similarly, reading from right to left for dissolution, the first dissolution step ∆M¥XS,ÉFQ∑∑  

=0.23 eV is limiting, thus, %diss = 0.23 V. Application of a potential equal to 0.23 V results in all 

dissolution steps being exothermic, ∆M¥XS,òFQ∑∑ P = −ªFQ∑∑ ≤ 0.  This behavior is shown with the 

light grey curves in Fig. 3.2. 

Figures 3.2a–c show that the initial deposition step onto an empty terrace is consistently 

the most endergonic step, independent of surface composition. This results from the initial 

deposition site presenting the least number of nearest neighbors for bonding; this step nucleates a 

new, single-atom island on top of an existing terrace. Similarly, the final deposition step, 3 ! 4, 

is consistently the most exergonic.  This behavior can be explained by the adsorbed species 

forming a pit in step 3, which subsequently becomes filled upon deposition (step 4). This 

geometry provides the maximum number of nearest neighbors available to an arriving atom.  The 

reaction energy summed over the entire deposition process is approximately zero, as expected. 

The reaction energy profile between the initial and final reaction steps exhibits a plateau-like 

shape with nearly constant reaction energies. These energetic similarities suggest that the plateau 

reaction steps are structurally similar: indeed, these steps all correspond to deposition/stripping 

from sites at the edge of the island.   

Figure 3.3 summarizes the TOs across all of the metal surfaces examined. The data are 

grouped by metal and arranged for a given metal according to increasing surface energy. We first 
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discuss trends in the TO for terrace reactions, represented in Fig. 3.3 by the orange bars 

(deposition) and overlaid blue cross-hatching (dissolution).  Broadly speaking, the calculated 

TOs on terraces are generally large, ranging from 100 to 500 mV. These values are somewhat 

larger than those typically observed experimentally at low current densities; see Table A.1.  As 

discussed above, this overestimation may be due to the assumption of a terrace-based 

mechanism, which may not be the preferred experimental adsorption/dissolution site at low rates. 

A second trend in the data pertains to the Group I metals, Li, Na, and K, which generally 

exhibit lower TOs compared to the Group II metals (Ca and Mg), Group III metal (Al), and the 

transition metal (Zn). This trend is in rough agreement with the experimental overpotentials in 

Table A.1, especially considering that the scan rates for the alkali metals reported there are, on 

 

Figure 3.3 Calculated thermodynamic overpotentials for electrodeposition and -dissolution on 7 metals as a 
function of surface facet and surface morphology (terraces vs. steps).  Facets of a given metal are arranged 
according to ascending surface energy, and metals are grouped by column of the periodic table.  Solid 
orange/green bars represent plating overpotentials on terraces/steps; cross-hatched bars represent stripping 
overpotentials on terraces and steps. For simplicity, only the absolute value of the overpotential is plotted.   
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the whole, at least twice those of the Group II and Group III metals.  This trend of less efficient 

plating in the di- and tri-valent metals would be further evident if the reaction energies, ∆M¥XS,Q, 

rather than the TOs, were plotted in Figure 3.3, as this would result in a doubling of the plotted 

values for the divalent metals, and a tripling for trivalent Al. 

To explain the lower overpotentials observed for the alkali metals, we recall that they 

crystallize in the BCC structure, while the other metals adopt FCC or HCP lattices.  BCC bulk 

atoms have a coordination number (CN) of 8, while the close-packed FCC and HCP systems the 

atoms have CN = 12.  Focusing on deposition, we recall that the TO is determined by the initial 

deposition event. Therefore, the origin of the relatively lower overpotential for the alkali metals 

should be tied to the bonding environment of these initially deposited adatoms.  These adatoms 

are coordinated by 4 or 5 nearest neighbors on the {110} and {100} surfaces, respectively. In 

contrast, the CNs for adatoms on the FCC and HCP metals (Mg, Ca, Al, Zn) are at best similar to 

the BCC surfaces, and are often smaller: CN  = 3 on the close-packed {111} and {0001} 

surfaces; CN = 4 on the FCC {100} surfaces and on Mg {1100} and {1101}; CN = 2 on 

Zn{1100}. Comparing the bulk CNs to the CNs of the initially deposited adatoms, we note that 

the BCC alkali metals have the smallest surface-to-bulk CN difference.  In other words, the 

surface bonding environment experienced by the alkali metal adatoms is more similar to their 

bulk-like coordination than in the FCC or HCP systems, as illustrated in Figure A.1.  We 

postulate that this similarity results in relatively lower TOs for the alkali metals. A similar 

argument based on CN has been invoked to explain differences in dendrite formation tendencies 

during electrodeposition of metals.62 

Additional trends apparent in Figure 3.3 relate to the surface energy and the asymmetry 

between deposition and dissolution. Regarding surface energy effects, we note that the TO 
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generally decreases with increasing surface energy.  In the case of deposition, this trend can be 

rationalized by recognizing that the atoms comprising a high-energy facet are more reactive to 

(i.e., more readily bond with) adatoms.  In the case of stripping, and assuming a simple picture of 

surface energetics that depends only on bond counting, it will be energetically easier to remove  

an atom (step 4 ! 3) from a high surface energy facet due to the fewer bonds that must be 

broken (relative to a more stable surface).  This qualitatively explains the reduction in TO for 

stripping on higher surface energy facets. 

 

 

 

Figure 3.4 Calculated deposition/dissolution reaction geometries (a) and energies on stepped surfaces of three 
representative metallic anodes: (b) Li{210}, (c) Ca{212}, and (d) Mg{101≥7}. In panel (a), dark green spheres 
represent the substrate Li atoms, and yellow represents the deposited Li atoms.  Atoms are deposited along the 
step edge until a full row has been completed. (b-d) Reaction energies as a function of reaction step for three 
scenarios of applied potential, V: V = E0, represented with the black line, corresponds to the equilibrium 
potential for a given metal; V = %dep, dark grey line, corresponds to the potential needed to overcome the 
thermodynamic overpotential for deposition; V = -%diss, light grey line, corresponds to the potential needed to 
overcome the thermodynamic overpotential for desorption.     
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3.3.5 Deposition/Dissolution on Step Edges 

Figure 3.4 shows the calculated reaction energies for deposition and dissolution on 

selected stepped surfaces for Li, Ca, and Mg.  Data for the other 4 metals are given in Figures 

A.2 – A.4.  Similar to the energy profile for plating/stripping on terraces, Fig. 3.2, the limiting 

reaction on stepped surfaces is always the first deposition or stripping event, which corresponds 

to the nucleation of a kink. An additional similarity with the terraced surfaces is the plateau-like 

shape of the reaction profile. The reactions comprising the plateau region exhibit similar energies 

because they all correspond to the same process, i.e., propagation of a kink along the step edge. 

An important difference between the stepped and terraced surfaces is the magnitude of 

the TO. For the systems depicted in Fig. 3.4, the TO ranges from -0.13 to 0.13 V.  These values 

are roughly 2-3 times smaller than those for terraces reported in Fig. 3.2.  The trend of the 

stepped surfaces exhibiting significantly smaller TO’s is maintained across the other metals, as 

shown in Fig. 3.3.  This trend can be understood using a simple bond-counting argument: 

adsorption at a step-edge or kink presents a larger number of coordinating atoms compared to 

adsorption on a terrace. 

3.3.6 Steady-State Nucleation Rate 

In the case of nucleation during the electrodeposition process, the frequency of collision 

of the atoms with the surface, �in Eq. 3.2, is defined as i0/ze, in which i0 is the exchange current 

density.97  Moreover, under an applied potential, Uapp, the formation energy of the critical 

nucleus, "Gc, can be written as:97 

"Gc = -ze(�dep-Uapp)                  (3.6) 
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The calculated steady-state nucleation rate and formation energy of the critical nucleus for 

electrodeposition on terrace and step sites at an applied potential of –10 mV are listed in Table 

A.2. 

 Figure 3.5 shows the steady-state nucleation rate as a function of applied potential for 

electrodeposition on terrace and step sites obtained using our calculated TOs as input to Eq. 3.1. 

The relatively small TOs predicted for the alkali metals (Li, Na, and K) generally results in 

higher steady-state nucleation rates compared to the other metals, regardless of whether plating 

occurs on terraces or at steps. However, as discussed earlier and as demonstrated in Figures 3.2-

3.4, the TO for plating at step sites is smaller than that on terrace sites. This results in a steady-

state nucleation rate that is several orders of magnitude higher at steps compared to terrace sites, 

independent of the choice of metal.  This is attributed to the exponential relationship between the 

reaction energies of initial deposition and the nucleation rate as defined by Eq. 3.2. The relative 

 

Figure 3.5 Steady-state nucleation rate as a function of applied potential, Uapp, for plating on (a) terrace and 
(b) step sites on seven metal negative electrodes. Uapp is varied from -30 to -10 mV vs. the corresponding 
equilibrium potential for each metal.  Nucleation model was the contribution of Dr. Saeed Kazemiabnavi and 
Prof. Katsuyo Thornton.163 
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ordering of the surfaces/metals with respect to their nucleation rate is similar for step and terrace 

deposition sites. Nevertheless, the rates on the step sites are more tightly clustered, suggesting 

that deposition in these cases is less sensitive to the metal’s composition. 

Figure 3.5 also illustrates that the nucleation rate increases with the application of a more 

negative potential, as expected. The slope of each line is proportional to the number of 

transferred electrons, z, during the electrochemical reduction of the corresponding metallic ion. 

By applying a negative potential, Uapp, the formation energy of the critical nucleus decreases by 

zeU, which exponentially increases the steady-state nucleation rate. 

3.4 Conclusions 

The thermodynamic overpotentials and associated nucleation rates are calculated for 

seven metals (Li Na, K, Mg, Ca, Al,  and Zn) considered as potential anodes for future 

rechargeable batteries.  The magnitude of the calculated overpotentials are in many cases similar 

to measured values, and range from tens to hundreds of mV. These calculations also provide 

insight regarding the inefficiencies associated with electrodeposition of Ca and Mg: the 

calculated overpotentials for these metals are amongst the largest overall, consistent with 

measurements.  

We observe that the metal’s crystal structure correlates with the efficiency of plating and 

stripping: body-centered cubic alkali metals are predicted to be among the most efficient 

systems, whereas the remaining metals, all of which possess close-packed crystal structures, are 

predicted to have higher thermodynamic overpotentials. As expected, 

electrodeposition/dissolution is most efficient at kink sites on steps, while undercoordinated 

terrace sites yield the largest thermodynamic overpotentials.  Trends involving surface energies 

are discussed. Differences between the calculated overpotentials and experimental measurements 
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highlight the importance of kinetic factors (which are not accounted for in the present approach), 

such as ohmic resistance in electrolytes, diffusion through solid electrolyte interphases, surface 

diffusion, electron transfer, etc. 

Steady-state nucleation rates were estimated using a classical nucleation model informed 

by the present DFT calculations. These simulations allow for a comparison of electrodeposition 

nucleation rates on different metallic surfaces and surface features (e.g., terraces vs. step edges).   

The small thermodynamic overpotentials predicted for plating at step edges results in higher 

nucleation rates at these features, suggesting that a large population of kink sites will promote 

efficient cycling.  Nucleation rates on terraces differ by several orders of magnitude across the 

metals, with rates on the body-centered cubic metals predicted to be fastest.  In contrast, 

nucleation rates at step edges are within a few orders of magnitude of each other, indicating a 

weak dependence on metal composition. This approach demonstrates a technique for linking 

atomistic data with a continuum nucleation model, and highlights the sensitivity of nucleation 

behavior on the structure and composition of the electrode surface. 
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Chapter 4! 
 

Anisotropic Elastic Properties of Battery Anodes 

4.1 Introduction 

The propensity for metallic anodes to form dendrites during charging implies that the use 

of interfacial protection schemes or solid electrolytes (SE) may be necessary for these systems to 

be practical. In principle, a stiff and dense SE could prohibit dendrite initiation simply by 

pressing against the anode.  The pressure applied by the SE is expected to inhibit inhomogeneous 

metal deposition and the protrusions (i.e. dendrite nuclei) that would result.101  This hypothesis 

has sparked interest in understanding the mechanical properties of the anode, the SE, and their 

interfacial region. For example, Monroe and Newman proposed a relationship between a SE’s 

elastic properties and its ability to mitigate dendrites.102  To suppress the formation of surface 

protrusions (i.e., dendrite nuclei) on the anode, their model suggested that the ratio of the shear 

modulus of the SE to that of the anode should be greater than approximately two. 

Nevertheless, numerous examples exist of lithium metal-based cells undergoing failure 

due to dendrite formation.103-110  These failures have been observed at relatively low current 

densities (0.2 mA/cm2) and in cells using solid electrolytes possessing shear moduli far in excess 

of that for Li (~4.25 GPa). 

These observations suggest that mechanical phenomena beyond (or in combination with) 

the elastic regime may be important in understanding the failure of solid state batteries. 

Consequently, other mechanical properties related to the anode, solid electrolyte, and their 

interfaces have been topics of recent interest.  For example, Barai et al. developed a model of the 

metal/SE interface that included the effects of plastic deformation.182  They concluded that 

increasing the yield strength of the solid electrolyte can stabilize metal deposition, even if the 
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SE’s elastic modulus is significantly lower than the Monroe and Newman criterion.  Other work 

has explored the role of pressure,183 the possibility for increased mechanical strength at small 

sizes,184-190 electrochemically activated mechanisms such as “grain coating,”191 stress 

accumulation at the electrode/SE interface and at defects in the SE,107 creep within the anode,192-

194 and softening at grain boundaries.195 

To aid in the design of robust solid electrolyte/metal anode interfaces, as well as to 

inform strategies for implementing Si-based anodes, the present study employs first-principles 

calculations to evaluate the elastic constants and aggregated, polycrystalline elastic properties of 

8 next-generation anode materials, including Al, Ca, Li, Na, K, Mg, Zn, and Si.  Based on the 

calculated elastic constants, the anisotropic Young’s moduli and shear moduli are derived. 

Additionally, the effects of temperature on these elastic properties are evaluated at 150 K, 300 K, 

and 450 K using the quasi-harmonic approximation.196  Accurate predictions of the elastic 

properties are shown to require careful convergence of the elastic constants with respect to the 

density of the k-point grid.  Prior first-principles calculations have successfully predicted the 

elastic constants for metals,197-198 Si,199 and alloys.200-201 

In general, excellent agreement between the present calculations and experimental 

measurements is obtained for the elastic constants and polycrystalline elastic moduli.  The 

calculated elastic properties are mapped as a function of crystallographic direction. Extrema in 

these properties are identified under axial and shear loading. Interestingly, in the cubic systems 

the locations of these extrema are diametrically opposed: under axial loading the stiffest (most 

compliant) orientation is <111> (<100>), while in shear <100> (<111>) is the stiffest (most 

compliant).   
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The alkali metals (Li, Na, and K) are found to be the softest metals overall, with softness 

increasing with atomic number.  The alkali metals are also the most anisotropic, and, unlike the 

other elements examined here, the degree of anisotropy of the alkali metals increases with 

increasing temperature.  A larger degree of anisotropy implies that the mechanical properties of 

these metals will vary more significantly with orientation, potentially resulting in different 

likelihoods for dendrite formation/growth at the anode/SE interface.  In contrast, Al and Mg are 

the most isotropic metals examined; their elastic properties are more sensitive to temperature 

than for the other elements studied here.  Si, the only non-metal, is the stiffest overall.   

Based on the criterion of Monroe and Newman, the present calculations suggest that the 

thiophosphates are only appropriate as a solid electrolyte in conjunction with anodes based on K.  

In the case of anti-perovskite-based SE’s, anodes based on alkali metals (Li, Na and K) would 

satisfy the MN criterion, while NASICON-type and garnets further expand the number of 

suitable anode compositions to include Ca and Mg in addition to the alkali metals.  Perovskite 

SEs satisfy MN for all anode compositions studied here except Si.  In sum, the directionally-

resolved and temperature-dependent elastic properties reported here will be of value in the 

construction of mechano-electrochemical models of phenomena at metal/solid electrolyte 

interfaces. 

4.2 Methodology 

Density functional theory calculations116 were performed using the Vienna ab-initio 

Simulation Package (VASP).121-123, 202  Blöchl’s projector augmented wave method124 (PAW) 

was used to describe the interaction of core and valence electrons, and a conjugate-gradient 

algorithm with corrector steps was used to relax the ion positions.  For the metallic systems, 

orbital occupancies were determined using the Methfessel-Paxton method203 with a smearing 
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width of 0.1 eV; a Gaussian-type method with a sigma value of 0.1 eV was used for Si.  The 

electronic self-consistency iterations were terminated when the change in total energy and the 

change in electronic eigenvalues were both less than 10-7 eV.  Hellmann-Feynman forces were 

converged to within 0.005 eV/Å.   

The plane-wave cutoff energies used for Al, Ca, Li, Na, K, Mg, Zn, and Si were 400 eV, 

300 eV, 300 eV, 250 eV, 360 eV, 300 eV, 610 eV, and 420 eV, respectively.  Extremely dense k-

point sampling mesh densities were employed, with respective values of 403, 193, 493, 443, 273, 

403 , 373, and 143. These densities often exceed those used in prior studies; for example, in the 

Dryad data repository, de Jong et al.204-205 used grids of size 45000 (~353) for Al, 20000 (~273)  

for Li and Na, and 7000 (~193) for K, Ca, Mg, Zn, and Si.  Our tests confirm that thorough k-

point sampling is necessary for achieving converged elastic properties, as illustrated in Figure 

B.1.  Further details regarding the convergence behavior of the elastic properties with respect to 

the plane-wave cutoff energy and k-point sampling are provided in the Appendix. 

A total of 5 exchange-correlation functionals were evaluated for each element by 

comparing the calculated elastic constants with experimental data measured at absolute zero, or 

at low temperatures approaching 0 K.  The results of these tests are summarized in Table B.2.  

The exchange-correlation functional of Perdew-Burke-Ernzerhof120 (PBE) was determined to 

most closely match experimental data, and was therefore used for the remainder of the study. 

The stiffness matrix was calculated via a stress-strain relationship.206  Three axial and 

three shear strains of ±1% of the lattice vector were applied to the unit cell, and the resulting 

stresses were calculated.  The elements of the stiffness matrix, Cij, were derived from a series of 

linear least-squares fits to this stress-strain data.  The compliance matrix, Sij, was calculated as 

the inverse of the stiffness matrix.  It should be noted that the value that VASP reports as C44 is 
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defined by Nye207 as the C66 stiffness coefficient; Nye's convention is used for all elastic 

properties discussed hereafter.  Example stress-strain curves are shown in Figure 4.1, indicating 

that the strains occur within the elastic regime. 

 

 

Figure 4.1 Example stress-strain curves for the explored materials.  The small strains yield linear stress profiles, 
indicating elasticity. 
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Several elastic properties were calculated from the elements of the compliance and 

stiffness matrices.  The bulk and shear moduli of aggregated, polycrystalline materials as defined 

by Voigt, Reuss, and Hill208 were calculated according to 

 

 √ƒRQ≠H =
V≈≈∆Vll∆V««∆j V≈l∆Vl«∆V«≈

»
  

 √…Ü ∑∑ =
É

´≈≈∆´ll∆´««∆j ´≈l∆´l«∆´«≈
          

√oQÀÀ =
ïÃÕäŒœ∆ï–¿—¬¬

j
                      (4.1) 

 “ƒRQ≠H =
V≈≈∆Vll∆V««k V≈l∆Vl«∆V«≈ ∆Ø V””∆V‘‘∆V’’

É÷
  

 “…Ü ∑∑ =
É÷

◊ ´≈≈∆´ll∆´«« k◊ ´≈l∆´l«∆´«≈ ∆Ø ´””∆´‘‘∆´’’
  

“oQÀÀ =
ÆÃÕäŒœ∆Æ–¿—¬¬

j
                       (4.2) 

 

from which the Voigt, Reuss and Hill elastic moduli and Poisson ratios were calculated as 

 

M =
»ïÆ
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                       (4.3) 

 

Anisotropic elastic properties were also calculated from the stiffness and compliance 

matrices.  For comparison, the amount of elastic anisotropy was determined using the Universal 

Anisotropy index (AU),209 
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for which a value of 0 indicates perfect isotropy, and a larger value indicates greater anisotropy.  

The anisotropic Young’s207 and shear210 moduli are given, respectively, as 

 

M ‹É, ‹j, ‹Ø
kÉ = ›ÉÉ‹É

◊ + ›jj‹j
◊ + ›ØØ‹Ø
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(4.6) 

 

Here, a is a vector that points radially from the origin, and represents a vector normal to a 

surface on a crystal that is centered at the origin.  Vector b is perpendicular to a, as indicated in 

 

Figure 4.2 Coordinate system for evaluation of directionally-resolved elastic properties. b‚⃗  is anti-parallel to 3‚⃗  
when &='=0°. 
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Figure 4.2, and represents the direction of a shear stress parallel to the surface that is normal to a.  

The Cartesian components of these vectors are defined as: 

 

‹É = cosÂ cos Ê 
‹j = cosÂ sin Ê 
‹Ø = sinÂ 

flÉ = sinÂ cos Ê cos Á − sin Ê sin Á 
flj = sinÂ sin Ê cos Á + cos Ê sin Á 

                         flØ = −cosÂ cos Á         (4.7) 
 

 

Figure 4.3 Predicted lattice expansion of Ti3SiC2 as a function of temperature as implemented via the Phonopy 
code.  Adapted from Togo et al.209 
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The angles Ê and Ë are the polar and azimuthal angles, respectively, while Á defines the 

direction of the shear, given by b. 

The effect of temperature on the calculated elastic properties was evaluated within the 

quasi-harmonic approximation211 (Phonopy code).212  An example plot showing the lattice 

expansion of Ti3SiC2 as a function of temperature calculated with the Phonopy code is shown in 

Figure 4.3.  Equilibrium volumes were calculated at three temperatures: 150 K, 300 K, and 450 

K.  Elastic constants at these temperatures were calculated using the lattice volumes predicted by 

the quasi-harmonic calculations (Table B.3).  Following Ref. 196, static energy contributions to 

the free energy were assumed to be dominant, thus allowing for the vibrational free energy and 

thermal electronic free energy contributions to be neglected.196  Hence, the primary impact of 

finite temperatures on the elastic properties is assumed to arise from thermal expansion or 

contraction of the lattice. 

4.3 Results and Discussion 

4.3.1 Elastic Constants 

Emphasis was placed on achieving converged predictions with respect to sampling of the 

Brillouin zone (i.e., k-point sampling).  The more complex Fermi surface of metals generally  
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requires denser k-point sampling than for materials with a band gap (semi-conductors and 

insulators). These sampling requirements are further compounded by the lattice strains needed to 

evaluate elastic constants; these strains lower the symmetry of the Brillouin zone, thereby 

increasing the number of symmetry-distinct k-points that must be sampled.  Finally, materials 

Table 4.1 Calculated elastic constants, Cij and Isotropic Elastic Properties (in GPa), as a function of temperature. For 
comparison, experimental values within 30 K of 300 K are also reported (“Expt: 300±30”).a 

 Temp. (K) C11 C12 C13 C33 C44 %   
error B E G AU 

Al 

150 112.5 55.0   29.8 9.6 74.2 77.9 29.4 0.00 

300 108.8 53.0 28.4 8.0 71.6 74.8 28.2 0.00 

Expt: 300±30 108 ± 2.1 61.5 ± 2.1 28.3 ± 0.3  76.9 ± 2.1 70.4 ± 0.4 26.1 ± 0.2  

450 104.3 50.7 26.7 9.4 68.6 71.0 26.7 0.00 

Ca 

150 22.3 14.6   13.9  17.2 21.5 8.3 2.30 

300 21.8 14.2 13.8 13.6 16.7 21.3 8.3 2.29 

Expt: 300±30 25.3 ± 2.5 17.1 ± 1.1 15.2 ± 1.2  19.8 ± 1.6 23.5 ± 2.5 9.0 ± 1.0  

450 21.3 13.7 13.6  16.2 21.0 8.2 2.26 

Li 

150 14.9 12.2   11.2 7.6 13.1 13.5 5.1 7.59 

300 14.3 11.6 11.0 15.0 12.5 13.2 5.0 7.60 

Expt: 300±30 13.3 ± 0.2 11.3 ± 0.2 8.8 ± 0.1  12.0 ± 0.2 10.7 ± 0.1 4.0 ± 0.0  

450 13.6 11.0 10.7  11.9 12.8 4.9 7.66 

Na 

150 7.9 6.9   5.9 7.7 7.2 6.5 2.4 12.61 

300 7.1 6.3 5.5 18.1 6.6 6.0 2.2 13.17 

Expt: 300±30 6.3 ± 0.9 5.1 ± 0.9   4.8 ± 0.8  5.5 ± 0.9 5.8 ± 0.6 2.2 ± 0.3  

K 

150 3.8 3.0   2.5 8.3 3.3 3.3 1.2 5.78 

300 3.4 2.8 2.4 10.1 3.0 3.0 1.1 6.50 

Expt: 300±30 3.8 ± 0.4 3.2 ± 0.1   2.3 ± 0.4  3.4 ± 0.2 2.7 ± 0.7 1.0 ± 0.3  

Mg 

150 60.9 22.6 17.9 59.7 19.2 10.8 33.1 46.1 18.2 0.09 

300 56.1 20.7 16.8 54.4 17.7 13.6 30.6 42.2 16.6 0.08 

Expt: 300±30 58.9 ± 1.0 25.4 ± 1.0 21.0 ± 1.2 61.1 ± 1.0 16.5 ± 0.2  34.8 ± 1.1 44.6 ± 0.1 17.3 ± 0.1  

450 50.4 18.6 15.6 48.2 15.9  27.6 37.6 14.8 0.08 

Zn 

150 140.7 35.7 46.3 40.3 29.2 25.1 51.8 70.7 27.8 4.17 

300 114.3 30.8 41.0 33.7 24.3 30.1 42.9 54.9 21.3 5.29 

Expt: 300±30 161 ± 8.6 30.2 ± 7.5 48.0 ± 7.1 60.7 ± 6.4 39.5 ± 0.9  64.3 ± 6.2 101 ± 3.5 40.6 ± 1.3  

450 76.7 33.5 37.3 26.6 14.2 44.2 27.3 23.5 8.7 27.52 

Si 

150 150.1 53.9   85.9 11.8 85.9 150.3 62.2 0.22 

300 149.5 53.3 85.3 12.6 85.3 149.9 62.1 0.22 

Expt: 300±30 166 ± 0.9 64.5 ± 0.8 80.5 ± 1.8  98.6 ± 0.9 164 ± 2.1 67.1 ± 0.9  

450 148.4 52.2 84.3  84.3 149.2 61.9 0.22 

a %&rÍÍÎÍ& = &ÏÉ

S
∑ Ó

Vä,¿w¡œkVä,xÔx

Vä,¿w¡œ
Ò
j

S
Q£É Ú&100. Here, i indexes the Voigt subscripts of the elastic coefficients, and n = 3 for cubic systems 

and n = 5 for hexagonal systems. 
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with small elastic constants, such as the alkali metals, present additional challenges to achieving 

convergence.  For example, in the case of lithium, use of an insufficient k-point mesh results in 

an elastic tensor that is not positive definite, and therefore violates the Born stability 

conditions.204-205, 213-214 (See Fig B.1) 

Calculated elastic constants for the eight elements examined in this work are summarized 

in Table 4.1.  The cubic elements, (Al, Ca, Li, Na, K, and Si) possess three independent elastic 

constants, C11, C12, and C44, while the elements with hexagonal close-packed crystal structures, 

Mg and Zn, possess two additional independent elastic constants, C13 and C33.  The elastic 

constants are calculated for three temperatures, 150 K, 300 K, and 450 K, using the lattice 

constants determined for each temperature from the quasi-harmonic approximation.  The elastic 

constants and elastic properties of Na and K were not calculated at 450 K because this 

temperature exceeds their melting temperatures (371 K and 337 K, respectively).  As expected, 

in all cases the elastic constants decrease as the temperature increases.215  Table B.3 presents a 

comparison between the calculated and experimental lattice constants as a function of 

temperature. 

Overall, very good agreement is achieved between the calculated and experimentally 

measured elastic coefficients. The PBE functional, which was observed to be the most accurate 

functional out of those examined, yields an average error of 8.6% at low temperatures, Table 

B.2.  (See Table B.4 for a summary of experimental data at 150 K, 300 K, and 450 K).  

Deviations between the experimental data and the values calculated here are also summarized in 

Table 4.1.  The calculations on Al exhibit the best agreement with experiments, with deviations 

across all temperatures of less than 10%. The calculated values for Si, Ca, Li, Na, K, and Mg 

deviate from experiment by 3-18% across all temperatures, with the size of the deviation 
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increasing with temperature. (One exception is Na, which has a greater difference at 0 K than at 

150 K).  It should be noted that the alkaline metals (Li, Na, and K) have small elastic coefficients 

which tend to inflate the deviation percentages reported in Table 4.1.  Disagreement between the 

calculated and experimental coefficients is greatest for Zn, ranging from 22.7% - 44.2%; the 

variation in the elastic constants with temperature for Zn is also much greater than for the other 

materials.  Nevertheless, the Born stability requirements for Zn are satisfied at all temperatures, 

and the 0 K values calculated by other authors205 are consistent with the values reported here 

(Table B.2).  Table 4.1 shows that a relatively large standard deviation exists in the experimental 

elastic constant data for Zn. 

4.3.2 Isotropic Elastic Properties 

Figure 4.4 summarizes the calculated isotropic elastic properties, as determined using 

equations 4.1–4.3 and the elastic coefficients in Table 4.1.  These data indicate that the alkali 

metals generally have the smallest values of these moduli (i.e., are the softest), followed in order 

of increasing stiffness by Ca, Mg, Zn, Al, and Si.  The values of the moduli for Li, Na, K, Ca, 

and Si show little change with temperature, while Mg, Al, and Zn exhibit greater sensitivity to 

temperature.  As with the elastic constants, there is generally excellent agreement between 

experiments and the calculated isotropic values for E and G (see Tables 4.1, B.5, and B.6).  With 

the exception of Si and Zn, deviations are on the order of a few GPa.  For Si, deviations range 

from 7 - 9%, and 33-79% for Zn.  

To place these values in context, it is helpful to compare with the experimental Young’s 

modulus for several solid electrolytes.  These moduli vary widely across the different SE classes: 
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10 – 100 MPa for polymers,216-217 17 – 36.9 GPa for alkaline thiophosphates,218-220 77 GPa for 

LiPON,221 57.4 – 99.7 GPa for alkaline anti-perovskites,218, 222 115 – 143.7 GPa for 

NASICON,218, 223 140 – 175.1 GPa for garnets,218, 223-224 and 143 – 262.5 GPa for perovskites.218, 

223  With the exception of the polymer-based systems, all of these SE classes exhibit values for E 

that are larger than those calculated for alkali metal anodes. 

4.3.3 Anisotropic Young’s Moduli 

Figure 4.5 plots the anisotropic behavior (i.e., directional dependence) of the Young's and 

shear moduli at 300 K.  Here, solid bars represent the minimum values of the modulus, and the 

hatched bars represent the difference between the maximum and minimum values.  The length of  

the hatched bar relative to the length of the entire bar reflects the amount of anisotropy, which is 

quantified by AU, and listed in Table 4.1.  These data show that Al is the most isotropic element 

 

Figure 4.4 Variation of the isotropic elastic moduli with temperature.  Differently colored bars correspond to 
150 K (blue), 300 K (green), and 450 K (red).  The entire bar length (solid + hatched) represents the Young's 
modulus, while the solid portion of the bar represents the shear modulus. 
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considered here, having AU = ~0.  In contrast, the alkali metals (AU = 6 to 13) and Zn (AU =4 to 

27) exhibit significant anisotropy in their elastic moduli.  The alkaline earths and Si fall between 

these two extremes. 

 Figure 4.6 shows the calculated Young’s moduli, E, at 300 K as a function of 

crystallographic direction for each of the 8 elements examined. (Figures B.18 and B.19 show the 

same data at 150 K and 450 K, respectively.)  The shape of each plot indicates the degree of 

anisotropy in E: compact shapes such as spheres and cubes represent more isotropic behavior, 

while star-shaped plots suggest a greater degree of anisotropy.  As expected, the degree of 

anisotropy implied by a given plot’s shape closely matches that element’s universal anisotropy 

index, AU, shown in Table 4.1.  In agreement with the calculated AU values, the data plotted in 

Fig. 4.6 indicate that the alkali metals and Zn exhibit the most anisotropy in E.  For these 

 

Figure 4.5 Anisotropy in elastic moduli.  Differently colored bars correspond to the anisotropic Young's (blue) 
and shear (green) modulus at 300 K.  The entire bar (solid + hatched) represents the maximum value, and the 
solid bar represents the minimum value. 
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systems the maximum Young’s modulus, Emax, occurs in <111> directions, while the minimum 

values, Emin, occur along <100>.  The one exception to this trend is Al at 450 K (see Fig. B.19).  

This deviation can be explained by the fact that Al is almost perfectly isotropic at elevated 

temperature; variations in E as a function of direction are minimal in Al, spanning only 0.2 GPa. 

 The behavior of Mg as depicted in Fig. 4.6 differs from the other elements.  In particular, 

Mg is unique in that Emax = 47.1 GPa occurs in the <0001> direction at 300 K. Similarly, at 150 

K, Emax = 52.0 GPa also occurs in the <0001> direction. At these temperatures, local maxima 

exist as an equatorial band within the basal plane, Ë = 0°, 0 ≤ Ê ≤ 360°, (E = 46.2 and 50.2 

GPa at 300 and 150 K, respectively).  At 450 K the value for E projected to the equatorial plane 

 

Figure 4.6 Calculated Young’s modulus, E, as a function of crystallographic direction for Li, Na, K, Al, Ca, Si, 
Mg, and Zn at 300 K. The value of the modulus in a given crystallographic direction a⃗ is specified (redundantly) 
using the magnitude of the protrusion from the origin and with color coding. The range of the modulus scale 
varies from element-to-element. The shape of the plot indicates the degree of anisotropy: compact shapes such 
as cubes and spheres represent isotropic behavior; star-shaped plots suggest a greater degree of anisotropy. 
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overtakes the value along <0001>, becoming the global maximum: E(0001) = 41.2 GPa < 

E(equatorial) = 41.3 GPa.  For the temperature range examined here, the minimum value for E 

inMg, Emin, occurs in the directions defined by Ë ≅ 45°, 0 ≤ Ê ≤ 360°. 

Finally, Fig. 4.6 shows that the directional dependence of E for Zn is also unique, and 

resembles a ‘yo-yo’ shape.  Emax for Zn occurs in two parallel rings defined by 0 ≤ Ê ≤ 360°  

and Ë ≅ ±67°,&±64°, and ±60° at 150, 300, and 450 K, respectively. Emin appears as a 

depression on the surface located along <0001>; E also decreases as Ë approaches 0.  These 

local minima in E become more pronounced at 450 K (Fig. B.19), at which point the plot 

resembles two cones joined at their apexes. 

As noted in Ledbetter’s review,140 Zn exhibits a high degree of elastic anisotropy, in 

agreement with the present results.  This behavior is consistent with Zn’s high c/a ratio of ~1.87 

(Table B.3) – the ideal ratio being 1.63 – suggesting stronger intra-basal-plane bonding than 

between basal planes.  (The c/a ratio predicted by the present calculations at 300 K, 1.90, is in 

good agreement with experimental measurements.) The resolved Young’s modulus data shown 

for Zn in Figure 4.6 is consistent with these trends: Emin = 10.6 GPa occurs along <0001>, 

consistent with relatively weaker bonding between basal planes, while E within the basal plane, 

corresponding to Ë = 0° and  0° ≤ Ê ≤ 360° is much larger, 59.0 GPa. 

4.3.4 Anisotropic Shear Moduli 

Figures 4.7 and 4.8 illustrate the directionally-resolved shear modulus, G, for all 8 

elements at 300 K. Figure 4.7 plots the maximum shear modulus, GMax, within a plane 

perpendicular to the crystallographic direction specified by a. (See Equations 4.6-4.7 and Fig. 

4.2). Similarly, Figure 4.8 plots the minimum shear modulus, GMin, applied perpendicularly to 
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each crystallographic direction indexed by a.& Figures B.20-B.23 show the same data at 150 K 

and 450 K. 

As was observed for the Young’s moduli, the shapes of the resolved shear modulus plots 

indicate the degree of anisotropy.  More compact shapes (e.g. spheres) indicate greater isotropy, 

whereas shapes with significant directional dependence indicate greater anisotropy.  For 

example, for cubic materials, the more anisotropic GMax plots resemble three orthogonal circles 

with common centers that intersect in <100> directions; the plots of GMin also convey anisotropic 

behavior and resemble three intersecting rods parallel to <100> directions. 

 

Figure 4.7 Calculated maximum shear modulus, GMax , as a function of crystallographic direction for Li, Na, 
K, Al, Ca, Si, Mg, and Zn at 300 K. GMax represents the maximum G over all directions b‚⃗  perpendicular to a⃗. 
The coordinate system for a⃗ is shown for cubic and hexagonal crystal structures; the relationship between b‚⃗  and 
a⃗ is shown in Fig. 4.1.&The modulus value is specified (redundantly) using the magnitude of the protrusion from 
the origin and with color coding. Note that the range of the modulus scale varies from element-to-element. 
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Figure 4.9 plots the behavior of the shear modulus within the selected low-index 

crystallographic planes at 300 K for 0° ≤ Á ≤ 360° (i.e., for all orientations of b within the plane 

{hkl} normal to a = [hkl], as shown in Fig. 4.2). For the cubic systems the high-symmetry planes 

include a =&{100}, {110}, and {111}.  Similar plots at 150 K and 450 K are shown in Figures 

B.24-B.25; Table B.7 summarizes the Young’s modulus and maximum/minimum shear modulus 

for each orientation at 300 K. 

In the case of the cubic systems, in {100} G is independent of Á and equal to the global 

maximum shear modulus (see Table B.8).  This is consistent with earlier analysis by Turley and 

Sines, where it was predicted that G does not depend on direction within these planes.225  In 

 

Figure 4.8 Calculated minimum shear modulus, GMin , as a function of crystallographic direction for Li, Na, K, 
Al, Ca, Si, Mg, and Zn at 300 K. GMin represents the smallest G for all directions b‚⃗  perpendicular to a⃗. The 
coordinate system for a⃗ is shown for cubic and hexagonal crystal structures; the relationship between b‚⃗  and a⃗ 
is shown in Fig. 4.1. &The modulus value is specified (redundantly) using the magnitude of the protrusion from 
the origin and with color coding. Note that the range of the modulus scale varies from element-to-element. 
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contrast, the shear moduli within {110} planes vary periodically between the global maximum, 

located in <001> directions, and the global minimum G, which occur parallel to <110>.  Within 

the {111} planes, the values for G are nearly constant, with slight undulations; the maxima occur 

at 0° and 180° (<111>), and the minima occur at 90° and 270° (<110>). 

In the case of hexagonal systems, Mg and Zn, the value of G within the basal plane, 

{0001}, is independent of Á, with (constant) values of G = 14.4 GPa for Mg, and G = 24.3 GPa 

for Zn.  Within the prismatic planes, 1100 , the shear moduli for Mg oscillate between G = 17.7 

GPa at 90° and 270°, and the global minimum, Gmin = 14.4 GPa at 0° and 180°; for Zn, the 

 

Figure 4.9 Variation in the shear modulus for Li, Na, K, Al, Ca, Si, Mg, and Zn at 300 K within several low-
index crystallographic planes. Low-index planes for the cubic system include {100}, {110}, and {111}.  & 
identifies the angle of the shear direction b‚⃗  within each {hkl} plane perpendicular to the direction vector a⃗ = 
<hkl>.  See Fig. 1 for a description of the relationship between a⃗, b‚⃗ , and &. 
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oscillations occur between the global maximum, Gmax&= 41.7 GPa at 90° and 270° and G = 24.3 

GPa at 0° and 180° (b is perpendicular to <0001> when Á = 0° or 180° for both Mg and Zn).  

Note that the prismatic planes occur within a continuum corresponding to Ë = 0° and 0° ≤ Ê ≤

360°, and that GMax  and GMin, as well as G versus Á, are independent of Ê within this 

continuum.  Also plotted in Figure 4.9 are G for a continuum of planes corresponding to Ë =

±45° and 0° ≤ Ê ≤ 360°.  Here, the shear moduli oscillate for Mg between Gmax = 19.2 GPa at 

0° and 180° and G = 15.9 GPa at 90° and 270°, and G = 30.7 GPa at 90° and 270° and Gmin = 

6.1 GPa at 0° and 180° for Zn. 

4.4 Discussion 

Xu et al. used the quasi-harmonic approximation within density functional theory to 

predict the anisotropic elastic properties of Li as a function of temperature.189  Although the 

present calculations are in good agreement with Xu’s values for the C11 and C12 elastic constants, 

differences exist for C44 at low temperatures. More specifically, the present calculations predict a 

value of 11.6 GPa at 0 K (11.2 GPa at 150 K), while Xu et al report values of 8–9 GPa. The 

experimentally measured value for C44, 10.8 GPa at 78 K, is closer to the present results.  We 

attribute this discrepancy to incomplete convergence of C44 with respect to sampling of the 

Brillouin zone in the Xu et al. study.189 

The Materials Project (MP) also contains a tabulation of elastic constants for the elements 

considered here, as derived from DFT calculations. Compared to the MP database, the present 

work reports the elastic properties over a range of temperatures, whereas the data in the MP is 

reported only for T = 0 K. The present study also aims to achieve well-converged predictions 

with respect to planewave cutoff energy and k-point sampling. Consequently, the present 

predictions are in good agreement with the available low-temperature experimental data: Table 
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B.2 demonstrates that the elastic properties predicted here are within 8.6% of experiments, 

whereas the data in the MP for these elements differs by 11.6% on average.   Another 

consequence of incomplete convergence can be seen in the MP values for the potassium stiffness 

tensor: in violation of the Born stability criterion,205 the MP reports C12 > C11. 

As was mentioned earlier, the criterion of Monroe and Newman proposes that in order to 

suppress dendrite initiation, the shear modulus of a solid electrolyte should be larger than that of 

a metallic anode placed in contact with it by a factor of approximately two.  If these dendrites are 

crystalline, then the anisotropic elastic response of the metal should be considered, rather than 

the average or polycrystalline elastic properties.  The data reported here demonstrate that for 

some metals the maximum value of the anisotropic shear modulus can be more than twice as 

large as the polycrystalline shear modulus.  Metals that fall into this category include the alkaline 

metals (Li, Na, and K) and Zn.  In these cases, the maximum resolved shear moduli at 300 K are 

11.0 GPa, 5.5 GPa, 2.4 GPa, and 41.7 GPa, respectively, while the respective polycrystalline 

values are 5.0 GPa, 2.2 GPa, 1.1 GPa, and 21.3 GPa. 

It is helpful to review the shear moduli of common SE classes for the purpose of 

evaluating their viability. These values range from:  7.9 – 14.1 GPa for alkaline 

thiophosphates,218-220 31 GPa for LiPON,221 23.6 – 41.5 GPa for alkaline anti-perovskites,218, 222 

47.7 – 57.6 GPa for NASICON,218, 223 54.8 – 68.9 GPa for garnets,218, 223-224 and 91.2 – 104 GPa 

for perovskites.218, 223  In the context of the Monroe-Newman criterion and the orientation-

dependent shear moduli presented here, the viability of a given SE class for a given anode 

composition can be projected by comparing the lower bound of the SE shear modulus 

(mentioned above) with twice the maximum resolved shear modulus of the anode at 300 K.  

Within this approximation, the thiophosphates, which are the most compliant of the SE 
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considered, are projected to be appropriate only for use with anodes based on K, the most 

compliant metal examined. The slightly stiffer anti-perovskites are in principle suitable for use 

with any of the alkaline metal anodes (Li, Na, and K).  NASICON-type and garnet electrolytes 

expand this window beyond the alkali metals to include MV anodes such as Ca and Mg. Finally, 

the perovskites, which are the stiffest SE overall, are projected to be compatible with all of the 

anode materials examined here, with the exception of Si. 

4.5 Conclusions 

First-principles calculations were employed to calculate the elastic constants and 

aggregate, polycrystalline elastic properties of several anode materials of relevance for battery 

applications: Al, Ca, Li, Na, K, Mg, Zn, and Si.  It is demonstrated that careful sampling of 

reciprocal space is required to converge the elastic constants.  Direction-dependent elastic 

properties were derived from the stiffness tensors, and the effect of temperature on these 

properties was evaluated using the quasi-harmonic approximation.  In general, excellent 

agreement between the present calculations and experimental measurements of the elastic 

constants and polycrystalline elastic moduli is obtained. 

The elastic properties were mapped as a function of crystallographic direction.  For cubic 

materials under axial loading, the stiffest (most compliant) orientation is <111> (<100>), while 

in shear <100> (<111>) is the stiffest (most compliant).  The alkali metals are predicted to be the 

softest, growing softer with increasing atomic number.  These systems are also the most 

anisotropic, with the degree of anisotropy increasing with increasing temperature.  In contrast, 

multivalent Al and Mg are the most isotropic; nevertheless, their elastic properties are the most 

sensitive to temperature among the elements studied here.  As expected, Si, the only non-metal, 

is the stiffest overall. 
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These data demonstrate that the maximum anisotropic shear modulus of some metals can 

be more than twice as large as their averaged or polycrystalline shear modulus. Hence, in the 

context of Monroe and Newman’s theory of dendrite initiation, anisotropic elastic behavior may 

be an important factor in rationalizing the relative tendencies of different anode compositions to 

form dendrites during electrodeposition. The viability of several SE classes for use in 

conjunction with a given anode was projected by comparing the SE shear modulus with twice the 

maximum resolved shear modulus of the associated anode at 300 K. 

In addition to providing insight into dendrite initiation for several combinations of anodes 

and solid electrolytes, the elastic properties data presented here will be of value as input to more 

detailed models of mechano-electrochemical behavior at anode/solid electrolyte interfaces. 
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Chapter 5! 
 

Atomistic Study of Li7La3Zr2O12 Grain Boundaries 

5.1 Introduction 

 In addition to exhibiting high bulk ionic conductivity, a suitable solid electrolyte (SE) 

should possess low grain boundary (GB) resistance.  One may reasonably expect that a low-cost 

SE will be polycrystalline. Thus, the migration of Li-ions through the SE during battery 

operation will require that the Li flux cross (multiple) GBs.  In some SE's, GB resistance has 

been reported to be significant.  For example, the most thermodynamically stable GB's in the 

anti-perovskite Li3OCl are predicted to reduce Li-ion conductivity by an order of magnitude 

compared to the bulk.226  A solid’s ability to serve as a fast ionic conductor is known to depend 

on its structure,12 and given that the high mobility in bulk LLZO is largely attributable to a 

combination of the arrangement and partial occupation of polyhedral interstitial sites, it is 

possible that disruption of this structure at GBs can impede Li-ion mobility in the presence of 

GBs.  However, in contrast to lithium lanthanum titanate, which possesses 2D ion diffusion 

pathways and thus is significantly impacted by the presence of GB's,227-230 the 3D diffusion 

pathways present in LLZO may result in less disruption. 

 Numerous studies have examined the impact of GB's on the performance of LLZO.  

Consistently, greater relative density as a result of various processing techniques, including 

pressing and sintering,231-232 rapid induction hot pressing,23, 112-113 hot isostatic pressing,233-234 hot 

pressing under flowing oxygen,235 co-sintering with a LiCoO2 cathode,236 micro-wave reactive 

sintering,237 and multi-step sintering methods,238 resulted in improved Li mobility.  Interestingly, 

there are conflicting reports on the effect of grain size on performance.  When processed via 

rapid induction hot pressing, larger grain sizes were shown to improve performance,113 while 
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reduced performance was observed when the sample was pressed then sintered.231  The former 

trend was supported with molecular dynamics simulations, where decreased diffusivity and 

elevated activation energies at the GB's compared to the bulk were predicted.239  This was 

attributed to disruption of Li ion trajectories at the GB, resulting in numerous immobile Li ions.  

 To date, computational studies have been limited to a few selected GB's,239-240 but it is 

unclear if these GBs are representative of the behavior of the GBs that may be present in LLZO.  

Conversely, experimental measurements of GB resistance do not distinguish between different 

GB geometries, and thus present an average picture of aggregated GB phenomena.  A study of 

GB phenomena that examines a wider range of GB's, while resolving the structure-dependent 

properties of each boundary separately, would be helpful in revealing the role of GB's in LLZO 

and in other solid ion conductors. 

 The aim of the present study is to provide insights into the mobility of Li ions at GB’s by 

combining classical molecular dynamics and classical Monte Carlo simulation techniques across 

a broad set of GB’s.  The structures of thirty-five symmetric tilt and twist GB's, as well as eight 

amorphous GB's, were predicted via a multi-step process utilizing classical molecular dynamics 

and Monte Carlo simulations.  Of these, sixteen representative tilt, twist, and amorphous GB's 

were selected for Li diffusivity calculations. 

 The data presented show a slight increase in Li concentration at crystalline GB’s in some 

cases, while amorphous GB’s show significant depletion in some cases.  Shortened pair distances 

between Zr atoms are present in the GB regions, but absent in the bulk.  Transport calculations 

show consistently faster Li diffusion in the bulk than in the GB’s, consistent with experiments, 

and Li diffusion generally decreases with grain boundary energy (GBE).  Interestingly, activation 

energy shows a similar trend, suggesting the importance of other contributing factors; 
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subsequently, a linear relationship between ln(D0) and activation energy, known as a 

compensation effect, was observed.  Observations of direction-dependent diffusion show faster 

mobility normal to the GB plane than within the GB plane.  The results of this study suggest that 

lower-energy GB’s are preferable in processed LLZO samples, and production methods should 

seek to minimize the number of higher-energy GB’s by processing at elevated temperatures, 

while taking care not to significantly disrupt the crystallinity. 

5.2 Methods 

 Calculations were performed using a model cubic polymorph of LLZO described in an 

earlier study,224 where Li was quasi-randomly distributed on 24d tetrahedral and 96h octahedral 

sites, resulting in occupancies of 0.542 and 0.448, respectively, consistent with experimentally 

measured Li distributions in cubic LLZO.91 

 Grain boundary energies (GBE’s) were calculated for 35 symmetric tilt and twist GB’s 

listed in Table C.1.  Symmetric tilt axis GB’s were calculated for coincidence-site lattice (CSL) 

designations up to Σ29 for the 010  rotation axis, Σ33 for the 110  rotation axis, and Σ31 for 

the 111  rotation axis.  The twist axis GB’s Σ25(100)/[100], Σ13(100)/[100], Σ17(100)/[100], 

and Σ5(100)/[100] were considered due to their prominence in ionic crystals.241-242   

 Static molecular dynamics and Monte Carlo simulations were conducted using 

LAMMPS, utilizing the force field of Adams et al., which possesses a Morse-type formulation 

with parameters derived from softBV bond valence parameters.243-244  Studies utilizing this force 

field have yielded structural and dynamic properties in good agreement with experiments.244-246 

A timestep of 2 fs was used for all calculations.  

 The appropriate low-energy configurations for the GB’s were determined via a multi-step 

process, implemented using the LAMMPS parallel molecular dynamics code.247  All simulations 
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were performed using bi-crystal computational cells in conjunction with periodic boundary 

conditions,248 resulting in a boundary plane at the center of the cell in the direction normal to the 

GB, as well as at the edges.  The x- and y-directions were defined to be parallel to the GB plane, 

while the z-direction was defined to be normal to the GB plane.  The width of the grains were 

~30 Å in order to prevent interactions between GB’s.  The unrelaxed cell was constructed with a 

1 Å gap to allow the structure to relax to a width that minimized its energy, as well as to avoid 

small interatomic distances.  The grains were joined in order to approximate the appropriate CSL 

structure. 

 The first step of the process consisted of a grid search, where the unrelaxed, bi-crystal 

GB structure was introduced into LAMMPS.249-252  One of the grains was shifted in ~1.3 Å 

increments with respect to the other in directions parallel to the plane of the GB for grid sizes 

ranging from 221 – 1261.  The cell was minimized first with only the atoms allowed to relax, and 

then with both atoms and lattice parameters.  This was allowed to proceed until the entire GB 

plane was scanned, and the location with the lowest GBE identified.  GBE was calculated as: 

 

Figure 5.1 Plot of GBE !"surface as a function of displacement in directions parallel to the GB plane for 
Σ5(102)/[01≥0] GB.  Darker colors signify configurations possessing lower GBE, lighter colors signify 
configurations possessing higher GBE. 
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γGB = EGB-nEbulk /2A         (5.1) 

where EGB is the total energy of the GB-containing cell, n is the number of LLZO formula units 

in the GB cell, Ebulk is the total energy per formula unit of bulk LLZO, and A is the area of the 

GB plane.  The factor of 2 accounts for the presence of 2 GB’s within each simulation cell.  A 

3x3x3 expansion of the conventional unit cell of LLZO was used for bulk calculations. 

 Of the four elements comprising a formula unit of LLZO, the Zr sublattice possesses the 

highest symmetry, a body-centered cubic lattice; terminations of Zr at grain surfaces were 

assumed.  The conventional unit cell of LLZO has 16 Zr atoms, and symmetry-distinct variations 

in surface compositions can be created per terminal plane.  GBE’s were evaluated for all GB’s 

with these variations in terminations (~100 GB’s).  Figure 5.1 shows an example plot of the !-

 

Figure 5.2 Flow chart of structure optimization procedure. 
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surface resulting from these calculations for a representative GB.  Figures C.1-C.4 show !-

surface plots for all GB’s studied with the lowest-energy Zr-terminated surfaces. 

 The configuration corresponding to the lowest GBE from the static grid-search 

calculations was heated in an NPT molecular dynamics simulation to 700 K over a 1 ns interval 

at 1 atm pressure, and then held at 700 K for 1 ns at 1 atm.  The resulting high-temperature 

structure was subjected to a Monte Carlo simulation under NVT conditions at 700 K, with 

attempts restricted to atoms in regions within 10%vol of both GB’s, for a total sampling of 

20%vol.  A compromise between phase-space sampling and attempt frequency resulted in a 0.25 

Å hopping distance, yielding an acceptance ratio of ~0.25.  A subsequent NPT simulation at 700 

K for 1 ns at 1 atm followed by a ramp-down in temperature at the same conditions over 1 ns 

followed the Monte Carlo simulation.  Finally, energy minimization was performed via the 

 

Figure 5.3 Flow chart of Li transport calculations. 
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conjugate gradient algorithm.  The resulting sizes of the optimized simulation cells are listed in 

Table C.1, and GBE's for static and optimized cells are organized by rotation axis are listed in 

Tables C.2 – C.5.  See Figure 5.2 for a flow diagram of the structure optimization procedure.  

See Figure 5.4 for optimized structures for 5 representative GB’s.   

 Eight high-energy GB’s from the multi-step configuration optimization procedure were 

further treated with intense heating to generate an amorphous phase at the GB’s, using an 

established amorphization procedure.253  The GB region was heated at 2000 K for 2 ns, and then 

cooled at a rate of 1 K/ps to 0 K, at which point the structure was minimized using the conjugate 

gradient algorithm.  

 Finally, Li ion diffusion was calculated using 16 representative GB’s (4 010  tilt 

crystalline, 6 110  tilt crystalline, 2 111  tilt crystalline, 2 [100] twist crystalline, and 2 

amorphous).  Diffusivity was calculated as 

D= 1
2dt

r t+t0 -r t0
2          (5.2) 

where d is dimensionality, t0 is the initial time, and the angled brackets indicate an average over 

all Li ions. 

 The cells were expanded from their unit sizes (see Table C.1 for the numbers of surface 

unit cell replicas for each simulation cell).  The simulation cells were equilibrated via an NPT 

simulation at 1 atm and the appropriate target temperature (700K, 800K, 900K, 1000K, or 

1100K) for 3 ns, followed by an NVT simulation for 3 ns.  Following this equilibration step, the 

cells were subjected to an NVT simulation for a further 6 ns; the 1st ns was neglected as an 

initialization step, and atomic coordinates were recorded for the remaining 5 ns for further 
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processing.  The simulation was run three different times, with each run consisting of different 

 

Figure 5.4. Relaxed structures of a) Σ5(102)/[01≥0], b) Σ3(112)/[11≥0], c) Σ21(154)/[11≥1], d) amorphous 
Σ9(221)/[11≥0], and e) Σ5(100)/[100] representing crystalline tilt axis GB’s (a-c), an amorphous tilt axis GB 
(d), and a twist axis GB (e).  The left-hand structures show all four constituent elements of LLZO (Li, La, 
Zr, and O), while the right-hand structures show only the Zr-sublattice, which possesses the BCC crystal 
structure in bulk LLZO. 
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randomly initialized velocities for all of the atoms in the cell.  See Figure 5.3 for a flow diagram 

of the Li transport calculations. 

 Mean square displacements (MSD) were tracked for Li ions in the simulation cells for the 

purpose of calculating their average total diffusivities.  The simulation cells were divided into 10 

subregions of equal volume; 2 subregions contained the two GB’s, while the remaining 

subregions were in the grain interiors (GI’s).  The diffusivities were calculated over 1 ns 

intervals, and then the five values were averaged in order to minimize attribution errors resulting 

from atoms changing regions during the simulation. 

5.3 Results and Discussion 

5.3.1 Grain Boundary Structures 

 The GBE’s for the various GB’s were evaluated using a multi-step process.  Figures 5.1, 

C.1-C.4 show !-surface plots of the GBE’s.  Dark colors correspond to cell configurations 

possessing low GBE’s, while lighter colors correspond to cell configurations with high GBE’s.  

Minimum energy configurations are clustered around the x-axis, indicating their tendency to 

occur with small, rigid shifts in the y-direction from the initial, unrelaxed GB cell.  This is 

consistent with the construction of the unrelaxed cells to approximate the CSL structure. 

 Following the identification of the structure yielding the lowest GBE from the !-surface 

calculations, the GB cells were further processed.  Figures 5.4a – 5.4c, 5.4e show representative 

GB structures following from this procedure, which yielded crystalline GB’s.  Figure 5.4d shows 

a representative amorphous GB. 

 There are similarities between the GBE vs. misorientation angle plots presented in Figure 

5.5, and those from single element metals possessing the body-centered cubic crystal 

structure,252, 254-255 with low-energy cusps at 53.1º on Figure 5.5a corresponding to the 
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Σ5(102)/[010] GB, and low-energy cusps at 26.5º, 38.9º, 70.5º, and 129.5º on Figure 5.5b 

corresponding to the Σ19(116)/[110], Σ9(114)/[110], Σ3(112)/[110], and Σ11(332)/[110] GB’s, 

respectively.  These cusps appear on plots for both LLZO and bcc metals.  The shape of Figure 

5.5d, representing the [100] twist rotation axis GB’s, is consistent with similar plots for [100] 

twist GB's in ionic solids.256-259 

 However, differences also exist.  There is a prominent cusp at 28.1º on Figure 5.5a, 

corresponding to the Σ17(104)/[010] GB, whereas the bcc metals show a cusp for the 

Σ5(103)/[010] GB (36.9º); also, the metals show slight cusps at the Σ3(111)/[110] GB (109.5º), 

while no such cusp appears on Figure 5.5b.  Figure 5.5c shows significant lowering at 21.8º and 

 

Figure 5.5 Variation of GBE’s with misorientation angle about the a) [01≥0] tilt, b) [11≥0] tilt, c) [11≥1] tilt, and 
d) [100] twist rotation axis.  The values along the top axis indicate the coincidence site lattice (CSL) Σ-value 
for the GB corresponding to the plotted GBE. 
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27.8º, corresponding to grain boundaries Σ21(154)/[111] and Σ13(143)/[111], while the metals 

show that GBE is largely independent of misorientation angle for tilt GB’s rotated about the 

[111] rotation axis. 

 At low misorientation angles (<10 degrees), the relationship with GBE is described by 

the dislocation model of Read and Shockley.257-258, 260  However, at misorientations of >10 

degrees, GBE is largely independent of misorientation angle, except at special, low-energy GB’s.  

Work by Rohrer et al. has shown that solid-state grain growth is analogous to the growth of 

grains in a liquid or a vapor; GB’s in a polycrystalline solid are predominantly delineated by 

crystal habits corresponding to dominant surfaces on single crystals.261-267  Experimental 

evidence has shown that surfaces with the lowest energy exist with the highest probability in 

samples of a variety of materials, including oxides261-262, 264-266 and metals.262-263  As expected, 

the high-energy GB’s presented here are similar in value (250 – 350 mJ/m2), except at low-

energy cusps. 

5.3.2 Amorphous Grain Boundaries 

 Commonly observed glassy films at the GB’s of covalent ceramics prompted Keblinski 

et. al. to study the origins of this phenomenon.253  Through classical MD simulations on twist 

GB’s between crystalline Si grains, it was observed that disordered structures were 

thermodynamically preferred at high-energy GB’s, whereas ordered structures were observed at 

low-energy GB’s. 

 However, more recent work found that these conclusions do not necessarily hold.268  A 

significant amount of ordering and a lowering in energy was observed, in agreement with the 

results of calculations presented here.  Here, the majority of disordered structures yielded higher 

GBE than the optimized, well-ordered structures obtained during the structure optimization 
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procedure.  This suggests that the crystalline structures predicted by the optimization procedure 

yielded a reliable GB structure. 

 The exception were two GB’s processed with the amorphization procedure at 2000 K, 

Σ9(221)/[110]  and Σ7(132)/[111]. These yielded GBE’s (263 mJ/m2 and 260 mJ/m2, 

respectively) which were less than the crystalline structure GBE’s (324 mJ/m2 and 311 mJ/m2, 

respectively).  These were selected for further Li diffusion calculations. 

5.3.3 Structure Analysis 

 In order to characterize the local structure within the GB simulation cells, pair 

distribution functions (g(r)) were calculated within LAMMPS.  The cutoff distance for the 

computation was 10 Å.  The regions sampled were 10% of the total volume, centered at 10 

equidistant locations along the z-axis (i.e. region 1: 0.95 < z < 0.05, region 2: 0.05 < z < 0.15, 

region 3: 0.15 < z < 0.25, region 4: 0.25 < z < 0.35, region 5: 0.35 < z < 0.45, region 6: 0.45 < z 

< 0.55, region 7: 0.55 < z < 0.65, region 8: 0.65 < z < 0.75, region 9: 0.75 < z < 0.85, region 10: 

0.85 < z < 0.95).  For each of the 16 GB’s used for Li diffusion calculations, g(r) was computed 

for the 10 possible pairings among Li, La, Zr, and O.  To clearly visualize features, g(r) was 

divided by the maximum value, gmax.  Blue colors indicate g(r)=0, yellow colors indicate g(r)= 

gmax.  Figures C.5 – C.20 show the resulting plots at 700 K. 

 Region 6 from the 16 plots corresponds to the GB region at the center of each GB 

simulation cell.  These have been arrayed in Figures C.21 – C.25 for all 10 pairs at 700 K, 800 K, 

900 K, 1000 K, and 1100 K, along with g(r) from bulk LLZO at both 0 K and at the appropriate 

temperature. 
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Figure 5.6. Radial distribution functions, g(r), for 16 GB’s at 700 K, as well as for bulk crystalline LLZO at 
0 K and 700 K, for a) Li-Li pairs and b) Zr-Zr pairs.  The values of g(r) are divided by the maximum value, 
gmax.  Yellow indicates g(r) =   gmax, blue indicates g(r) = 0.  Prefix “a-“ indicates an amorphous grain 
boundary.  The pairs are sampled at 0.45 < z < 0.55, corresponding to the GB at the center of the simulation 
cell. 
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 Plots for Li-Li and Zr-Zr pairs counted within 0.45 < z < 0.55, corresponding to the GB 

at the center of the simulation cell at 700 K, have been arrayed in Figures 5.6a and 5.6b, along 

with g(r) from bulk LLZO at 0 K and 700 K.  Figures C.26 – C.28 show the same plots in the 

more familiar “peaked” format. 

  In the bulk cubic phase of LLZO, Li ions reside in polyhedral interstitial sites at partial 

occupancy, with 56.8% of the tetrahedral 24d sites occupied, and 44.2% of the octahedral 96h 

sites occupied.91  They diffuse according to a coordinated pattern; if an octahedral site is 

occupied, one of the face-sharing tetrahedral sites must be unoccupied and the other occupied, or 

if both of the tetrahedral sites are occupied, then the octahedral site must be unoccupied.91  In 

agreement with Ref. 230, this pattern is represented in the g(r) profile for bulk LLZO at 0 K and 

700 K in Figure 5.4a, with two prominent peaks at r = 2.28 Å and r = 2.93 Å.  The peak at r = 

2.28 Å coincides with Li-Li pairs occupying adjacent tetrahedral and octahedral sites, while the 

peak at r = 2.93 Å is a grouping of overlapping peaks, corresponding to distances between 

octahedral sites.244  Figure C.28 shows bulk RDF's for Li-Li and Zr-Zr pairs  at 0 K and 700 K, 

presented in the "peaked" format. 

 Within the GB regions (regions 1 and 6) of the crystalline GB simulation cells, one 

prominent peak occurs at r = 2.47 Å on average, while a smaller peak occurs at r = 4.03 Å on 

average (see Fig 5.6a, C.26).  The peak associated with distances between octahedral sites is 

indistinguishable from and appears to overlap with the peak associated with adjacent tetrahedral 

and octahedral sites.  However, within the GI’s (regions 2 – 5, 7 – 10), the two peaks are 

identifiable at r = 2.37 Å and r = 2.86 Å, in agreement with the bulk profiles.  The small increase 

in the pair distances for the first peak is likely attributable to the inclusion of values from regions 

adjacent to the GB in the average.  The exception to the appearance of two peaks occurs for the 



 96 

Σ13(100)/[100]) crystalline twist GB.  Here, a single peak occurs at r = 2.62 Å, signifying 

overlap.  As in the other crystalline GB regions, peaks are observed at r = 2.45 Å and at r = 4.04 

Å. 

 The appearance of the smaller peak at r = 4.03 Å within the GB region signifies a 

substantial deviation in structure from that of GI/bulk regions.  Similar peaks have been 

associated with reduced ion migration due to the contraction of the free volume available to 

diffusing ions.269-270  It is possible that similar phenomena in LLZO GB’s may result in 

decreased ionic mobility. 

 For the amorphous GB’s, a-Σ9(221)/[110] and a- Σ7(132)/[111], the first, most prominent 

peak in the GI occurs at r = 2.46 Å and r = 2.50 Å, respectively, comparable to those in the GB 

regions of the crystalline simulation cells.  As in the crystalline GB regions, the appearance of a 

single peak suggests the overlapping of the peak associated with octahedral site distances and 

tetrahedral-octahedral site distances.  Within the GB region, a downward shift in pair distances 

occurs for the first peak (r = 2.40 Å and r = 2.41 Å, respectively); this indicates that the distance 

between hopping sites within the GB region for amorphous GB’s decreases compared to GI.  As 

in the crystalline GB’s, a small peak occurs at r = ~4 Å. 

 The three Zr – Zr peaks in bulk LLZO remain relatively unchanged from 0 K to 700 K, 

occurring at r = 5.63 Å, r = 6.48 Å, and r = 9.18 Å at 0 K, and r = 5.58 Å, r = 6.48 Å, and r = 

9.13 Å at 700 K (Figures 5.6b, C.28).  For the crystalline tilt GB’s (GB’s with rotation axes 

[010], [110], or [111] that are parallel to the GB planes), the pair distances associated with these 

peaks remain relatively unchanged within the GI’s (regions 2 – 5, 7 – 10), occurring at r = 5.66 

Å, r = 6.49 Å, and r = 9.20 Å on average.  However, within the GB’s (regions 1 and 6), peaks at 

substantially shorter pair distances (2.93 Å ≤ r ≤ 4.5 Å) appear, and the sharp peaks at r = 5.66 Å 
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in the GI’s shorten and widen, with maximum peak values occurring in the range 5.53 Å ≤ r ≤ 

5.98 Å.  The peak at r = 6.49 Å in the GI’s undergoes a similar shortening and widening, with 

maximum peak values occurring in the range 6.03 Å ≤ r ≤ 6.53 Å.  The peak at r = 9.20 Å 

significantly shortens or disappears altogether. 

 Interestingly, in the Σ5(100)/[100]) crystalline twist GB cell, the peak at shorter Zr – Zr 

pair distances, which is apparent in the g(r) profiles for the crystalline tilt GB’s, is not observed.  

Furthermore, the three peaks observed in the bulk and GI’s are distinguishable at r = 5.68 Å, r = 

6.40 Å, and r = 9.18 Å, although the first peak is significantly shortened.  However, the 

Σ13(100)/[100] crystalline twist GB shares similar characteristics with the tilt crystalline GB’s, 

with peaks occurring at shorter pair distances, the first two prominent peaks in the bulk/GI g(r) 

overlapping, and the third peak gone altogether.  For the amorphous GB’s, g(r) shows a similar 

profile to Σ13(100)/[100], with the appearance of shorter peaks, the overlapping of bulk/GI first 

and second peaks, and the disappearance of the third peak.  However, a small peak emerges at r 

= ~8 Å. 

 Recall the earlier observation of the emergence of a smaller peak at r = 4.03 Å in the Li – 

Li g(r) within the GB regions, and the appearance of similar peaks in the literature being 

associated with decreased ion mobility due to free volume contraction.269-270  Shorter peaks in the 

Zr – Zr g(r) GB plots, as well as in the La – La g(r) (Figures C.7 – C.25), may account for a 

contraction of free volume within the LLZO GB’s presented here.  Furthermore, a reduction in 

lattice volume and bottleneck size has been shown to correlate with an increase in activation 

energy and a decrease in ionic conductivity.12 

 To further characterize the GB simulation cells, plots of composition as a function of 

position along the direction normal to the GB plane (z-axis) were calculated.  Figure 5.7 shows  
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Figure 5.7. Time-averaged composition of Li (black), O (red), La (blue), and Zr (green) as a function of 
position normal to the GB plane (z-axis) at 700 K for supercells containing a) Σ5(102)/[01≥0], b) 
Σ3(112)/[11≥0], c) Σ21(154)/[11≥1], d) amorphous Σ9(221)/[11≥0], and e) Σ5(100)/[100] GB’s. 
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plots of representative GB’s at 700 K; Figures C.29 – C.44 show plots for all simulation GB cells 

at 700 K, 800 K, 900 K, 1000 K, and 1100 K.  Each data point represents the number of atoms 

contained within a ~1 Å slice, time-averaged over the duration of the Li diffusion simulation.  

Black data indicates the number of Li, red the number of O, blue the number of La, and green the 

number of Zr. 

 To compare concentrations of the Li, La, Zr, and O between the GI and GB regions, the 

ratio of the number of atoms in a GB region (region 6) to the number of atoms in a GI region 

(region 4) were calculated and tabulated in Table C.6.  In general, the difference is small, <0.1.  

The notable differences are in Li and Zr for the Σ3(112)/[110] GB, with a decrease of 0.20 and 

0.33, respectively, as well as an increase in O of 0.13 and 0.19 within Σ3(112)/[110] and 

Σ9(114)/[110] GB's, respectively.  Additionally, as apparent from Figure 5.7d, all elements of the 

amorphous Σ9(221)/[110]) show drastic decreases at the GB vs. in the GI: 0.37 for Li, 0.24 for 

La, 0.46 for Zr, and 0.37 for O.  The decrease in Li concentration seems to contradict the often-

observed phenomenon of charge carriers accumulating at defects.12 

 Differences in local structure have been observed between bulk/GI’s and GB’s.  It is 

possible that these variations could have significant effect on the properties of Li transport within 

GB’s as compared to transport within bulk/GI’s.  In order to observe these possible changes, Li 

diffusivities within GB’s were evaluated via molecular dynamics simulations and compared to 

simulations within bulk/GI’s. 

5.3.4 Lithium Diffusion 

 Optimized GB configurations were used as input structures for Li transport simulations.  

Figure C.45 shows plots of mean square displacement (MSD) of Li ions within representative 

GB simulation cells calculated over 5 ns at 700 K, 800 K, 900 K, 1000 K, and 1100 K; plots 
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calculated within GB and GI regions are included.  The same calculations were conducted for an 

expanded bulk LLZO simulation cell, as well as a total of 16 GB’s representing high GBE, low 

GBE, and amorphous configurations.  The MSD calculations were used to calculate Li ion 

diffusivities via eqn. (2). 

 In this work, total diffusivity refers to the motion of Li ions among three degrees of 

freedom.  The total diffusivity for each GB system was calculated at 10 regions centered at 

equidistant locations along the z-axis; these were the same regions introduced during the earlier 

structure analysis section.  It is expected that during the course of the simulation, some atoms 

will cross regions, thus incorrectly attributing their diffusivity values toward their region of 

origin.  To minimize this error, diffusivities were calculated over five 1 ns intervals, with each 

 

Figure 5.8. Variation of average Li diffusivity along the z-direction (normal to GB plane) for a) [01≥0] tilt, b) [11≥0] 
tilt, c) [11≥1] tilt, and d) [100] twist rotation axis at 700 K.  The GBE is included in the plot legends for reference.  
The average bulk Li diffusivity at 700 K is 7.73 x 10-7 cm2/s. 
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interval consisting of a re-evaluation of atom origins.  The resulting five diffusivities were then 

 

Figure 5.9. Li-ion trajectories for the GB simulation cells plotted over 5 ns at 700 K for a) Σ5(102)/[01≥0], 
b) Σ3(112)/[11≥0], c) Σ21(154)/[11≥1], d) amorphous Σ9(221)/[11≥0], and e) Σ5(100)/[100] GB’s.  The left-
hand plots are viewed along the x-axis (along the GB tilt axis for (a-d), and perpendicular to the GB twist 
axis for (e)).  The center plots are viewed normal to the GB plane (z-direction) for a region centered on the 
GB at the center of the cell (0.45 < z < 0.55).  The right-hand plots are viewed normal to the GB plane for a 
representative bulk region (0.75 < z < 0.85).  The red dashed boxes indicate the appropriate viewing 
regions. 

 

 



 102 

interval consisting of a re-evaluation of atom origins.  The resulting five diffusivities were then 

averaged. 

 The total diffusivity for each GB system at 700 K is plotted as a function of position 

along the z-axis in Figure 5.8, and the calculated bulk diffusivity value is indicated in the 

caption, which was calculated to be 7.73 x 10-7 cm2/s.  Total diffusivities for 800 K, 900 K, 1000 

K, and 1100 K can be viewed in Figures S46 – S61; the total bulk diffusivities calculated at these 

temperatures are 2.25 x 10-6 cm2/s, 4.84 x 10-6 cm2/s, 9.77 x 10-6 cm2/s, and 1.71 x 10-5 cm2/s, 

respectively. 

 The plots in all cases share a distinctive “notch” shape, with the total diffusivities in the 

GB regions (regions 1 and 6) showing decreased diffusivity compared to the regions within the 

GI.  Furthermore, the depths of the notches appear to decrease with increasing temperature, 

indicating that the variation in total diffusivity between GB’s and bulk regions lessen with 

increasing temperature.  Comparable trends were observed in earlier work.239  

 The diffusivity plots for the two amorphous GB’s (a-Σ9(221)/[110] and a-Σ7(132)/[111]) 

show “notches” that are wider and rounder than those of the crystalline GB’s, suggesting that the 

GB phase extends further and transitions more gradually into the GI.  The diffusivities at higher 

temperatures tend to be significantly reduced in comparison to those of crystalline GB’s, while 

the diffusivities at 700 K tend to be higher. 

 Patterns of ionic motion can be informative as to the causes of diffusivity variations 

within different phases.  To visualize these patterns, Li positions were recorded at 0.5 ps 

intervals and plotted; plots for five representative GB’s can be viewed in Figure 5.9.  The left-

hand panels for each GB show plots of Li trajectories within the entire simulation cell viewed 

along the x-axis, which lies parallel to the plane of the GB and rotation axis for tilt GB’s, but 
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parallel to the plane of the GB and perpendicular to the rotation axis for the twist GB.  The center 

panels show plots of Li trajectories within a slice centered at the GB region in the center of the 

simulation cell (region 6), while the right-hand panels show plots of Li trajectories within a slice 

centered in the GI (region 8).  The red boxes on the left-hand plots indicate the regions 

corresponding to the slices. 

 Trajectories associated with fast diffusivity are expected to show evidence of well-

connected pathways, which is observed within the bulk region slices.  The trajectories are 

periodic in all three directions with no significant disruptions.  However, within the majority of 

the GB region slices, there is significant disruption to the trajectories, as well as isolated 

pathways, thus increasing the hopping distances between sites and resulting in decreased 

 

Figure 5.10 Relationship between average total GB Li diffusivities (Dtot) and GBE.  The Dtot are plotted as a 
percentage of the total diffusivity in bulk crystalline LLZO at the appropriate temperature.  Data points are 
plotted in red for simulations at 1100 K, orange at 1000 K, green at 900 K, blue at 800 K, and black at 700 K.  
Dash-dotted lines were fit to crystalline GB data via least-squares fitting, and the corresponding R2 value is 
indicated to the left of each data set.  Open circles indicate Li diffusivities for amorphous GB’s (see inset). 
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diffusivity.  This is especially apparent within the amorphous GB region, where there are 

sizeable pockets of isolated pathways.  Interestingly, the twist GB shows little disruption to the 

periodic pattern observed in the bulk. 

 A summary of total diffusivity data is presented in Figure 5.10.  Total diffusivity, 

represented as a percentage of bulk diffusivity at the indicated temperature, is plotted as a 

function of GBE at 700 K, 800 K, 900 K, 1000 K, and 1100 K.  Each marker represents the 

average of six diffusivities: diffusivities at the two GB’s, which in turn are the averages of three 

simulations with randomized initial atom velocities.  These data are plotted with respect to GBE, 

and the error bars represent the standard deviation of the six calculations.  The dash-dotted lines 

represent a linear fit to the crystalline GB data for each temperature; R2 values are displayed to 

the left of each line. 

 Total diffusivities trend downward with increasing GBE, and values at higher 

temperatures approach those of the bulk. The inset shows the total diffusivities for the 

amorphous GB’s; the domain and range are indicated by the box in the main plot.  While the 

amorphous GB diffusivities tend to be higher than the crystalline GB diffusivities at 700 K, at 

higher temperatures, the amorphous GB diffusivities are significantly lower.  Furthermore, as a 

percentage of bulk diffusivity, they seem to be largely independent of temperature, ranging 

between 20% – 30%. 

 Figure 5.11 shows Arrhenius plots for 16 GB’s.  Each panel contains plots organized by 

rotation axis, with Figures 5.11a – 5.11c showing plots for the tilt axis GB’s, and Figure 5.11d 

showing plots for the twist axis GB’s.  Data for bulk LLZO is included in the four plots for 

comparison.  Activation energies, shown in the plot legends, were calculated as slopes of a fitted 

line. 
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 Activation energies for the crystalline GB’s range from 0.61 eV – 0.82 eV, which are 

consistently higher than the activation energy for bulk diffusivity (0.51 eV).  Amorphous GB 

activation energies for a-Σ9(221)/ 110  and a-Σ7(132)/ 111  are comparable to the bulk values 

(0.48 eV and 0.49 eV, respectively).  However, the total diffusivities are consistently lower in the 

GB’s vs. the bulk across the range of temperatures examined. 

 Figure 5.12 plots activation energies for GB diffusion as a function of GBE.  Generally, 

activation energy decreases with increasing GBE. (Twist GBs present one exception.)  As 

previously mentioned, total diffusivities exhibit a similar trend with GBE (Fig. 5.10).  However, 

if activation energy is the primary determining factor of ionic diffusivity, total diffusivity would 

 

Figure 5.11 Arrhenius plots showing the variation of average total Li diffusivity (Dtot) at the GB’s with 
temperature for a) [01≥0] tilt, b) [11≥0] tilt, c) [11≥1] tilt, and d) [100] twist rotation axis.  Data for bulk crystalline 
LLZO is plotted as the solid black line.  The activation energy was calculated from a line fitted to log(Dtot) at 
each value of 1000/T, and is included in the plot legends.  Amorphous GB’s are indicated with prefix “-a.” 
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be  expected to decrease with larger activation energy.  This is not the case, and points to the 

significance of the pre-exponential factor, D0, warranting further examination. 

 Figure 5.13 plots ln(D0) as a function of activation energy for the GBs considered here.  

There is a strong linear correlation among the GB data (R2 = 0.98).  This trend has been reported 

within related classes of activated processes,271 and is often referred to as the isokinetic rule,272 

the Meyer-Neldel rule (MNR),273 or the enthalpy-entropy compensation effect.274  Several 

examples exist from condensed matter physics275 and chemistry274 (see Refs. 275 and 274 for 

comprehensive lists of these examples).  In the case of diffusion, examples of the compensation 

effect include self-diffusion on Pd surfaces,276 diffusion of Ag+ in glass and Li+ in LISICON,277 

 

Figure 5.12 Activation energy vs. grain boundary energy for simulated GB cells.  Data is grouped by rotation 
axis. 
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Si in silicates,278 H+ and O2 in perovskite oxides,279-280 Cu in In2S3,281 H2 in Pd,282 Li+ in polymer 

electolyte,283 as well as GB diffusion.284-285 

 The relationship between activation energy (∆Ea) and diffusivity is described by the 

Arrhenius equation: 

D=D0 exp "
∆Ea
kBT

         (5.3) 

where kB is Boltzmann's constant, T is the absolute temperature, and D0 is a pre-exponential 

factor.  Diffusivity, solely conditioned upon the concept of the random walk, is expressed in 

three dimensions as286: 

Dr=
1
6
Γa2               (5.4) 

 

Figure 5.13 Relationship between log(D0) and activation energy.  The solid line is fit to the GB data, with R2 
indicating the goodness of fit.  The red diamond indicates data for bulk LLZO. 
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where a is the lattice parameter.  Here, the hop rate (Γ) is expressed in terms of the frequency of 

vibration (ν) of the equilibrium configuration and the Gibbs free energy of activation (ΔG): 

 Γ=ν exp - ΔG
kBT

       (5.5) 

 From the definition of Gibbs free energy, ∆G=∆H-T∆S, and formulating ∆H as an 

activation energy (∆Ea), the diffusivity is expressed as: 

D=γf d a2ν exp "
∆Ea
kBT

             (5.6) 

The expressions γ, f, and d  refer to a geometrical factor, a correlation factor, and concentration 

of defects, respectively.  Note that contributions from entropy are subsumed within the 

geometrical factor.  Comparison of equations (3) and (6) yields an expression for D0, 

D0 ν =γf d a2ν        (5.7) 

 The compensation effect suggests that a diffusion reaction which must overcome a large 

∆Ea initiates from a potential well of high curvature, corresponding to a high frequency of 

vibration.  Conversely, a reaction with a smaller ∆Ea initiates from a potential well of low 

curvature, which corresponds to a low frequency of vibration.  The resulting increase in D0 with 

increasing ∆Ea is exactly what is observed in Figure 5.13.  Finally, note that bulk diffusivity does 

not follow the trend observed for GB diffusion.  This is expected given that these diffusion 

scenarios are characterized by different local environments - highly ordered crystalline structure 

in the bulk vs. disordered structure in the GB. 

5.3.5 Diffusion Anisotropy 

 Diffusion in bulk LLZO is isotropic,287 but local anisotropy in diffusivity has been 

previously predicted to occur at the GB’s.239  To assess this property across the broader set of 
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GB’s presented here, diffusivity was 

calculated along each Cartesian 

direction within 10 regions  (same 

regions discussed previously).  These 

direction-specific diffusivities are 

presented as a function of position in 

Figures C.46 – C.61.  Diffusion within 

the GB plane corresponds to the xy-

plane, while trans-boundary diffusion occurs in the z-direction.  Flattening (or inverting) of z-

direction diffusivity in the GI at elevated temperatures is attributed to finite size effects. 

 These data are summarized in Figure C.62, where the diffusivities in each of the three 

directions are plotted for the 16 GB’s as a percent of bulk diffusivity at 700 K.  A black line 

linking the maximum and minimum diffusivity values at each GB, with a length equal to their 

differences, is drawn for each GB and is a measure of anisotropy.  These differences between 

maximum and minimum diffusivity are plotted in Figure C.63 as a function of GBE, yielding a 

Pearson’s correlation coefficient of r = -0.39. 

 Table 5.1 lists the average diffusivities in each direction at 700 K, 800 K, 900 K, 1000K, 

and 1100 K.  At 700 K, average diffusivities are relatively constant in all directions.  However, 

from 800 K - 1100 K, there is a far more noticeable increase in z-direction diffusivity over 

diffusivities within the GB plane.  Average z-direction diffusivity increases by 23.1%, 39.7%, 

39.4%, and 30.4% over diffusivity in the x- and y-directions (measured as the average of 

columns 3 and 4) at 800 K, 900 K, 1000K, and 1100 K.  Decreased conductivity in the xy-plane 

than observed in the z-direction may be a consequence of diffusion pathway isolation within the 

Table 5.1 Bulk Diffusivities and Average Grain Boundary 

Diffusivities at 700 K, 800 K, 900 K, 1000 K, and 1100 K.  

Diffusivites reported in units of 10-7 cm2/s. 

Temp. 
(K) Dbulk Average Dx  Average 

Dy 
Average 

Dz  

700 7.7 1.7 1.6 1.8 
800 22.5 5.3 5.1 6.4 
900 48.4 14.8 14.4 20.4 

1000 97.7 42.6 40.9 58.2 
1100 170.6 98.1 95.1 126.0 
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GB plane observed in Figure 5.9, while pathways in the z-direction appear to show better 

connectivity. 

5.4 Conclusions 

 A method for predicting grain boundary structures was presented; these structures were 

used as input for the study of Li ion mobility within LLZO.  Molecular dynamics simulation 

showed a consistent decrease in diffusivity at grain boundaries as compared to grain interiors and 

bulk LLZO. 

 Structural factors contributing to the decreased diffusivity at grain boundaries were 

discussed.  Pair distribution functions suggested a reduction in free volume by shortened pair 

distances between Zr - Zr and La - La in the grain boundary compared to the grain interior/bulk.  

The consistent appearance of a peak in Li - Li profiles in the grain boundary, which were not 

visible in grain interior/bulk profiles, indicated unsuccessful Li migration.  Plots of Li ion 

trajectories indicated disruption to and isolation of migration pathways.  Furthermore, a 

significant decrease in Li concentration was observed in some grain boundaries. 

 The energetics of diffusion were also discussed.  The observation of the compensation 

effect was attributed to correlations between activation energy and vibration frequency.  This 

indicates that activation energy alone is not a sufficient descriptor to predict diffusivity.  

 Grain boundaries with low grain boundary energy were shown to improve Li ion 

diffusivity within LLZO.  However, the deleterious effects of grain boundaries are expected to 

decrease with increasing temperature.  Processing should occur at elevated temperatures to 

minimize the number of grain boundaries with high grain boundary energy, while taking care not 

to disrupt the crystalline structure. 
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Chapter 6! 
 

Conclusions and Next Steps 

6.1 Conclusions 

 The Li-ion battery is a technological marvel that has transformed our society.  However, 

as more demands are placed upon rechargeable batteries, novel chemistries with improved 

capabilities are highly desirable.  Replacement of the carbon-based anode with one which is 

metallic offers the possibility of significant improvement in energy density.  Unfortunately, 

barriers remain toward the widespread use of metallic anodes.  One such hurdle is the formation 

of dendrites during cycling, which poses a serious safety hazard, and has a deleterious effect on 

performance.  A promising solution to the problem of dendrites is the incorporation of a solid 

electrolyte, and the ceramic oxide Li7La3Zr2O12 (LLZO) is a promising candidate material.  The 

goal of this work is to use atomistic modeling to characterize, and to better understand, the 

challenges associated with implementing metallic anodes and solid electrolytes in rechargeable 

batteries. 

 An important consideration when evaluating the performance of an anode is its cycling 

efficiency, which in the case of metallic anodes, is governed by electrochemical plating/stripping.  

This process includes several contributing factors, one of which is the thermodynamics of 

adsorption and desorption.  The thermodynamic overpotential formalism is a means by which 

Density Functional Theory can be utilized to evaluate the energetics of these reactions.  In the 

present study, thermodynamic overpotentials were assessed at terrace, step, and kink sites on 

prominent surfaces of 7 metals (Li, Na, K, Al, Ca, Mg, and Zn) of interest for battery applications.  

In general, overpotentials were observed to be smallest for plating/stripping at step/kink sites, and 

largest at terrace sites.  The local bonding environment of surface atoms was found to correlate 
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with overpotential magnitude.  Alkali metals, which possess the body-centered cubic crystal 

structure, were predicted to be most efficient for plating/stripping, while Al, Zn, and alkaline earth 

metals were predicted to be less efficient.  A multi-scale, steady-state nucleation model was 

employed to estimate nucleation rates during electrodeposition.  Alkali metals were predicted to 

show orders of magnitude improvement in nucleation rates compared to other metals. The 

sensitivity of nucleation behavior on the morphology and composition of the electrode surface was 

highlighted. 

 Early attempts to include mechanical properties within an electrochemical model of a 

metallic electrode/solid electrolyte interface considered elastic properties in describing the 

formation and propagation of dendrites. Other factors are likely important, however, such as 

microstructure, plastic deformation, and external pressure, to full understand the problem.  At the 

small scales at which dendritic nuclei form, it is also likely that anisotropies in elastic properties 

play an important role. 

 Experimental values of elastic properties can vary by study, likely due to differing 

measurement techniques, sample handling conditions, and the presence of impurities.  Here, highly 

converged Density Functional Theory calculations were employed to assess the elastic properties 

of eight candidate anode materials (Li, Na, K, Al, Ca, Mg, Zn and Si); their variation as a function 

of temperature was predicted within the quasi-harmonic approximation.  Elastic properties were 

resolved as functions of orientation in order to assess their anisotropies.  These data accurately 

represent the idealized elastic responses of contaminant-free samples of these materials, and thus 

serve as important benchmark data. 

 The alkali metals were predicted to be softest, growing softer with increasing atomic 

number.  Al and Mg were predicted to exhibit highly isotropic elastic properties, while the alkali 
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metals were highly anisotropic.  Extrema in elastic properties occurred in opposite directions for 

cubic materials, with stiffest (most compliant) values occurring in the <111> (<100>) directions 

under axial loading, while the stiffest (most compliant) values occurred in the <100> (<111>) 

directions under shear loading.  The maximum anisotropic shear modulus of some metals was 

observed to be twice that of their polycrystalline values.  

 The solid electrolyte LLZO is a super-ionic conductor that is attractive for use in 

rechargeable batteries possessing a Li metal anode.  Unfortunately, devices incorporating LLZO 

with Li metal tend to fail due to dendrite penetration at moderate to high current densities.  These 

penetrants appear to traverse the electrolyte along defects, such as grain boundaries (GB's).  The 

present study seeks to better understand the impact of GB's on LLZO by predicting the structure 

of a wide range of tilt and twist axis GB's, including amorphous GB's, with classical molecular 

dynamics and Monte Carlo simulations.  Energetics, composition, and Li transport properties were 

characterized.  Except for amorphous Σ9(221)/[110], little change in the concentration of Li, La, 

Zr, or O at GB's in comparison to the bulk was observed.  A consistent and quantitative reduction 

in Li diffusivity was observed at the GB; similarly, qualitative analyses of Li-ion trajectories also 

suggested a disruption of diffusion pathways near GBs.  Li diffusivity was more sensitive to 

temperature within crystalline GB's, but less so in amorphous analogues.  Diffusivity and 

activation energy both decreased with increasing grain boundary energy, and a logarithmic 

relationship between the pre-exponential factor and activation energy was observed.  This is 

consistent with the compensation effect, suggesting that the variation of the pre-exponential factor 

within the group of GB's studied significantly impacts ionic diffusivity.  Diffusion was, on average, 

slower parallel to the GB plane, and faster normal to the GB plane. 
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6.2 Next Steps 

 The expectation of more efficient plating/stripping at step and kink sites suggests that 

increasing the population of these sites will improve performance.  Strategies with this goal in 

mind should be explored.  For example, this can be achieved by patterning a substrate upon which 

the metal anode material can be deposited.288  Or, from the perspective of the solid electrolyte, 

self-assembly of facets can be promoted on ceramic surfaces.289  These examples suggest that 

opportunities exist for optimizing interface geometries for enhanced cycling efficiency. 

 Current mechano-electrochemical models take as input parameters the elastic properties 

derived from polycrystalline systems. These ‘averaged’ properties may be inaccurate when 

considering the formation of nuclei which are typically crystalline and have nano-scale 

dimensions.  Furthermore, available experimental data for elastic properties of a given material 

often emcompass a range of values that reflect different measurement techniques, sample 

processing histories, and the presence of defects and impurities.  The data presented here are ‘free’ 

from these complications and thus represent idealized values of elastic properties that can serve as 

a benchmark. The present data show that maximum anisotropic elastic property values can 

significantly exceed those of polycrystalline values, calling into question the near-universal use of 

averaged, polycrystalline properties.  Revisiting these models with elastic property anisotropies in 

mind may lead to more accurate models of performance.  

 The performance of LLZO is improved if the grain boundary character is crystalline as 

opposed to amorphous: The former (crystalline) GB’s generally exhibit greater diffusivity 

compared the latter. At the same time, improved diffusivity at grain boundaries with lower grain 

boundary energy means that they are preferable to those that are higher in energy.  Rational design 

of practical LLZO solid electrolytes should optimize processing temperatures; higher temperatures 
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to minimize the presence of high-energy grain boundaries, while taking care not to overheat, thus 

disordering the grain boundary structure.  

 Furthermore, the presented work on LLZO is restricted to pure LLZO.  The impact of 

impurities and additives (e.g. dopants such as Al and Ta) should be explored.  It would be helpful 

to explore the impact of GB impurity segregation on performance. 

Energy in the U.S. is predominantly generated by the burning of fossil fuels.290  

Advances in rechargeable batteries have the potential to radically alter our society by replacing 

this energy source.  Safe, energy-dense rechargeable batteries will stimulate the widespread use 

of electric vehicles. Grid-based energy storage will allow for further implementation of 

intermittent, renewable wind and solar energy generation.  Rechargeable batteries which utilize 

metal anodes, aided by the implementation of a solid electrolyte, would go a long way toward 

achieving these goals. 
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Appendix A 
Supporting Tables and Figures for Chapter 3 

Table A.1 Experimental Overpotentials of Metals at Various Conditions from Cyclic Voltammograms 

Metal 
Nucleation 

Potential 
(mV) 

Scan 
Rate 

(mV/s) 

Concentration (M) 
or Ratio (Ionic 

Liquids) 
Electrolyte Temperature 

(°C) Substrate 

Li -29960 25 0.01 LiPF6 | EC:DEC 25 Ni 
-16160 25 0.1 LiPF6 | EC:DEC 25 Ni 
-14560 25 1 LiPF6 | EC:DEC 25 Ni 
-120291 50 1 LiPF6 | DMC 25 Li 
-100*292 50 2 LiTFSI | DME 25 Pt 
-100*292 50 3 LiTFSI | DME 25 Pt 
-100*292 50 5 LiTFSI | DME 25 Pt 

Na -190291 50 1 NaPF6 | EC:DMC 25 SS 
-120291 50 1 NaPF6 | EC:PC:DMC 25 SS 

K -30*293 0.05 0.5 KPF6 | EC:DEC 25 Ni 
-50*294 10 0.5 KPF6 | DME 25 Au 
-30*294 50 0.5 KPF6 | DME 25 Ag 
-50*294 50 0.5 KPF6 | DME 25 Pt 

Ca -65086 0.5 0.3 Ca(BF4)2 | EC:PC 100 Cu 
-52086 0.5 0.45 Ca(BF4)2 | EC:PC 100 Cu 
-65086 0.5 0.65 Ca(BF4)2 | EC:PC 100 Cu 
-80086 0.5 0.8 Ca(BF4)2 | EC:PC 100 Cu 

Al -540*52 10 1/0.6/2.9 AlCl3 | EnPS | Toluene 70 Mo 
-110*52 10 1/1/2.9 AlCl3 | EnPS | Toluene 25 Mo 

-1040*52 10 1/1.2/2.9 AlCl3 | EnPS | Toluene 80 Mo 
-960*52 10 1/4  AlCl3 | EiPS 80 Mo 

-1010*52 10 1/4  AlCl3 | EiPS 80 Mo 
-1100*52 10 1/4  AlCl3 | EnPS 80 Mo 
-180*52 10 1/4  AlCl3 | DnPS 80 Mo 
-540*52 10 1/4  AlCl3 | EsBS 25 Mo 
-540*52 10 4/3 AlCl3 | EnPS 25 Mo 
-270*52 10 2/1 AlCl3 | EMICl 25 Mo 
-110*50 20 2/1 AlCl3 | (EMIm)Cl 60 W 

-9051 20 2/1 AlCl3 | TMPAC 22.5 W 
Mg -240*295 1 0.5 Mg(TFSI)2/G3 100 Pt 

-160*296 5 0.09 MgCl2 + AlCl3|THF (MACC) 25 Pt 
-280*58 5 0.25  [AlCl2EtBu]2Mg | THF 25 Pt 
-400*58 5 0.25  [BPh2Bu2]2Mg | THF 25 Pt 
-370*63 5 0.25 [AlCl2EtBu]2Mg | THF 25 Au 
-290*297 5 0.25  [AlCl2EtBu]2Mg | THF 25 Au 
-290*297 5 0.25  [AlCl2Bu]2Mg | THF 25 Au 
-250*34 5 0.75 MMC | G3:DME 25 Pt 
-250*34 5 0.75 MMC | G4:DME 25 Pt 
-130*63 5 1 BuMgCl | THF 25 Au 
-120*297 5 1 BuMgCl | THF 25 Au 
-150*56 5 2 EtMgCl | THF:TBAP 25 Au 
-120*56 5 2 BuMgCl | THF:TBAP 25 Au 
-140*56 5 2 EtMgBr | THF:TBAP 25 Au 
-120*58 5 2 BuMgCl | THF 25 Pt 
-200298 10 0.75 EtMgCl + AlCl3 | THF 25 Pt 
-190298 10 0.75 EtMgCl + AlCl3 | THF 25 Cu 
-240*299 20 0.01 Mg(BH4)2 | diglyme 25 Pt 
-380*299 20 0.01 Mg(BH4)2 | DME 25 Pt 
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-420*299 20 0.01 Mg(BH4)2 | THF 25 Pt 
-270*299 20 0.1 Mg(BH4)2+ various conc. LiBH4 | diglyme 25 Pt 
-280*300 20 0.25  [AlCl2EtBu]2Mg | THF 25 Pt 
-410*300 20 0.25  [AlCl2EtBu]2Mg | Diglyme 25 Pt 
-190*300 20 0.25  [AlCl2EtBu]2Mg | Tetraglyme 25 Pt 
-190*300 20 0.25  [AlCl2EtBu]2Mg | glyme 25 Pt 
-200301 25 0.03  (1:1,2:1) MACC | THF 25 Pt 
-270660 25 0.05 EtMgCl | THF:Me2AlCl 25 Pt 
-270302 25 0.1 1:2 AlCl3+PhMgCl | THF 25 Pt 
-195302 25 0.1 1:4 AlCl3+PhMgCl | THF 25 Pt 
-111860 25 0.1 EtMgCl | THF:dimethylaluminum chloride 25 Pt 
-250302 25 0.2 1:2 AlCl3+PhMgCl | THF 25 Pt 
-35265 25 0.2 Mg2(μ-Cl)3·6(THF)(Ph4Al) | THF 21 Pt 
-35265 25 0.2 Mg2(μ-Cl)3·6(THF)(Ph3AlCl) | THF 21 Pt 
-35265 25 0.2 Mg2(μ-Cl)3·6(THF)(Ph2AlCl2) | THF 21 Pt 
-35265 25 0.2 Mg2(μ-Cl)3·6(THF)(PhAlCl3) | THF 21 Pt 
-350*65 25 0.2 Mg2(μ-Cl)3·6(THF)(EtAlCl3) | THF 21 Pt 
-300*65 25 0.2 Mg2(μ-Cl)3·6(THF)(HMDSAlCl3) | THF 21 Pt 
-300*65 25 0.2 Mg2(μ-Cl)3·6(THF)(HMDS2AlCl2) | THF 21 Pt 
-490303 25 0.25 1:2 MgBu2+AlEtCl2 | THF 25 Pt 
-440303 25 0.25 1:2 MgBu2+AlEt3 | THF 25 Pt 
-190*304 25 0.25 1:2 MgBu2+AlEtCl2 | THF 25 Pt 
-260302 25 0.25 1:2 MgBu2+AlEtCl2 | THF 25 Pt 
-215302 25 0.25 1:2 AlCl3+PhMgCl | THF 25 Pt 
-29460 25 0.25 EtMgCl|THF:dimethylaluminum chloride 25 Pt 

-340*305 25 0.25 APC | THF 25 Pt 
-200306 25 0.25 2:1 MACC | DME 25 Pt 
-295302 25 0.3 3:4 AlCl3+PhMgCl | THF 25 Pt 
-220*304 25 0.4 1:2 AlCl3+PhMgCl | THF 25 Pt 
-195302 25 0.4 1:2 AlCl3+PhMgCl | THF 25 Pt 
-320302 25 0.4 1:1 AlCl3+PhMgCl | THF 25 Pt 
-305302 25 0.4 2:3 AlCl3+PhMgCl | THF 25 Pt 
-430303 25 0.5 1:2 MgBu2+AlEtCl2 | THF 25 Pt 
-195302 25 0.6 1:2 AlCl3+PhMgCl | THF 25 Pt 

Zn -29128 10 8.6 KOH/water (saturated w/ zincate) 25 Zn 
-37044 10 0.1 Zn(TfO)2|EMIm with Ni(TfO)2 25 Cu 
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Figure A.1 Plot of reaction energy vs. coordination difference.  Coordination difference is defined as the 
difference between the number of nearest neighbors of a single deposited atom and an atom in the bulk state.  
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Figure A.2 Plots of deposition/dissolution reaction energies on the alkali metals.  Alkali metals all share the 
body-centered cubic crystal structure, and are expected to be among the most efficient metals to cycle.  Note that 
the final step does not equal zero in these and subsequent plots because of the disparity between the bonding 
state of the surface atoms and the bulk atoms used for the calculation. 
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Figure A.3 Plots of deposition/dissolution reaction energies on calcium and aluminum.  These metals share the 
face-centered cubic crystal structure.  Note that the profile of the Al step surface plot has a dramatically different 
shape than all other plots, returning to a value much less than zero at the last step.  This is likely a result of finite 
size effects in the calculation. 

 

 

 

Figure A.4 Plots of deposition/dissolution reaction energies on magnesium and zinc.  These metals share the 
hexagonal close-packed crystal structure.  The surfaces Mg{1100}y, Mg{1101}, and Zn{1100} are corrugated 
surfaces, and step four represents initiation of a new row. 
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Table A.2 Calculated Steady-State Nucleation Rate and Critical Formation Energy for Electrodeposition on 
Terrace and Step Sites at an Applied Potential of -10 mV. 

 Metal Critical Formation Energy 
(eV) 

Steady-State Nucleation Rate 
(s–1.cm–2) 

Te
rr

ac
e 

Li{100} 0.29 3.72E+09 

Li{110} 0.25 1.64E+10 

Na{110} 0.21 1.07E+11 

Na{100} 0.16 6.54E+11 

K{110} 0.19 3.30E+11 

K{100} 0.13 2.82E+12 

Mg{0001} 0.89 2.57E-01 

Mg{1100} 0.58 3.63E+04 

Mg{1101} 0.50 7.60E+05 

Ca{100} 0.72 2.63E+02 

Ca{111} 0.66 2.61E+03 

Al{111} 0.86 4.33E-01 

Al{100} 0.51 2.77E+05 

Zn{0001} 0.76 2.63E+01 

Zn{1100} 0.75 3.86E+01 

St
ep

 

Li{210} 0.12 1.80E+12 

Na{210} 0.09 7.50E+12 

K{210} 0.07 2.14E+13 

Mg{1107} 0.24 1.31E+10 

Ca{212} 0.23 2.88E+10 

Al{212} 0.09 1.48E+12 

Zn{1107} 0.21 2.77E+10 
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Appendix B 
Supporting Tables and Figures for Chapter 4  

Table B.1 Pseudopotentials, planewave cutoff energies, and k-point grid sizes used to achieve converged 
elastic constants.  The ‘% Difference’ column gives the largest relative deviation between an elastic constant 
calculated using the specified k-point grid and the average elastic constant (red dotted lines in Figures B.1-B.8) 
calculated over the five densest k-grids shown in Figs. B.1-B.8. The size of the densest k-grid was determined 
by memory constraints. 
 

Pseudopotential Cutoff Energy (eV) K-Point Grid % Difference 
Al 400 403 6 

Ca_sv 300 193 1 
Li 300 493 3 
Na 250 443 2 

K_pv 360 273 2 
Mg 300 403 5 

Zn_GW 610 373 8 
Si 420 143 1 
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CONVERGENCE WITH RESPECT TO K-POINT SAMPLING DENSITY 
Figures B.1 – B.8 illustrate the convergence of the elastic constants with respect to the density 

of the k-point grid.  The red dashed line is the average of the elastic constants evaluated from the 
five densest k-point grids; the blue dash-dotted lines represent the standard deviation of these 
same five values.   

 

Figure B.1 Calculated elastic constants for lithium vs. k-point grid density.  The red circles highlight cases 
where, due to poor k-point sampling, C11 is predicted to be smaller than C12. These values violate the Born 
stability condition and incorrectly imply an unstable system. 
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Figure B.2 Calculated elastic constants for aluminum vs. k-point grid density.    

 

 

Figure B.3 Calculated elastic constants for calcium vs. k-point grid density.  
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Figure B.4 Calculated elastic constants for sodium vs. k-point grid density.    

 

 

Figure B.5 Calculated elastic constants for potassium vs. k-point grid density.   
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Figure B.6 Calculated elastic constants for magnesium vs. k-point grid density.   

 

 

Figure B.7 Calculated elastic constants for zinc vs. k-point grid density.    
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Figure B.8 Calculated elastic constants for silicon vs. k-point grid density.   
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CONVERGENCE WITH RESPECT TO PLANE-WAVE CUTOFF ENERGY  
Figures B.9 – B.17 illustrate the convergence of the calculated elastic constants with respect to 

the planewave cutoff energy.  An elastic constant was considered converged if its value was 
within 1% of the value calculated using the highest cutoff energy examined.   

Calculations employing the Zn PAW POTCAR exhibited discontinuities in the elastic constants 
as a function of cutoff energy. The Zn_GW POTCAR did not exhibit this undesirable behavior, 
and was therefore adopted for all calculations on Zn. 

 

Figure B.9 Convergence of elastic constants for aluminum with respect to the planewave cutoff energy. 

 

Figure B.10 Convergence of the elastic constants for calcium with respect to the planewave cutoff energy.  
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Figure B.11 Convergence of the elastic constants for lithium with respect to the planewave cutoff energy. 

 

 

Figure B.12 Convergence of the elastic constants for sodium with respect to the planewave cutoff energy. 
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Figure B.13 Convergence of the elastic constants for potassium with respect to the planewave cutoff energy. 

 

 

Figure B.14 Convergence of the elastic constants for magnesium with respect to the planewave cutoff energy. 
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Figure B.15 Convergence of the elastic constants for silicon with respect to the planewave cutoff energy. 

 

 

Figure B.16 Convergence of the elastic constants for zinc (using the ‘Zn_GW’ PAW potential) with respect to 
the planewave cutoff energy. 
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Figure B.17 Convergence of the elastic constants for zinc (using the ‘Zn’ PAW potential) with respect to the 
planewave cutoff energy. 
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Table B.2 Comparison of elastic constants (in GPa) calculated using various exchange-correlation functionals 
with low-temperature experimental data.143, 307-313   Calculated values are reported at 0 K; experimental data is 
reported for the lowest temperature identified in the literature.  Values reported by de Jong et al. in the Dryad 
database were calculated with the PBE functional.204-205   

  Experimental 
Temperature Expt. PBE AM05 PBEsol rPBE PW91 Materials 

Project/ Dryad 

Al  

C11 

0 K 

118.63* 118.02 119.02 117.09 121.45 116.14 103.93 

C12 66.36* 58.17 59.95 57.70 60.46 56.15 72.95 

C44 31.26* 31.95 35.68 32.26 33.66 29.75 31.86 

% error - 7.25 9.88 7.79 6.91 9.39 9.23 

Ca  

C11 

298 K 

22.8 22.90 22.51 22.05 23.83 24.15 20.83 

C12 16.0 15.17 15.17 14.71 14.21 16.07 15.09 

C44 14.0 13.95 14.12 13.35 15.44 13.76 14.09 

% error - 3.00 4.73 7.24 6.51 4.68 5.98 

Li  

C11 

78 K 

14.8 15.99 15.95 15.82 16.69 15.85 15.22 

C12 12.5 13.18 13.18 13.03 13.79 13.05 13.41 

C44 10.8 11.58 11.59 11.59 11.72 11.58 10.96 

% error - 6.99 6.92 6.28 10.68 6.36 4.59 

Na  

C11 

78 K 

8.21 8.65 8.62 8.39 9.29 8.71 8.86 

C12 6.83 7.60 7.45 7.34 8.10 7.62 6.84 

C44 5.77 6.29 6.49 6.32 6.52 6.30 6.55 

% error - 8.93 9.33 7.08 15.15 9.24 9.05 

K  

C11 

4.2 K 

4.16 3.90 3.86 3.64 4.35 3.81 3** 

C12 3.41 3.38 3.25 3.14 3.70 3.28 4** 

C44 2.86 2.71 2.75 2.65 2.80 2.65 3** 

% error - 4.72 5.50 9.59 5.63 6.70 - 

Mg  

C11 

0 K 

63.48 67.18 68.54 66.86 69.88 66.62 54.26 

C12 25.94 25.20 25.61 24.90 26.15 24.50 34.07 

C13 21.70 19.43 18.22 18.88 19.73 19.58 26.82 

C33 66.45 66.80 70.32 66.85 70.14 64.94 65.86 

C55 18.42 17.37 18.04 17.40 18.27 17.30 19.61 

% error - 6.08 8.49 7.00 6.58 6.21 18.93 

Zn  

C11 

4.2 K 

179.09 164.39 153.61 154.61 170.67 163.92 162.28 

C12 37.50 45.72 37.88 42.12 47.03 47.24 46.91 

C13 55.40 54.50 51.30 53.47 55.07 55.24 48.64 

C33 68.80 48.31 37.95 40.11 51.94 50.54 61.03 

C55 45.95 30.45 30.16 30.02 30.58 30.84 32.32 

% error - 22.70 26.27 25.66 21.85 22.50 19.36 

Si  

C11 

77.2 K 

167.72 153.56 151.63 151.31 155.00 153.84 143.60 

C12 64.98 57.12 56.20 57.31 57.93 56.90 52.72 

C44 80.36 74.72 73.21 72.74 75.49 75.22 74.63 

% error - 9.43 10.86 10.41 8.41 9.39 14.30 
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 Avg % 
error 

 - 8.64 10.25 10.13 10.22 9.31 11.63 

*: Average over multiple reported values.   
**: Value quoted from the Materials Project website; data not present in Dryad database.   

% error = & É

S

Vä,¿w¡œkVä,xÔx
Vä,¿w¡œ

j
S
Q£É  where i indexes the Voigt subscripts of the elastic constants, and N = 3&or&5 

for cubic or hexagonal systems, respectively. 
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Table B.3 Calculated and Experimental Lattice Parameters as a Function of Temperature.314-323  Values in 
parentheses represent the c lattice parameter for HCP systems.   

 
Experimental 

Lattice 
Parameter (Å) 

Experimental 
Temperature 

(K) 

Calculated 
Lattice 

Parameter 
(Å) 

Simulation 
Temperature 

(K) 

Al 
4.045 150 4.059 150 
4.056 300 4.071 300 
4.079 525 4.087 450 

Ca 
- - 5.554 150 

5.588 298 5.575 300 
- - 5.597 450 

Li 
3.491 78 3.472 150 
3.509 298 3.493 300 
3.537 424 3.517 450 

Na 
4.235 78 4.236 150 

4.28 298 4.286 300 

K 
5.247 78 5.344 150 

5.31 298 5.399 300 

Mg 
- - 3.212 (5.273) 150 

3.203 (5.200) 298 3.239 (5.318) 300 
3.215 (5.221) 453 3.274 (5.374) 450 

Zn 

2.659 (4.904) 160 2.679 (5.078) 150 

2.664 (4.946) 300 2.709 (5.135) 300 

2.669 (4.989) 450 2.746 (5.204) 450 

Si 

5.419 77.4 5.487 150 
5.432 373.5 5.491 300 

5.43420 493.1 5.498 450 
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Table B.4 Experimental Elastic Constants (in GPa) as a Function of Temperature.  Experimental values within 
20 K of each listed temperature are included (i.e. measurements conducted at 170 K are included in the data for 
150 K).143, 307-313  The average and standard deviation are provided in cases where multiple values were reported 
for a given element/temperature. 

  C11 C12 C13 C33 C44 

Al 

150 K 116.0 ± 4.0 65.7 ± 4.1   30.1 ± 0.3 

300 K 107.8 ± 2.1 61.5 ± 2.1 28.3 ± 0.3 

450 K 101.8 ± 1.0 60.1 ± 1.1 25.9 ± 0.3 

Ca 300 K 25.3 ± 2.5 17.1 ± 1.1   15.2 ± 1.2 

Li 
150 K 14.0 ± 0.1 11.8 ± 0.1   10.1 ± 0.1 

300 K 13.3 ± 0.2 11.3 ± 0.2 8.8 ± 0.1 

Na 
150 K 7.8 6.5   5.3 

300 K 6.3 ± 0.9 5.1 ± 0.9 4.8 ± 0.8 

K 
150 K 4.0 3.3   2.3 

300 K 3.8 ± 0.4 3.2 ± 0.1 2.3 ± 0.4 

Mg 
150 K 62.0 ± 0.2 25.9 ± 0.0 21.6 ± 0.0 64.8 ± 0.2 17.8 ± 0.1 

300 K 58.9 ± 1.0 25.4 ± 1.0 21.0 ± 1.2 61.1 ± 1.0 16.5 ± 0.2 

Zn 

150 K 173.4 36.6 54.8 66.2 43.0 

300 K 161.3 ± 8.6 30.2 ± 7.5 48.0 ± 7.1 60.7 ± 6.4 39.5 ± 0.9 
450 K 151.4 35.5 51.1 60.8 34.2 

Si 
150 K 166.7 64.1   80.1 

300 K 166.4 ± 0.9 64.5 ± 0.8 80.5 ± 1.8 
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Table B.5 Experimental Isotropic Elastic Moduli (in GPa) and Poisson’s ratio as a Function of Temperature.143, 

307-313  In cases where only the elastic constants are known (Table B.4), the elastic moduli were evaluated using 
equations 4.1-4.3.  The average and standard deviation are provided in cases where multiple values were 
reported. 

  B E G ν 

Al 

150 K 82.5 ± 4.0 75.4 ± 0.3 28.0 ± 0.2 0.347 ± 0.008 

300 K 76.9 ± 2.1 70.4 ± 0.4 26.1 ± 0.2 0.347 ± 0.004 

450 K 74.5 ± 0.9 64.1 ± 0.7 23.6 ± 0.3 0.357 ± 0.003 

Ca 300 K 19.8 ± 1.6 23.5 ± 2.5 9.0 ± 1.0 0.304 ± 0.006 

Li 
150 K 12.6 ± 0.1 11.9 ± 0.1 4.4 ± 0.1 0.342 ± 0.001 

300 K 12.0 ± 0.2 10.7 ± 0.1 4.0 ± 0.0 0.351 ± 0.002 

Na 
150 K 7.0 6.5 2.4 0.346 

300 K 5.5 ± 0.9 5.8 ± 0.6 2.2 ± 0.3 0.320 ± 0.031 

K 
150 K 3.6 3.0 1.1 0.362 

300 K 3.4 ± 0.2 2.7 ± 0.7 1.0 ± 0.3 0.368 ± 0.029 

Mg 
150 K 36.3 ± 0.1 47.8 ± 0.2 18.7 ± 0.1 0.281 ± 0.000 

300 K 34.8 ± 1.1 44.6 ± 0.1 17.3 ± 0.1 0.287 ± 0.007 

Zn 

150 K 71.2 107.0 42.8 0.250 

300 K 64.3 ± 6.2 100.6 ± 3.5 40.6 ± 1.3 0.237 ± 0.022 
450 K 65.0 90.2 35.5 0.269 

Si 
150 K 98.3 163.8 67.0 0.222 

300 K 98.6 ± 0.9 164.1 ± 2.1 67.1 ± 0.9 0.223 ± 0.000 
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Table B.6 Calculated Isotropic Elastic Properties (in GPa) and Poisson’s ratio at 150 K, 300 K, and 450 K. 
 

 Temperature 
(K) B E G ( 

Al 
150 74.2 77.9 29.4 0.325 
300 71.6 74.8 28.2 0.326 
450 68.6 71.0 26.7 0.328 

Ca 
150 17.2 21.5 8.3 0.292 
300 16.7 21.3 8.3 0.288 
450 16.2 21.0 8.2 0.284 

Li 
150 13.1 13.5 5.1 0.328 
300 12.5 13.2 5.0 0.324 
450 11.9 12.8 4.9 0.321 

Na 
150 7.2 6.5 2.4 0.351 
300 6.6 6.0 2.2 0.349 

K 
150 3.3 3.3 1.2 0.335 

300 3.0 3.0 1.1 0.336 

Mg 
150 33.1 46.1 18.2 0.268 
300 30.6 42.2 16.6 0.270 
450 27.6 37.6 14.8 0.272 

Zn 
150 51.8 70.7 27.8 0.272 
300 42.9 54.9 21.3 0.287 

450 27.3 23.5 8.7 0.357 

Si 
150 85.9 150.3 62.2 0.208 
300 85.3 149.9 62.1 0.208 
450 84.3 149.2 61.9 0.205 
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Figure B.18 Calculated Young’s modulus, E, as a function of crystallographic direction for Li, Na, K, Al, Ca, 
Si, Mg, and Zn at 150 K. The value of the modulus in a given crystallographic direction a is specified 
(redundantly) using the magnitude of the protrusion from the origin and with color coding. The range of the 
modulus scale varies from element-to-element. The shape of the plot indicates the degree of anisotropy: compact 
shapes such as cubes and spheres represent isotropic behavior; star-shaped plots suggest a greater degree of 
anisotropy.   
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Figure B.19 Calculated Young’s modulus, E, as a function of crystallographic direction for Li, Na, K, Al, Ca, 
Si, Mg, and Zn at 450 K. The value of the modulus in a given crystallographic direction a is specified 
(redundantly) using the magnitude of the protrusion from the origin and with color coding. The range of the 
modulus scale varies from element-to-element. The shape of the plot indicates the degree of anisotropy: compact 
shapes such as cubes and spheres represent isotropic behavior; star-shaped plots suggest a greater degree of 
anisotropy.  Data for Na and K are not included because 450 K exceeds their melting points. 
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Figure B.20 Calculated maximum shear modulus, GMax , as a function of crystallographic direction for Li, Na, 
K, Al, Ca, Si, Mg, and Zn at 150 K. GMax represents the maximum G over all directions b perpendicular to a. 
The coordinate system for a is shown for cubic and hexagonal crystal structures; the relationship between b and 
a is shown in Fig. 4.1.&The modulus value is specified (redundantly) using the magnitude of the protrusion from 
the origin and with color coding. Note that the range of the modulus scale varies from element-to-element. 
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Figure B.21 Calculated maximum shear modulus, GMax , as a function of crystallographic direction for Li, Na, 
K, Al, Ca, Si, Mg, and Zn at 450 K. GMax represents the maximum G over all directions b perpendicular to a. 
The coordinate system for a is shown for cubic and hexagonal crystal structures; the relationship between b and 
a is shown in Fig. 4.1.&The modulus value is specified (redundantly) using the magnitude of the protrusion from 
the origin and with color coding. Note that the range of the modulus scale varies from element-to-element. Data 
for Na and K are not included because 450 K exceeds their melting points. 
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Figure B.22 Calculated minimum shear modulus, GMin , as a function of crystallographic direction for Li, Na, 
K, Al, Ca, Si, Mg, and Zn at 150 K. GMin represents the smallest G for all directions b perpendicular to a. The 
coordinate system for a is shown for cubic and hexagonal crystal structures; the relationship between b and a is 
shown in Fig. 4.1. &The modulus value is specified (redundantly) using the magnitude of the protrusion from the 
origin and with color coding. Note that the range of the modulus scale varies from element-to-element. 
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Figure B.23 Calculated minimum shear modulus, GMin , as a function of crystallographic direction for Li, Na, 
K, Al, Ca, Si, Mg, and Zn at 450 K. GMin represents the smallest G for all directions b perpendicular to a. The 
coordinate system for a is shown for cubic and hexagonal crystal structures; the relationship between b and a is 
shown in Fig. 4.1. &The modulus value is specified (redundantly) using the magnitude of the protrusion from the 
origin and with color coding. Note that the range of the modulus scale varies from element-to-element.  Data for 
Na and K are not included because 450 K exceeds their melting points. 

 

 

 

 

 

 

 



 145 

 

Figure B.24 Variation in the shear modulus for Li, Na, K, Al, Ca, Si, Mg, and Zn at 150 K within several low-
index crystallographic planes. Low-index planes for the cubic system include {100}, {110}, and {111}.  & 
identifies the angle of the shear direction b within each {hkl} plane perpendicular to a = <hkl>.  See Fig. 3.1 for 
a description of the relationship between a, b, and &.   
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Figure B.25 Variation in the shear modulus for Li, Na, K, Al, Ca, Si, Mg, and Zn at 450 K within several low-
index crystallographic planes. Low-index planes for the cubic system include {100}, {110}, and {111}.  & 
identifies the angle of the shear direction b within each {hkl} plane perpendicular to a = <hkl>.  See Fig. 3.1 for 
a description of the relationship between a, b, and &.    
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Table B.7 Calculated Young’s and shear moduli (in GPa) as a function of crystallographic direction at 300 K.  
In the case of shear moduli, maximum (Gmax) and minimum (Gmin) values are given for all possible directions 
within a plane perpendicular to the specified direction: <hkl> for cubic systems, <hkil> for hexagonal.  In 
hexagonal crystals ‘45º’ indicates a continuum of directions having '=±45°.  A description of the coordinate 
system is provided in Fig. 4.1. 
 

 <100>/<0001> <110>/<1100> <111>/45° 

E Gmax Gmin E Gmax Gmin E Gmax Gmin 

Al 74.14 28.40 28.40 74.96 28.40 27.93 75.24 28.09 28.08 

Ca 10.60 13.79 13.79 21.41 13.79 3.80 32.45 5.03 4.99 

Si 121.47 73.65 73.65 155.54 73.65 48.10 171.58 54.48 54.30 

Li 3.88 10.99 10.99 10.65 10.99 1.34 25.50 1.90 1.88 

Na 1.25 5.50 5.50 3.88 5.50 0.43 12.90 0.62 0.61 

K 0.93 2.35 2.35 2.49 2.35 0.32 5.58 0.46 0.45 

Mg 47.06 14.37 14.37 46.17 17.69 14.37 38.76 19.15 15.86 

Zn 10.60 24.30 24.30 58.93 41.74 24.30 40.33 30.72 6.08 
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Table B.8 Calculated Resolved Elastic Properties at 150 K, 300 K, and 450 K.a  In order, these are the 
maximum Young’s modulus, minimum Young’s modulus, global maximum shear modulus, and global 
minimum shear modulus.  The reported values are extrema over all crystallographic directions. 
 

 Temperature (K) Emax Emin Gmax Gmin 

Al 

150 78.92 76.46 29.84 28.79 

300 75.24 74.14 28.40 27.93 
450 71.11 70.89 26.79 26.70 

Ca 

150 32.81 10.66 13.89 3.82 

300 32.45 10.60 13.79 3.80 

450 31.97 10.54 13.64 3.79 

Li 

150 26.12 3.96 11.20 1.37 

300 25.50 3.88 10.99 1.34 

450 24.75 3.76 10.73 1.30 

Na 
150 13.91 1.39 5.90 0.48 
300 12.90 1.25 5.50 0.43 

K 
150 6.01 1.09 2.52 0.38 

300 5.58 0.93 2.35 0.32 

Mg 
150 52.04 42.26 21.11 15.70 
300 47.06 38.76 19.15 14.37 

450 41.33 34.51 16.84 12.76 

Zn 

150 98.10 15.99 52.52 29.16 

300 78.94 10.60 41.74 6.08 
450 44.90 1.37 21.57 0.76 

Si 

150 172.18 121.66 73.83 48.12 

300 171.58 121.47 73.65 48.10 

450 170.55 121.15 73.35 48.06 
a: Stiffness constants and elastic properties reported in units of GPa. 
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Appendix C 
Supporting Tables and Figures for Chapter 5  

Table C.1 Rotation axis, grain boundary name, misorientation angle, number of formula units, and dimensions 
of optimized grain boundary structures.  Ionic transport calculations were performed on cells in bold type, with 
the indicated expansion of GB unit cells. 
 

Rotation 

Axis 

Grain 

Boundary 

Misorientation 

Angle (°) 

Formula 

Units 

GB Unit Cell Dimensions (Å) # GB Unit Cell 

Replicas Lx Ly Lz 

010  

Σ25(107) 16.26 272 90.70 12.85 62.74 1 x 4 x 1 

Σ13(105) 22.62 192 65.60 12.81 61.38 - 

Σ17(104) 28.07 160 53.04 12.83 63.01 1 x 4 x 1 

Σ5(103) 36.87 128 40.78 12.84 65.83 - 

Σ29(205) 43.60 192 69.22 12.83 58.20 - 

Σ29(307) 46.40 272 98.46 12.85 57.73 1 x 4 x 1 

Σ5(102) 53.13 80 28.99 12.86 57.07 2 x 4 x 1 

Σ17(305) 61.93 224 75.23 12.85 62.26 - 

Σ13(203) 67.38 144 46.45 12.89 64.69 - 

Σ25(304) 73.74 192 64.65 12.81 62.62 - 

110  

Σ33(118) 20.05 304 18.17 74.05 60.74 - 

Σ19(116) 26.53 240 18.18 56.18 63.26 3 x 1 x 1 

Σ27(115) 31.59 384 94.71 18.16 60.17 - 

Σ9(114) 38.94 160 18.20 38.72 60.67 2 x 1 x 1 

Σ11(113) 50.48 256 60.48 18.22 62.59 1 x 3 x 1 

Σ33(225) 58.99 448 104.94 18.22 62.98 - 

Σ3(112) 70.53 96 18.27 22.34 62.58 2 x 2 x 1 

Σ17(223) 86.63 320 75.26 18.22 62.80 1 x 4 x 1 



 150 

Σ17(334) 93.37 224 18.22 53.23 62.22 - 

Σ3(111) 109.47 256 31.53 18.21 60.21 - 

Σ33(554) 121.01 304 18.26 74.02 60.40 - 

Σ11(332) 129.52 176 18.21 42.82 60.11 2 x 1 x 1 

Σ9(221) 141.06 224 54.69 18.24 60.47 1 x 3 x 1 

Σ27(552) 148.41 272 18.25 67.07 59.81 - 

Σ19(331) 153.47 320 79.37 18.33 59.19 - 

Σ33(441) 159.95 448 104.51 18.30 63.05 - 

111  

Σ31(165) 17.90 864 175.52 22.39 59.14 - 

Σ21(154) 21.79 240 22.37 48.19 59.86 2 x 1 x 1 

Σ13(143) 27.80 576 113.70 22.36 61.10 - 

Σ7(132) 38.21 432 83.56 22.33 62.36 1 x 4 x 1 

Σ19(253) 46.83 672 137.35 22.38 58.84 - 

100  

Σ25(100) 16.26 800 64.45 64.50 51.67 - 

Σ13(100) 22.62 416 46.49 46.31 51.64 1 x 1 x 1 

Σ17(100) 28.07 1088 75.16 75.22 51.67 - 

Σ5(100) 36.87 160 28.81 28.91 51.68 2 x 2 x 1 
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Table C.2 [010] Tilt Grain Boundary Energies   
 

Misorientation 

Angle (°) 

Coincidence Site 

Lattice Degree of 

Fit ()) 

Zr-terminated 

Habit Plane 

Static Minimum 

Grain Boundary 

Energy (mJ/m2) 

Optimized Grain 

Boundary Energy 

(mJ/m2) 

16.26 25 
107A 934 325 

107B 979 317 

22.62 13 
105A 905 278 

105B 945 346 

28.07 17 

104A 924 274 

104B 817 313 

104C 878 242 

104D 789 173 

36.87 5 
103A 1007 311 

103B 874 303 

43.60 29 

205A 926 328 

205B 987 306 

205C 980 383 

205D 950 336 

46.40 29 
307A 1051 382 

307B 1106 367 

53.13 5 

102A 759 274 

102B 734 279 

102C 683 171 
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102D 816 222 

61.93 17 
305A 1044 363 

305B 900 276 

67.38 13 

203A 910 280 

203B 930 302 

203C 994 292 

203D 953 371 

73.74 25 

304A 963 289 

304B 986 261 

304C 1020 270 

304D 866 264 
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Table C.3 [110] Tilt Grain Boundary Energies   
 

Misorientation 

Angle (°) 

Coincidence Site 

Lattice Degree of 

Fit ()) 

Zr-terminated 

Habit Plane 

Static Minimum 

Grain Boundary 

Energy (mJ/m2) 

Optimized Grain 

Boundary Energy 

(mJ/m2) 

20.05 33 
118A 882 343 

118B 929 326 

26.53 19 
116A 937 265 

116B 797 215 

31.59 27 

115A 1003 302 

115B 1051 354 

115C 1032 312 

115D 1016 315 

38.94 9 
114A 899 209 

114B 753 141 

50.48 11 

113A 1010 368 

113B 1069 342 

113C 1033 325 

113D 1051 348 

58.99 33 

225A 1093 305 

225B 1052 330 

225C 1097 328 

225D 1093 259 

70.53 3 112A 653 58 
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112B 927 264 

86.63 17 

223A 1100 389 

223B 1042 365 

223C 1073 399 

223D 1023 278 

93.37 17 
334A 950 282 

334B 924 269 

109.47 3 

111A 1035 340 

111B 1013 410 

111C 922 327 

111D 950 288 

121.01 33 
554A 1080 277 

554B 993 279 

129.52 11 
332A 592 141 

332B 710 165 

141.06 9 

221A 1009 352 

221B 1007 336 

221C 1007 324 

221D 1078 349 

148.41 27 
552A 783 260 

552B 920 309 

153.47 19 

331A 1102 327 

331B 1131 348 

331C 1117 369 
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331D 1111 392 

159.95 33 

441A 1109 375 

441B 1086 287 

441C 1142 378 

441D 1088 283 

 

Table C.4 [111] Tilt Grain Boundary Energies   
 

Misorientation 

Angle (°) 

Coincidence Site 

Lattice Degree of 

Fit ()) 

Zr-terminated 

Habit Plane 

Static Minimum 

Grain Boundary 

Energy (mJ/m2) 

Optimized Grain 

Boundary Energy 

(mJ/m2) 

17.90 31 
165A 1150 476 

165B 1177 326 

21.79 21 
154A 867 324 

154B 1031 239 

27.80 13 
143A 1103 312 

143B 948 229 

38.21 7 
132A 1136 311 

132B 1126 395 

46.83 19 
253A 1228 452 

253B 1126 339 
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Table C.5 [100] Twist Grain Boundary Energies   
 

Misorientation 

Angle (°) 

Coincidence Site 

Lattice Degree of 

Fit ()) 

Zr-terminated 

Habit Plane 

Static Minimum 

Grain Boundary 

Energy (mJ/m2) 

Optimized Grain 

Boundary Energy 

(mJ/m2) 

16.26 25 100 1001 334 

22.62 13 100 978 425 

28.07 17 100 971 333 

36.87 5 

100A 955 325 

100B 915 278 

100C 895 314 

100D 890 375 
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Figure C.1 !-surface plots of grain boundary energies at the a) Σ25(107)/[01≥0],  b) Σ13(105)/[01≥0],  c) 
Σ17(104)/[01≥0],  d) Σ5(103)/[01≥0],       e) Σ29(205)/[01≥0],  f) Σ29(307)/[01≥0],  g) Σ5(102)/[01≥0],  h) Σ17(305)/[01≥0],  
i) Σ13(203)/[01≥0], and  j) Σ25(304)/[01≥0] tilt grain boundaries. 
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Figure C.2 !-surface plots of grain boundary energies at the a) Σ33(118)/[11≥0],  b) Σ19(116)/[11≥0],  c) 
Σ27(115)/[11≥0],  d) Σ9(114)/[11≥0],    e) Σ11(113)/[11≥0],  f) Σ33(225)/[11≥0],  g) Σ3(112)/[11≥0],  h) Σ17(223)/[11≥0],  i) 
Σ17(334)/[11≥0],  j) Σ3(111)/[11≥0],  k) Σ33(554)/[11≥0],  l) Σ11(332)/[11≥0],  m) Σ9(221)/[11≥0],  n) Σ27(552)/[11≥0],  o) 
Σ19(331)/[11≥0], and p) Σ33(441)/[11≥0] tilt grain boundaries. 
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Figure C.3 !-surface plots of grain boundary energies at the a) Σ31(165)/[11≥1],  b) Σ21(154)/[11≥1],  c) 
Σ13(143)/[11≥1],  d) Σ7(132)/[11≥1], and  e) Σ19(253)/[11≥1] tilt grain boundaries. 
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Figure C.4 !-surface plots of grain boundary energies at the a) ∑25(100)/[100], b) ∑13(100)/[100], c) 
∑17(100)/[100], and d) ∑5(100)/[100] twist grain boundaries. 
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Figure C.5 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ5(102)/[01≥0] tilt grain boundary. The values of 
g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.6 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ17(104)/[01≥0] tilt grain boundary. The values of 
g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.7 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ25(107)/[01≥0] tilt grain boundary. The values of 
g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.8 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ29(307)/[01≥0] tilt grain boundary. The values of 
g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.9 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ3(112)/[11≥0] tilt grain boundary. The values of 
g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.10 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ19(116)/[11≥0] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.11 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ11(332)/[11≥0] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.12 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ9(114)/[11≥0] tilt grain boundary. The values of 
g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.13 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ17(223)/[11≥0] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.14 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ11(113)/[11≥0] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.15 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for a-Σ9(221)/[11≥0] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.16 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ21(154)/[11≥1] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.17 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ7(132)/[11≥1] tilt grain boundary. The values of 
g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.18 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for a-Σ7(132)/[11≥1] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.19 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ5(100)/[100] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.20 RDF plots for indicated atom pairs at various locations along the z-axis at 700K for Σ13(100)/[100] tilt grain boundary. The values 
of g(r) are divided by the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating 

g(r)=0.  The grain boundaries are located at 0% and 50%. 
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Figure C.21 RDF plots for indicated atom pairs at the grain boundary of the indicated simulation cell at 700K.  The values of g(r) are divided by 
the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating g(r)=0. 
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Figure C.22 RDF plots for indicated atom pairs at the grain boundary of the indicated simulation cell at 800K.  The values of g(r) are divided by 
the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating g(r)=0. 
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Figure C.23 RDF plots for indicated atom pairs at the grain boundary of the indicated simulation cell at 900K.  The values of g(r) are divided by 
the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating g(r)=0. 
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Figure C.24 RDF plots for indicated atom pairs at the grain boundary of the indicated simulation cell at 1000K.  The values of g(r) are divided by 
the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating g(r)=0. 
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Figure C.25 RDF plots for indicated atom pairs at the grain boundary of the indicated simulation cell at 1100K.  The values of g(r) are divided by 
the maximum value, g

max
, in order to easily visualize important features, with yellow indicating g(r)=g

max
, and blue indicating g(r)=0. 
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Figure C.26 RDF plots for Li - Li pairs within GB region.  These same data are represented in Figure 4a. 
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Figure C.27 RDF plots for Zr - Zr pairs within GB region.  These same data are represented in Figure 4b. 
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Figure C.28 RDF plots of pairs within bulk LLZO at 0 K and 700 K.  The pairs and temperatures represented are a) Li - Li at 0 K, b) Li - Li at   
700 K, c) Zr - Zr at 0 K, and d) Zr - Zr at 700 K.  These same data are represented in Figures 4a and 4b. 
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Figure C.29 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ5(102)/[01≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.30 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ17(104)/[01≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.31 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ25(107)/[01≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.32 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ29(307)/[01≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.33 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ3(112)/[11≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.34 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ19(116)/[11≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.35 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ11(332)/[11≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.36 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ9(114)/[11≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.37 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ17(223)/[11≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 



 194 

 

  

 

Figure C.38 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ11(113)/[11≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.39 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the a-Σ9(221)/[11≥0] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.40 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ21(154)/[11≥1] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.41 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ7(132)/[11≥1] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.42 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the a-Σ7(132)/[11≥1] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.43 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ5(100)/[100] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Figure C.44 Time-averaged plots of Li, La, Zr, and O concentration at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ13(100)/[100] GB.  
Atom positions were recorded for the duration of the Li diffusivity calculations.  Each data point represents the number of atoms contained within 
~1 Å intervals along the z-direction.  Black data represents Li, blue represents La, green represents Zr, and red represents O. 
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Table C.6 Ratio of number of atoms in GB region to number of atoms in GI region.  Data obtained from time-
averaged composition plots (Figures S31 - S46). 

Grain Boundary Li Ratio La Ratio Zr Ratio O Ratio 

Σ5(102)/ 010  1.01 0.90 1.01 1.02 

Σ17(104)/ 010  0.98 0.97 1.03 0.98 

Σ25(107)/ 010  1.01 0.98 1.05 0.99 

Σ29(307)/ 010  1.01 0.97 0.93 0.99 

Σ3(112)/ 110  0.80 1.01 0.67 1.13 

Σ19(116)/ 110  0.95 0.93 0.92 0.93 

Σ11(332)/ 110  0.99 0.98 0.96 0.99 

Σ9(114)/ 110  1.00 0.94 1.19 1.03 

Σ17(223)/ 110  1.04 1.01 0.99 1.00 

Σ11(113)/ 110  1.01 0.99 1.00 0.99 

a-Σ9(221)/ 110  0.63 0.76 0.54 0.63 

Σ21(154)/ 111  1.01 1.00 1.05 1.01 

Σ7(132)/ 111  1.00 1.01 1.00 1.00 

a-Σ7(132)/ 111  0.96 1.00 1.01 1.02 

Σ5(100)/[100] 1.06 0.91 0.96 1.04 

Σ13(100)/[100] 1.08 0.95 0.97 1.04 
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Figure C.45 Mean square displacement (MSD) plots of Li-ions within GB and GI regions of 5 representative GB cells at 700 K.  Panels (a-e) 
represent MSD's within a) Σ5(102)/[01≥0], b) Σ3(112)/[11≥0], c) Σ21(154)/[11≥1], d) a-Σ9(221)/[11≥0], and e) Σ5(100)/[100] at GB regions.  
Panels (f-j) represent MSD's within a) Σ5(102)/[01≥0], b) Σ3(112)/[11≥0], c) Σ21(154)/[11≥1], d) a-Σ9(221)/[11≥0], and e) Σ5(100)/[100] at 
GI regions. 
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Figure C.46 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ5(102)/[01≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 

 



 204 

 

  

 

Figure C.47 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ17(104)/[01≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C48 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ25(107)/[01≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.49 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ29(307)/[01≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.50 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ3(112)/[11≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.51 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ19(116)/[11≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.52 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ11(332)/[11≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.53 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ9(114)/[11≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.54 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ17(223)/[11≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.55 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ11(113)/[11≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.56 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the a-Σ9(221)/[11≥0] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.57 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ21(154)/[11≥1] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.58 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ7(132)/[11≥1] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.59 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the a-Σ7(132)/[11≥1] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.60 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ5(100)/[100] 
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.61 Total diffusivities and direction-specific diffusivities calculated at 700 K, 800 K, 900 K, 1000 K, and 1100 K for the Σ13(100)/[100]  
GB.  The horizontal, red, dash-dotted line indicates the value of the bulk diffusivity at the indicated temperature. 
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Figure C.62 Anisotropic diffusivity per GB cell.  Differences between the maximum and minimum diffusivities are indicated by the black, vertical 
lines, and are taken as a measure of anisotropy.  Diffusivities in the x- and y-directions  are indicated by blue x's and orange inverted triangles, 
respectively, while diffusivities in the z-direction is indicated by green diamonds.  x- and y-directions  are parallel to the GB plane; z-direction is 
normal to the GB plane. 

 

 

Figure C.63 Diffusion anisotropy vs. GBE at 700 K.  Diffusion anisotropy is defined as the difference between the maximum and minimum 
direction-specific diffusivity at each GB.  The data yield a Pearson's correlation coefficient of r = -0.39. 
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