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ABSTRACT

The mass-to-light (M /L) ratio is a fundamental astrophysical parameter that con-
verts the luminosity of a stellar system—which is comparatively easy to measure—to
a corresponding baryonic mass. Typically, M/L ratios are estimated using stellar
population synthesis models. Testing such models requires independent mass esti-
mates (specifically, only of the baryons) which usually require kinematic data and
is considerably more involved than photometric measures. Galaxies are particularly
difficult to employ for this task given their typically complex stellar population mix-
tures and their dark-matter contents. Star clusters, in contrast, are comprised of
comparatively simple stellar populations and contain no dark matter, making them
ideal laboratories to test M /L predictions.

This thesis aims to estimate in a consistent manner dynamical masses and V-
band M/L ratios (M/Ly) of a large sample of star clusters spanning a wide range
in age and metallicity. To accomplish this, I have obtained 3137 high-resolution stel-
lar spectra of individual stars in 26 populous star clusters of the Magellanic Clouds
using the M2FS multi-object spectrograph on the Magellan/Clay Telescope. Com-
bined with 239 published spectroscopic results of comparable quality, I have produced
a final sample of 2787 individual stars suitable for kinematic analysis in the target
clusters. Line-of-sight (LOS) velocities measured from these spectra and stellar po-
sitions within each cluster were used within a customized expectation-maximization
(EM) technique to estimate cluster membership probabilities. Using the appropri-
ate cluster structural parameters and corresponding single-mass dynamical models,

this technique ultimately provides self-consistent total mass and M /Ly estimates for

Xiv



each cluster. Mean metallicities for the clusters were also estimated from the spectra
and tied to a scale based on calcium IR triplet measurements and high-precision,
high-resolution metallicity estimates.

I describe trends of the cluster M /Ly values with cluster age, mass and metallic-
ity, and compare the relations with predictions from simple stellar population (SSP)
models. The new observational M /Ly results parallel the systematic behavior of the
SSP models as a function of age, but are on average about 40% lower than model
predictions. Modified SSP models that account for internal and external dynami-
cal effects greatly improve agreement with our results, as can models that adopt a
strongly bottom-light stellar initial mass function (IMF). To the extent that dynam-
ical evolution must occur, a modified IMF is not required to match data and models.
In contrast, a bottom-heavy IMF, suggested by other studies, is strongly ruled out for
our cluster sample as this would lead to higher predicted M /Ly values, exacerbating

the discrepancy with our observations.
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CHAPTER I

Introduction

1.1 Converting Luminosity to Mass: The Role of Mass-to-

light Ratios in Astrophysics

The baryonic mass-to-light (M /L) ratio is an important parameter in astrophysics
as it is frequently used to translate the luminosity of a stellar system to a common
baryonic mass scale. Mass-to-light ratios can be applied to either simple stellar sys-
tems (e.g. star clusters) that consists of coeval stellar population with the same
chemical composition, or composite stellar systems (e.g. galaxies) that have complex
mixtures of ages, metallicities and star formation histories. In both applications,
parameters such as the form of the stellar initial mass function (IMF), the detailed
nature of stellar evolutionary models, and the adopted metallicity scale can have sig-
nificant effects on the assgined M/L ratio for a given system. As such, M/L ratios
offer a convenient method to estimate the baryonic masses of clusters and galaxies
from photometric observations, but one that is still subject to many complications,
uncertainties and assumptions.

Baryonic masses estimated from the photometry are particularly useful in vari-
ous astrophysical problems; for instance, to estimate the inventory of baryons in the

Universe (e.g. Fukugita et al., 1998; McGaugh et al., 2010); to investigate the stel-



lar /baryonic mass Tully—Fisher relation, which is more physically meaningful than in
any specific photometric band (e.g. Bell and de Jong, 2001); to study the assembly of
galaxies over cosmic times, and thus the formation and evolution of galaxies (e.g. Bell
et al., 2003, 2004). These applications are central to much of what we know about the
early Universe and about how galaxies evolve with redshift (e.g. Kauffmann et al.,
2003; Bell et al., 2003; Blanton and Roweis, 2007; Tojeiro et al., 2009; Chen et al.,
2012; Maraston et al., 2013).

Th M/L ratio is typically reported using the mass and luminosity of the Sun as
a baseline value, and hence is presented in the unit of M /Ls. That convention will
be followed throughout this dissertation. Using this scale, it is clear that if all stars
in a stellar system are the same as the Sun, the M/L ratio should be unity. Given
the steepness of the main-sequence mass-luminosity relation, this implies that stellar
systems consisting of older stars have M /L values considerably larger than one, while
stellar systems consisting of younger stars have values much smaller than one. Of
course, this does not mean that a system with M/L ~ 1 is composed only of stars
similar to the Sun since M/L values for composite systems arise from the sum of a
wide variety of stellar populations. For example, the mean M/L ratio of globular
clusters (GCs) in the Milky Way (MW) is about 2 My /L, (e.g. McLaughlin and van
der Marel, 2005; Kimmig et al., 2015; Baumgardt, 2017; Baumgardt and Hilker, 2018)
and yet these systems consist of luminous red giants, dim white dwarfs, and have mean
metallicities that can be hundreds of times lower than the Sun. Typical integrated
M/ L ratios of most galaxies in the local Universe range from 2 to 10 My /L, (e.g. Bell
and de Jong, 2001; Bell et al., 2003; Kassin et al., 2006; Torres-Flores et al., 2011;
Cappellari et al., 2013). Nevertheless, strong departures of M/L ratios can provide
broad clues regarding the underlying populations in a system. Values ranging from 2—
10, typical of the central regions of galaxies in the Local Universe, imply relative more

low-luminosity stars, and hence large ages in such systems. M/L ratios considerably



smaller than one imply the presence of relatively large numbers of comparatively
young, luminous stars. This behavior provides an illustration of how M /L ratios may

vary—in this case—as a function of age, all other parameters held constant.

1.2 Theoretical Mass-to-light Ratios from Simple Stellar Pop-

ulation Models

Over the past several decades, many theoretical models have been developed as
tools to predict M /L ratios of simple and composite stellar systems. Such so-called
stellar population synthesis (SPS) models rely crucially on stellar evolutionary grids
that attempt, often parametrically, to account for the complex star formation and
chemical evolutionary histories of galaxies (e.g. Bruzual and Charlot, 2003; Maraston,
2005; Vazdekis et al., 2010; Conroy et al., 2009; Conroy and Gunn, 2010).

All SPS models start with prescriptions for so-called simple stellar populations
(SSP) that describe the evolution of a single stellar population formed in the same
burst of star formation and with the same chemical composition. Any SSP-predicted
M /L ratios require three basic inputs: A form for the stellar initial mass function
(IMF), a comprehensive grid of stellar evolutionary models, and an extensive array of
stellar spectral libraries(e.g. Conroy, 2013). The stellar IMF defines the distribution
of stellar masses when a population of stars are born at a given epoch. The IMF is
usually considered invariant from one stellar population to another, although some
recent studies suggest that IMF variations may exists due to different metallicities
and galactic environments (e.g. Conroy and van Dokkum, 2012; Kalirai et al., 2013;
Geha et al., 2013; Kroupa et al., 2013). Stellar IMF's are often parameterized as single
or multiple power laws of initial stellar mass, bounded at both high and low mass by
considerations of the physical structures of stars at these limits.

Stellar evolutionary models describe how a star with a certain initial mass and



metallicity changes its physical properties (e.g. size, temperature, surface gravity,
mass and luminosity) over the course of time. With the IMF and stellar evolutionary
models specified for a stellar population, it is possible to track the numbers of stars
over the Luminosity-Temperature plane (the HR diagram) for any SSP.

The final ingredient is stellar spectral libraries which are employed to assign an
output spectrum to each of the of different types of stars in a system, suitably weighted
by the numbers and luminosities of each type. This places models into various observa-
tional planes (e.g., color-magnitude, color-color) and allows one to compute integrated
spectral energy distributions for such systems as a function of age and metallicity.
Of course, as outlined here, these predictions rely on innumerable assumptions and
can be affected by myriad uncertainties in the input parameters or by the exclu-
sion of effects left out of the models. Thus, though termed as ‘simple’, sophisticated
SSP models are not really all that simple even when applied to non-composite stellar
systems.

For more complex stellar systems such as galaxies, the so-called composite stellar
population (CSP) models are built from well-established SSP models and require even
more inputs, e.g. star-formation history (SFH), chemical evolution and interstellar
dust component. While the SFH describes the age distribution of stellar populations
within a galaxy, the chemical evolution describes how the metallicity distribution of
stellar populations vary over time. The role of dust component is twofold: an obscurer
of light that both absorbing and scattering starlight, and an emitter of light in the IR.
Taking all these inputs into account, the CSP models will predict various physical
properties of galaxies, including stellar M/L ratio and photometric colors. These
properties are usually used to develop handy tools to place studies of extragalactic
systems onto a consistent baryonic-mass scale. For instance, color-M /L relations are
popular to estimate stellar masses in external galaxies (e.g. Bell and de Jong, 2001;

Bell et al., 2003; Kranz et al., 2003; Kassin et al., 2006; Torres-Flores et al., 2011;



McGaugh and Schombert, 2014; Salim et al., 2016).

Direst tests of CSP models are impractical as such tests would require independent
knowledge of the SFH, chemical evolution and dust content of a systems. In contrast,
SSP models are more amenable to empirical testing as Nature provides reasonably
close examples of such systems in the form of star clusters. In this thesis, I aim to test
observationally how reliablely SSP models predict M /L ratios of star clusters—in this
case, the populous star clusters of the Magellanic Clouds (MCs). I will also explore
the extent to which other plausible physical effects or IMF variations are required for

these models to account for cluster observations.

1.3 Testing the Models: Observational Constraints on Mass-

to-light Ratios

One way to test the reliability of model-dependent M/L ratios is to determine
dynamical masses of SSPs. Star clusters are particularly well-suited for such mea-
surements since they are generally regarded as prototypical SSPs (although see e.g.
Gratton et al., 2012; Bastian and Lardo, 2018, for reviews of population complexities
found in some, perhaps most, massive star clusters). In contrast, galaxies are complex
mixture of individual SSPs with other non-stellar components, such as interstellar gas,
dust and dark matter (e.g. Conroy, 2013), and hence are not good for directly testing
SSP models. Clusters also span a wide range of metallicity and age, making them
useful also as tests of how M /L ratios vary with these fundamental population pa-
rameters. Using clusters for M /L ratio determinations also offers simplicity. At the
most basic level, measuring the M/L ratio of star clusters involves mass determi-
nations via direct kinematic measurements and straightforward dynamical analyses,

and obtaining luminosities from independent photometric observations.



1.3.1 Observational Approaches

There are two broad approaches commonly used to obtain the kinematic data
needed to estimate cluster masses, integrated-light spectroscopy and spectroscopy of
individual stars within clusters to serve as dynamical tracers. Integrated-light spec-
troscopy is best suited for star clusters that have very condensed, unresolved cores
and /or that are so distant that they cannot be readily resolved into their constituent
stars. An influential early example of this approach—though applied to mostly re-
solved systems—is the study of Illingworth (1976) who obtained scanned integrated-
light spectra of ten Southern MW GCs. Mandushev et al. (1991) employed a similar
approach to obtain M /L ratios of 32 MW GCs. Local Group (LG) clusters have also
proven to be popular targets for integrated-light kinematic spectroscopy. Zaritsky
et al. (2012, 2013, 2014) reported M /L ratios obtained using integrated-light spec-
troscopy of a sample of 29 clusters from four different LG galaxies, including the MW,
the Large and Small MCs (LMC and SMC), and the Fornax dwarf spheroidal galaxy.
Larsen et al. (2002) measured M /L ratios of four suspected intermediate-age M33
GCs, while Strader et al. (2009, 2011) produced a large sample of M /L ratios for 163
M31 GCs that comprised new and previously-published results. Some studies have
probed beyond the LG to obtain measurements of the internal kinematics of clusters
(e.g. Martini and Ho 2004 who studied 14 GCs associated with NGC 5128).

The other approach of measuring internal cluster kinematics via observations of
individual stars is best suited for comparatively nearby, well-resolved systems. This
method has become significantly more practical in recent years with the development
of wide-field multi-object spectrographs (MOSs) and comparatively wide-field IFUs.
For example, Lane et al. (2010b) used the AAOmega spectrograph to derive the M /L
ratios in 10 halo GCs. More recently, Kimmig et al. (2015) published a new catalog of
M/ L ratios for 25 MW GCs based solely on MOS measurements of individual stars.

Their data, as is the case for most MOS results, are particularly uniform in kinematic



precision. The large number of GCs that have been observed in this manner make it
possible to examine trends of M /L as a function of mass and metallicity, but, notably,
not in age. Some examples of this approach applied beyond the Galaxy include Feast
and Black (1980), Lupton et al. (1989), Mateo et al. (1991), Fischer et al. (1992a,b,
1993), Suntzeff et al. (1992), Ferraro et al. (2006), Mackey et al. (2013) and Kamann
et al. (2018).

The most challenging aspect of cluster kinematic studies, regardless of approach,
is the comparatively small velocity dispersions—ranging from 1 to 15 kms~!—of these
systems. Resolving such dispersions demands moderate to high spectral resolution
and excellent instrumental stability. Integrated-light spectroscopy can generally suc-
ceed in clusters only when the instrumental resolution is precisely measured—and
sufficiently stable—to extract the comparatively small cluster dispersions reliably.
In many of the studies cited above, the instrumental resolution ranged from 10 to
50 kms™!, meaning that the clusters with dispersions ~5 kms™! or smaller inflated
line profiles by at most 10% and often less than 1% compared to the line spread func-
tion of the spectrographs. Measuring kinematics using resolved-star spectroscopy also
requires moderate to high resolution, though determining line centers—as opposed
to line widths—is comparatively much more precise at any given S/N level. The
more acute problem here is that moderately large samples are needed to beat down
stochastic errors. MOS help in this regard, but they often can target only limited
numbers of members in a given cluster, especially for more distant systems.

In contrast to the mass estimates, luminosities of star clusters are determined al-
most exclusively using calibrated surface brightness/density profiles (e.g. McLaughlin
and van der Marel, 2005). Together, masses and luminosities measured in these ways
can be combined to produce empirical M/L estimates (e.g. McLaughlin and van der
Marel, 2005; Strader et al., 2009, 2011; Kimmig et al., 2015; Baumgardt and Hilker,
2018).



1.3.2 Observations of Globular Clusters

Numerous studies have compared predictions from SSP models with empirical
M/ L ratios, mostly for old GCs either in the MW (e.g. Pryor and Meylan, 1993;
McLaughlin and van der Marel, 2005; Kimmag et al., 2015; Baumgardt, 2017; Baum-
gardt and Hilker, 2018) or associated with local group (LG) galaxies (e.g. Larsen
et al., 2002; Strader et al., 2009, 2011).

Some useful compilations of kinematic studies of star clusters include Pryor and
Meylan (1993) who tabulated central velocity dispersions and M /L ratios of 56 MW
GCs with integrated-light and individual-star spectroscopy, the latter often from
heroic studies before MOS were available. McLaughlin and van der Marel (2005)
derived dynamical properties in a consistent manner for 38 MW GCs and 19 LG
clusters (16 in the MCs) from published single-star spectroscopic studies. The latter
paper also lists photometric structural data for some 46 additional MC clusters that
do not have any kinematic measurements.

Many former studies have found significant discrepancies between theoretical V-
band M/Ly predictions and observations for old GCs. Given a ‘canonical’ IMF,
the SSP models predict that M/Ly should increase with age and metallicity but
be constant with the total mass of the population (e.g. Bruzual and Charlot, 2003;
Maraston, 2005; Conroy and Gunn, 2010). From the integrated-light results of 200
GCs in M31, however, Strader et al. (2009, 2011) found that M /Ly decreases with
[Fe/H] and increases with cluster mass. In the MW, Kimmig et al. (2015) found
similar trends of M /Ly with cluster mass and metallicity from a uniform sample
of 25 GCs. Using extended catalogues of 50 and 59 MW GCs, respectively, both
Baumgardt (2017) and Dalgleish et al. (2020) confirmed that the observed M/ Ly-
[Fe/H] relation disagree with SSP models, though no clear change of M/Ly with
cluster metallicity was found as pronounced as it is for M31.

These discrepancies and trends suggest either dynamical effects or varying stellar



IMF play a significant role in star clusters. The M /Ly trend with cluster mass has
been attributed to mass segregation and the preferential escape of low-mass stars over
the tidal boundary (e.g. Kruijssen, 2008). Hardly to explain by the same dynamical
effect, the trend with metallicity may root from a mass segregation bias in the de-
termination of M/Ly from integrated-light properties (e.g. for M31 GCs, Shanahan
and Gieles, 2015), or reflect variations in the IMF (i.e., top-heavy IMF for metal-rich
clusters, Strader et al., 2011; Zonoozi et al., 2016).

In addition to mass and metallicity, cluster age is another important dimension
over which to examine M /Ly predictions from SSP models. Young and intermediate-
age star clusters are generally not very populous in the MW and hence are ill-suited
for high-precision mass estimates. In contrast, the MCs and other LG group dwarf
galaxies contain populations of massive clusters that span a mass range similar to
that of old GCs, but also span the full range of cluster age from the present-day
to over 10'° yrs. Using integrated-light spectroscopy, Zaritsky et al. (2012, 2013,
2014) obtained M /Ly of a sample of 29 clusters from four different LG galaxies: the
MW, the MCs and the Fornax dwarf spheroidal galaxy. Fourteen of these clusters
are younger than 3 Gyr allowing the authors to study how M/Ly evolves with age.
They found that the observed M /Ly values run first higher and then lower than SSP
models with age, interpreted by these studies as possible evidence of the existence of
two distinct IMF's within the cluster populations. However, this behavior appears to
not be corroborated by M /Ly estimates of intermediate-age MC clusters observed
through individual stellar spectroscopy, though, prior to this thesis, only six such MC
clusters were available for comparison (Fischer et al., 1992a,b, 1993; Mackey et al.,
2013; Kamann et al., 2018; Patrick et al., 2020). These earlier results—discordant
among themselves and difficult to reconcile with models—suggest that more M/ Ly

of young and intermediate-age clusters are needed.



1.4 Expanding the Tests: The Star Clusters of the Magel-

lanic Clouds

Both of the MCs—the LMC and the SMC—are readily visible from the Southern
Hemisphere, subtending about 10.8° x 9.2° and 5.2° x 3.1° (on average 20 and 8
times the Moon’s diameter) on the sky, respectively (de Vaucouleurs et al., 1991, see
Figure 1.1). The LMC is located at a distance of about 50 kpc, and the SMC is about
60 kpc distant (e.g. Feast and Walker, 1987). The LMC is dominated by a prominent
central bar that geometrically off-center (e.g. van der Marel and Kallivayalil, 2014),
and hence is classified as a Barred Magellanic spiral or SB(s)m (de Vaucouleurs and
Freeman, 1972; de Vaucouleurs et al., 1991). The SMC also contains a central bar
structure but with a more complex overall structure on the sky and along the line of
sight that suggests it has been strongly tidally disturbed, either by the MW, the LMC
or both (e.g. Westerlund, 1997). The SMC is classified as a Barred irregular dwarf
or SB(s)m pec (de Vaucouleurs and Freeman, 1972; de Vaucouleurs et al., 1991).

As noted above, one striking feature of the MCs is that they host a large number
of populous star clusters (present masses greater than 5000 M) that span a wide
range of age and metallicity (e.g. Baumgardt et al., 2013). Figure 1.2 shows the age
and metallicity of star clusters in the MW and the MCs. It can be seen that the MW
GCs (black dots) are old (2 12 Gyr) and relatively metal-poor, while the MW open
clusters (OCs, gray dots) are young and metal-rich. The MC star clusters (symbols in
red and blue) span the full range of ages exhibited among the MW OCs—though at
generally lower mean metallicity—but have masses closer to those of MW GCs, which
span a much more limited range of (great) age. For the MC clusters, Figure 1.2 shows
distinct age-metallicity relations for the two galaxies in the sense that the clusters
in the LMC are relatively more metal-rich at a given age than those in the SMC.

Figure 1.2 also shows the well-known age gap for LMC clusters between about 3 to 8
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Figure 1.1: Images of the Large and Small Magellanic Clouds as seen from Las Cam-
panas Observatory, Chile in February 2016. In the top image, both MCs are seen as
prominent ‘clouds’ next to the Milky Way. The bottom photo is a zoomed-in view of
the MCs. Copyright (©) Michael Padilla 2016. Reprinted with permission.
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Gyr.

Given their moderate distance, the populous star clusters of the MCs are generally
compact enough in the sky for both integrated-light spectroscopy and photometry,
while still close enough to allow spectroscopy of individual stellar members in suf-
ficient numbers to produce good-quality statistical samples. Further, the fact that
both integrated-light and individual-star methods can be applied effectively to many
MC clusters makes them particularly useful test cases to understand the relative sys-
tematics that may arise from each technique. Indeed, both approaches have been
employed in past studies of MC clusters. As described in Section 1.3.2, Zaritsky et al.
(2012, 2013, 2014) obtained integrated-light spectroscopic observations to measure
M /L ratios for a sample of 17 clusters younger than 7 Gyr in the MCs. Prior to
this thesis, only six MC clusters were studied through high-precision individual-star
spectroscopy (Fischer et al., 1992a,b, 1993; Mackey et al., 2013; Kamann et al., 2018;

Patrick et al., 2020).

1.5 This work

My thesis aims to measure in a consistent manner dynamical masses and M/L
ratios of resolved massive star clusters in the MCs using individual-star spectroscopy.
The ultimate aim of this thesis is to critically compare theoretical M /L estimates
with what we glean from this cluster sample.

In Chapter II, I described the basic methodology of our survey and the analysis of
the data as applied to the SMC cluster NGC 419 and the LMC cluster NGC 1846. The
key motivations behind this work are (a) to obtain data from which reliable masses
can be determined for massive clusters that span a large range in metallicity, and
most importantly, age, (b) to exploit the availability of an MOS—Michigan/Magellan
Fiber System (M2FS, Mateo et al., 2012)—that is capable of targeting clustered fields

efficiently and obtaining spectra with individual velocity precisions well below the
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Figure 1.2: A representative plot of metallicity versus log (Age) for star clusters in
the Milky Way and the Magellanic Clouds. Filled circles denote the 16 LMC (blue)
and 10 SMC (red) clusters studied in this work, respectively. Open circles correspond
to other clusters in the LMC (blue) and SMC (red). The metallicities and ages of
all these MC clusters are cited from the collected catalog of Pessev et al. (2006,
2008). For the Milky Way clusters, we present the Galactic globular clusters listed in
VandenBerg et al. (2013) (black dots) and the Galactic open clusters listed in Dias
et al. (2002) (gray dots).
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expected internal dispersions of the clusters. The first aim will allow us to critically
compare M /L models with SSPs over as broad a range in the metallicity-age plane as
feasible, while the second provides us with the unprecedented means of routinely and
systematically obtaining precise masses in MC clusters with central dispersions as
small as 1 kms~!. The more specific aims of Chapter II are to introduce key features
of this survey and to assess the quality of our results via comparisons with previous
observations of two clusters—NGC 419 in the SMC and NGC 1846 in the LMC—that
are in common with our cluster sample (Kamann et al. 2018, hereafter K18; Mackey
et al. 2013, hereafter Mal3).

Chapter IIT updates the methodology from Chapter II as applied to our full M2FS
sample consisting of 26 MC clusters with high-quality kinematic data (10 in the
SMC, 16 in the LMC). These clusters were chosen to span the range from ~100 Myr
to ~13 Gyr in age, and from —2.0 to —0.4 in [Fe/H] (see Figure 1.2) in order to
provide the most leverage on our tests of V-band M/L (M/Ly) predictions from
populations models. Our study is based on spectroscopic observations obtained using
the Michigan/Magellan Fiber System (M2FS) from which we measure kinematics
and metallicities of samples of individual stars associated the clusters in our sample.
From these results, we derive dynamical masses and M /Ly ratios of all 26 clusters,
along with the determination of independent spectroscopic estimates of the mean
metallicities of the clusters. In Chapter III we describe our target selection, cluster
center determination, observational and data reduction procedures adopted for all
clusters in our survey.

Chapter IV describes improvements of the Bayesian spectral fitting method we
introduced in Chapter II to derive velocity and physical parameters from M2FS spec-
tra. In Section 4.2.1, we obtain the final stellar sample for cluster kinematic analysis
and assign a cluster membership probability to each star. Section 4.2 reports our

derived dynamical and chemical results for all clusters in our sample, and compares
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these results critically with those from previous studies.

In Chapter V, we discuss the trends of our M/L results with respect to various
physical parameters, and compare with the predictions by both standard and im-
proved SSP models. Chapter VI summarizes our methods and results, and provide a
brief outline of the conclusions. In this final chapter, I also outline some future work
inspired by the this dissertation study.

Chapter II of this thesis is based on work, Song et al. (2019), published in Monthly
Notices of the Royal Astronomical Society (MNRAS), and is reproduced here with
minor modifications. Chapters III, IV and V are based on work to appear in a
separate paper in MNRAS which will be submitted for publication concurrently with

submission of this dissertation.
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CHAPTER II

How to Measure Mass-to-Light Ratios Using
Magellanic Cloud Star Clusters: The Test Cases

NGC 419 and NGC 1846

Results in this chapter were published in Song et al. (2019) and are presented here

with minor, mostly stylistic, revisions.

2.1 Introduction

This chapter represents the first in a series in which we aim to measure in a consis-
tent manner dynamical masses and M /L ratios of resolved massive star clusters in the
Magellanic Clouds using individual-star spectroscopy. The key motivations behind
this chapter are (a) to obtain data from which reliable masses can be determined for
massive clusters that span a large range in metallicity, and most importantly, age,
(b) to exploit the availability of an MOS—Michigan/Magellan Fiber System (M2FS,
Mateo et al., 2012)—that is capable of targeting clustered fields efficiently and ob-
taining spectra with individual velocity precisions well below the expected internal
dispersions of the clusters. The first aim will allow us to critically compare M/L
models with SSPs over as broad a range in the metallicity-age plane as feasible, while

the second provides us with the unprecedented means of routinely and systematically
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obtaining precise masses in MC clusters with central dispersions as small as 1 kms™1.
As of this writing, we have obtained high-quality data for over 20 MC clusters that
span the range from 50 Myr to 13 Gyr in age, and from —2.2 to +0.0 in [Fe/H]. The
ultimate aim of this thesis is to critically compare theoretical M/L estimates with
what we glean from this cluster sample. The more specific aims of this chapter are
to introduce key features of this survey and to assess the quality of our results via
comparisons with previous observations of two clusters—NGC 419 in the SMC and
NGC 1846 in the LMC—that are in common with our cluster sample (Kamann et al.
2018, hereafter K18; Mackey et al. 2013, hereafter Mal3).

This chapter is organized as follows. In Section 2.2 we describe the target selec-
tion, observational and data reduction procedures as they apply to NGC 419 and
NGC 1846 and that we will adopt for all clusters in our survey. Section 2.3 starts
with a generalized description of the Bayesian method we used to derive velocity and
physical parameters from M2FS spectra. We continue to explain our determination
of dynamical properties such as systemic velocities and central velocity dispersions,
applying the techniques, as feasible, to published and our own new data for NGC 419
and NGC 1846. In Section 2.3 we also discuss the accuracy and limitations of our
analyses, and report our derived masses and M /L ratios and their rotation signatures
for these two clusters. Section 2.4 compares our results critically with those from pre-
vious studies for these two clusters. In Section 2.5 we conclude with a summary
of our methods and results, and provide a brief outline of the content and scope of

subsequent chapters for this thesis.
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2.2 Data Overview

2.2.1 Cluster Candidates

The clusters identified for use in the present chapter and for the following chap-
ters in my thesis were chosen from catalogs of MC clusters with good-quality age
and metallicity estimates and for which we could expect to obtain samples of about
50 stellar members. The latter requirement—imposed to ensure that we can ob-
tain statistically reliable mass estimates for the clusters—restricted us in practice to
candidates more luminous than an absolute V-band magnitude of —6.

A further selection on our sample was to identify clusters with good integrated-
light or star-count analyses. These data are essential for constraining the structural
parameters needed to carry out the dynamical analysis of the clusters. Integrated
photometry of our candidates was taken from the catalogs of McLaughlin and van
der Marel (2005) and Goudfrooij et al. (2006), while radial profiles based on pho-
tometric and/or star-count measurements are taken from McLaughlin and van der
Marel (2005), Glatt et al. (2009) and Goudfrooij et al. (2009, 2011, 2014). Good
age and metallicity estimates are also required of clusters in our sample. Thus, we
identified systems with adequate stellar photometry suitable to provide precise clus-
ter age and (photometric) metallicity estimates from their color-magnitude diagrams
(CMDs). We gave preference to clusters with deep Hubble Space Telescope (HST)
photometry, but good-quality ground-based photometry was acceptable. Finally, in
the spirit of providing a broad range of SSPs to test modeled M/L ratios, we chose
clusters to span as broad a range in age and metallicity as practical within the Mag-
ellanic Clouds (see Figure 2.1). Although we include some ancient clusters (age > 10
Gyr) in our sample, we have already noted that there are many dynamical studies and
M/ L estimates of GCs in the literature (e.g. Larsen et al., 2002; Lane et al., 2010b;

Strader et al., 2011; Kimmig et al., 2015). At the other extreme, clusters younger than
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Figure 2.1: A plot of metallicity vs. log (Age) for star clusters (SCs) in the Milky
Way and the Magellanic Clouds. Blue circles correspond to the SCs in the LMC
(Pessev et al., 2006, 2008), red circles correspond to the SCs in the SMC (Pessev
et al., 2006, 2008), black dots correspond to the Galactic GCs (VandenBerg et al.,
2013), and gray dots correspond to the Galactic open clusters (Dias et al., 2002). The
two clusters studied in this chapter, NGC 419 and NGC 1846, are marked as red and
blue star-shaped symbols, respectively.

about 50 Myr were avoided as these may not yet have achieved dynamical equilibrium
and hence would yield biased mass estimates. Our resulting sample from which we
have drawn clusters to study in detail consists mostly of systems ranging in age from
50 Myr to 13 Gyr, and in [Fe/H] from —2.2 to +0.0 (see Figure 2.1).

The adopted photometric and structural parameters of the two clusters of this
introductory study—NGC 419 and NGC 1846—are listed in Table 2.1. The aperture
photometry for both clusters come from Goudfrooij et al. (2006), while structural
profiles are taken from Goudfrooij et al. (2009) for NGC 1846, and from a weighted
average of previous results (Glatt et al., 2009; Goudfrooij et al., 2014) for NGC 419.
As listed in Table 2.2, the centers of NGC 419 and NGC 1846 were taken from Glatt
et al. (2009) and Mal3, respectively.

For NGC 1846, Olszewski et al. (1991) derived a spectroscopic metallicity of
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[Fe/H] = —0.7 = 0.2. The metallicity of NGC 419 was estimated through iron and
hydrogen spectral indices calibrated using SSPs by de Freitas Pacheco et al. (1998)
to be [Fe/H] = —0.60 £ 0.21. Both clusters possess so-called extended main-sequence
turnoffs (eMSTOs) confirmed from the photometric analysis of HST imaging. If
taken as an internal age spread, these eMSTOs imply that the stellar populations of
NGC 1846 span an age range of 1.6-1.9 Gyr (e.g., Mackey and Broby Nielsen, 2007,
Mackey et al., 2008), while for NGC 419 the implied age range is 1.2-1.6 Gyr (Glatt
et al., 2008). In the latter case, the specified range in age appears to represent primar-
ily the age uncertainty rather than clear evidence of a composite stellar population
(Martocchia et al., 2017).

As noted in Chapter I, the specific selection of NGC 419 and NGC 1846 reflects
the fact that both clusters have reasonably recent independent spectroscopic measure-
ments of individual stars within and around the clusters (K18; Mal3). This provides
an opportunity for us to critically compare our kinematic results for these clusters
with these earlier studies. In the case of NGC 1846, which was observed in a manner
similar to the present study but with a smaller sample, we can also compare our
analysis by running the earlier data through our machinery to determine how well
we recover previous results. For the case of NGC 419, we have an opportunity to
compare our analysis and findings with MUSE observations (K18) to determine how
the immense multiplexing, but relatively low spectral resolution, of that instrument
compares to our smaller sample of target spectra obtained at considerably higher res-
olution. The focus here on the specific cases of NGC 419 and NGC 1846 also allows
us to illustrate in a concrete manner some of the procedures common to all clusters

in our M/L-ratio survey.
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2.2.2 Selection of Targets Within Cluster Fields

For any given cluster in our study we typically selected a variety of specific types
of targets for spectroscopic analysis. The primary science targets are typically drawn
from the red giant branch (RGB) of a cluster’s CMD. These targets are prioritized
also by proximity to their respective cluster center. Additional science targets be-
yond the formal tidal radii of clusters are also included to allow us to determine the
kinematic and chemical distribution of their nearby field populations. These latter
targets are typically identified from different photometric studies than candidates
close to the cluster centers. In all cases, we identified apparently isolated stars as
potential spectroscopic targets. We typically also identify ‘sky/background’ positions
both near the cluster centers and in their surrounding fields. We discuss how we use
these to determine backgrounds below in Section 2.2.4.

In the specific cases of the clusters that are the focus of this chapter—NGC 419
and NGC 1846—we used the HST images from GO-10396 (NGC 419; PI: Gallagher)
and from GO-10595 (NGC 1846; PI: Goudfrooij) to identify stars in the cluster cen-
ters. Both programs obtained relatively short exposures with the F555W and F814W
filters (i.e., 40 s and 20 s for NGC 419, while 41 s and 9 s for NGC 1846). We pho-
tometered all the images using the ACS modules from the DOLPHOT package (Dolphin,
2000), and the output magnitudes were automatically transformed into the standard
Johnson-Cousins VI system. The targets were mainly selected from the RGB in the
corresponding (V' — I, V) CMDs (see the left panels in Figure 2.2). For regions
around the clusters, we selected stars to characterize the superimposed field popula-
tions on the basis of their position beyond the clusters’ tidal radii (the ‘r,” column
in Table 2.1), and their location in the same RGB region of the CMD from which
candidates cluster members were identified (see the right panels in Figure 2.2). For
both clusters, the field stars were drawn from the Magellanic Clouds Photometric

Survey (MCPS) UBV I catalog (Zaritsky et al., 2002, 2004). For all targets identified
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Figure 2.2: Color-magnitude diagrams for NGC 419 and NGC 1846 in the (V — 1, V)
plane. The left panels based on HST photometry show the selection of potential tar-
gets in the cluster central regions. The right panels from the MCPS catalog (Zaritsky
et al., 2002, 2004) show the selection of potential targets in regions outside the tidal
radii (see Section 2.2.2). In all panels, gray dots correspond to all the stellar ob-
jects from the respective photometric catalog. Colored (blue and red) dots represent
targets selected for potential M2FS observation. The red dots denote the objects
observed in this study.
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Table 2.1: Archival Photometry and Structural Parameters

Cluster Vap Aper. *  (m— M)y Ay T0.K62 T K62 Ref. P T0,K66 T'4,K66
(mag) (arcsec) (mag) (mag) (arcsec) (arcsec) (arcsec) (arcsec)

NGC 419 10.30+0.16 50 18.85£0.03 0.154+0.02 188+6.9 129.7 £ 47.6 1,2
1522 £1.78 174.15 £ 18.57 3
12.98 £1.47 207.19 £ 30.11 3
15.60 & 1.66 275.91 4 53.94 3
10.30 £ 0.16 50 18.854+0.03 0.15+£0.02 14.5£0.9 185.0 £ 14.5 Avg. 14909 238.2+18.7
NGC 1846 10.68 £0.20 50 18.424+0.03 0.07£0.02 26.0£1.6 161.24+9.9 1,2,4 269+1.7 2126+13.0

* Radius of aperture used for integrated-light photometry.
b References: (1) Goudfrooij et al. (2006); (2) Goudfrooij et al. (2014); (3) Glatt et al. (2009); (4) Goudfrooij et al. (2009).

in clusters studied after the Gaia DR2 release (Gaia Collaboration et al., 2016, 2018a),
we selected only stars identified in that catalog. To minimize the contamination of
nearby stars, only apparently isolated stars were accepted into our final candidate
sample. We regarded a star to be isolated when the integrated flux of all other stars
in the corresponding photometric catalog (HST or Gaia DR2) located within 1 arcsec
of the star adds up to < 20% of the candidate star’s flux.

Positions for targets selected and observed before the DR2 release were tied to the
NOMAD astrometric system (Zacharias et al., 2004). We cross-matched any stars
brighter than 17.5 mag in V-band from HST images or MCPS catalog with stars
in the NOMAD catalog, and transformed the coordinates onto the NOMAD frame.
In some cases for HST-selected stars, rather large astrometric corrections of up to
1-2 arcsec were necessary. For reference, the M2FS fiber apertures are 1.2 arcsec in
diameter, and systematic precision of 0.25 arcsec is typically required.

Individual background regions within the tidal radii of clusters were identified by
eye from the F555W HST images when available. For the field regions beyond the
clusters’ tidal radii, background/sky positions were randomly chosen from the DSS
red-band images and at least 2 arcmin from the clusters’ centers. As noted below,
we often supplemented these sky positions with an observational strategy to better

determine the background contributions in the clusters and their surrounding fields.
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2.2.3 Observations

The spectral data used in this chapter and throughout our M/L-ratio study have
been obtained with the M2FS. This instrument can deploy up to 256 optical fibers in
a 29-arcmin diameter field using aluminum plugplates pre-drilled for each target. As
noted above, every fiber has a 1.2 arcsec entrance aperture. However, the ferrules in
which the fiber are mounted imposes a minimum separation between adjacent fibers of
13 arcsec. The latter feature limits how densely we can pack fibers within the clusters’
tidal radii; in practice, this limited the number of observable cluster candidate targets
to about 100-140 per field, including sky positions and field stars.

The spectrograph in M2FS (MSpec) consists of twin spectrographs (denoted ‘B’
and ‘R’), each capable of observing 128 targets simultaneously over selected regions
within the spectral range 3700-9500 A. For this project, one arm of MSpec (usually
the ‘B’ arm) was configured to observe 128 targets in the so-called ‘HiRes’ mode,
in which an interference filter is used to isolate a single order of the cross dispersed
spectrum spanning 5130 to 5192 A at an effective resolving power R ~ 18,000 (see
the left panel of Figure 2.3). The second spectrograph (the ‘R’ arm) produced spectra
at similar resolution but used a much broader filter that passes 23 orders and covers
the range 4058 to 5524 A (see the right panel of Figure 2.3). In this mode, up to five
targets can observed simultaneously, though in practice, one fiber is usually assigned
to a background/sky fiber. For this study we only use the same order employed in
the single-order spectra (B-arm) from these multi-order data (R-arm). We plan in
our future paper to perform detailed chemical analysis of these R-arm spectra (see
Section 6.2.2).

Our NGC 419 observations had few suitable background/sky fibers, so we supple-
mented these by obtaining spectra of fields offset by 5 arcsec from the nominal field
position. These spectra were then used to estimate the background contribution in a

manner described in detail in Section 2.2.4. This process allowed us to sample the lo-
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Table 2.2: Observations

Cluster 2000 02000 Obs. Date Exp. Type Exp. Time Nust Numcps Neky
(hh:mm:ss) (dd:mm:ss) (UT) (s)
NGC 419 01:08:17.31 -72:53:02.5 2017 Sep 21  On target 4 x 2100 7 40 4
Offset 2 x 480 0 0 121

NGC 1846 05:07:33.66 -67:27:40.7 2018 Feb 21  On target 4 x 1200 95 95 14

cal backgrounds for every target throughout the cluster and in the corresponding field.
For NGC 1846 we relied on dedicated background/sky fibers (as described earlier in
Section 2.2.2) to monitor the background. The full background-subtraction process
(including normalization) and a third approach used for other clusters is described in
detail below in Section 2.2.4.

Table 2.2 lists the full set of observations—including the offset exposures—used
in this study. Though not detailed in the table, ThArNe arc calibration spectra were
interleaved between science observations on a cadence of about 1 hour for the purpose
of wavelength calibration. Additional calibration data (e.g. flats, aperture reference
spectra, twilights, darks and biases) were obtained throughout the relevant M2FS

runs when data for this chapter and our overall M/L-ratio study were obtained.

2.2.4 Data Reduction

All data were processed using an M2FS pipeline based on IRAF. The principal end
products of this pipeline are the sky-subtracted spectra and their associated variances.
Detailed reducing processes were thoroughly described in Walker et al. (2015b,a), and
a brief description is available in Song et al. (2017). To summarize, raw 2-D data
obtained on both the ‘B’ and ‘R’ arms of MSpec were processed through overscan,
bias and dark corrections, the latter using combined bias and dark calibration images
obtained throughout M2FS runs. For long science exposures, we then removed cosmic
rays using the Laplacian filter algorithm developed by van Dokkum (2001). We then

subtracted diffuse scattered light by fitting a moderate-order 2D surface to the inter-
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Figure 2.3: Reduced CCD images of 2-D M2F'S spectra obtained from the field of the
LMC star cluster NGC 1846. The images were reduced using the procedures described
in Section 2.2.4. These two images show the differences between the spectra obtained
from the B-arm (left panel) and R-arm (right panel) of MSpec. As described in
Section 2.2.3, most of the observations for this thesis were obtained with the B-arm
of MSpec configured to obtain single-order spectra of up to 128 stars in every exposure,
while the R-arm was configured to observe five stars in a multi-order configuration.
In the B-arm image (left panel), there are eight groups of 16 individual single-order
spectra. The brighter spectra are stars, while the smaller number of faint spectra
typically correspond to background/sky positions intentionally targeted to avoid any
readily visible stars (see Section 2.2.3). Typically, only the central portions of these
spectra (covering the wavelength range 5130-5192 A) were analyzed. In the R-arm
image (right panel), the five groups of spectra each corresponds to a single target
for which about 23 usable spectral orders were obtained (covering the approximate
range 4058-5524 A). The four brighter sets of spectra are stellar targets, while the
lower group with very faint spectra is of a targeted background/sky position (see
Section 2.2.3). For this study, we used only the same order of these spectra as the
one in the single-order spectra (5130-5192 A).

26



spectral regions in the images. The reduced images of both B and R arms after this
step are shown in Figure 2.3 for the case of NGC 1846. Using templates that map
the locations and wavelengths along for every fiber/target in an image, the pipeline
then extracted and wavelength calibrated the spectra from each fiber. All spectra
were normalized to correct for fiber-to-fiber throughput variations using normalization
factors obtained from twilight-sky exposures obtained with the fibers in the same
spectral configuration used for the target observations. All subsequent reduction
steps, including final background subtraction (see below), employed these normalized
1-D spectra.

The last reduction step is background/sky subtraction. At its simplest, this pro-
cess uses a master sky spectrum produced from all non-contaminated background /sky
spectra. This master spectrum typically accounts well for the backgrounds experi-
enced by targets in the outer parts of the clusters and in the surrounding field. A
complication is that the internal background light from unresolved/faint cluster stars
must also be considered for targets within the clusters’ tidal radii. To properly sub-
tract the backgrounds for stars near the cluster centers requires consideration of the
variations in the clusters’ light backgrounds with distance from the cluster centers.

As noted in Section 2.2.2 and Section 2.2.3, we obtained background spectra for
NGC 419 from both dedicated background/sky fibers placed at preselected positions
(see Section 2.2.2) as well as from offset exposures. For NGC 1846, we only had back-
ground/sky measurements from fibers at pre-selected sky positions within the cluster
and field regions. In both cases, we normalized the background/sky measurements
with a radial light profile (see below) plus a constant background that was required
to pass through the summed counts from the relevant background/sky observations.
For NGC 419, the multiple background/sky data were suitable to quasi-independently
constrain the background as a function of distance from the cluster center. We refer

to this approach as ‘Method A’ for background removal (see Figure 2.4, left panel).
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Figure 2.4: Plots of median counts in the spectra of stars in NGC 419 (left panel)
and NGC 1846 (right panel) as a function of the stars’ projected distances from their
respective cluster centers. The adopted cluster centers are listed in Table 2.2. The
solid lines correspond to K62 profiles used in the sky subtraction process (see Sec-
tion 2.2.4). Open circles correspond to the target spectra. Closed circles correspond
to dedicate sky spectra observed simultaneously with the targets. Crosses corre-
spond to exposure-time-corrected median counts of sky spectra obtained through all
the fibers while offsetting from on-target pointings (see Table 2.2 and Section 2.2.3).
The meanings of the symbols in the K62 profile—ny, n, and r;,—are described in
Section 2.2.4.

For NGC 1846, we adopted the central surface brightness and cluster core radius (Ta-
ble 2.1) to fit the background/sky spectra (‘Method B’; see Figure 2.4, right panel).

In both Method A and B, we start by fitting the median counts of the offset
spectra (crosses in Figure 2.4) with a cluster profile assumed to be of the form given
by the empirical density law described by King (1962, hereafter the K62 profile)

2

1 1
+ nyp, (2.1)

S VIR VT ey

n(r)

where rg is the King radius and r; is the tidal radius. Two constants, n; and ny,
account for the cluster’s internal light (inside r;) and field light (outside r;), respec-
tively. In our fitting process, n, is the only free parameter to be determined. This
is because n;, can be pre-determined as the average of the median counts of all offset

spectra outside r;, and we adopted ry and r; listed in Table 2.1. The best-fit K62
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profile for NGC 419—which uses Method A to determine ny—is also plotted in the
left panel of Figure 2.4.

For NGC 1846, no associated offset exposures were obtained and so we used
Method ‘B’ for background determination in this case. Specifically, n;, was determined
by calculating the median of the 13 sky-fiber outside the cluster’s tidal radius, r,. The
value of nj, was determined by scaling from the value of n; for NGC 419 (see Figure 2.4
for details). The specific scaling factor for ny considered the ratio of the central surface
brightnesses of the two clusters (Xy,o, which is constrained from aperture photometry
given their K62 profiles using Equation 2.15) and the ratio of exposure times (fexp,

see Table 2.2). For the general case, this procedure can be described by the equation

Nk, Target o ZV,O,Target texp,Target (2 2)
s .

Nk, Reference ZV, 0, Reference texp, Reference

where ‘Target’ refers to the system in which the background is to be estimated rel-
ative to a ‘Reference’ system; in the present case, NGC 1846 is the ‘Target’ and
NGC 419 serves as the ‘Reference’. So long as the data for the Target and Reference
were obtained in similar conditions, this procedure will scale the non-cluster back-
ground to reasonable precision. If, for example, the photometric conditions for the
Target /Reference observations are the same to 20%, since the background typically
constitutes no more than 20% of the flux of individual stars, any errors in the back-
ground level should be at the +5% level. The best-fit K62 profile obtained using this
approach—Method ‘B’—for NGC 1846 is shown in the right panel of Figure 2.4.
The actual background /sky subtraction was preformed as follows. First, all the sky
spectra used for the n;, estimation were averaged to serve as the master sky spectrum.
Then for every science spectra a scaling factor was determined by the best-fit K62
profile based on the target’s projected distance from the cluster center. Finally, we

multiplied this factor by the master sky spectrum to determine the background/sky
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spectrum for each target and then subtracted this scaled spectrum from the respective
target spectrum. Throughout this process, we calculated the variances associated with
all spectra to rigorously track the signal-to-noise (S/N) ratio for each pixel. For every
spectrum, we take the median over the full spectral range of the per-pixel S/N ratios
to estimate the effective S/N ratio of a given spectrum.

Note that for both Methods ‘A’ and ‘B’, we presume the background spectra do
not depend on position relative to the cluster centers. In reality, any off-target spec-
trum actually consists of contributions from telluric emission/scattered skylight and
moonlight and unresolved /faint-star cluster light. Telluric backgrounds will be mostly
constant across a field during an exposure while the cluster background contributions
will depend on the light profile of the cluster and is therefore position-dependent.
A careful accounting of the compound nature of the background in targets such as
LMC clusters is typically beyond the scope of our data, since considerable sampling
is required in the cluster centers. The extent to which we can do this in a few cases
will be explored in a future paper in which we analyze data from a much larger
sample of MC star clusters. For the current analysis of NGC 419 and NGC 1846,
we have verified that background subtraction has little effect (< 0.2 kms™! rms) on
the kinematic results for individual stellar targets. We therefore restrict ourselves
here to background-subtraction Methods ‘A’ and ‘B’ for NGC 419 and NGC 1846,

respectively.

2.2.5 Previous Spectroscopic Samples for NGC 1846 and NGC 419

As noted in Chapter I and Section 2.2.1, prior to our study of NGC 1846, Mal3
published a spectroscopic results for 105 stars drawn from the RGB region of the
cluster’s CMD and one planetary nebula Mo-17. These data were obtained using
the multi-object spectrograph FLAMES mounted at the ESO Very Large Telescope.

With the full dataset of Mal3, we compared our analysis and results with theirs in
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Section 2.4.2. As we shall see, these data also allowed us to expand the kinematic
sample for NGC 1846 by combining it with our M2FS results. We describe how we
combined both datasets in Section 2.3.1.2. For NGC 419, the full data for individual
stars observed with MUSE (K18) are not available. As a result, the comparison of
the MUSE and our new M2FS results has been confined to higher-level conclusions.

A full discussion of those comparisons is also provided in Section 2.4.

2.3 Spectral and Kinematic Analysis

2.3.1 Bayesian Fitting of M2FS Spectra

We have employed the Bayesian method introduced by Walker et al. (2015b,a)
to analyze the sky-subtracted spectra produced using the procedures described in
the previous section. The template spectra for these fits are taken from the SSPP
library of stellar model atmospheres (Lee et al., 2008a,b; Walker et al., 2015b). The
output of these fits are estimates of the line-of-sight (LOS) velocity (vis), surface
gravity (logg) and metallicity ([Fe/H]) from individual and combined spectra; a full
listing of all parameters provided by the analysis are summarized in Table 2 of Walker
et al. (2015b). One difference in our present application of this approach is that the
effective temperature (T,5) was pre-determined by the V' — I color and fixed as a
constant during the fitting procedure (see Song et al. 2017 for details). The present
analysis also differs from Song et al. (2017) in that we have adopted an extended
wavelength range (5130-5192 A) to reflect a change in the observing parameters that
exclude some nuisance spectral ghosts from the red ends of the target spectra. For
both NGC 419 and NGC 1846, we have fitted the spectra obtained from individual
exposures as well as the spectra extracted from images consisting of the wavelength-
calibrated sums of these individual exposures.

We corrected all the LOS velocities to the barycentric frame using the values cal-

31



Table 2.3: Fits to the Twilight Spectra®

ObS. Date Teff b Ulos,raw Ulos,helio O'm lOgg O'@ [Fe/H] O-W
(UT) (K)  (kms™') (kms™) (kms™!) (dex) (dex) (dex) (dex)

2017 Sep 21 5778 -1.30 -0.40 0.17 445 0.04 -0.22 0.02
2018 Feb 16 5778  +0.29 -0.45 0.13 438 003 -0.18  0.02

2 The solar values are Teg o = 5778 K, log go = 4.44 and [Fe/H]s = 0.0.
b The values of T.g were fixed during our spectral fitting process (see Section 2.3.1).

culated by the ‘radial_velocity_correction’ function from Astropy. (We have compared
the Astropy heliocentric corrections with those from independent algorithms, and we
find agreement at the m/s level.) As a check on our zero points, we applied the same
Bayesian fitting procedure to twilight spectra obtained during the same observing
runs (and often the same nights) as the target spectra. These were used to identify
any systematic offsets in logg and [Fe/H] (as for our target spectra, we fixed the
solar effective temperature to its standard value of 5778 K). The twilight results are
listed in Table 2.3. We have corrected all science log g and [Fe/H] values by the small
offsets listed in the table. We have not corrected the heliocentric vy, offsets listed in
Table 2.3 for two reasons. First, the offsets are comparable to the uncertainties in
the systemic velocities of the clusters (see Table 2.6). Second, the heliocentric offsets
are nearly identical for the two runs in which the data were obtained for NGC 419
and NGC 1846. Consequently, the velocity offsets in Table 2.3 represent a negligible

shift in v),s that we chose to ignore.

2.3.1.1 Uncertainties in the LOS Velocities

Given the anticipated small internal velocity dispersions of our target clusters, it is
crucial to precisely estimate the uncertainties of our radial velocity measurements. To
do this, we have compared for every target the LOS velocities obtained from the indi-
vidual exposures to measure two statistics that we have used to quantify the velocity

uncertainties as a function of mean spectral S/N. As noted in Table 2.2, we obtained
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four individual exposures of science targets for both NGC 419 and NGC 1846.
The first of these statistics is the standard reduced x-square. For the full datasets

of a given cluster, we define this as

1y (vig — i)°
Xy = B ZZ ]5—’ (2.3)

where ¢, ; is the j-th velocity error of the i-th target, v; is the weighted average
velocity of the individual velocities of the i-th target, and v = N(n — 1) is the total
degree of freedom of this sample. For NGC 419, x? = 1.54, while for NGC 1846,
X2 =1.25.

The second statistic we employed was taken from Kamann et al. (2016) and is

defined as
(51]12 = 022 — 5 (24)
5111 + 5’02

where v; and vy are a pair of repeat velocity measurements with the uncertainty of
gy, and g,,, respectively. The velocity uncertainties (g,) can be considered to be
well-estimated when dvis is normally distributed with a standard deviation of one.
Histograms of dvis are shown in the bottom panels of Figure 2.5, and the standard
deviations (0g,,,) of dviy distributions are 1.22 and 1.11 for NGC 419 and NGC 1846,
respectively.

Both statistics indicate that the individual velocity uncertainties obtained from
our Bayesian fits were underestimated by approximately 23% and 12% for NGC 419
and NGC 1846, respectively. After applying correction factors of 1.23 and 1.12, re-
spectively, we find that y? = 1.02 and 05,, = 1.00 for NGC 419, and x2 = 1.00
and o5,,, = 1.00 for NGC 1846. The median velocity uncertainties for the samples of
NGC 419 and NGC 1846 are 0.38 and 0.22 km s, respectively. The final barycentric
LOS velocities of NGC 419 and NGC 1846 are listed in Table 2.4 and Table 2.5,

respectively, along with their corrected uncertainties. The table also lists the photo-
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Figure 2.5: Measured line-of-sight (LOS) velocity differences for targets observed
in individual M2FS exposures (see Section 2.3.1.1 and Table 2.2). The parameter
0v1o—defined in Equation 2.4—represents the differences in measured velocities from
individual exposures for a given star. The dashed lines are Gaussian fits to the
histograms, and the standard deviation of each fitted Gaussian are given in the legend
of each panel. In this figure, we have combined results for all stars regardless of the
mean S/N of their spectra.

metric data for every target taken from our measurements of HST data or the MCPS
photometry of Zaritsky et al. (2002, 2004) for NGC 419 and NGC 1846. respectively.

The analysis above assumes that all targets are non-variable and that their velocity
uncertainties scale with S/N in the same systematic manner. Figure 2.6 is a plot
of the corrected velocity uncertainty as a function of the spectral S/N ratio. It is
evident that in both clusters a few stars deviate from the clear relationship between
velocity uncertainty and S/N. These outliers have been confirmed to be either carbon
stars (see Figure 2.7 for representative spectra) or multiple stars too close together
to be separated in any of the photometric/astrometric catalogs we used to identify
targets, resulting in a composite spectrum. The extracted spectra of these stars are
shown in Figure 2.8 and they are noted explicitly in Figure 2.6). At a given S/N,
such stars always have larger uncertainties than other targets due to the fact that
(a) carbon star spectra are not incorporated in the SSPP stellar library (Lee et al.,
2008a,b; Walker et al., 2015b) used in our spectral fitting procedure, and (b) the

fitting procedure assumes a single star and will be compromised when the spectrum
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Table 2.4: M2FS Sample of NGC 419 (The full table is available in Appendix A)
1D Q2000 (5200() 14 V-1 Vlos P]W, Sel. #
(h:m:s) (d:m:s) (mag) (mag) (kms™!)
N419-1-b001 01:08:44.19 -73:00:40.0 16.887 £ 0.047 1.497+0.055 188.41£0.20 0.00 M
N419-1-b002 01:08:46.07 -72:56:35.2 17.942+0.030 1.024+0.056 192.79£0.42 0.00 M
N419-1-b003 01:08:45.46 -72:55:15.4 17.982 £0.030 1.138 +0.043 153.30£0.39 0.00 M
N419-1-b004 01:08:43.26 -72:53:32.0 18.014 £ 0.008 0.855+0.010 193.60 £0.61 0.06 H
N419-1-b005 01:08:42.25 -72:53:12.3 18.769 £0.010 1.0194+0.013 144.09 £1.05 0.00 H

@ Photometric source that the target were selected from: H stands for HST and M stands for MCPS.

Table 2.5: Combined Sample of NGC 1846 (The full table is available in Appendix B)

ID Q2000 02000 14 V-1 Ulos Py, Sel. * Spec. P
(h:m:s) (d:m:s) (mag) (mag) (kms™!)

N1846-1-b001 05:07:51.21 -67:33:03.8 17.251+0.307 1.396 +0.310 287.97 +£0.19 0.00 M M2FS
N1846-1-r049 05:07:32.21 -67:27:51.6 17.154 +£0.004 1.401+£0.006 241.93+0.26 1.00 H M2FS

N1846-1-r079 05:07:30.12 -67:27:27.7 17.115+£0.004 1.306 £0.006 238.29+0.17 1.00 H COMB
ACS-013-R 05:07:33.59 -67:26:41.2 16.99 1.43 238.10£0.46 1.00 H M13
ACS-019-R 05:07:14.49 -67:28:16.4 278.73£0.47 0.00 H M13
MCPS-007  05:05:34.36 -67:26:34.2 16.810 £0.063 1.622+£0.079 253.77+0.85 0.00 M M13

* Photometric source that the target were selected from: H stands for HST and M stands for MCPS.
b Spectroscopic source the LOS velocities were measured from: M2FS stands for this work, M13 stands for
Mackey et al. (2013), and COMB stands for combined.

is actually composite.

We have chosen to ignore the carbon stars because of their larger uncertainties
and the likelihood that they are velocity variable. In the case of the blended stars,
we have carried out two-star fits with reasonably satisfactory results. However, in
all cases, these composite cases appear to be non-members as both velocities are far
from the mean velocities of their respective clusters and the velocity differences are
too large for them to be plausible red-giant binaries. For these reasons, we have
chosen not to include any of these stars (four in each cluster sample) in any of the
subsequent analyses described in this chapter. Note that we retroactively removed

these stars from the velocity uncertainty estimation described above; that analysis

includes only what we consider to be spectra of ‘normal,” unblended red giants.
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Figure 2.6: Corrected LOS velocity uncertainties vs. median S/Ns per pixel for
NGC 419 and NGC 1846. The dots correspond to normal red giants in the samples,
while the triangles correspond to carbon stars and the crosses to the blended stars
(see Section 2.3.1.1 and Figure 2.8).
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Figure 2.7: Representative M2FS spectra (black) for five stars observed with M2FS
in NGC 419 (left panels) and five stars observed with M2FS in NGC 1846 (right
panels).The spectra have been corrected for backgrounds as described in Section 2.2.4.
The red lines are the best-fitting spectral models described in Section 2.3.1. The
legend lists target ID and median S/N per pixel. The spectra shown here span the
full range of S/N of M2FS spectra obtained in this study.
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Figure 2.8: M2FS spectra of carbon stars and blended stars in NGC 419 (left panels)
and NGC 1846 (right panels) noted in Figure 2.6. The top three panels for each
cluster show the spectra of the carbon stars. The bottom panel for each cluster show
the spectra of objects with clearly blended spectra from (at least) two unrelated stars
(see Section 2.3.1.1). None of the targets corresponding to these spectra were used
in our dynamical analyses of either cluster. As noted in Section 2.3.1.1, none of the
individual stars (four in total) within the blended spectra are likely members of either
cluster.
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2.3.1.2 Combined Sample for NGC 1846

Our M2FS sample for NGC 1846 consists of 108 targets with useful spectra. As
it happens, 17 of the stars in this group are in common with the dataset from Mal3.
As shown in Figure 2.9, apart from one exception among these common stars, the
velocity differences from our analysis as Mal3 was found to be small and stable; the
exception was a star for which we measure a velocity difference 4+5.58 km s~! between
the two datasets. Specifically, Mal3 measured 243.394+0.57 kms~! and we measured
237.814+0.17 kms~! with M2FS for two independent measurements of this star taken
9.23 years apart. The latter star is almost certainly a true binary; its spectrum is
not obviously composite and its implied velocity amplitude of a few kms~! over a
period of about 5 years is consistent with a main-sequence companion slightly less
massive than the red giant that dominates the spectrum. For the other 16 stars
common to the two samples, we find a small but significant velocity difference of
—0.54 £ 0.15 kms™! in the sense Mal3 minus M2FS. The scatter in this mean offset
is small and entirely consistent with the combined median uncertainties of the Mal3
sample (0.57 kms™') and the M2FS sample (0.30 kms™). Consequently, we have
defined a ‘Combined Sample’ consisting of the Mal3 sample corrected by the velocity
difference noted above (Figure 2.9). For the stars in common to the two samples, we
have calculated their error-weighted mean velocities and velocity uncertainties; these
stars are noted and their weighted mean values listed in Table 2.5; all other stars from
Mal3 but not in our M2FS sample are also noted in this table. The final Combined

Sample for NGC 1846 contains 196 stellar targets, including the binary star.
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Figure 2.9: Differences of the LOS velocities measured for 17 stars in NGC 1846 in
common to the present study and Mal3. The solid line and two dashed lines show
the uncertainty-weighted mean and 1o uncertainty for the 16 stars, respectively. The

17th star—a probable spectroscopic binary—is marked in red and has been excluded
in the calculation of the mean and 1o uncertainty velocity offset (see Section 2.3.1.2).

2.3.2 Systemic Velocity and Velocity Dispersion
2.3.2.1 The EM alogrithm

We used an expectation-maximization (EM) algorithm ( Walker et al., 2009; Kim-
mig et al., 2015) to simultaneously constrain the systemic velocity and the model-
dependent central velocity dispersion of each cluster. This method, which can effi-
ciently distinguish cluster members from field stars, iteratively determines the cluster
membership probability for each star considering whether its velocity and location
is consistent with a selected dynamical model. As this process iterates, membership
probabilities and the parameters of the selected model are updated until a convergence
criterion is achieved.

In our implementation of this approach, we constrained the systemic velocity and
the projected central velocity dispersion of the cluster from its member population,

simultaneously with the mean velocity and the velocity dispersion of the field stellar
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population (that is, nonmembers). In the present case, the EM analysis of the kine-
matic and positional data for targets of a given cluster involves the estimation of four

parameters

C = {<V>mem, J%/O,memﬂ <V>HOH7 U%/O,non}' (25)

These refer to the mean velocities and velocity dispersions of the cluster (member,
‘mem’) and field (non-member, ‘non’) populations assumed to comprise our kinematic
samples. The expected log-likelihood used in the EM approach and given our data

can be written as

Bl £(O1S) = 3 P (V)

N

+Zu&mmLMWWwwﬂ (2.6)

=1

where S = {V;, ey, r;}, represents the full dataset, Py, is a normalized cluster-
membership probability of the i-th star, and pyem(V;) and ppon(Vi) are the cluster
membership and non-membership probabilities of the same star. The term p(r;), re-
ferred as the ‘unconditional probability function’ by Walker et al. (2009), represents
a non-increasing component of the membership probability that considers the obser-
vational selection, the assumed dynamical model, and the uncertainty of the extent
of a cluster.

One iteration of the EM algorithm starts with the expectation step (E step) and
ends with the maximization step (M step). In the E step, Py, is estimated from a

combination of prmem(V;i), Puon(Vi) and p(r;) through

- Pmem (Vi) p(7)
 Prmem(Vi)P(r3) + Pron (Vi) [1 = p(rs)] (2.7)
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where

A 2
oxp | -4 (Wit )
) = , (2.8)
V27 (0 e + €3

1 [ [Vie{(V)non]?
P [‘5 ( e )]

Dmem (Vi

and

pnon(‘/z') - (29)
V27 (0%, on + %)
The term p(r;) in our study has the format of
(1) = Pasn () i | s = 210
P = a3 8 |2y v —u 1] '

where the first part makes sure that a member star must be located within its tidal

radius, i.e.
1 ifr, <nr

pdyn(ri) - 5 (211)
0 ifr,>n

while the second part reflects the non-increasing feature of p(r;) that follows the
discussion by Walker et al. (2009).

In the M step, both p(r;) and ¢ are updated so that they are on track to converge
to the best-fit results. To update p(r;), we simply recalculate Equation 2.10. For the

member parts in (, we have the following equation pair

N

3 P, Vi

— 1+ Job
i=1 f] 0,mem
(V)mem = = : (2.12)

pRE——L

2 2
i=1 1 + EW/UVo,mem

and v
Z PMi [V; — <V>mem]2
0% o = (2.13)

S

2 2
i=1 1 + 8Vi/o-\/o,mem
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while (V)pon and U‘Q/mon are in the same forms as in the pair above but with Py,
replaced by (1 — Pyy,).

When considering the dynamical model of a cluster, oy, mem should be replaced by
Tdyn(Ti)0Vy mem, Where the additional factor ogy,(7;) represents the projected velocity

dispersion profile of a cluster with a central value of 1 kms™!. Thus Equation 2.13

becomes v
Z <V>mem]2
o s ev/ =g
OV(),mem - N . (214)

Z PMio-dyn<Ti)

= 1+, /[0ayn ()01 mem]”

In the present analysis we have adopted single-mass King models (King, 1966,
K66) to generate ogyn(r;). The structural parameters of a K66 model were trans-
formed from those of the best-fit K62 profile, under the assumption that both agreed
on three basic parameters of a surface brightness profile: the central value, the core
radius where the value is half of the central value, and the total luminosity. The trans-
formed K66 parameters derived from the K62 parameters we adopted in Section 2.2.4
are also listed in Table 2.1. In actual practice, we used the code LIMEPY (Gieles and
Zocchi, 2015) to calculate the appropriate K66 models based on the transformed K62
parameters listed for both NGC 419 and NGC 1846 in Table 1.

At the start of the EM analysis for any dataset, we initialized p(r;) = 0.5 and
Py, = 0.5 for all stars and estimated the initial membership parameters in ¢ from
the stars within its K66 tidal radius and assumed non-membership for the rest. We
iterated until a convergence criterion of A(/¢ < 1 x 107° from one iteration to the
next. Typically this condition was satisfied within 10-20 iterations. The errors on
¢ are estimated via bootstrapping, in which 1000 realizations are randomly sampled
from the original dataset.

We illustrate all key aspects of the EM analysis in Figure 2.10. The top panels

compare the membership probabilities Py; with the p(r;) profiles, while the bottom
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Figure 2.10: Membership probabilities (top) and LOS velocities (bottom) for stars
as a function of the projected distance from their respective cluster centers. The
adopted cluster centers are listed in Table 2.2. The top panels show the unconditional
probability function p(r) (solid line) from the EM algorithm (see Section 2.3.2.1).
The shaded regions in the bottom panels denote the ‘box’ regions we defined in
Section 2.3.2.2. Red dots correspond to stars with Py > 0.5, black dots correspond
to stars with 0.05 < Py < 0.5, and crosses correspond to stars with Py < 0.05. The
vertical lines denote the locations of the tidal radii.
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Table 2.6: Velocity and Dispersion Results from the EM method

Cluster Dataset  Binary?* RCP Viys Op,0 Vield Ofield Niotal  Niidal
(kms™!) (kms™!) (kms™!) (kms™!)

NGC 419  M2FS N 189.570% 242%9041 160.3728 217tk 111 83
M2FS Y 189.5703 220793 160.672% 2177l 111 83
NGC 1846 Combined N N 2393792 2057082 269.5722 252%11 195 80
Combined N Y 239.3703 1947520 269.5732 252712 195 80
Combined Y 239.3702 2.02703%  269.5722 252731 196 81
M2FS Y N 239.3703 1857028 92684731 246715 108 69
M2FS Y Y  239.3702  1.79752 268.3%3% 246737 108 69
Mal3 N N 2386702 227708 2704725 255715 105 29
Mal3 N Y 239.070° 2137942 2704130 255Tht 105 29
Mal3 Y N 238.9%0¢  2.5970 270.53;; 255555 106 30
Mal3 Y Y 2392757 2157038 2705722 25571C 106 30

@ This flag denotes whether the confirmed binary star in NGC 1846 is excluded (N) or included
(Y). This star is ‘N1846-1-r079’ in Table 2.5, and the individual velocities are summarized in
Section 2.3.1.2 and Figure 2.9.

PThis flag indicates whether the rotational correction described in Section 2.3.4 was applied.

panels plot radial velocity versus distance from the center of each cluster. In both
panels, all targets are marked differently by their P,;,: red dots correspond to those
with Py > 0.5, black dots correspond to those with 0.05 < Py < 0.5, and black
crosses correspond to those with Py < 0.05. Table 2.6 lists the best-fit results in the
form of ¢ = {Viys, 0p.0; Viield, Ofield }, where now Vs is the systemic cluster velocity,
op0 1s the projected cluster central velocity dispersion, Vgeq is the mean velocity
of the field population, and ogeq is the projected velocity dispersion of the field
population. The table also lists the total sample size and the number of targets located
within the K66 tidal radius. Only the M2FS dataset was considered for NGC 419.
For NGC 1846 the situation is more complicated, and we list results for the Mal3,
M2FS and Combined Samples. In the Mal3 and Combined cases, we further consider
samples that include and exclude the binary star described in Section 2.3.1.2. Note
that for the M2FS sample, we obtained precisely the same results with the binary
star included or excluded given that in that dataset this star’s velocity is very close

to the mean cluster velocity derived by the EM algorithm.
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2.3.2.2 Assigning Cluster Membership

As a check on the EM algorithm, we have calculated the systemic velocities and
projected central cluster dispersions for NGC 419 and NGC 1846 using three methods
we refer to as the ‘Box’, ‘PMO05" and ‘PM50’ estimates.

The Box value is simply calculated by using all targets in a rectangular area
(the ‘Box’) in the v,s-r plane (shaded area in Figure 2.10). The boundaries of this
region are a minimum and maximum systemic velocity (Viysmin and Viys max) and the
adopted K66 tidal radius (see Table 2.1). The velocity range was determined by
assuming (conservatively) that each cluster has a mass of 10° M. Using the K66-
model realization in LIMEPY (Glieles and Zocchi, 2015) and the respective cluster
structural parameters (Table 2.1), we estimated the central velocity dispersion, oygs.
We then set Viyg max and Vigs min as Viys — nojgs and Vigs + noygs, respectively, where
Viys is the straight mean of velocities in an initial estimate of the box boundaries. For
both clusters, the term nojgs came out to be 8.8 kms™! (adopting n = 1). The final
Box samples converged quickly using this approach with any reasonable first guess
for Viys.

The PMO05 and PM50 samples represent the stars with normalized cluster mem-
bership probabilities as determined by the EM algorithm (Section 2.3.2.1) of greater
than 5% (i.e., Py, > 0.05) and 50% (i.e., Py, > 0.5), respectively. What differs here
from the EM analysis—where membership probabilities are used to weight individual
stars—is that for the PMO05 and PM50 samples stars that satisfy these criteria are
considered to be certain members and all other are certain non-members which are
dropped from the analysis. In practice, for the PM05 and PM50 samples we iterated
Equation 2.12 and Equation 2.14 until the velocity dispersions converged to better
than 0.0025 kms™! between successive iterations.

The Box, PM05 and PM50 samples are identified in the lower panels of Figure 2.10.

We list these results for the Box, PM05 and PM50 samples in Table 2.7. It should be
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clear that by regarding all targets in the Box sample as cluster members, the corre-
sponding Box dispersion measurement represents the maximum o, we derive from
our sample. On the other hand, we calculated the PM50 and PMO05 values for avoiding
the bias of the EM algorithm, which is caused by the unequal-weight term P, and
tends to underestimate o, for NGC 419 and NGC 1846. Comparing Table 2.6 and
Table 2.7, we found that the PM50 values are roughly equal to the results of the EM
algorithm, while the PMO05 values are slightly larger. For all subsequent analysis in
this chapter, we will work exclusively with the PM50 values to explore the dynamical
priperties of the clusters. For reference, normalized membership probabilities, Py,
are listed in Table 2.4 and Table 2.5 for NGC 419 and NGC 1846, respectively.

In Figure 2.11, we show the three-bin velocity dispersion profiles comparing with
the best-fit K66 model constrained from both PMO05 (top panels) and PM50 (bottom
panels) values. The velocity dispersion profiles were constructed by dividing all tar-
gets with Py, > 0.05 (top panels) and Py, > 0.5 (bottom panels) into three bins,
respectively. The radius range of each bin is indicated by the horizontal bars of 7,
and the central dots in radius are chosen as the median r value of the stars in each
bin. It is worth stressing that we did not fit any of the kinematic data for NGC 419
or NGC 1846 to their respective K66 velocity dispersion profiles; Figure 2.11 simply
indicates that the PM05 and PM50 samples are consistent with the underlying models
and, additionally, that the PM50 sample agrees best with those models.

There is one other criterion—metallicity—that we can in principle apply to assess
cluster membership. Figure 2.12 shows a plot of the metallicities for all stars in both
NGC 419 and NGC 1846 as a function of distance from the centers of the clusters.
The metallicities were determined from the spectral fitting of individual spectra as
described in Section 2.3.1. We stress that the absolute metallicity values may suffer
from systematic offsets that depend on the specific stellar model atmospheres and

adopted effective temperatures that we are using here (see Section 2.3.1). However,

46



Table 2.7: Velocity and Dispersion Results from the PM50, PM05 and Box methods?®

Cluster Dataset Method Binary?® RC® Npem Viys Op,0
(kms™)  (kms™!)

NGC 419 M2FS Box N 51 189.6703  3.57+0%
M2FS PMO5 N 47 189.6703 253103
M2FS PM50 N 46 189.5703 2447037
M2FS Box Y 51 189.5103  3.4410%0
M2FS PMO5 Y 46 189.570% 224103
M2FS PM50 Y 45 189.510%  2.2200%

NGC 1846  Combined Box N N 56 239.379% 2521038
Combined PMO5 N N 54 239302 o q7t02

Combined PM50 N N 52 2393102 2047028
Combined Box N Y 56 239.4103 2437032
Combined PMO5 N Y 54 2393702 207102
Combined PM50 N Y 52 2393702 193102
Combined Box Y N 57 239.3%03 2497032
Combined PMO5 Y N 55  239.3102 9 15t0%
Combined PM50 Y N 53 2393702 202102
M2FS Box Y N 46 2393708 2487036
M2FS PMO05 Y N 44 2393792 2047033
M2FS PM50 Y N 41 2394752 1.807033
M2FS Box Y Y 46 239.379% 2457038
M2FS PMO5 Y Y 44 2393702 200t0%
M2FS PM50 Y Y 41 239.4702 1757022
Mal3 Box, PM05 N N 21 2387704 239%088
Mal3 PM50 N N 20 2385707 217000
Mal3 Box, PM05, PM50 N Y 21 239.1104 221754
Mal3 Box, PM05, PM50 Y N 22 2390102 264708
Mal3 Box, PM05, PM50 Y Y 22 239.2101 2167033

2 The rows in bold highlight the best-fit results we adopted in the following sections and tables.
@ This flag denotes whether the confirmed binary star in NGC 1846 is excluded (N) or included
(Y). This star is ‘N1846-1-r079” in Table 2.5, and the individual velocities are summarized in
Section 2.3.1.2 and Figure 2.9.

PThis flag indicates whether the rotational correction described in Section 2.3.4 was applied.
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Figure 2.11: Binned velocity dispersion profiles (blue dots) with best-fit K66 models
(solid lines) scaled by the PMO05 values (top panels) and the PM50 values (bottom
panels). The adopted cluster centers are listed in Table 2.2. The two dashed lines in
each panel denote the 1o uncertainties on the central velocity dispersion. The vertical
‘error bars’ are the 1o uncertainties of the o}, values in each bin. The horizontal ‘error
bars’ represent the radial range of stars in each bin.
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the relative metallicities should be reliable as all stars are analyzed in the same man-
ner. The color/symbol coding is the same as for Figure 2.10 so that one can easily
distinguish the Box, PM05 and PM50 samples. The key features to note are that (a)
the metallicity distribution of the field population (located beyond the tidal radius
as denoted by the vertical dotted line in Figure 2.12) is skewed to low metallicity
as expected from a composite disk+halo population in both Magellanic Clouds (e.g.,
Cole et al., 2005; Carrera et al., 2011; Song et al., 2017 for the LMC, and Dobbie
et al., 2014b for the SMC), (b) the metallicity distributions of the clusters are much
more compact, and plausibly more nearly Gaussian in form, and (c¢) the S/N of the
NGC 419 data is typically a bit lower and hence the measured metallicity distribution
of that cluster is clearly broader.

In both clusters, one star is plausibly many sigma below the mean cluster metal-
licity; on this basis, these stars appear to be likely non-members of their clusters
despite their both being in the PM50 samples based on their kinematics. Because
of this, the removal of either star has negligible effect on the systemic velocity or
projected velocity dispersion in either NGC 419 (0.0 and 0.0 kms™!, respectively)
or NGC 1846 (0.0 and 0.02 kms™!). We will return to a comprehensive discussion
of the absolute metallicity estimates from our M2FS spectra when we complete the
dynamical analyses of all 20+ clusters in our full sample (see Section 2.2.1).

Comparing the results in Table 2.7 reveals that the PM50 sample returns essen-
tially the same kinematic results as the EM algorithm (Section 2.3.2.1). This implies
that the EM algorithm is applying weighting that closely mimics what one would do
by assigning full membership to stars with membership probabilities > 50%. The
PM50 approach also helps to label stars definitively as members or non-members
which may be useful for certain types of studies or follow-up observations. Based on
this exercise using our NGC 419 and NGC 1846 datasets, we plan in our future papers

on MC cluster M/L ratios to base our key dynamical results on the EM estimates
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Figure 2.12: Metallicity of stars in NGC 419 (left panel) and NGC 1846 (right panel)
as a function of the projected distances from the respective cluster centers. The
adopted cluster centers are listed in Table 2.2. As in Figure 2.10, red dots correspond
to stars with Py > 0.5, black dots correspond to stars with 0.05 < Py < 0.5,
and black crosses correspond to stars with Py < 0.05. In each panel, the vertical
dotted line denotes the cluster tidal radius. The solid horizontal line and two dashed
horizontal lines denote the mean and standard deviation of the metallicities of all stars
with Py > 0.5. Note that at most two stars in the PM50 samples (one in each cluster)
could be argued to be non-members based on their metallicity (see Section 2.3.2.2 for
further discussion).

of the kinematic properties of the clusters in our full sample but also to report the
PM50 samples in order to identify explicitly the stars we consider to most likely be

members of their respective clusters.

2.3.2.3 Recovery of the Central Velocity Dispersion

We now turn to some tests to determine how well we recover the projected central
velocity dispersion (o,0) via Equation 2.14 and the reliability of the EM algorithm
introduced in Section 2.3.2.1 and under the assumption of a K66 dynamical model.
Our procedure is based on simulations of the observed dataset generated by the
dynamical-model sampling routine LIMEPY.SAMPLE. To mimic NGC 1846, we con-
structed a mock K66-based cluster with the same structural parameters as listed in
Table 2.1, and adopted Vs = 239 kms™! and 0,9 = 2 kms™! which correspond to

rounded values for these parameters from Table 2.7. We did not carry out simulations
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specifically for NGC 419 since none of the issues we address below are specifically re-
lated either of the clusters in our sample and the statistical properties of NGC 419
and NGC 1846 are similar.

We first tested whether the recovery of o}, ¢ exhibits bias due to the distribution of
the projected distances of tracers from the cluster center. As an extreme ideal case,
we set up iterations in which we selected 30 cluster members at a given radius from
the center and assumed that their line-of-sight velocities can be perfectly measured
(i.e. ey = 0). Both the sample velocity dispersions and their corresponding recovered
central values were calculated by Equation 2.12 and Equation 2.14 iteratively until
the value converged to better than 0.0025 km s~! between successive iterations. In the
top left panel of Figure 2.13, we show the median values and the 1o errors estimated
from 1000 different samplings at each of several radii. There is no significant bias
along the r-axis apart from a slight tendency to underestimate the central dispersion
from samples obtained exclusively at radii approaching the tidal radius of the system.

To explore this further, we ran similar tests but now assuming non-zero velocity
uncertainties (ey). To show this, we selected as before 30 tracers at a given radius
for 1000 times, but for each tracer we replaced its true velocity (V;) with a random
value from a normal distribution of fixed dispersion (ey,). We carried out these tests
for for ey, from 0.5 to 2.0 kms™! and the results are summarized in Figure 2.13.

As ey, is increased beyond 0.5 kms™

, it is evident that estimates based only on
stars in the outer parts of the cluster of the central velocity dispersions become
extremely unreliable. For NGC 1846, the median velocity uncertainty is 0.33 kms™1

for the Combined Sample, close to the case of gy, = 0.5 kms™!

in the top right panel
of Figure 2.13. The sample for NGC 419 exhibits a mean ey, < 1.0 kms™! (see
Figure 2.6), so the behavior in that case resembles most closely the results in the

bottom left panel of Figure 2.13.

Of course, in practice we sample stars over a range of radii for both clusters (these
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Figure 2.13: Tests of reliability of the EM algorithm to recover o, ¢ for different
radii. Within a given panel, the velocity uncertainties, €y, were taken to be constant,
varying from 0.0 to 2.0 kms™! as noted. The solid lines show the K66 profiles for
NGC 1846. The dashed line shows the assumed 2 kms™! central velocity dispersion.
Blue dots correspond to the velocity dispersion measured from 30 members at various
radii. Red dots show the recovered oy, o for each sample from a single bin at the same
radius. The error bars show the 1o uncertainties (that is, the 67% confidence ranges)
of 0}, 0 based on bootstrapping 30 members from a given bin with their associated ey .
For ey < 0.5 kms™!, the EM algorithm returns the correct central dispersion without
bias and to reasonable precision. By ey ~ 1 kms™!, the method remains reasonably
unbiased, but the implied error on o}, o becomes comparable to the inferred dispersion
when only 30 tracers are available per bin.
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correspond to the shaded areas in Figure 2.10). The previous test implies that our

mean bias due to our EM analysis is < 0.2 kms™!.

However, we can do better
by adopting an ‘empirical selection profile’ (ESP) that tracks how many members—
here defined as stars with with Py, > 0.50 (see Section 2.3.2.2)—were observed at
given radius from the Combined Sample of NGC 1846, and then using the ESP when
selecting members from the mock K66 cluster (left panel of the Figure 2.14). After
1000 samplings, the median value with their corresponding 1o confidence interval is

1 we find no

1.97702% kms™!. Since the model dispersion was taken to be 2.0 km s~
significant bias caused by our sample selection strategy.

Incorrect or biased identification of field-star contamination can also bias derived
kinematic parameters for clusters like NGC 419 and NGC 1846. To test if this is
strongly affecting our analyses, we have generated mock kinematic samples based on
the Combined Sample for NGC 1846.

These mock samples consisted of clusters members and unassociated field stars,
with the total number of cluster members in each set to a Poisson random deviate
of 52, the actual number of members in our Combined PM50 sample for NGC 1846
(see Section 2.3.2.2). Kinematics and positions for these members were then drawn
at random using LIMEPY assuming (a) the structural parameters from a K66 model
adopted for NGC 1846 (see Table 2.1), (b) a systemic velocity and central projected
velocity dispersion of 239 kms™! and 2.0 kms™!, respectively, for the mock cluster,
and (c) the same spatial sampling profile of mock sample members as for the Com-
bined Sample for NGC 1846 (see left panel of Figure 2.14). All remaining stars—which
brought the total in the mock sample to 195—were drawn from a ‘background’ distri-

L and

bution with a systemic velocity and projected velocity dispersion of 269.5 km s~
25.2 kms™!, respectively (see Table 2.6). These field stars were distributed uniformly
over the field from which the Combined Sample was drawn. The velocity errors of

stars in the mock sample were assigned the uncertainties of stars in the Combined
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Figure 2.14: Tests of the EM algorithm for recovering o, with 1000 mock samples
from the empirical selection profile of the M2FS sample for NGC 1846. In the left
panel, the blue line corresponds to the normalized cumulative number of stars as a
function of distance from the cluster center. The red line corresponds to the cumula-
tive empirical selection profile of NGC 1846 based on the targets observed with M2F'S.
The black lines correspond to the mock samples we simulated in the tests. The right
panel shows a histogram of best-fit o}, o values from our mock samples using the EM
algorithm (gray; individual targets are given their weights by the algorithm itself, see
Section 2.3.2.1) and the PM50 value (blue; all targets with Py > 0.5 are assumed
to be certain members, i.e. full weight, while all others are considered to be certain
non-members, i.e. zero weight; see Section 2.3.2.2). The vertical lines in the right
panel denote the median values (solid lines) and 1o (68% confidence) limits for the
EM (black) and PM50 (blue) cases. The true input value of the simulation (vertical
red dotted line) is 0,9 = 2 kms™'. Section 2.3.2.3 lists the results plotted in this
figure.

Sample, and an appropriate Gaussian deviate was added to each mock velocity.
From our analyses of 1000 such samples, we find that both the EM algorithm
(see Section 2.3.2.1) and the PMb50 sample (see Section 2.3.2.2) return nearly the
systemic velocity and central dispersion for the simulated cluster to good precision,
of order 0.3 kms™!. The results, summarized in Figure 2.14, from the EM algorithm
are Viys = 239.0703 kms™! and 0,9 = 2.03702% kms™!. From the PM50 analysis, the

results are V,

s = 239.0703 kms™! and o, o = 2.0570 37 kms™!. The errors are the 1-o

(68.2%) confidence ranges of the various parameters determined from the simulations
(Figure 2.14).

The simulation results suggest a possible bias such that the derived dispersion is
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about 0.04 & 0.02 kms™! higher than the true cluster dispersion. Field stars that
happen to be close to the cluster will reduce the inferred dispersion only if they
have velocities within 1o of the cluster mean. However, such stars can increase the
dispersion over a wider velocity range, about +30. Since the field stars have essentially
a flat distribution over the velocity range inhabited by cluster members, they will
more often—by about a factor of two—increase the dispersion when mistaken as
cluster members. This bias is small compared to the errors inherent in our kinematic
results (see Section 2.3.2.1 and Table 2.6), so we will ignore this bias in this chapter.
However, the more ambiguous cluster/field separation is—say in a low-density cluster
or high-density field—the more likely this bias may lead to statistically significant

overestimates in velocity dispersions estimates of star clusters.

2.3.3 Cluster Masses and Mass-to-light Ratios

Our initial estimates for the masses of NGC 419 and NGC 1846 are based on the
K66 model using the structural parameters listed in Table 2.1 and scaled by the PM50
op,0 value listed in Table 2.7. The mass uncertainty is estimated following Illingworth
(1976) by referring to the K66 total-mass estimator, M, = 167r0u0§70 (with 7 in pc,
0p0 in kms™! and M in Mp); the final mass uncertainty is derived from the known
errors in the squared velocity dispersion and distance modulus (which propagates to
the uncertainty in the scale radius, rg).

The V-band luminosities of the clusters are obtained by integrated the K62 profile
scaled to aperture photometry profiles to a maximal reference radius, x. The resulting

relation is

(1+z)/2 -1 T

L =mriSyo |In(1 —4
v(z) = mrgZve |In(1 + ) (1+ )1/ +1+$t ’

(2.15)

where z = (r/r.)?, x; = (r;/r.)? and Yy is the central surface brightness in V-band.
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Table 2.8: Mass, Luminosity and M/Ly

Cluster Dataset Mo Ly tot M/ Ly log Mior  log Ly o,  log M/ Ly
(x10° My)  (x10° Lg) (Mo L") (M) (Lo) (Mg Lg")

NGC 419 M2FS 0.76%;?% 3.46%;% 0,22§§;§§ 4.8838);(1)% 5,54%@% —0.6638)&%
NGC 1846  M2FS 042501, L67Xpr 0250000 462707, 5.227015  —0.60%03
Combined®  0.547017 1677040 0327011 4737012 5227002 0497011

@ Exclude the confirmed binary star in NGC 1846. This star is ‘N1846-1-r079’ in Table 2.5, and
the individual velocities are summarized in Section 2.3.1.2 and Figure 2.9.

To estimate Xy, we compared the ground-base aperture photometry V,, listed in
Table 2.1 with the results of Equation 2.15 if z = r,,/rg. The total luminosity
Ly ot can then be obtained by setting x = x; in Equation 2.15. When transforming
magnitudes to luminosities, we used My = 4.85 in addition to the distance moduli
and extinction values listed in Table 2.1. According to Equation 2.15, the luminosity
uncertainty comes from the errors in the central surface brightness, the squared scaled
radius in arc and the squared distance.

The empirical M /Ly of a cluster can be derived by comparing the total mass to the
total V-band luminosity determined above. The uncertainty in M /Ly is estimated
from the errors in the squared velocity dispersion, the central surface brightness, the

scaled radius in arc and the distance. Table 2.8 lists the masses, luminosities and

M/ L ratios.

2.3.4 Rotation

Up to now, our analysis has assumed both NGC 419 and NGC 1846 are exclusively
pressure-supported systems. However, in the case of NGC 1846, Mal3 suggested that
the cluster may exhibit some coherent rotation. Since rotation can partly dynamically
support the clusters, this effect could alter our estimates of their masses. In this
subsection we explore the evidence for rotation in both clusters and comment on the
magnitude of the effects of rotation on our final mass estimates for both systems.

We examined the observations for evidence of internal rotation in each cluster by
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comparing the mean velocity differences on opposite sides of a line passing through the
projected cluster centers as the line’s orientation is advanced in position angle (PA,
east of north; see, e.g., Cote et al. 1995; Lane et al. 2009, 2010a,b; Bellazzini et al.
2012; Mackey et al. 2013). For this analysis we used the PM50 sample for NGC 419
and the PM50 subsample derived from the Combined Sample for NGC 1846 (see
Section 2.3.2.2 and Table 2.7). If any internal rotation exists that has a significant
line-of-sight component, the mean velocity differences between the mean velocities
on the two sides of the fiducial line (A(Vj,s)) should exhibit a sinusoidal pattern (see
also, e.g. Eq. 8 from Kimmig et al. 2015) with a statistically significant amplitude.

We use the following relation to parameterize this behavior:

A(Vios)

5 = Aot sin (PA + ¢), (2.16)

where A, is the maximum amplitude of this relation and ¢ is related to the rotation
axis PAg. Due to projection, the measured A, is clearly a lower limit to the true
rotation amplitude measured using this parameterization.

The uncertainties in the fitting parameters for the results for NGC 419 and
NGC 1846 were estimated in the same manner as described in Mal3 (see their Section
4.1) and using the same projected cylindrical rotation curve used in that paper. In
summary, we Monte-Carlo new velocities to each star at their known positions given
their velocity measurement errors and the observed cluster dispersion profile consis-
tent with the adopted K66 model for each cluster (Table 2.7), then re-determined the
parameters in Equation 2.16 1000 times (see Table 2.9). From this procedure, we es-
timate rotation amplitudes of 0.5705 and 0.6703 kms~! for NGC 419 and NGC 1846,
respectively, with rotation axis PAs of 114733 and 58%3! degrees east of north. We
note here that Mal3 used a very similar approach to estimate the rotation position

angle of NGC 1846 to be 60° £ 20°, in good agreement with our result based on the
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Figure 2.15: Simple rotation analysis for the stars with Py > 0.5 in NGC 419 (top)
and NGC 1846 (bottom) (see Section 2.3.4 and Table 2.9). The adopted cluster cen-
ters are listed in Table 2.2. The left panels show AVi.s/2 as a function of the bisector
position angle, together with the best-fit sinusoid model. The best-fit parameters
are listed in Table 2.9. In the right panels, crosses (dots) indicate stars with veloci-
ties greater (less) than the systemic velocity. The best-fit rotation axis from the left
panel is marked as a dash line in each panel, and two dotted lines denote the lo
uncertainties.

PM50 Combined Sample (see Table 2.9).

Based on the results from this section, we can estimate the ratios of the rota-
tional amplitude and observed central dispersion for NGC 419 and NGC 1846 to be
Aiot/opo = 0.2701 and 0.3703, respectively. Both values are marginally significantly
different from zero. However, if we take these ratios at face value, we can estimate
the systematic effects on the masses we derive for both clusters as follows. First,
we have removed the rotational component of the LOS velocities of every star using
the projected rotational velocities our cylindrical rotation model predicts. We then

applied our EM estimator to the adjusted samples to obtain a new estimate of the
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Table 2.9: Rotation Analysis

Cluster Dataset Niem Aot 10)
(kms™') ()
NGC 419 M2FS 46 —0.5102 gt

NGC 1846 Combined® 52  —0.6703  32%2
Combined 53  —0.5792 31+

M2FS 41 04753 23t
Mal3? 21 —1.0005  37H%
Mal3 22 —1.270%  38*%,

& Exclude the confirmed binary star in NGC 1846.

This star is ‘N1846-1-r079” in Table 2.5, and the in-

dividual velocities are summarized in Section 2.3.1.2

and Figure 2.9.
projected central velocity dispersion and estimated the masses of the clusters using
the techniques in Section 2.3.3; these masses tend to be ~9% lower than the masses
based on the uncorrected central velocity dispersions that are listed in Table 2.7.
However, these mass estimates—by design—mneglect the mass being supported by the
rotational component of the cluster. Without a better rotational model—mnot to men-
tion one that is more statistically significant—it is difficult to make a more precise
rotational correction (see e.g. Fischer et al. 1992a).

Another complication has to do with the unknown inclination of any rotation
with the plane of the sky. However, even if the rotations of both clusters are fully
in the plane of the sky (strictly not possible to the extent that we see a rotation
signal), then the observed central dispersion would be about y/2 smaller than in the
no-rotation case, implying an underestimate of order 30% in the true masses of the
clusters. We conclude that rotation likely has a negligible impact on the masses we
derive for NGC 419 and NGC 1846, and is unlikely to affect our results at a level
significantly higher than implied by the error bars on the derived masses (Table 2.8)
that are based on the measurement and statistical uncertainties in the kinematic and

structural properties of the clusters.
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2.4 Comparison with previous studies

As noted in Section 2.2.5, there are previously published kinematic studies of
NGC 419 and NGC 1846. For NGC 419, K18 used adaptive optics assisted integral-
field spectroscopy using MUSE at the VLT. For NGC 1846, Mal3 obtained individual
spectra using VLT /FLAMES. In this section we critically compare the results of the

present chapter with the findings of these earlier studies.

24.1 NGC 419

Using MUSE, K18 obtained radial velocity measurements of 1049 individual tar-
gets within the central 1 x 1 arcmin? field of NGC 419 using the AO system to
improve spatial resolution in the core region of the cluster. The spectral resolution
of R ~ 2,800 yielded radial velocity uncertainties < 10 kms™ (more on this below).
They measured or constrained many of the same dynamical parameters that we have
obtained for the cluster. A direct comparison of their results and the results from our
PM50 sample is provided in Table 2.7. In the case of the central velocity dispersion
of NGC 419, the value in Table 2.10 was obtained by adopting their preferred dy-
namical model (see below) and extrapolating the corresponding dispersion profile to
the cluster center (see their Figure 4). The M/L ratio for NGC 419 was determined
by K18 using spherical isotropic Jeans models with different (constant) M /L ratios,
and then a maximum likelihood approach was used to sum up the likelihoods for
observed radial velocities, given their measurement uncertainties, and the predicted
radial velocities for each model at the corresponding positions of each star. This pro-
cess yields directly the V-band M /L of the cluster from which K18 then estimated a
total cluster mass. These values are also listed in Table 2.10 for ease of comparison
with our results.

The systemic radial velocities measured by K18 and our study differ by 1.0 &

0.4 kms™! (see Table 2.10). Given the possible zero-point errors we have identified in
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Table 2.10: Comparison of kinematic results with previous studies

Cluster Dataset  RC? Viot PA, Viys Op,0 Mot M/Ly

(kms™1) °) (kms™)  (kms™!) (x10° Mg) (Mg L3Y)

NGC 419  M2FS N 05503 11473 1895103 2447037 076107 0228008
MUSE’ N 07402 13+17 1905402 33+02 14402 0.67+0.08

NGC 1846 Combined® N 0.6t§;§ 58%%7) 239.3t§;§ 2.04t(8);§§ 0.54i§;?11 0.32t§;(})£};

M2FS N 04%F 670 2394707 180703 042701 0257000

Ma13d N oo12fpd 525F 0 239.0%0° 264705 0.93T0%  0.6570%

Ma134 Y 12fg5 s2RP 2392705 216703 063507 0447073

Mal3¢ Y 11+04 60420 2391404 252702 0847517 0597018

* Rotation Correction.

b The results of K18. 0, o was estimated using the K66 model for NGC 419 listed in Table 3.1 and
the measured M by K18.

¢ Exclude the confirmed binary star in NGC 1846. This star is ‘N1846-1-r079’ in Table 2.5, and the
individual velocities are summarized in Section 2.3.1.2 and Figure 2.9.

4 The results of our analysis using the full dataset of Mal3.

¢ The results of Mal3.

our M2FS data (see Table 2.10), these values are in reasonable agreement! Of course,
the systemic velocity is ultimately immaterial to any of the conclusions regarding the
mass or M /L ratio for NGC 419 from either paper. Unlike the case for NGC 1846
(see Section 2.4.2), we could not carry out a star-by-star velocity comparison since
K18 did not provide the velocities of individual sources extracted from their IFU
observations.

A comparison of the M/Ly values obtained by K18 and this chapter differ by
a significant factor: M/Ly, x1s/M /Ly vars = 3.0755. This comparison is compli-
cated by the different paths by which the respective M /L values were obtained. If
we compare instead the masses derived by K18 and ourselves, we find a ratio of
M8/ Myops = 1.84f8:2‘13, a 2-0 discrepancy that ultimately arises from the different
central velocity dispersions measured by the two studies.

One reason for the differences between the K18 results and our new M2F'S results
could reflect the very different distributions of the tracers sampled in the cluster
by the respective studies. As already noted, the K18 sample consists exclusively of

stars within the MUSE field of view, which corresponds almost precisely within the

IThere could of course be a zero-point shift in the MUSE results, but there is no assessment of
this in K18.
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region inside the core radius of NGC 419. Our M2FS sample consists of stars spread
throughout the cluster from the central core to (and beyond) the tidal radius. If
the M/L ratio of NGC 419 varies radially, modeling our sample with an assumed
well-mixed population (therefore with constant M /L over all radii) could result in a
different value from observations and modeling restricted to the core. K18 noted that
the observed velocity dispersion profile was slightly steeper in the cluster core than
the Jeans models they adopted. To the extent that this reflects radial variations in
M/L in NGC 419, it would imply that neither of the models used in either paper
is strictly correct and may result in biased mass and M/Ly ratio estimates. Both
studies have to extrapolate to a central dispersion value and the methods by which
that was done differ in detail and used different dynamical models.

Another possibility is that the discrepancy in the MUSE and M2FS dynamical
results (Table 2.10) reflects some sort of observational issues. Apart from sample
size, the key difference in the K18 MUSE and our M2F'S results lies in the relative
velocity uncertainties. In one case, K18/ MUSE, the kinematic errors appear to be
comparable and often larger than the intrinsic cluster dispersion (this remains true
regardless of which value for the central dispersion is adopted). We can see this in
Figure 2.16 where we have plotted, as a function of mean spectral S/N, our estimate
of the MUSE errors based on K18’s description (red dots) and Kamann et al. (2016)
(blue squares). The same figure shows our measured M2FS velocity uncertainties
(black dots) based on repeat measurements as described in Section 2.3.1.1. The gray
shaded horizontal bar in Figure 15 denotes the range of central dispersion values
for NGC 419 based on the K18 and M2FS results and shows graphically how each
dataset’s precision relates to the likely intrinsic cluster dispersion.

We have carried out simulations to determine how the different error distributions
may affect inferred central velocity dispersion estimates for NGC 419. In the case of

the MUSE data, we adopted a specific ey-S/N relation shown as a sequence of solid
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Figure 2.16: Velocity uncertainties for kinematic measurements of NGC 419. The
black dots are taken from our sample in Figure 2.6. The red dots show our estimate
of ey-S/N relation for NGC 419 at fiducial S/N values based on the discussion in K18
(see their Figure 3 and Section 4). The blue squares show the error distribution for
stars in NGC 6397 also observed with MUSE but without AO (Kamann et al., 2016,
and based on their Figure 3). The gray shaded horizontal bar spans the range of
the central velocity dispersion measurements for NGC 419. The lower bound of this
region is 2.44 km s~ (the PM50 Combined sample) and the upper bound is 3.3 kms™*
(K18). The solid red line denotes the parametric form of the error distribution for
NGC 419 that we adopted for the K18 observations (see Section 2.4.1). The dashed
red line denotes the same error distribution but multiplied by a factor of 1/0.75 = 1.33

(see Section 2.4.1). Note that both red curves lie well below the error distribution
observed in the NGC 6397 study (Kamann et al., 2016).
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red line in Figure 2.16. We then used LIMEPY.SAMPLE to produce a dataset of
1000 targets (roughly comparable to the MUSE sample) from a K66 model with a
central dispersion of 2.44 kms™! (the M2FS value; see Table 2.10) and then applied
Gaussian deviates to each star according to its expected error as given by the relation
in Figure 2.16. The distribution of S/N values adopted for individual targets was
chosen based on a luminosity function (translated to S/N) that matches the slope of
the LF along the cluster’s RGB (e.g., Paust et al., 2007; Feuillet et al., 2014).

If the errors are precisely known, the EM algorithm does an excellent job of
returning the correct central dispersion: Out of 1000 samples, the mean dispersion
was found to be 2.44 &£ 0.2 kms™!, in essentially perfect agreement with the input
value. Tellingly, this simulation found zero cases out of the 1000 trials where the

1 the inferred central dispersion according to

dispersion was as high as 3.3 kms™
K18.

A problem arises, however, if we assume the velocity uncertainties are not pre-
cisely known. There are clearly reasons to expect that they may not be. In our M2FS
data, we found that the velocity uncertainties returned by the Bayesian spectra fitting
underestimate the true errors by about 23% (see Section 2.3.1.1). In the case of the
MUSE, the implied errors for the NGC 419 data (red dots in Figure 2.16) are consid-
erably lower, at a given S/N value, to the results presented by Kamann et al. (2016)
for NGC 6397. The use of AO for the NGC 419 observations would not obviously
improve spectral resolution (the effective slit widths are imposed by the MUSE image
slicers); this suggests that even after correction (see K18), the velocity uncertainties
claimed for NGC 419 (Figure 2.16) may still be significantly underestimated.

To demonstrate how the precision of the velocity uncertainties can affect dynam-
ical results in a system like NGC 419, we carried out the same simulations as above,

but this time we adopted a scaling factor F' by which we modified the claimed obser-

vational errors (solid red line in Figure 2.16) compared to the actual kinematic uncer-
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tainties used to assign the simulation velocities (the dashed red line in Figure 2.16).
Our results indicate that for F' ~ 0.75, half of the simulations of the MUSE data

! yield a dispersion of

drawn from a model with a central dispersion of 2.44 km s~
3.3 kms™! or greater. Thus, a 25% mean underestimate in the velocity uncertainties
can alter the inferred dispersion at a level comparable to the differences between the
MUSE and M2FS results. The magnitude and direction of this error is comparable to
the value we found from our analysis of the kinematic errors in the M2FS data, but
the quantitative effect on the central dispersion in this case is very different because
the M2FS errors are so much smaller than those in the MUSE data. To quantify this,
we ran the same set of simulation on the M2FS dataset including the F' factor on the
kinematic errors. In this case, when we assume that we have underestimated the true
kinematic errors by a factor of two, we find that only 4 out of 1000 trials produce a
dispersion as large as 3.3 kms™!. Alternatively, if we assume the actual dispersion is
3.3 kms™, only 8 of 1000 trials results in an inferred dispersion as low as 2.44 kms™!
for a factor of two underestimate of the velocity uncertainties.

We draw from this the well-known conclusion that when the velocity uncertainties
are comparable to the velocity dispersion of a system, the uncertainties must be known
to very high precision. In this respect, a sample such as ours for NGC 419 is far more
robust to inaccurate estimates of the velocity uncertainties than the far larger but less
precise MUSE dataset. A similar conclusion would apply to many integrated-light
studies of clusters where the instrumental resolution is often much larger than the
intrinsic dispersion of the systems being studied. In such cases one can in principle
derive a reliable dispersion, but the instrumental line profile must be shown to have
been determined to exceptional precision and be free of any systematics due to, for

example, temperature changes, focus drift, optical alignment, etc.
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2.4.2 NGC 1846

The full dataset for NGC 1846 published by Mal3 consists of radial velocities
for 106 targets, 22 of which were deemed to be probable members (including the
planetary nebula Mo-17). The measured radial velocities of the remaining 84 stars—
considered to be field stars—were not published in Mal3 but are included here in
Table 2.5. Mal3 fitted a three-point velocity dispersion profile using the velocities of
the 22 likely members using a projected Plummer model scaled by a derived central
velocity dispersion of 2.52707 kms™! (see Table 2.10). They separately measured a
total K62 luminosity of 1.44 4= 0.14 x 10° Ly, in V-band. As a result they obtained
Moy = 847175 x 10* M, and M/Ly = 0.597013 (Table 2.10). Note that before fitting
their data with the model dispersion profile, Mal3 corrected the observed velocities
by a rotation amplitude 1.1 £ 0.4 kms™! with a position angle of 60 4= 20 degrees east
of north (see Table 2.10).

As a check on the dynamical analysis in the present chapter, we have applied our
EM analysis (Section 2.3.2.1) using the published kinematic results from Mal3 along
with the previously unpublished results for the non-members (Table 2.5). The results
we compare here do not include any sort of rotation correction, nor do they exclude
the binary identified in Section 2.3.1.2. The results (listed in Table 2.10) indicate that
our analysis of the Mal3 data—including the associated but heretofore unpublished
field-star data—results in dynamical parameters that agree well (to within 1o) with
Mal3’s results obtained using a different analysis technique and different dynamical
models. Certainly, at this stage we cannot disentangle any statistically significant
systematic offsets that may exist between the Mal3 and M2FS-only due to analysis
differences with the expected statistical noise due to the limited samples sizes in the
respective studies. We will explore the systematic role of dynamical models in greater

detail in later papers as we analysis a larger sample of MC clusters.
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2.5 Summary and Conclusions

In this chapter, we present a pair of Magellan/M2FS observations of red giants
in and around the intermediate-age Magellanic Cloud star clusters NGC 419 and
NGC 1846, respectively. We implement a pipeline to these data that extracts stellar
spectra from the raw observational data, and apply a Bayesian method to measure the
radial velocities and several physical parameters for the individual target stars in our
datasets. We estimate the projected central velocity dispersion of each cluster using
an Expectation-Maximization (EM) algorithm ( Walker et al., 2015b,a) with the as-
sumption that cluster members are spatially and kinematically distributed as expected
for a single-mass K66 model and also assuming that superimposed on the cluster is a
spatially uniform field population that follows a kinematically much broader Gaussian
distribution. We use a number of different approaches to estimate cluster membership
probabilities for individual targets in order to properly account for the influence of
likely non-members. We find that allowing the EM algorithm to assign probabilities
to all targets gives essentially the same results as assigning all stars with membership
probabilities > 50% as certain members and all others as certain non-members.

The primary results of both clusters are as follows:

1. The median velocity uncertainties for the samples of NGC 419 and NGC 1846
are 0.38 and 0.22 kms™!, respectively. These are suitably small for recovering

! with high precision even if individual

velocity dispersion as low as 2 kms™
velocity uncertainties are mis-estimated by up to a significant (and unlikely)

factor.

2. Our individual velocity measurements of NGC 1846 are in good agreement with
those of Mal3 for 17 targets in common (see Figure 2.9). This comparison re-
veals one target that is a likely binary with a velocity difference of 5.6 kms™!

(defined as Mal3 minus M2FS). A comparison of the velocities for the remain-
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ing in-common stars reveals a systematic velocity offset of —0.54 & 0.15 kms™!
(again, defined as Mal3 minus M2FS) and comparable single-star velocity un-
certainties from both studies. This small offset has been applied to the Mal3
sample to produce, in combination with our dataset, a larger ‘Combined Sample’

for this cluster.

3. For NGC 419 we measure a systemic velocity Vi = 189.5703 kms™ and a
projected central velocity dispersion o, = 2.447537 kms™! based on 46 likely
members out of an initial sample of 111 targets. For NGC 1846 we obtain
Vs = 239.3703 kms™! and o, = 2.04703% kms™! from 52 likely members
from our Combined Sample consisting of 195 targets (108 targets from the
present study). Details related to these results and the other methodologies
used to obtain Vi, and o, are provided in Table Table 2.7. These results
are based on an assumption that both clusters’ velocity dispersion profiles are
adequately described by the appropriate single-mass King (K66) model that

fites their respective surface brightness profiles.

4. The total masses of NGC 419 and NGC 1846 are 7.67%3 x 10* M, and 5.47} x
10* Mg, respectively. We estimate the total masses by scaling the dynamical
K66 models with our best-fit o, values. The structural parameters of a K66

model are transformed from those of a corresponding empirical surface density

profile (K62 profile). These results and variants are listed in Table 2.8.

5. Both clusters show marginal signals of systemic rotation. The amplitudes in the
plane of sky are 0.5703 (NGC 419) and 0.6703 kms™' (NGC 1846), respectively.
The rotation signals have negligible impact on the masses we derive for both
clusters and do not affect our results at a level significantly higher than implied

by the error bars on the derived masses (see above and Table 2.8).

6. The V-band M/L ratios are 0.22+39% and 0.3210 1] in solar units. In this calcula-
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tion, the luminosities of the clusters are obtained by integrating the best-fitting

K62 profile scaled to agree with published aperture photometry.

7. The mean metallicities of NGC 419 and NGC 1846 are estimated from out
spectra as [Fe/H] = —0.84 & 0.19 and —0.70 £ 0.08, respectively. These results
may suffer from systematic offsets due to uncertainties in background correction

(Section 2.2.4) and uncertainties in effective temperatures.

As we have tried to demonstrate in this chapter, our current cluster sample—
NGC 419 and NGC 1846—is largely immune to common observational uncertainties.
For example, the data on which our analyses are based reside exclusive in the pa-
rameter space in which the cluster central dispersions are considerably larger than
typical velocity errors for individual targets. This makes the resulting kinematic pa-
rameters largely immune to reasonable mis-estimates of velocity uncertainties and
cluster structural parameters. By obtaining data on individual stars, we also avoid
luminosity biases that arise from, say, integrated-light kinematics measurements or
results exclusively from cluster cores where blending and scattered light can present
challenges.

In the following chapters, we will apply the techniques described in this chapter
to a large sample of homogeneously observed MC clusters. The final aim will be
to critically compare our derived M/L ratios for simple stellar systems with those
expected from stellar population models. Of course, clusters are not quite so ’simple’
as one might like for this comparison, so we will also be exploring ways in which the
M/L ratios of clusters can evolve due to internal dynamical processes and not just
due to population evolution. Our ultimate aim is to provide a strong empirical test
of M/L models that will improve the systematic uncertainties when such models are

applied to distant, unresolved systems.
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CHAPTER III

Expanding the Sample: Stellar Spectroscopy of 26

Magellanic Cloud Star Clusters

3.1 Introduction

In Chapter II, we described the basic methodology of our survey and the analysis
of the data as applied to the SMC cluster NGC 419 and the LMC cluster NGC 1846.
Both clusters had been subjects of recent high-quality multi-object spectroscopic stud-
ies (Kamann et al., 2018; Mackey et al., 2013) and so represented apt test cases to
compare with empirical methodologies dynamical analyses. In general, we found ac-
ceptable agreement in Chapter II once the significantly improved kinematic precision
of the M2FS data compared to the past studies was taken into account.

In this chapter, I describe how I obtained our full M2FS sample consisting of
26 MC clusters with high-quality kinematic data (10 in the SMC, 16 in the LMC).
These clusters were chosen to span the range from ~100 Myr to ~13 Gyr in age,
and from —2.0 to —0.4 in [Fe/H] (see Figure 3.1 and Table 3.1) in order to provide
the most leverage on our tests of V-band M /L (M/Ly ) predictions from populations
models. Our study is based on spectroscopic observations obtained using the Michi-
gan/Magellan Fiber System (M2FS) from which we measure kinematics and metallic-

ities of samples of individual stars associated the clusters in our sample. From these
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Figure 3.1: A representative plot of metallicity versus log (Age) for star clusters in the
Milky Way and the Magellanic Clouds. Filled circles denote the 16 LMC (blue) and
10 SMC (red) clusters studied in this work, respectively. Different from those shown
in Figure 1.2, the metallicities and ages of these clusters correspond to the values
listed in Table 3.1. The cluster metallicities are adopted differently from before (as
those shown in Figure 1.2) for calculating the effective temperatures in a consistent
way (see Section 3.2.1 and Section 3.3.2). Open circles correspond to other clusters
in the LMC (blue) and SMC (red) from the collected catalog of Pessev et al. (2006,
2008). For the Galactic clusters, we present the globular clusters listed in VandenBerg
et al. (2013) (black dots) and the Galactic open clusters listed in Dias et al. (2002)
(gray dots).

results, we derive dynamical masses and M /Ly ratios of all 26 clusters, along with
the determination of independent spectroscopic estimates of the mean metallicities of

the clusters.

3.2 Data Overview

3.2.1 Cluster Candidates

We selected cluster candidates from catalogs of MC clusters with good-quality age
and metallicity estimates and for which we could expect to obtain samples of a few

dozen stellar members. Table 3.1 lists the general properties of the star clusters in our
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Table 3.1: General properties of star clusters in our sample.

Galaxy  Cluster Vap Aper®  RefP Age (m — M) Ay Ref.> [Fe/H]
(mag) (arcsec) (Gyr) (mag) (mag) (dex)
(1) (2) (3) (4) (5) (6) (7) (8) 9  (10)
SMC Kron 3 11.41 + 0.09 50.0 1 7.10+0.70 18.80=£0.04 0.08£0.03 7 -1.3
SMC Lindsay 1 13.32 +0.05 31.0 2 7.70 £0.70 18.69+0.04 0.15£0.03 7 -1.3
SMC NGC 152 12.33 £ 0.05 50.0 1 1.40+£0.20 18.93+0.04 0.16 £0.04 8 -0.9
SMC NGC 330 9.60 + 0.01 31.0 2 0.04 +0.00 18.80£0.04 0.36£0.04 9 -0.9
SMC NGC 339 12.12 +0.04 50.0 1 6.30 £ 0.50 18.75+£0.08 0.19+0.03 7 -1.3
SMC NGC 361 12.24 +0.01 31.0 2 8.104+1.20 1849+0.04 0.4040.04 8 -1.3
SMC NGC 411 11.81 £ 0.07 50.0 1 1.45+0.05 18.82+0.03 0.16 £0.02 10 -0.9
SMC NGC 416 11.42 +0.00 31.0 2 6.60 £ 0.80 18.76 £0.07 0.25+0.03 7 -1.3
SMC NGC 419 10.30 £ 0.16 50.0 1 1.45+0.05 18.85+£0.03 0.15+0.02 10 -0.9
SMC NGC 458 11.73 + 0.03 31.0 2 0.14+0.03 19.11+0.20 0.12 4+ 0.06 11 -0.9
LMC Hodge 4 13.33 £ 0.02 19.0 3 2.14+0.00 18.37+0.03 0.12+0.04 12 -0.5
LMC NGC 1466  11.59 +0.03 30.0 4 13.38 +£2.00 18.66 £0.03 0.16 £0.04 13 -1.7
LMC NGC 1751  11.6740.13 50.0 1 1.40 £0.05 18.50£0.03 0.38£0.02 10 -0.4
LMC NGC 1783  10.3940.03 50.0 1 1.70 £0.05 18.49+£0.03 0.00£0.02 10 -0.4
LMC NGC 1806 11.00 +0.05 50.0 1 1.60 £0.05 18.5040.03 0.05=£0.03 10 -0.4
LMC NGC 1831 11.18 £0.02 30.0 4 0.70£0.10 18.234+0.09 0.03 & 0.06 14 -0.4
LMC NGC 1841 11.43 +0.02 93.5 3 13.77£1.70 18.34 +0.04 0.3540.04 13 -2.0
LMC NGC 1846 10.68 +0.20 50.0 1 1.70 £0.05 18.42+0.03 0.07 £0.02 10 -0.4
LMC NGC 1850 9.57 +£0.20 25.0 3 0.09+0.05 18.45+0.03 0.37+0.02 15 -0.4
LMC NGC 1978  10.20 +0.02 50.0 1 2.004+0.00 1855+0.04 0.16 +£0.04 16 -0.4
LMC NGC 2121 12.37+£0.01 31.0 5 2904+ 0.50 18.24+0.04 0.2240.06 14 -0.5
LMC NGC 2155  12.59 +0.48 50.0 1 3.004+£0.25 18.32+0.04 0.0640.03 14 -0.5
LMC NGC 2203 11.294+0.15 75.0 3 1.55+0.05 18.37£0.03 0.16 £0.02 10 -0.4
LMC NGC 2209 13.1540.01 34.0 3 1.15+£0.05 18.37+0.03 0.23+0.02 17 -0.4
LMC NGC 2257  12.62 +£0.02 30.5 3 12.74 +2.00 18.25+0.04 0.12+0.04 13 -1.7
LMC SL 663 22.13 +0.244 0.0 6 3.15+0.40 18.324+0.07 0.22 4+ 0.06 14 -0.5

@ Aperture radius used for measuring the V,, magnitude in column 3.

b References: (1) Goudfrooij et al. (2006); (2) Alcaino (1978); (3) Bica et al. (1996); (4) van den Bergh (1981);
(5) Bernard (1975); (6) McLaughlin and van der Marel (2005); (7) Glatt et al. (2008); (8) Crowl et al. (2001);
(9) Milone et al. (2018); (10) Goudfrootj et al. (2014); (11) Alcaino et al. (2003); (12) Grocholski et al. (2007);
(13) Wagner-Kaiser et al. (2017); (14) Kerber et al. (2007); (15) Correnti et al. (2017); (16) Martocchia et al.
(2018); (17) Correnti et al. (2014).

¢ The adopted [Fe/H] values were estimated from the age-metallicity relations for the LMC and SMC clusters,

respectively. For the LMC clusters, we assumed that [Fe/H] = —0.4 if 0-2 Gyr, [Fe/H] = —0.5 if 2-4 Gyr,
[Fe/H] = —1.7 for NGC 1466 and NGC 2257, and [Fe/H] = —2.0 for NGC 1841; while for the SMC clusters,
we assumed that [Fe/H] = —0.9 if 0-4 Gyr, and [Fe/H] = —1.3 if 6-9 Gyr. These age-metallicity relations

were averaged from multiple papers that fitted cluster CMDs with the Padova isochrones (Kerber et al. 2007,
Grocholski et al. 2007; Milone et al. 2009; Goudfrooij et al. 2014; Milone et al. 2018 for LMC, and Crowl et al.
2001; Glatt et al. 2008; Goudfrooij et al. 2014; Milone et al. 2018 for SMC). The final cluster metallicities from
this study are listed in Table 4.1.

4 SL 663 has no V-band aperture photometry in the literature. We have adopted the best-fit V-band extinction-
corrected central surface brightness from McLaughlin and van der Marel (2005). The value listed here is in unit

of mag arcsec™2.
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Table 3.2: Positions and structural parameters of star clusters in our sample.

Galaxy Cluster A/ 32000 (5J2000 CKgga T0,K62 Ref.b CKgga T0,K66 Ref.b
(hh mm ss) (dd mm ss) (arcsec) (arcsec)
(1) (2) 3) 4) ) (6) (7) (8) 9) (10)

SMC  Kron 3 00 24 45.98 —724737.9 0797050 29.62759% 1 114790 2324112 7
SMC  Lindsay 1 0003 53.50 —732815.0 0.55100 66.767320 1  0.60700s 75407532

SMC  NGC 152  003256.76 —730656.4 0.987005 26.7077% .. 1.09709%0 27.39770 7
SMC ~ NGC 330 0056 18.55 —722745.1 1350000  834%000 .. 1415007 8555070 7
SMC  NGC 339 005747.62 —742814.6 0.79700] 3291702 1 082507 33.1803% 7
SMC  NGC 361 01021111 —7136253 0.88701s 2655750 ... 0997020 27.27059% 7
SMC  NGC 411 010755.64 —714603.1 087103 14.50%05 2 1.38%011 9300505 7
SMC  NGC416 01 0759.03 —722120.5 0817007 1256705 1 0.89700% 12.0570% 7
SMC  NGC419 010817.26 —725301.8 1117003 14517098 1,2 1200007 14.907052 ...
SMC  NGC458 01145294 —713260.0 0.98791) 120145 ... 1.09701, 1232015 7
LMC  Hodge4  053225.64 —644407.7 6547730 14277047 .. 2455090 1441t5 7
LMC  NGC 1466 03 44 32.71 —714018.0 1.00%00¢ 10.8170¢%5 ... 1115000 11067040 7
LMC  NGC 1751 04541291 —694826.8 0.84700% 22.007127 2,3 0957007 22.6471¢)

LMC  NGC 1783 0459 08.75 —6559 15.6 0.96700; 37.70%17% 2,3  1.08%005  38.58%1 %

LMC  NGC 1806 050211.86 —675908.5 0.907005 24.50%115 2,3 1013005 2515012 ..
LMC  NGC 1831 0506 16.12 —64 5506.9 1.08750: 18.24%99% ... 1.18%00 18.65M%%2 7
LMC  NGC 1841 04452438 —835953.3 0.537025 42767761 .. 0571028 49.1475% 7
LMC  NGC 1846 0507 34.47 —672737.8 0.79700; 26.00712) 2,4 0907003 26.92715)

LMC  NGC 1850 0508 46.32 —684538.7 0.997002 1240705 5 098700 1272708 ...
LMC  NGC 1978 0528 44.73 —66 14 09.3 1.16700> 17.30707¢ ... 1.26%000 17.70%0% 8
LMC  NGC 2121 0548 12.74 -7128452 0.607015 432179350 .. 0.677072 47.300%° 7
LMC  NGC 2155 0558 31.98 —652841.0 0.847077 19.20%505 .. 0.957010 19.76758% 7
LMC  NGC 2203 0604 42.17 —7526 158 0.69700: 32.907751 2 0.79%00:  34.6171 ¢

LMC  NGC 2209 0608 36.06 —735007.9 0.85%00; 27.3071% 6  0.837005 28.0971791 ...
LMC  NGC 2257 0630 12.62 —641940.0 081703 30.9975% .. 0915037 32025551 7
LMC  SL 663 05422820 —652150.2 2197107 27.857710 .. 186725 2858772 7

@ Concentration parameter ¢ = logy,rt/ro, where ro and ry are the King radius and truncation radius,
respectively.

b References: (1) Glatt et al. (2009); (2) Goudfrooij et al. (2014); (3) Goudfrooij et al. (2011); (4) Goudfrooij
et al. (2009); (5) Correnti et al. (2017); (6) Correnti et al. (2014); (7) McLaughlin and van der Marel (2005);
(8) Fischer et al. (1992b).
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final sample and specifies all the literature sources used to select our spectroscopic
targets. Columns 1 and 2 in the table specify the host galaxy and the most common
names of each cluster. The V-band aperture magnitude is listed in column 3, with
the corresponding aperture radius listed in column 4. Column 5 lists the sources
for these photometric results. Columns 6 through 9 list age, metallicity, distance
modulus and extinction values taken from the sources listed in column 10; these four
parameters were estimated in the cited sources from comparisons of a given cluster’s
color-magnitude diagram (CMD) with modern synthetic isochrones (see below). We
gave preference to clusters with deep HST photometry, but if no HST data were
available good-quality ground-based photometry was also used . Most of the studies
listed in Table 3.1 used the isochrones of the Padova group (Girardi et al., 2000, 2002;
Bressan et al., 2012). In a few cases, the sources listed in column 10 employed multiple
sets of isochrones from different synthetic groups; for consistency, we adopted only
their best-fit results using Padova/PARSEC isochrones. Figure 3.1 plots the ages
and metallicities from Table 3.1 of our sample, illustrating the wide range of these
parameters sampled by the clusters in our study.

Table 3.2 lists the positions and structural parameters of the clusters in our sample.
These parameters are essential for the background/sky subtraction processes (see
Section 3.2.5.2) and to establish the central velocity dispersions of the clusters (see
Section 4.1). The cluster positions listed in Table 3.2 (columns 3 and 4) were derived
from the Gaia DR2; the details of how we determined these centers will described
in Section 3.2.2. For the cluster structural parameters, columns 5 and 6 give the
concentration parameter and the King radius of an empirical number density profile
by King (1962, hereafter the K62 profile). Column 7 lists the references for these
structural parameters. Columns 8 and 9 give the same parameters but for a dynamical
model developed by King (1966, hereafter the K66 model). In cases where only

the K62 profile or K66 model is available from the literature, we transformed the
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structural parameters from one to the other, as described in Section 2.3.2.1. This
approach ensured that the central surface brightness, core radius (defined as the
radius at the half of the central surface brightness) and total luminosity agree for

both profiles.

3.2.2 Determination of Cluster Centers

As noted above, accurate cluster centers are crucial for both photometric and
dynamical analysis. Carvalho et al. (2008) showed that errors in the cluster center
can cause significant offsets in the resulting structural parameters, especially the
central surface brightness, measured from the surface brightness profile. We explore
this further at the end of this section to determine specifically how sensitive our
final masses are to the centering errors in the cluster centers. As we shall show, the
net impact of centering errors described below appears to be generally small, mostly
negligible given other sources of errors for the derived dynamical properties of the
clusters in our sample.

Many previous studies have determined cluster centers from photometric data as
part of their analysis of the surface brightness profiles (e.g. Carvalho et al., 2008; Glatt
et al., 2009; Mackey et al., 2013). However, data on cluster centers is not available
in the literature for all clusters in our sample. To obtain this information a more
convenient approach is to take cluster centers from online astronomical databases
(e.g. Mackey and Gilmore, 2003a,b), such as SIMBAD (Wenger et al., 2000). A
major limitation of this approach, however, is that the methodology, accuracy and
uncertainties of the centers cited in this approach are generally not provided nor are
they assured of being internally consistent. Some center positions listed for NGC 1850
and NGC 2209, for example, appear to be significantly offset from their locations on
DSS images. For this reason, we chose to re-determine the centers of all the clusters

in our sample using the Gaia DR2, as described next.
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For a given cluster, we first selected all stars within 7 arcmin from the center
coordinate listed on SIMBAD, brighter than 20.5 mag in G-band and with parallax
less than 0.2 mas. This selection radius is considerably larger than the core (and
often tidal) radii of our clusters. The selected stars were then used to compute an
initial estimate of the position of the cluster center based on the mean positions in
RA and Dec. The position was improved over four iterations (in a process similar
to the description in Glatt et al. 2009) as the selection radius was decreased. For
example, a second position estimate was calculated using all stars within a radius of
4 arcmin from the initial guess position. In subsequent iterations, the selection radii
were halved from the previous iteration; the last iteration used a selection radius of
0.5 arcmin (for reference, most core radii of the clusters in our sample are smaller
than this value; see Table 3.2). The primary reason for simply calculating the mean
positions is that the Gaia DR2 remains impressively complete near the centers of the
target clusters and hence there is a strong positional weighting inherent in the stellar
samples used to determine the cluster centers.

The resulting uncertainties of the cluster centers using this procedure are between
0.6-2.0 arcsec in both RA and Dec. We adopted the coordinate of the last iteration
as the final result for each cluster. The adopted centers are listed in equatorial
coordinates (J2000) in columns 3 and 4 of Table 3.2.

To address any bias or funneling effect in our center determination, we re-derived
three extra sets of cluster centers with the different lower magnitude limit of stars—
instead of 20.5 mag, we also used 18.6, 19.2 and 19.8 mag. Figure 3.2 provides some
examples of the residuals in RA (red dots), and DEC (blue crosses) from the centers
determined using 20.5 mag as the lower magnitude limit. For most clusters (e.g. the
top two panels of Figure 3.2), the standard deviations of the four best-fit values in
either RA or DEC are below 3 arcsec, indicating good stability. For a few clusters, i.e.

Kron 3, Lindsay 1, NGC 339, NGC 361, NGC 411 and NGC 1850, at least one of their
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Figure 3.2: Residuals in RA (A&, red dots) and DEC (An, blue dots) as a function
of Gaia DR2 limiting magnitude for targets in the MC clusters of this study. Four
representative clusters—NGC 416, NGC 1783, NGC 339 and SL 663—are presented
to illustrate the stability and precision of the cluster centers determined as described
in Section 3.2.2. In all panels, the solid red and blue lines represents the best-fit value
of RA (&) or DEC (n), respectively, while the dotted lines show the corresponding
1-0 error ranges. The numbers below each set of symbols in each panel give the
number stars within 30 arcsec in radius from the cluster center to that magnitude
limit. The upper two clusters have comparatively large samples of stars in the Gaia—
DRZ2 and their center positions remain fairly stable as fainter targets are introduced.
The lower panels are for sparser clusters for which the center positions vary more
strongly with magnitude. These plots suggest that cluster centers determined in this
manner become stable when samples of 70 or more stars are used.
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standard deviations in RA and Dec falls between 3 and 5 arcsec, which is mostly due
to the small number of stars brighter than 18.6 mag (see, e.g. the bottom left panel
of Figure 3.2). The worst case is SL 663, for which the values are 6.7 and 4.3 arcsec
in RA and DEC, respectively. As shown in the bottom right panel of Figure 3.2, the
results can also be attributed to the small number of stars brighter than 18.6 mag.
Figure 3.3 compares the derived cluster centers with those provided by SIMBAD
in the (A, An) plane. The A& and An values represent the positional offsets in
RA and DEC, respectively, from the SIMBAD centers to the Gaia DR2 centers. For
NGC 1850 and NGC 2209, the new centers are offset more than 20 arcsec from the
old ones (see the left panel of Figure 3.3), but they are consistent with the central
locations on the DSS images. Except for these two outliers, the remaining cluster
center offsets are all within 8 arcsec (see the right panel of Figure 3.3), which is
typically multiple times smaller than the King radii listed in Table 3.2, column 8. To
further test the influence of cluster center offsets on the central velocity dispersion,
we applied the dynamical analysis described in Section 4.2 to the samples of NGC 419
and NGC 1846 obtained in Section 2.3.1. Using 100 random positions that are 30
arcsec away from the original cluster center, the derived central velocity dispersions
are always within the 1-o range of the original best-fit results. For this study, we will

adopt the cluster centers derived from the Gaia DR2 data.

3.2.3 Target Selection Within Cluster Fields

For any given cluster, we selected a variety of specific types of targets for spec-
troscopic analysis. The primary science targets were typically drawn from the red
giant branch (RGB) of a cluster’s CMD. These targets were prioritized according to
their proximity to their respective cluster center. Additional science targets beyond
the formal tidal radii of clusters were also included to allow us to determine the kine-

matic and chemical distribution of the local field populations. For both science target
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Figure 3.3: A comparison in the (A, An) plane of the cluster centers determined us-
ing the Gaia DR2 catalog (Section 3.2.2) with centers provided by SIMBAD ( Wenger
et al., 2000), where A is defined as the SIMBAD minus the Gaia DR2 center posi-
tions. The circles in both panels are 8 arcsec in radius. The left panel shows all the
clusters studied in this work, including the two most deviant cases, NGC 1850 and
NGC 2209. The right panel highlights the distribution of central position residuals
for all other clusters in our sample. Further details are provided in Section 3.2.2.

selections, we identified apparently isolated stars as potential spectroscopic targets.
We regarded a star to be isolated when the integrated flux of all other stars in the
corresponding photometric catalog within 1 arcsec of the star adds up to < 20% of
the candidate star’s flux.

The scientific targets were selected in the following manner. Before the Gaia DR2
became available on April 2018, our target selection generally relied on archival Hub-
ble Space Telescope (HST) images (see below), the Magellanic Clouds Photometric
Survey (MCPS) UBVI catalog (Zaritsky et al., 2002, 2004), and the Johnson BV
photometry by Jeon et al. (2014). Some of these sources exhibited rather large astro-
metric offsets and/or scale errors, which made the observational data based on these

sources less reliable. For all adopted HST images®, short exposures with the F555W

!The adopted HST images are SNAP-5475 (PI: Shara) for NGC 1850 and NGC 2121, GO-5897
(PI: Bolte) for NGC 1466, GO-9891 (PI: Gilmore) for NGC 1978, GO-10396 (PI: Gallagher) for
NGC 339 and NGC 419, and GO-10595 (PI: Goudfrooij) for NGC 1783 and NGC 1846.
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and F814W (or F450W when F814W was not available) filters were reduced using
the WFPC2 or ACS modules from the DOLPHOT package (Dolphin, 2000), and the
resulting CMDs were mainly used to select science targets within cluster tidal radii.
For the selection of science targets beyond the cluster tidal radii, the MCPS catalog,
however, was exclusively used. For NGC 1466, NGC 1841 and NGC 2257 (which
are not covered by MCPS), we used Jeon et al. (2014)’s catalog obtained by the
Cerro Tololo Inter-American Observatory (CTIO) 0.9 m SMARTS telescope. Once
the Gaia DR2 catalog was available, we exclusively selected candidates based on the
Gaia CMDs and requiring that the parallax of any candidate was < 0.15 mas. The
catalogues used for each cluster’s target selection are listed in column 7 of Table 3.3.

We adopted the positions of targets from different catalogues in the following way.
The coordinates for targets selected and observed before Gaia DR2 were tied to the
NOMAD astrometric system (Zacharias et al., 2004). We cross-matched all stars
brighter than 17.5 mag in V-band from HST images or MCPS catalog with stars
in the NOMAD catalog, and transformed the coordinates onto the NOMAD frame.
For some HST-selected stars, rather large astrometric corrections of up to 1-2 arcsec
were necessary. For reference, the M2FS fiber apertures are 1.2 arcsec in diameter,
and systematic precision of 0.25 arcsec is typically required. After Gaia DR2 and to
ensure the accuracy of positional-dependent kinematic analysis, we cross-matched all
targets with Gaia DR2 and adopted their J2000 positions.

Fiber positions to sample the backgrounds in and around the clusters were also
identified for many, but not all, of the cluster fields of our sample. Before the release
of Gaia DR2, background/sky locations were selected by eye within the tidal radii of
clusters were identified using F555W HST images when available. For regions outside
the clusters’ tidal radii, background/sky positions were randomly chosen from the
DSS red-band images out to at least 2 arcmin from the clusters’ centers. After the

release of Gaia DR2, background/sky positions within the clusters were selected by
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Table 3.3: Observations.

Galaxy  Cluster ~ Obs. Date  Exp. Time (On Target) Exp. Time (Offset) Ngar Sources® Ny Sky Sub. Method

(UT) (s) (s)

(1 2 ®3) 4) (5) (6) (M (8) 9)
SMC Kron 3 2018-08-22  3x1200 2x300 120 1 12 A
SMC Lindsay 1 ~ 2018-08-21 1x120041x1500+1x1200 1x600 120 1 12 A
SMC NGC 152 2018-08-20 3x1200 2x300 120 1 12 A
SMC NGC 330  2018-08-18 1x1200+42x1500 2x480 39 1 15 A
SMC NGC 339  2016-09-12 5x2400 2x600 127 2,3 3 A
SMC NGC 361  2018-11-26 3x1200 3x600 120 1 12 A*
SMC NGC 411  2018-08-15 3x1500 2x600 120 1 12 A
SMC NGC 416  2018-08-21 3x1200 2x300 120 1 12 A
SMC NGC 419  2017-09-21 4x2100 2x480 123 2,3 5 A
SMC  NGC 458  2018-08-15 3x1200 2x300 82 1 16 A
LMC Hodge 4 2018-12-02  2x1080+1x840 2x240 119 1 12 A
LMC NGC 1466 2016-12-11 3x2400 0 46 4,5 42 B
LMC NGC 1751 2019-02-24 3x1730 2x450 118 1 12 A
LMC NGC 1783 2018-02-16 1x1800+42x2000 0 114 2,6 9 B
LMC NGC 1806 2018-11-30 1x1200+2x960 2x240 120 1 12 A
LMC NGC 1831 2018-12-01 1x150041x1200+1x1500 2x300 119 1 12 A
LMC NGC 1841 2018-02-25 2x1200 0 112 4 12 B
LMC NGC 1846 2018-02-21 4x1200 0 111 2,6 13 B
LMC NGC 1850 2018-02-19 3x1200 0 113 2,7 13 B
LMC NGC 1978 2017-03-03 3x1800 0 130 2,8 1 B
LMC NGC 1978 2017-11-10 3x2000 0 129 2,8 0 -
LMC NGC 2121 2018-02-23 3x1200 0 117 2,7 8 B
LMC NGC 2155 2018-12-08 3x1800 2x600 119 1 12 A
LMC NGC 2203 2018-12-04 1x12004+1x1000+2x1800 4x600 119 1 12 A
LMC NGC 2203 2019-03-06 1x16004-2x1200 2x600 118 1 12 A
LMC NGC 2209 2018-12-05 1x120041x1800 1x480+1x600 119 1 11 A
LMC NGC 2209 2019-03-01 3x1850 0 118 1 11 B
LMC NGC 2257 2018-05-18 3x1800 0 116 4 8 B
LMC SL 663 2019-02-28 3x1750 0 118 1 12 B

@ Sources for target selection: (1) GDR2 (Gaia Collaboration et al., 2018a); (2) MCPS (Zaritsky et al., 2002, 2004); (3) HST

GO-10396 (PI: Gallagher); (4) Jeon et al. (2014); (5) HST GO-5897 (PI: Bolte); (6) HST GO-10595 (PL: Goudfrooij); (7) HST

SNAP-5475 (PI: Shara); (8) HST GO-9891 (PI: Gilmore).
* The adopted ny, applied to all other observations (see Section 3.2.5.2).

identifying random positions that had no stars within a radius of 3 arcsec in Gaia

DR2.

3.2.4 Observations and Data Reduction

The spectral data used in this study were obtained with the M2FS on the Mag-
ellan /Clay Telescope over 26 nights during a campaign lasting from September 2016
to March 2019. The detailed spectral configuration parameters are the same as de-
scribed in Section 2.2.3. In summary, the single-order spectra ranged from 5130 to
5192 A in wavelength with a mean resolution of 18,000. In parallel to these single-
order observations, we usually also obtained data using a broad order-isolating filter

that allowed us to obtain spectra covering 23 orders from 4058 to 5524 A for up to
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five targets (typically four stars and one background position). For this study, we
use only the same order employed in the single-order spectra from these multi-order
data. Table 3.3 lists the full set of observations, including the observing date, the on-
target exposures, the offset exposures and the number of background/sky positions
(Ngky) assigned together with scientific targets. Though not detailed in the table,
additional calibration data (e.g. flats, aperture reference spectra, ThArNe arc spec-
tra, twilights, darks and biases) were obtained throughout the relevant M2FS runs.
These calibration data were required by the standard data reduction steps described
in Section 2.2.4.

For most clusters we also obtained exposures while the telescope was deliberately
offset from the nominal target positions in order to provide another way to determine
background contamination. These offset exposures were taken in order to sample the
local background for every target throughout the cluster and in the corresponding
field. Such offset exposures are not available for all cluster fields (see Table 3.3). The
total exposure times on these offset positions ranged from 10% to 50% of the on-
target exposure times (see Table 3.3 for the actual on- and off-target exposure times
for all clusters). We obtained offset background measurements of this sort for 18 of
the 29 visits for the 26 clusters in our sample (we visited three clusters—NGC 1978,
NGC 2203 and NGC 2209—on two separate occasions each; see Table 3.3).

All data were processed using an M2FS pipeline based on IRAF2. The principal
end products of this pipeline are the sky-subtracted spectra and their associated
variances. In the pipeline, the reduction processes were largely the same as those
described in Section 2.2.4, except for the last step—an improved background/sky

subtraction—as described in the following subsection.

2IRAF is a collection of astronomical data reduction software originally written at the National
Optical Astronomy Observatory (NOAO).
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3.2.5 Background Correction

Background /sky contamination is significant in our dataset and challenging to
measure, in part due to the presence of unresolved light from the clusters and also
due to telluric components arising from sunlight scattered within the atmosphere and
reflected off the moon. Together, these sources cause the backgrounds to vary in
intensity and spectral character as a function of location relative to cluster centers.
Background uncertainties generally have minor impact on the quality of kinematic
measurements in the Mgb spectral region used in this study (see Section 3.2.4). How-
ever, good background measurements are required to obtain reliable stellar parame-
ters such as surface gravity and metallicity. Since both of these parameters are used
to help determine cluster membership (see Section 4.1), the precision of background
subtraction has indirect impact on the derived dynamical properties of many of the
clusters in our sample. In this section, we describe how we sampled the backgrounds
in our cluster fields and the methods we developed and tested to apply background

corrections to our spectral data.

3.2.5.1 Background sampling

For most of the clusters in our sample we assigned from 8 to 16 dedicated sky
fibers within the tidal limits of the clusters (see Section 3.2.3 regarding how back-
ground locations were identified). There were some exceptions. NGC 1466 had no
predetermined background positions (see Section 3.2.3); in this case we plugged 42
unassigned fibers to random open holes in the cluster’s plug plate over as much of
the full radial extent of the cluster as possible. For NGC 339 and NGC 419, only 3
and 5 sky fibers, respectively, were assigned within their tidal radii. In the case of
NGC 1978, our first visit (of two) had only one sky-fiber assigned, while the second
visit had none (see Section 3.2.5.2 for more on this system). In all cases, the fairly

limited number of sky fibers reflects the relatively large (14 arcsec) minimum spacing
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between fibers which made it difficult to pack a large number of background fibers in
the central regions of the clusters.

In order to sample the background in more locations, we began to obtain obser-
vations at offset positions (see Section 3.2.4). The advantages of this approach are
that the local background can be sampled close to each target star (typically about 5
arcsec), and we obtain denser background sampling near the clusters’ centers. The dis-
advantages are that the offset positions were often contaminated by relatively bright
stars, the off-target exposure times were typically only 10-50% the total time on the
science targets (see Section 3.2.4 and Table 3.3), and the offset exposures were not
clearly contemporaneous with target observations which can compromise their utility
due to changes in observing conditions (e.g. moonrise/set, airmass changes, onset of
twilight).

To better estimate the backgrounds for stars near the cluster centers requires
consideration of the variations in unresolved cluster light with distance from the
cluster centers. Ideally, this would also take into account spectra variations with
distance, but we do not do this here. IFUs or more extensive single-fiber sampling

are needed, perhaps in tandem, to properly address this.

3.2.5.2 Background subtraction

In Section 2.2.4 we developed two techniques, dubbed ‘Method A’ and ‘Method
B’, to estimate background contributions to M2FS data in and around MC star clus-
ters. ‘Method A’ is suitable for clusters that have dedicated sky fibers and offset-sky
observations. Method B can be used when offset-sky observations are not available,
only sky fibers which may or (usually) may not sample the inner parts of a cluster
adequately. This method requires having a set of Method-A clusters available in the

sample.
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For Method A, we model the background in the vicinity of a cluster as

2

1 1
+ Ny, (31)

T VIR G VI e

n(r)

where n(r) is the median counts obtained from all background sources that contribute
to our spectra, ny is the peak counts that come from a K62 profile with structural
parameters equal to those of the cluster being analyzed (see Table 3.2), and n,, is the
counts the extended background from non-cluster sources (for instance, unresolved
light from LMC/SMC field stars, telluric emission, moonlight). If spectra from dedi-
cated sky fibers and offset observations are both available, we can solve for n; and n,
given the cluster structural parameters. The key for this method is to have enough
sky positions near the cluster center—typically from the offset observations—to ef-
fectively constrain ny.

Strictly speaking, n; and n; in Equation 3.1 should be determined for each wave-
length to account for spectral variations of the background with distance from a
cluster’s center. In practice, our background sampling is too sparse in the inner
regions of nearly all of our target clusters to attempt this. We therefore took the
spectral shape of the background spectrum to be equal to the mean of the spectra
from all the dedicated sky fibers (that is, (ng/ny), = Constant for all wavelengths).
Clusters for which Method A was applied are flagged with an ‘A’ in Table 3.3.

When no offset observations, are available, determining n, and n, is less precise
due to poor or non-existent sampling of the background near the a cluster’s core. For
these cases we used ‘Method B’ (see Section 2.2.4) in which ny is estimated for a given
‘Target’ cluster by assuming that the ratio of this parameter for the cluster divided
by the value of the parameter in a ‘Reference’ cluster is the same as the ratio of the

photometric central surface brightnesses, Xy, of the clusters adjusted by exposure
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time. That is,

Nk, Target b V, 0, Target texp, Target
= (3.2)

Nk Reference V.0, Reference  Lexp, Reference
In practice, a Reference cluster is one for which n, was determined using Method
A; if we have N Reference clusters, we can produce a distribution of estimates for
Nk, Target-

Method B is somewhat crude in that it ignores possible transparency variations
between observations of different clusters and it relies on the precision of the central
surface brightnesses of the clusters in the sample, typically about 10-50%. But the
method has the advantage of being applicable to all the clusters in the sample. A
corollary benefit is that we can use any clusters that are suitable for background
determination using Equation 3.1 (Method A) and apply Equation 3.2 (Method B)
as a check on how well the latter method works.

Figure 3.4 shows the application of Equation 3.1 (Method A) to NGC 419, one
of the clusters we analyzed in Chapter II. In this case, n, and n; can be determined
reliably from dedicated sky fibers and offset observations; the resulting background
profile is shown as a black solid curve in the left panel of Figure 3.4. The right panel of
this figure illustrates how we apply Method B (Equation 3.2) for the case of NGC 1846,
the other cluster in Chapter II. Here, n; is well-determined from the dedicated sky
fibers (filled circles in Figure 3.4) in the field surrounding the cluster, while ny is
poorly constrained due to the lack offset observations to sample the background in
the inner parts of the cluster. In this instance, n; has been estimated by applying
Method B (Equation 3.2) in a pairwise manner to all 17 clusters for which Method
A could be applied. These background profiles are shown as dashed gray solid lines.
These profiles all have the same value of n;, as derived from the NGC 1846 dedicated
sky fibers located far from the cluster center, but all have distinct values of n; values
derived by applying Equation 3.2.

As previously noted, we can apply Method B to clusters for which Method A
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Figure 3.4: Two examples of background subtraction. In both panels, symbols rep-
resent the median total counts of target spectra (open circles), dedicated sky fibers
(filled circles), and, when available, target fibers when the telescope was offset as de-
scribed in Section 3.2.5.1. For NGC 419 (left panel), the black curve shows the best-
fit profile determined using Equation 3.1 (defined as ‘Method A’ in Section 3.2.5.2)
which employs both the dedicated sky fibers and offset-sky observations for that clus-
ter. The y-intercepts of the horizontal dashed line and the solid black curve denote
the values of the background and central mean counts (n, and ny, respectively; see
Equation 3.1) of the fitted profile. The red band shows the central 68-percentile
(taken as +10) determined from a bootstrap error estimator that takes into account
observational scatter on the estimated value of ny. The right panel illustrates the
application of Equation 3.2 (Method B, Section 3.2.5.2) to our data for NGC 1846.
Here, the background mean counts, n,, are determined from the dedicated sky fibers
(filled circles) located outside the cluster tidal radius, r; (denoted as a vertical dotted
line for both clusters). The central background profile counts, ny, are obtained from
pairwise applications of Equation 3.2 with the 17 clusters in the sample for which
Method A was applicable (see Table 3.3). The dashed gray profiles each represent
one application of Equation 3.2 to a specific cluster. The green solid line follows
the median (central) curve. The left panel also shows Method B results applied to
NGC 419 where we use the outermost offset-sky fibers to estimate n, and then apply
Equation 3.2 as for NGC 1846. Note that the median profile (green line) runs above
the black curve obtained using Method A. When this same procedure is applied to
all Method-A clusters, we find the best average agreement between Method A and
Method B profiles to correspond to the ‘minus 1-0” profile (the fifth-lowest profile of
the 17 plotted, shown as a blue curve in both profiles).
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is also applicable. In the case of NGC 419 (left panel, Figure 3.4), the median
background profile of the set of profiles obtained using Method B (shown as a green
solid curve) runs significantly above the one profile obtained using Method A (black
line). Applying this test to all the clusters in our sample for which Method A was
applicable, we found that the background profile (shown as the blue solid curve in
Figure 3.4) was consistently located below the median profile.

For the sake of consistency, the final adopted background profiles for our sample
were obtained by applying Method B to all clusters regardless of whether a given
cluster had both dedicated sky fibers and offset-sky data. We then adopted the
‘median minus 1-¢” profile as the best estimate for a clusters background-light profile.
In practice, this profile corresponds to that of NGC 361, the cluster whose background
profile is at the 16 percentile (the fifth of 17 profiles; that is, ‘median minus 1-¢7) of
the rank-ordered distribution of the background profiles®. The background spectrum
for every target star within a given cluster was calculated as the normalized median
background spectrum from sky /offset fibers located beyond the tidal radius scaled by
the adopted background profile for that cluster.

One cluster in our sample—NGC 1978—has inadequate data for reliable back-
ground subtraction. Specifically, our first visit deployed only one sky-fiber position,
and no offset observations were obtained. Our second observation of this cluster
lacked both a sky-fiber position and offset observations. As a result, neither Method
A nor B be applied in this case. This limits our ability to obtain useful surface gravi-
ties and metallicities for the stars in NGC 1978. The kinematic data, however, remain
useful, though as we shall see, somewhat enigmatic compared to any other cluster in

our sample. We will return to this special case in Section 4.2.2.

3The use of the ‘median minus 1-0’ background profile was found to produce consistently flat
metallicity profiles within the clusters (see Section 4.1.2 below). In contrast, the median background
profiles produce strong inward-rising radial metallicity gradients in nearly all the clusters of our
sample. This is precisely what one would expect if the background is being oversubtracted in
the central cluster regions. We take this as corroborating evidence that the ‘median minus 1-0’
backgrounds are to be preferred.
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3.2.6 Total Working Sample

Based on the reduction steps described in Section 3.2.4 and Section 3.2.5, our
full M2FS dataset consists of 3137 background-subtracted target spectra of 2901
distinct targets in the fields of the 26 MC star clusters we observed for this study
(see Table 3.1). The final total includes the effect of two clusters, NGC 2203 and
NGC 2209, where we have combined background-subtracted spectra results, suitably
weighted, from independent visits to each cluster (see Table 3.3). Some representative
examples of background-subtracted spectra that span nearly the full range of S/N in
our sample are shown in Figure 3.5. A full listing of the results from the 2901 spectra
is provided in Table 3.5.

We have expanded this dataset with previously published-kinematic data of com-
parable quality for targets in and near the clusters of our sample (Table 3.1). We
restricted our sources to those with typical velocity precisions of less than about
3 kms™! (Fischer et al., 1992b, 1993; Ferraro et al., 2006; Mucciarelli et al., 2008,
2010, 2014; Mackey et al., 2013; Patrick et al., 2020). Table 3.4 provides some details
of the data obtained from these sources, including the total number of targets previ-
ously studied and the number of stars in common with our M2FS sample. The table
also lists the cluster systemic velocities from the previous studies and the difference
relative to the corresponding systemic velocities obtained from the new M2FS data in
the sense M2FS results minus previously published results. Details regarding how we
combined earlier and M2FS data are described in Section 4.1.3, and final consolidated
results are incorporated in Table 3.5. We critically compare repeat measurements of
common stars in Section 4.2.3. With the addition of these earlier datasets, our final
comprehensive sample consists of 3376 spectroscopic results for 3095 distinct sources

in our target clusters.
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Figure 3.5: Representative spectra (black) for five stars observed with M2FS in
NGC 1806 which conveniently span almost the full range of S/N of usable spectra
within our full dataset. The spectra shown here have been corrected for backgrounds
as described in Section 3.2.5.2. The red lines are the best-fitting spectral models de-
termined with the Bayesian spectral fitting analysis described in Section 3.3.1. The
legends within each panel list the target ID (following the naming system of Table 3.5
and the median S/N per pixel of each spectrum.
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Table 3.4: Previoius Kinematic Data of Clusters in Our Sample®

Galaxy  Cluster Neample  Neommon Viys,prev AVys Source Code
(kms™!) (kms™!)

(1) (2) (3) (4) (5) (6) (7) (8)
SMC NGC 330 16 5 153.7+1.0 —0.87+1.27 Patrick et al. (2020) Pa20
LMC NGC 1783 6 0 277.6+1.0 1.98 +1.02  Mucciarelli et al. (2008) Mu08
LMC NGC 1806 8 2 2286+0.5 0.93 £ 0.87 Mucciarelli et al. (2014) Mul4d
LMC NGC 1846 105 17 239.1+1.0 0.21+0.46 Mackey et al. (2013) Mal3
LMC NGC 1850 52 2 2514420 —243+£2.16 Fischer et al. (1993) Fi93
LMC NGC 1978 35 8 293.3+1.0 —0.19+1.11 Fischer et al. (1992b) Fi92
LMC NGC 1978 11 4 293.1+£0.8 0.01 +1.03 Ferraro et al. (2006) Fe06
LMC NGC 2257 6 1 2994415 2.42 +£1.53 Mucciarelli et al. (2010) MulO

& Columns 3 and 4 list the number of stars in the studies listed in column 7 with data of sufficient
kinematic precision for inclusion in our current sample (Ngample) and the number of stars in common
with our current sample (Neommon), respectively. Columns 5 and 6 list the systemic cluster velocities
for each cluster from the cited sources and the difference in the sense AViys = Viysmars — Vays prev-
Column 8 lists for each source cited in Column 7 a short code used in Table 3.5.

Table 3.5: (1st half) Sample of all stars. (The full table is available in Appendix C.)

Galaxy Cluster 1D RAJ2000 DEJ2000 G Gpp — Grp  Teg Gaia DR2 ID
(deg) (deg) (mag) (mag) (K)
(1) (2) (3) (4) (5) (6) (7) (8) 9)
SMC  Kron 3 K3-1-b002 6.420511 -72.862261 18.35 1.20 4869 4688782811694646272
SMC  Kron 3 K3-1-b004 6.366614 -72.850370 18.29 1.26 4854  4688782983493342336
SMC  Kron 3 K3-1-b005 6.307460 -72.842177 17.28 1.45 4577  4688783022152125440
LMC NGC 1978 N1978-3-r049 82.190452 -66.235682 16.14 1.04 3840 4660340443101129856
LMC NGC 1978 N1978-3-b034 82.209310 -66.256802 15.94 1.90 3755  4660340271299657216
LMC NGC 1978 N1978-3-b037 82.211433 -66.245587 15.76 1.95 3755  4660340370035622144
LMC NGC 1978 06 82.193775 -66.236033 — — - -
LMC NGC 1978 07 82.192219 - - - -

-66.238693
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Table 3.5: (2nd half) Sample of all stars. (The full table is available in Appendix C.)
S/N® Vlos log g [Fe/H] ., Py P, Flag® Source®
(kms™1) (dex) (dex)
(10) (11) (12) (13) (14) (15) (16) (17)
4.1 111.20£0.78 1.63+£0.21 —1.034+0.08 0.00 0.00 0000000 M2F'S
4.3 130.364+0.49 1.35+£0.20 —-0.88+£0.08 0.00 0.00 0000000 M2F'S
7.3 160.47+0.31 1.21+0.09 —-0.754+0.04 0.00 0.00 0000000 M2F'S
4.4 29297+£052 051+£0.10 —-0.894+0.07 1.00 1.00 0000010 M2F'S
13.5 292.38+0.16 0.84+£0.04 —0.65+£0.04 0.99 0.99 0000000 M2FS+Fi924+Mu08
14.7 29543 +£0.26 084 +£0.05 —-0.66=+0.04 1.00 1.00 0000000 M2FS+Fi92
291.21 £1.30 - - 1.00 1.00 0000000 Fi92
288.76 £ 0.20 - 1.00 0000000 Fi924+Mu08

- 1.00

@ Median S/N per pixel of M2FS spectrum.

b These seven-digit flags denote with a ‘1’ the following: Rejection due to poor skew/kurtosis
values in the Bayesian spectra fits (Digit 1); Excessive velocity error (Digit 2); Carbon star (Digit
3); Foreground dwarf (Digit 4); Member of a non-cluster/non-MC population (Digit 5); Has a
large color offset for To¢ determination (Digit 6); Likely metallicity non-member (Digit 7). Details
about how these flags are set can be found in Section 3.3.4.1, Section 3.3.4.2, Section 3.3.4.3,
Section 4.1.1 and Section 4.1.2.

¢ Sources for the LOS velocities. M2FS denotes this work. Other codes are listed in column 4 of
Table 3.4.

3.3 Spectral Analysis

3.3.1 Bayesian Fitting of M2FS Spectra

Our analysis of the background-corrected spectra employed the same Bayesian
formalism described in Walker et al. (2015b); Song et al. (2017) and adopted in
Section 2.3.1. The outputs of this analysis include estimates of line-of-sight (LOS)
velocity, surface gravity and metallicity for every star along with associated uncer-
tainties. Some examples of the best-fit spectra obtained with this method are shown
in Figure 3.5.

For this study we altered one important aspect of the analysis compared to Sec-
tion 2.3.1. Namely, the effective temperatures of all stars were treated as priors based
on the Ggp — Grp colors provided in the Gaia DR2 rather than from V — I colors
from, for example, HST images (the method we used for NGC 419 and NGC 1846 in
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Section 2.3.1). The resulting temperatures were then force to remain fixed through-
out the spectral-fitting process. The details of this procedure are described in the

following section.

3.3.2 Effective Temperature Priors

As argued in Song et al. (2017), an effective temperature prior (Teg) helps to
break the temperature-metallicity degeneracy in the posterior probability density
functions (PDFs) calculated using our Bayesian analysis (see Section 3.3.1). This
degeneracy affects our data strongly due to the limited wavelength range (5130 to
5192 A) of the single-order spectra we obtained (see Section 3.2.4). To help mitigate
this problem, our application of the Bayesian spectral fitting procedure fixes the
effective temperature throughout the optimization process for a given star.

One complication with this approach is that if we were to use the Gaia DR2 colors
to estimate Tog directly, our temperature estimates would likely exhibit significant
systematic and random uncertainties. There are two reasons for this. First, many of
the stars in our sample are comparatively faint (G > 17 mag) for the Gaia sample,
and so their formal photometric errors are moderate (Evans et al., 2018). Second,
given the high source densities in many of our fields, background variations and
contamination due to crowding can lead to significant additional uncertainty in the
Gaia Ggp — Grp colors (Weiler, 2018; Maiz Apellaniz and Weiler, 2018). Moreover,
in clusters, blending of red giants with typically hotter, fainter cluster members tends
to drive colors systematically to the blue.

These issues are particularly problematic for T, determinations in RGB stars
since even a small shift in color can lead to a significant temperature change which,
in turn, degrades the precision of the metallicity estimate of a star. To mitigate these
problems, we have devised a method to estimate T, that depends primarily on the

observed GG magnitude of a star and that relies on the fact that the stars in our sample
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were almost exclusively selected to be located on the RGBs of their respective clusters
(see Section 3.2.3).

The method starts by identifying an isochrone that matches the adopted age and
metallicity of a given cluster (see Table 3.1). For this study we have chosen to use the
PARSEC isochrones (version 1.2S, Bressan et al., 2012) converted to the Gaia DR2
photometric system following the prescription of Maiz Apelldniz and Weiler (2018)%.
We then plotted the synthetic isochrones onto the observational G' vs Ggp — Ggrp
plane (an example is shown in the top left panel of Figure 3.6). In all cases, we
shifted the isochrones to the observational plane with the appropriate reddening val-
ues and distance moduli for each cluster (Table 3.1). As suggested by the PAR-
SEC model website, these corrections used the extinction parameters Ag = 0.86Ay,
E(Ggp — Grp) = 0.42Ay and Ry = 3.1 within the extinction relations from Cardelli
et al. (1989) and O’Donnell (1994). For computational convenience, we then fit each
isochrone in the observational plane to a third-order spline to smooth out round-off
noise and some of the non-monotonic evolutionary behavior in the isochrones them-
selves. An example of such a fit is illustrated in the top left panel of Figure 3.6.

The Gaia DR2 photometry for every cluster was corrected to the ‘true’ G-band
system as suggested by Anders et al. (2019) before plotting the data in the observa-
tional CMD with their respective isochrones. Each star in our spectroscopic sample
was then projected at constant G magnitude onto the spline fits to the RGBs on a
cluster-by-cluster basis. The corresponding Ggp — Ggrp color at that point in the
isochrone was adopted as ‘the’ color for that star. The top right panel of Figure 3.6
provides a schematic illustration of this process, and was adopted for all clusters older
than about 0.5 Gyr since their RGB sequences could be reasonably defined from the
models.

For the three clusters in our sample younger than 0.5 Gyr (NGC 330, NGC 458

4In practice, we computed tailor-made isochrones for each cluster in the appropriate photometric
system using the PARSEC website (http://stev.oapd.inaf.it/cgi-bin/cmd).
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Figure 3.6: (Top left panel) The color-magnitude diagram for NGC 1846 based on Gaia DR2 and
using the DR2 photometric system. A PARSEC model isochrone (Bressan et al., 2012) using cluster’s
age and metallicity estimates (see Table 3.1) is overplotted (light blue crosses). Gray dots correspond
to all Gaia DR2 stars located 2 arcmin from the cluster center, while black dots represent the stars
observed in our sample. The blue crosses highlight the RGB sequence of the isochrone, and the
blue solid curve is a spline fit to this RGB segment. (Top right panel) Following the discussion
in Section 3.3.2, this plot illustrates schematically how a given star in the CMD is projected to
the adopted RGB sequence to determine the star’s model-based Ggp — Grp color. (Bottom panel)
The red symbols show the Gaia DR2 color/temperature relation for a metallicity of [Fe/H] = —0.4
obtained from the PARSEC models. These individual color-temperature points were fit to a third-
order spline (black line; fit residuals are shown in the lower subpanel). We used this spline fit
to convert the adjusted colors (see middle panel) to effective temperature for each star. These
temperatures were fixed during the Bayesian spectral fitting procedure (see Section 3.3.1).
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and NGC 1850), we did not correct the colors in this manner but simply adopted
the published Gaia DR2 colors corrected as prescribed by Anders et al. (2019). For
these systems, the red (super)giants tend to brighter than 17 mag in G-band and
hence exhibit relatively small color errors, and these stars are less susceptible to
crowding /background-related photometric errors. Moreover, these younger stars tend
to cluster in a region in the CMD rather than on a distinct giant branch (see, e.g.
Mermilliod, 1981; Alcaino et al., 2003; Correnti et al., 2017, Milone et al., 2018);
hence they are ill-suited for the temperature-determination procedure we used for
the rest of our sample which assumes a well-defined red giant locus with little color
spread at a given luminosity.

Figure 3.7 shows a histogram of the color shifts in A(Ggp — Grp) that we deter-
mined for every star with a tabulated Gaia DR2 color using the method described
above. The mode of this distribution is offset from, but close to zero, confirming
that most of these objects are consistent with being RGB/AGB stars. This supports
the efficacy of our approach. Since the slope of the giant branch is approximately
d(Ggp — Grp)/0G ~ 0.2, the color error is about 20% the G-magnitude error for a
given star if it is on the RGB as assumed. Consequently, the resulting error distri-
bution of the adopted colors is considerably narrower than the distribution of the
‘raw’ A(Gpp — Grp) implied by Figure 3.7. It is also evident in Figure 3.7 that the
A(Ggp — Ggrp) distribution exhibits a moderate tail to positive values. This implies
that some comparatively hot stars fail our assumption that they are on the RGB and
hence they have been assigned colors that are systematically too red.

The fact that the mean offset in A(Gpp — Grp) differs between the LMC and
SMC (Figure 3.7) suggests that our color corrections may depend on metallicity
(larger effect for larger metallicities in the LMC). We will return to this problem
in Section 4.1.2 and Section 4.2.4 where we use Figure 3.7 to help us determine mean

cluster metallicities.
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Figure 3.7: A histogram of the color shifts, A(Ggp — Ggrp), between the Gaia DR2
color of a given star in our dataset and our adjusted color obtained as described
in Section 3.3.2 and Figure 3.6. For 2543 stars in the full sample, the biweight
mean offset Cprgcolor i A(Gpp — Grp) (denoted by the dashed line) is 0.065 with
a 2SBLdcolor Tange of +£0.281 (denoted by the dot-dash lines). A total of 203 stars
are located outside the dashed lines, though the distribution is clearly skewed toward
positive values (68 stars on the negative side and 135 on the positive side). This likely
represents the fact that some stars located blueward of the adopted RGB sequences in
individual clusters (see the middle panel of Figure 3.6) are hotter than red giants. For
the purpose of metallicity determination described in Section 4.1.2, we use the stars
within two biweight dispersion scales of the biweight mean, i.e. |A(Ggp — Grp) —
Chldcolor| < 2SBLdcolor- This ensures that only stars with relatively small color shifts—
likely true RGB stars—are used to determine the cluster metallicity. The blue and
red dashed histograms show the distributions in A(Ggp — Grp) for the LMC (1595
stars) and the SMC (948 stars). The mean offsets of these histograms are Cgy deolor £
25BIdcolor = 0.084 £ 0.283 for the LMC and 0.036 £ 0.269 for the SMC.
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The final step in estimating T.g values for our target stars was to convert their
Ggp — Ggrp colors—either the ‘raw’ values for stars in the three young clusters or
the model-based values determined using the procedure above—to temperatures. We
again used the PARSEC RGB sequence for each cluster (appropriately reddened and
adopting the ages and metallicities in Table 3.1) to define a color-temperature relation
for each case (see the bottom panel of Figure 3.6 for an example). The final T.g values

were then tabulated for every star and these values are provided in Table 3.5.

3.3.3 Velocity Uncertainty Correction

To reliably measure small internal velocity dispersion of systems such as the star
clusters in our sample, high-quality kinematic data and reliable error estimates are
essential (see, e.g. Kamann et al., 2016). In Section 2.3.1.1, we analyzed repeat
measurements of individual stars to empirically assess the quality of the uncertainties
computed by the Bayesian spectral analysis for the cases of NGC 419 and NGC 1846.
We found that individual velocity uncertainties returned by the Bayesian analysis
underestimated the true uncertainties by approximately 23% and 12%, respectively.

In this study we explore this question again for the two clusters in our sample with
the lowest derived central velocity dispersions, NGC 2155 and SL 663 (see Section 4.1).
As in Section 2.3.1.1, we compared the velocities from individual exposures, s;, and
then fit a Gaussian to the error distribution expressed in units of the formal error,
o;, returned by the Bayesian analysis for the i-th spectrum (see Kamann et al.,
2016 for analogous analysis). One complication with this test is that there are small
systematic velocity shifts in M2FS data that correlates with the temperature of the
instrument near the fiber pseudo slit (see Walker et al., 2015a). The spectra from
the individual exposures for both clusters were first corrected for these shifts and
referenced to a common velocity scale before generating the s/o distribution. The

results of this analysis show that the velocity uncertainties for these clusters were
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Figure 3.8: Measured LOS velocity differences for targets observed in individual M2FS
exposures (see Section 3.3.3 and Table 3.3). The parameter dv;o—defined in Equa-
tion 2.4 in Section 2.3.1.1—represents the differences in measured velocities from
individual exposures for a given star. The dashed lines are Gaussian fits to the his-
tograms, and the standard deviation of each fitted Gaussian are given in the legend
of each panel. In this figure, we have combined results for all stars regardless of the
mean S/N of their spectra

similarly underestimated as found in Section 2.3.1.1, i.e. approximately 16% and
18% for NGC 2155 and SL 663, respectively (see Figure 3.8).

Together with our earlier results in Section 2.3.1.1, we conclude that our ap-
plication of the Bayesian spectral analysis underestimates the true velocity errors
by 17% + 3%. Consequently, we have increased the velocity uncertainties from all
Bayesian spectral analysis results by 17% for prior to carrying out any dynamical

analyses of these systems (see Section 4.1 and Section 4.2)°.

5The origin of the 17% correction likely lies in the fact that our data-reduction pipeline rebins
the data during the extraction and wavelength-calibration steps. This is confirmed by independent
reductions of similar data by M. Walker (private communication) who finds that unbinned analyses
lead to a much smaller correction consistent with unity. His results also independently confirm
the velocity-uncertainty correction factor of 17% that we obtained. We consider the correction to
be sufficiently small and sufficiently well-determined to use it to adjust our formal velocity error
estimates for the purposes of this study.
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3.3.4 Toward a Final M2FS Spectral Sample
3.3.4.1 Rejecting spectra with poorly determined parameters

Our Bayesian analysis as described in Section 3.3.1 generates posterior parame-
ter distribution functions (PDFs) for 14 free parameters (the 15th, Tog, is fixed as
described in Section 3.3.2) used to characterize the model spectra (see Song et al.
2017 for details). The analysis measures the skew, S, and kurtosis, K, of all of these
PDFs. We use the S-K values for the PDF of the LOS velocity (v,s) parameter for
every spectrum to carry out an initial quality cut on the data. After inspection of
the distribution of the skew/kurtosis values for the LOS velocities, we found that the
same cuts in S and K from Walker et al. (2015b) were suitable for our data, namely
|S| > 1, or |[K — 3| > 1. This ‘SK cut’ led to the rejection of 71 spectra from our
sample. These cases are flagged in column 17 of Table 3.5.

All but three of the stars rejected for skew/kurtosis have low average S/N of
1.2 +0.1. Among these 68 stars, three appear to have spectra consistent with those
of carbon (C) stars (more on these in Section 3.3.4.2) at low average S/N (~ 1.2 for
these three; see Figure 3.9). Apart from these low-S/N cases, the additional three
spectra flagged in the SK cut all have fairly high mean S/N (25 + 8) but contain
few identifiable spectral features. The Bayesian analysis was likely unable to settle
on well-defined LOS velocity in these cases, resulting in their large skew /kurtosis
indices. For reference, the spectra of these three stars are also shown in Figure 3.9.

We will not use these stars in any subsequent analyses in this thesis.

3.3.4.2 Stars with anomalous velocity uncertainties

Figure 3.10 shows the distribution of corrected velocity uncertainties, ¢,, as a
function of median S/N ratio for every pixel in every target spectrum obtained for

this study, in both linear space (left panel) and log-log space (right panel). The well-
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Figure 3.9: Examples of M2FS spectra of stars rejected by the SK cut described in
Section 3.3.4.1. The three top panels appear to be strong C stars at low S/N (more
on these in Section 3.3.4.2). The bottom three panels show stars that have high mean
S/N values, but were still rejected by the SK cut due to having too few or blended

lines.
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populated ridge lines reveal a robust global trend of velocity error with S/N for our
M2FS dataset. The approximately linear trend visible in the log-log plot indicates
that a good fit to these data has the form of a power law.

With the aim of using the relation between ¢, and S/N to remove outliers from
our kinematic sample, we fit a linear relation in the log-log plane using an unweighted
least-squares fit to all points corresponding to spectra with median S/N < 20. Targets
removed from the SK-cut described in Section 3.3.4.1 were not used to compute this
fit. The fitted relation is shown as a solid straight line in the log-log plot and as a
solid line for the corresponding power law in the linear-space plot (the coefficients
for the fit equations are provided in Figure 3.10). We then computed logarithmic
residuals (A = log;, e, —1og;( €vat) to estimate the Tukey’s biweight location (Cpa)
and biweight scale (Spra) of the data about the fitted line in the log-log plot (Beers
et al., 1990). The dashed straight line in the log-log plot in Figure 3.10 (right panel)
the line offset upward by Cg; + 35g1 from the fitted relation; the dashed line in the
linear plot (left panel) shows the power law relation corresponding to this offset line.
We also chose to keep all stars with high-S/N spectra that resulted in g, < 0.5 kms™!;
this condition is shown as a dot-dash line in both panels.

We define the dashed/dot-dashed lines in Figure 3.10 as a ‘rejection boundary.’
Excluding the 71 stars already rejected as SK outliers (Section 3.3.4.1), 62 additional
stars lie above this boundary. We inspected each of these 62 spectra and found that
we could classify them into the following distinct categories, each of which are flagged

in column 17 of Table 3.5:

Carbon Stars. A total of 21 C stars were identified based on the presence of a clear C,
Swan band feature at A\5165 A (Johnson, 1927; King, 1948). Among these stars, 17
have quite strong absorption features (the first spectrum in Figure 3.12 shows a typical
example), while the remaining four C stars have relatively weak Swan-band absorption

(the second spectrum in Figure 3.12 shows a typical case). Since the spectral library
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Figure 3.10: Corrected LOS velocity uncertainties versus median S/N per pixel for
all stars from the 26 clusters in both linear place (left panel) and log-log space (right
panel). The solid lines correspond to a linear relation in the log-log plane (right
panel) fit to all points with S/N < 20 (excluding the yellow circles rejected by the SK
discussion in Section 3.3.4.1). For S/N > 20, we assume ¢, is constant at 0.18 kms™!.
The dashed and dot-dashed lines together denote the upper acceptance limits in these
plots as described in Section 3.3.4.2.
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Figure 3.11: The same plot as in the left panel of Figure 3.10 but with some stars
highlighted by colored symbols. The meanings of these symbols are given in the leg-
end. Different symbols correspond to different types of anomalous stars identified in
Section 3.3.4.2. The cases denoted as ‘poor SK stars’ are discussed in Section 3.3.4.1.
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we are using (Lee et al., 2008a,b) does not model C stars, it is unsurprising that our
Bayesian analysis returned LOS velocities with large uncertainties relative to other

stars at similar S/N.

Hot Stars. A total of eight stars appear to be hot stars that were forced to an incorrect
low temperature using the method to fix Teg described in Section 3.3.2. We chose not
to single out these stars and allow their T.g to float as this would be inconsistent with
the strategy described in Section 3.3.2. Two examples, one also exhibiting moderate

rotation, are shown in Figure 3.12.

Cool Stars. A total of three stars appear to be cool giant stars with the feature of TiO
bands above ~5180 A (the fifth spectrum in Figure 3.12 shows a typical example).
Similar to hot stars, cool stars were forced to an incorrect temperature—in this case
too high—as described in Section 3.3.2. Moreover, the spectral library we used does
not contain stars sufficiently cool that exhibit TiO bands. For these reasons, it is likely
unsurprising that the Bayesian analysis returned poor LOS velocity uncertainties for

these cases.

Blended Sources. A total of 12 stars are confirmed as sources with the features of more
than one star (see the sixth spectrum in Figure 3.12). The spectra in this category
provide poor LOS velocities for a given S/N. We did not carry out dual-star fits as
in Section 2.3.1.1 because these stars represent a fairly small sample that may have

a different error distribution from the single-star fitted spectra.

Statistical Tail. A total of 18 stars appear to represent the tail of the distribution
of the velocity errors relative to the fit line/power law evident in Figure 3.11. These
stars represent about 0.6% of the total sample of spectra, roughly consistent with

what a 30 cut would achieve for a normal distribution.

Due to the relatively high frequency of C stars in our sample of rejected spectra,

we developed a more objective means of identifying candidate C stars regardless of
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Figure 3.12: Examples of M2F'S spectra of stars with anomalous velocity uncertainties
as identified in Figure 3.11. From top to bottom, we show the spectra of a strong C
star, a weak C star, a star with high surface temperature (hot star), a similarly hot
star but with moderate rotation (vsini ~ 30 kms™!), an M-type star with low surface
temperature (cool star), and a blended source. For the two C stars, we indicate the
two bands used to identify such stars as outlined in Section 3.3.4.2. A total of 62
targets with anomalous velocity uncertainties (as described in Section 3.3.4.1 and
identified in Figure 3.11) are excluded from our cluster dynamical analysis.
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where they lie in Figure 3.11. Specifically, we measured the ratio of the fluxes in all
the spectra of our sample on the red and blue sides of the Cy band head (the first two
spectra in Figure 3.12 illustrate where these bands are located). This ratio cleanly
identified all C stars in the velocity-error rejection region of Figure 3.11, as well as
seven apparent C stars below the rejection boundary. Four of these are are strong C
stars similar to the top spectrum in Figure 3.12, and three are weaker C stars with
spectra similar to the second panel of this figure. For consistency, we have removed
these four strong C-stars from our sample but have retained the three weak C-stars
since they show clean atomic features similar to non-C stars of similar color.

This method of identifying C stars found numerous even weaker C stars. We have
chosen to accept these in the present sample as they are mildly affected by the Cy
features and in all cases their spectra appear to provide good LOS velocity estimates.
We plan to discuss this expanded C-star sample in more detail in a future paper (see
Section 6.2.1).

In Section 2.3.1.1 we identified eight stars in NGC 419 and NGC 1846 (four in
each) that we rejected using similar criteria as described here but based only on the
small samples of these two clusters. The four stars in our NGC 419 sample (three
C stars and one blended source) rejected in that section have also been rejected in
the present sample. However, the four stars in our NGC 1846 sample that were
rejected in Section 2.3.1.1 consist of three weak C stars and one mildly blended
source. All four of these stars were not rejected in the present analysis using our full
spectral sample. This very slightly—and statistically indistinguishably—alters our
final dynamical results below (see Section 4.2) for NGC 1846 compared to the results

reported in Chapter II.
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3.3.4.3 Foreground dwarfs

Surface gravity is one of the parameters returned by the Bayesian analysis (Sec-
tion 3.3.1) and this can be used to identity foreground dwarf stars in our sample. As
seen in Figure 3.13, there is a clear tail in the distribution of log g extending to larger
values. We have adopted log g > 3.2 as the dividing value between giants (lower log ¢g)
and dwarfs. A total of 84 stars in our sample were removed using this criterion and
are flagged in column 17 of Table 3.5. The distinctive spectral signatures of these
stars are evident by comparing the dwarf-star spectra in Figure 3.14 with spectra of
giants of similar colors and S/N ratios shown in Figure 3.5. As expected, the proper
motions of these stars, as provided in Gaia DR2, exhibit a large spread that is offset
from the mean proper motions of the MCs.

At this stage, our Bayesian spectral-fitting results have allowed us to produce a
well-defined M2FS sample consisting of 2680 spectra of (mostly) RGB stars in our
26 target clusters (see Table 3.5). Figure 3.5 presents some representative spectra of

normal stars in our sample along with their Bayesian spectral fits.
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Figure 3.13: A histogram of the surface gravity for 2764 stars in our M2FS sample af-
ter removing the stars with either poorly determined parameters (see Section 3.3.4.1)
or anomalous velocity uncertainties (see Section 3.3.4.2). The vertical dashed line
corresponds to an adopted empirical criterion, log g = 3.2, to divide giants and (fore-
ground) dwarfs, as described in Section 3.3.4.3. The 84 stars to the right of dashed
line were removed from our sample as likely foreground dwarfs.

108



= T
600 —— N458-1-b095, S/N =14.7

400

200

.
}

—— N1783-1-b020, SIN=12.3

400F

300
200
100

0 .

T
—— N1841-1-b090, S/N=9.5

200

100f

Sky-subtracted counts

0 .

T
—— N2121-1-b009, S/N=5.9

200

100

T
—— N2257-1-b121,S/N=2.3

50

254

436 5140

5160 5170 5180 5190

A (R)

5150

Figure 3.14: Examples of M2F'S spectra of dwarf stars confirmed in our sample. From
top to bottom, we show dwarf stars span similar S/N range as those giants shown in
Figure 3.5; these dwarf stars and giants also have comparable colors. As discussed
in Section 3.3.4.3 and Figure 3.13, 84 dwarf stars with spectra similar to these were
removed from the sample used to for the dynamical analyses the clusters in this study.
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CHAPTER IV

Kinematic Analysis: From Spectral Results to

Cluster Mass-to-Light Ratios

4.1 Cluster Membership

We closely follow the expectation-maximization (EM) analysis used in Section 2.3
to determine simultaneously the cluster dynamics and the cluster membership prob-
abilities of all stars in our samples. For most of the clusters, we assume in the EM
analysis that there are two stellar populations in each kinematic cluster sample: one
corresponding to the cluster, and one corresponding to the LMC/SMC field stars.
Following the approach described in Section 2.3.2.1, we still adopt single-mass K66
models! (as listed in Table 3.2) to generate the projected velocity dispersion profile
of each cluster, while the field population is represented by a Gaussian distribution.
In our EM analysis for two old LMC clusters, NGC 1466 and NGC 1841, however,
we only assume a single population (also in the form of the K66 model) because both
clusters are so distant from their parent galaxy (the LMC) that they lack significant
numbers of LMC field stars.

An issue that arises at this stage is that most clusters contain stars that are either

associated with a third population not included in our model (see Equation 2.6 in

!The K66 models are realized through LIMEPY (Gieles and Zocchi, 2015) as described in Sec-
tion 2.3.2.1.
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Section 2.3.2.1), or stars that have metallicities that deviate significantly enough from
their respective cluster mean metallicity to call in question their membership (keeping
in mind that metallicity is not used directly in assigning membership probabilities in
our EM analysis; see Section 2.3.2.1). We describe here how we have used prelimi-
nary EM analysis results and metallicity estimates from the Bayesian spectral fitting
(Section 3.3.1) to develop a final sample for kinematic analysis. We also describe how

we have supplemented this final sample with results from previous studies.

4.1.1 Removing Stars From a Third Stellar Population

Stars from a stellar population not explicitly included in our EM model can distort
the estimation of the field population and hence the membership probability of other
stars in the sample. We flagged such stars on a cluster-by-cluster basis using the

following criterion:
A'Ulos _ ’UIOS,i - Ulos|

o /a2 2
61}105,1' + 0-21105

where vios; and ey, are the LOS velocity and its associated uncertainty of the i-

> 3, (4.1)

th star in a cluster sample, respectively, while v, and a%los are weighted average
velocity and the corresponding weighted standard deviation of the corresponding
cluster sample. Using this process, a total of 35 stars in 17 cluster samples were
identified as third-population contaminants (see Figure 4.1); all are flagged in column
17 of Table 3.5. The generally low surface gravities of these rejected stars suggests they
are likely Galactic halo giants or giants associated with an extended halo population
of the MCs, neither of which were explicitly accounted for in our EM model (see
Section 2.3.2.1 and Section 4.1).

Using the remaining sample of 2645 stars, we reran the EM analysis for every

cluster to assign a preliminary membership probabilities, Py, to each star.
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Figure 4.1: A plot on the vs-log ¢ plane of 2764 stars in our M2FS sample after
removing the stars with either poorly determined parameters (see Section 3.3.4.1) or
anomalous velocity uncertainties (see Section 3.3.4.2). Crosses denote stars observed
in LMC fields, while plus signs refer to stars observed in SMC fields. The dashed
vertical line correspond to the criterion, log g = 3.2, used in Section 3.3.4.3 to separate
a total of 84 (foreground) dwarfs (gray crosses and plus signs) from giants (black
crosses and plus signs) in our sample. Red circles (LMC) and red triangles (SMC)
denote the 35 rejected stars that we concluded are associated with a third population
as discussed in Section 4.1.1.
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4.1.2 Removing Stars With Anomalous Metallicities

We can also use metallicities obtained from the Bayesian analysis (see Section 3.3.1)
to identify stars with chemical abundances that differ significantly from the mean of
their respective cluster’s [Fe/H] distributions. Such deviant metallicities may indicate
non-membership, but they could also result from issues such as poor background sub-
traction (as is likely, for example, in NGC 339 and Lindsay 1) or poor temperature
assignments.

We applied two criteria to identify potential metallicity non-members. First, the
preliminary membership probabilities had to satisfy the condition Py; > 0.5. Sec-
ond, the color shifts, A(Ggp — Grp) to assign effective temperature to each star (see
Section 3.3.2) had to satisfy the condition |A(Ggp — Grp) — Chrdcolor] < 25BIdcolor
where Cgr geolor @01 SB1 deolor are the biweight mean offset and dispersion scale deter-
mined in Section 3.3.2, respectively. This criterion was designed to avoid metallicity
offsets due to systematically invalid temperature estimates (see Section 3.3.2 and Fig-
ure 3.7 for details. Stars identified in this manner as likely metallicity outliers are
flagged in column 17 of Table 3.5.

Using all stars satisfying these two criteria, we then calculated for each cluster an
initial pair of metallicity parameters—the weighted mean metallicity (WSC) and
weighted standard deviation (o7ge/m) sc). Following this process, probable metallicity

non-members were identified using the criterion

AfFe/H]  |Fe/H; - TFe/Hlgc

4 \/8[2Fe/H],i + Ol /H 50

> 2, (4.2)

where [Fe/H], and epe/uj; are the metallicity and its uncertainty of the i-th star in
the EM sample, respectively. This procedure resulted in the removal of 51 stars from
22 clusters, and each is flagged in column 17 of Table 3.5. The numbers of stars

removed for each cluster using Equation 4.2 are listed in column 6 in Table 4.1. After
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applying this metallicity criterion, a total of 2594 stars in 26 clusters remain in our

M2F'S kinematic sample.

4.1.3 Combining Previous Samples

We have identified all previously published individual stellar velocity measure-
ments with a typical single-star precision better than 3 kms™ (see also Table 3.4)
associated with the clusters in our sample. In this section, we identify and com-
pare stars common to our sample and samples from previous studies with the aim of
expanding our final kinematic sample.

We first compared published coordinates of individual stars with those of stars
associated with our cluster sample. Stars with coordinates agreeing to within 1 arcsec
in radius were considered to be the same star. There were no ambiguous cases in
which more than one star from previous published catalogue satisfied this positional
matching tolerance. For NGC 1978, we also cross-matched the Fischer et al. (1992b)
and Ferraro et al. (2006) samples to identify any stars in common. These two samples
were found to have nine stars in common, three of which are also found in our M2FS
sample.

Before combining results from different samples, we measured the systemic ve-
locity offsets for clusters in common among the various datasets. These offsets were
computed by subtracting the published systemic velocities (see column 6 in Table 3.4)
from our preliminary EM results (see Section 4.1.1), and the uncertainties in the off-
sets were estimated by using the sum of errors in quadrature. When combining results
from different samples, we then applied the offsets to the previously published veloc-
ities while keeping the published velocity uncertainties unchanged. In all cases, we
adopted the M2F'S velocity zero points for the velocity scale (Table 4.2). For each star
with multiple measurements, the weighted mean velocities and their weighted errors

were calculated after applying these offsets. This process allowed us to increase the
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Table 4.1: Mean Cluster Metallicity on the CG97 Scale.

Galaxy  Cluster [Fe/H] owe/sj  Nmem Nnon
(dex)  (dex)

(1) (2) (3) (4) (5)
SMC Kron 3 -0.96 0.15 41
SMC  Lindsay 1 -0.98 0.13 80
SMC NGC 152 -0.73 0.11 22
SMC NGC 330 -0.65 0.10 4
SMC NGC 339 -1.01 0.17 35
SMC NGC 361 -0.75 0.17 20
SMC NGC 411 -0.66 0.09 19
SMC NGC 416 -0.80 0.17 16
SMC NGC 419 -0.66 0.15 35
SMC NGC 458 -0.70 0.20 14
LMC Hodge 4 -0.49 0.12 30
LMC NGC 1466 -1.40 0.16 22
LMC NGC 1751 -0.46 0.14 20
LMC NGC 1783 -0.54 0.10 52
LMC NGC 1806 -0.53 0.12 27
LMC NGC 1831 -0.41 0.15 49
LMC NGC 1841 -1.96 0.12 64
LMC NGC 1846 -0.49 0.08 36
LMC NGC 1850 -0.31 0.20 26
LMC NGC 1978 -0.49 0.10 37
LMC NGC 2121 -0.54 0.11 38
LMC NGC 2155 -0.59 0.12 36
LMC NGC 2203 -0.45 0.12 64
LMC NGC 2209 -0.52 0.15 50
LMC NGC 2257 -1.64 0.11 57
LMC SL 663 -0.51 0.11 19

—
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sample sizes for seven clusters (see Table 3.4).

Most of the stars matched by position as described above agree well in velocity.
However, two stars have velocity differences 3 times greater than their combined
total velocity errors. The star in NGC 1846, whose detail had been discussed in
Section 2.3.1.2, is a likely binary. The other star, in NGC 330, is a well-known binary
system identified in earlier studies (see e.g. Patrick et al., 2020, and the references
therein). Both stars were removed from our final kinematic sample. For the NGC 1846
binary, there are too few measurements to determine a reliable systemic velocity, while
for the NGC 330 binary, its mean velocity and metallicity, though both somewhat
poorly determined, make it a likely non-member of the cluster. Indeed, for this reason,

this star had already been flagged for removal in Section 4.1.2.

4.1.4 Final Kinematic Sample

After the addition of 193 more stars from the literature, our final working sample
consists of 2787 stars in 26 clusters. We will refer to this as the ‘Kinematic’ sample,
and use it exclusively for the final EM analysis following the procedures described in
Section 2.3.2.1 and Section 4.1.

A summary of the initial analysis of the full Kinematic sample is provided in
Table 4.2: Column 3 lists the total number of stars in our Kinematic sample for each
cluster, while column 4 lists the number of stars within each cluster’s tidal radius (see
Table 3.2); columns 5 and 6 list the estimates of the cluster systemic velocity and
projected central velocity dispersion of each cluster; columns 7 and 8 list the mean

velocity and velocity dispersion of field population when applicable.
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Table 4.2: Results of the EM analysis

Galaxy Cluster Ntotal Ntidal Vvsys 0p,0 ‘/ﬁeld Ofield
(kms™!)  (kms™!) (kms™') (kms™!)
(1) (2) 3) @ (5) (6) (7) (8)

SMC  Kron 3 116 84 132.7153 21192 1433737 231773
SMC  Lindsay 1 99 92 140.5%92 18792 1377733 16.1tL7
SMC  NGC 152 107 86 172.4%05 2.8M17  150.773% 252753
SMC  NGC 330 47 28 153.0707 24793 1385730 16.0717
SMC  NGC 339 94 65 1129703 18792 161.17%% 18.07%%

SMC  NGC 361 119 70 170.3%0%  4.0t97 1386713 20.1+19
SMC  NGC 411 117 56 163.8%43 171188 147.7t14 233108
SMC NGC416 114 40 155.0700 34708  149.2%25 27.2%1)
SMC  NGC 419 110 81 189.9703  2.270%  159.8721 21.8717
SMC  NGC 458 79 24 149.010%5 35797 146.271% 13.3%15
LMC  Hodge 4 112 112 3127498 21431 299.8+20  91.8+37
LMC NGC 1466 27 25 202.570%  3.670%

LMC NGC 1751 113 113 240457 25705 2471731 27.4+39
LMC NGC 1783 111 111 279.6%02 2.0752 281.973% 24.5723
LMC NGC 1806 120 120 229.670% 24704 2657735 27.07%7
LMC NGC 1831 102 95 2768702 1.9703 284.872% 17.5%19
LMC NGC 1841 69 64 210.8703 2.7703

LMC NGC 1846 196 81 239.2%02 21703  269.4*+15  250F13
LMC NGC 1850 155 87 248.9%0% 2.50)%  257.473%  23.675%
LMC NGC 1978 145 86 293.1%0% 31107 2837730  25.972%
LMC NGC 2121 109 72 237.0703 1.870% 2628727 21.5%29
LMC NGC 2155 110 104 315.079% 08701 3104721 20.7+1%
LMC NGC 2203 96 77 252.8%0% 19792 2442713 23,074
LMC NGC2209 113 112 251.2%0}  0.8*2  251.4%21 165713
LMC NGC 2257 94 65 301.870% 27102 3204713 12.87L6
LMC  SL 663 113 113 3011tk 32753 300.1%%2 19.572°
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4.2 Dynamical and Chemical Results

4.2.1 Cluster Systemic Velocity and Velocity Dispersion

The systemic velocity (Viys) and projected central velocity dispersion (oy,) listed
in Table 4.2 are the two direct kinematic parameters determined by the EM analysis
for each cluster. As discussed in Section 2.3.2.2, the ‘raw’ EM estimates for these
parameters rely critically on the membership probabilities, some of which may be
skewed due to field contamination that may result from the relatively small samples
being used. Here we follow and expand upon our approach in Section 2.3.2.2, by
calculating Viys and oy, using two different sampling methods, ‘BOX" and ‘PM50’.
Both use EM results—systemic velocity in the case of BOX, modified membership
probabilities in the case of PM50—to refine the cluster kinematic parameters. The
value of these methods lies their utility to better understand the effect that marginal
outlier stars may have in the final kinematic results for a given cluster.

In the BOX method, Vs and oy, ¢ are computed from all stars in a rectangular area
in the vy,s-r plane (see the shaded area in Figure 2.10). This BOX area is bounded by
the cluster center and the adopted K66 tidal radius (see Table 3.2) in x-axis, while
in y-axis the minimum and maximum systemic velocities are set by conservatively
assuming the target cluster has a (large) total mass of 10° M. The value of the
BOX method is that it is comparatively easy to specify and compute at the cost of
effectively ignoring the EM analysis membership probabilities.

In the PM50 method, Vi and o, are computed from probable member stars
based on their EM membership probabilities (see Section 4.1.4). A star is assumed to
be a cluster member if its initial EM membership probability is greater than or equal
to 50% (i.e. Pp; > 0.5). Unlike the full EM analysis in which membership probabil-
ities are used to weight individual stars, the PM50 method implicitly assigns 100%

membership probabilities (therefore assumed to be certain members) to any stars
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with Py > 0.5, and assigns certain non-membership (0% membership probability) to
the rest stars in the sample.

Table 4.3 lists the BOX and PMb50 results for all clusters in our sample. We
list the numbers of members assigned by each method, along with the corresponding
values of Vs and o, (columns 3-5 for BOX; columns 6-8 for PM50).

Figure 4.2 compares oy, estimated from the BOX and PM50 methods (top two
panels). One obvious and unsurprising conclusion from these figures is that the BOX
method systematically overestimates the dispersion compared to PM50. Since the
BOX method has no provision for flagging nonmembers, it is more likely to include
random outlier stars whose inclusion depends on how the box areas are (arbitrarily)
assigned.

To explore how marginal outlier stars may affect the PM50 method, we have
defined a third method, PM50" (PM50-prime), which uses with the PM50 sample
pruned of the star exhibiting the most deviant velocity (in absolute value) from the
initial systemic velocity of the cluster. These PM50’ results are listed in Table 4.3,
columns 9-11. Note that the numbers of stars used in the PM50 and PM50’ samples
of a given cluster do not always differ by one. This occurs because when the most
probable outlier is removed from the PM50 sample, the EM analysis reassigns mem-
bership probabilities that may result in the reassignment of more than one star as
members or nonmembers.

We compare the PM50 and PM50 results in the lower two panels of Figure 4.2.
For most clusters, the change in o, is within 1-0 to the expectation of removing
the most deviant star from a Gaussian distribution (gray bands in the lower panels
of Figure 4.2). However, for five clusters—NGC 152, NGC 458, NGC 1751, SL 663
and, marginally, Hodge 4—we found the PM50 results to be overly sensitive to the
removal of a single (outlier) star in the EM analysis. These five clusters also exhibited

the largest change in the number of likely members in their respective PM50 samples
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Figure 4.2: Comparisons of estimated o, between the BOX and PM50 methods
(top panels), and between the PM50 and PM50" methods (bottom panels). The oy,
values used in the plots are listed in Table 4.3 and described in Section 4.2.1. The
gray bands in the lower panels denote the 68% (£10) range of 1000 simulated results
obtained by removing the most extreme star from the tail of Gaussian distributions
consisting of 30 velocities with initial o, value ranging between 0.2-8.0 kms™! in
0.2 kms™! intervals. The red lines denote the median results of these simulations.
More details are discussed in Section 4.2.1.
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Table 4.3: Results of the BOX, PM50 and PM50" methods

Galaxy Field Npox  Vispox  0poBox Npmso  Vigspmso  Opopmso  Vpmsor  VeysPMs0r  Op,0,PM507
(kms™1)  (kms™!) (kms™)  (kms™!) (kms™)  (kms™!)

(1) 2) ®3) 4) (5) (6) (7) ) ) (10) (11)
SMC  Kron 3 51 1325708 2.8%0% 41 1327792 21702 39 132,975 1.970%

SMC  Lindsay 1 83 1405792 19792 80 1405%'3%2 17792 79 140.5792  1.7%92
SMC  NGC 152 27 1728704 24403 21 1726792 2.870¢ 17 1726793 1.1%31
SMC  NGC330 18 1522703  51%%% 14 153.010% 24%0% 13 152.8708  2.3703
SMC  NGC339 35 1129%03 18792 35 112.9%33 1892 34 113.0403  1.6%04
SMC  NGC361 24 1704%7 50707 20 1705708  3.8%0% 20 170.9502  3.1%03
SMC  NGC411 35 162.8%07  6.8%12 22 1638705 1.7433 20 164.0005  1.4703
SMC  NGC416 25 1556703  6.3%1F 19  155.010¢ 34105 18 1547402 31403
SMC  NGC419 49  189.9%03 34702 44  189.9%02 22102 43 189.8705  2.0703
SMC  NGC458 19 1488*07  48%%7 14 1490707  357%% 10 1488701  1.67%%
LMC  Hodge 4 33 313.000% 15705 33 312.8T03 1.9%0F 29 3131703 14703
LMC NGC 1466 25 202.5702 36704 25 2025%0% 36708 24 202.770%  3.3%03
LMC  NGC1751 46  240.3%02  51%0% 28 240.3%0%  25%08 21 241.3%3%2  1.1%51
LMC NGC1783 75 2795792 25702 66  279.6'0%2 20792 65 279.5102  1.9702
LMC NGC 1806 43  230.075% 42138 35 2297133 2370% 33 230.0103  1.9792
LMC  NGC 1831 77 2764403 37704 64 2768%02 1.9%02 62 276.9T05  1.7H03
LMC  NGC 1841 64 210803 27792 64 2108193 27753 63 210.603  2.4703
LMC NGC 1846 55 239.2%93 25799 53 2392792 21%92 51 239.1*02  1.9+02
LMC  NGC 1850 74  249.0%0%  4.3*02 63  2488'03 2603 62 2489705 2.570%
LMC  NGC1978 76  293.0703 33703 75 2931103 31752 74 293.270%  2.979%
LMC  NGC2121 49 2369793 26701 43 237.0%3%2 18792 42 236.9705  1.8703
LMC  NGC2155 57 3149704  44*%% 35  315.0%02 08791 34 315.0105  0.8%0;
LMC  NGC2203 73 252.9%02  19%02 72 2528%02 19702 71 92529%02 19702
LMC  NGC2209 74 250.979% 3.8%70: 52 2512702 08702 51 2513501 0.7705
LMC  NGC2257 63 301.8%)3 2.7t03 63 3018753 27102 61 3016705 24703
LMC  SL 663 323010057 2270% 23 3012tz 26700 20 301.0003  0.9753

as a result of removing one extreme star as described above (see Table 4.3). For
these five clusters, we will consider their PM50" velocity dispersions as well as their
PM50 dispersions. The preferred velocity dispersion estimates for every cluster in
our sample—either the PM50 or PM50’ results—are highlighted with bold font in
Table 4.3.

4.2.2 Cluster Mass and Mass-to-light Ratio

A cluster’s total luminosity and dynamical mass can be derived by scaling the cen-
tral surface brightness and the projected central velocity dispersion, respectively, with
the dimensionless cluster structural profiles (i.e. the K66 models listed in Table 3.2).

The two required scaling parameters, central surface brightness and projected cen-
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tral velocity dispersion, were determined, respectively, from aperture photometry (as
described in this section) and from the individual stellar velocities (see Section 4.2.1).

To determine the central surface brightness (Xy,), we integrated the dimensionless
K66 model to a maximal reference radius within which an aperture luminosity was
measured from the ground-base CCD photometry. The dimensionless K66 models
were computed using the code LIMEPY (Gieles and Zocchi, 2015), consistent with how
we determine cluster masses (see below). The aperture magnitude and associated
reference radius used for each cluster are listed in Table 3.1, columns 3-4, with the
sources identified in column 5. When transforming magnitude to luminosity, we
adopted My, o = 4.85 in addition to the distance modulus and extinction value listed
in Table 3.1. We could not find published V-band aperture photometry for SL 663,
so instead we adopted the central surface surface brightness reported by McLaughlin
and van der Marel (2005). This value, and its uncertainty, is given in Table 3.1.

The total luminosity (Ly ;) was obtained by integrating the Xy -scaled K66
model to the K66 tidal radius listed in Table 3.2. Similarly, the total cluster mass
(Mior) was derived with the same dimensionless K66 model but scaled to oy, fitted
from the PM50 or PM50" sample (see Section 4.2.1 and Table 4.3). The dynamical
M/ Ly ratios of the clusters were then derived from the total masses and total V-band
luminosity determined above.

Uncertainties in cluster masses, luminosities and M /Ly ratios were estimated us-
ing a bootstrapping technique that accounted for uncertainties in distance modulus
and extinction (Table 3.1), the K66 structural parameters (see Table 3.2), the V-band
aperture magnitude (for Ly, ot and M/Ly; see Table 3.1), and the central velocity
dispersion (for My, and M/Ly; see Table 4.3). All relevant parameters were ran-
domly sampled, assuming that the error distributions are joint-Gaussian to account
for the asymmetric uncertainties (e.g. ckgs in Table 3.2), or using simple Gaussian

distributions for parameters with symmetric uncertainties (e.g. V,p in Table 3.1).
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Table 4.4: Mass, Luminosity and M/ Ly .

Galaxy  Cluster M
ethod
(xl%/émf\{ Lv,Smr M/Ly log My, log Ly oo M /L
(1) (2) 3 o) (x10°Lg) (Mg LZY)  (Mg) tot  10g M/Ly
3) () (5) ©) o) (o) (Mo L)
SMC Kron3  PM o (7) (8) )
SMC : 50 0.777g5 1.41+018 0.5570-11
Lindsay 1 PM50  0.76:01¢ o4 551011 4 89t008 5 151005 () 26+008
SMC NGC 152 . ey 0.87009 . ggt020 4 ggH00S 30 20013
PM50 167‘7"(1)3‘; 0.80+0-12 9 +8:321 -00_0.13 4.9470'04 —0.05+0:09
PM50’ 0251007 0019 2090 5207015 400700 o 39v0%e
SMC  NGC 330 PM50 054702 0807gq 031700 4397000 g o008 50
SMC  NGC 339 PM50 0570 898558 0.06%h0; PR 1'5113;@
SMC  NGC 361 PM30 215004 Tl 0.795% 476105 456+ _0'2218:8?
SMC NGC 41 , ~+9-0.98 1.041051 970 53 203 w01 101057
oy 1 PM50 0301010 .80t coss 53302 502007 0.32501
IC NGC416 PM50  0.80702 DO X £ 0.38%01¢ 4487037 4.9070% -0 oot
SMC  NGC 41 -8U_g339 1124008 0724010 4 g0l 790 24023
9  PM50  0.647012 2349 0.25 907510 5051900 0,150
SMC NGC 458 0%_0.15 3.497027 0.1871005 4 g+009 2004 15767
PM50 1.96+0-58 1988 0.05 B0Ip7,  5.94 T —0.74101
/ s 1.24%056 1.02%08  5.107515 209 4013
PM50 0.26+0-21 1 04+033 —0.62 107938 5,095 1% 0.01+0-16
LMC Hodge 4 CN-0.22 24103 (9015 4 go+0.26 21 Ul 040
ge PM50  3.391229.01 o g7+20243 0.18 42755 5.09 _0.6870:23
/ D 67T0ZA3 1 o7H028 553105 ] -0-0.80
PM50.  1.82712383 9 g7+22850 02t B5.53TESL 5.43%p  0.10009)
LMC NGC 146 oy 672850 0681007 5.267 05 18 A 004
L 6 PM50  1.027037  0.947559 ey 7 54319 0174999
MC NGC 1751 PM50  0.76702 0,003 L0953 5015018 4.97700 004005
el - B gec: T Mgt 188* 011 4 oarile o ogr0ld
LMC NGC 1783 PM50 0987000 907g17 0177¢e 419701 LGHID0 o g 010
LMC  NGC 1806 PM50  0.7670.8 37705 026700, 2997007 5 5ga0lS ) seaily
LMC  NGC 1831 PM50 0417009 Ld2Tgry 054700 48800 550 orai
MG NGO 18 PaLo  TotdE  gaenid 031780 461788 5127800 Rl
LMC  NGC 1846 PM50 0577013 0.74%00  140%he 50255 g T SR £
IMC  NGC 1850 PM50  0.527003 égi;g?gﬁ 0345001 47500 5 ozalln S;B-?g
/ D4 . : : s 235509 =047 5
LMC NGC 1978 PM50 1367021 o 00800 47y il 5 godb g 008
LMC NGC2121 PM50  0.50°02 3410 0400 5131007 5 5gi00E 4ot
LMC  NGC 2155 PM50  0.06+008 0.797055 0637050 2697016 4 0r018 o o003
LMC NGC 22 -U0-0.04 0.22+0M  0.20%017 3 g1 Hoie 017 202018
03 PM50  0.511013 209 0.18 8134 4.35 _0.541020
LMC NGC 22 oo 0.81%57 0.6310-19 4 70t010 058 -9%-0.42
09 PM50  0.0970-02 ) 0.18 T0%55 491 _(.20*0 11
LMC NGC 22 - V9006 0.2675 05 0.367005 3 7009 0.8 20701,
LV 57 PM50  LOITRSE 051707 sz 39T g 44lgn, —0.45+05
1C  SL 663 PM50 3324797 T es 200192 501752 471102 0 3018:8’2
, 949,65 0.451132% 7314034 5 5o t231 “917 307093
PMBO 0.3670000  gastibies o gor0n  pariR 4.66*555  0.86%07
—0.36 80F0TL 456122 466200 —0.101027
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For each cluster, we created 1000 samples from the selected parameters to calculate
Miot, Ly 1ot and M/Ly. We took the 15.9-th and 84.1-th percentiles of the simulated
values as the lower and upper 1o confidence boundaries of the respective parameter.
Table 4.4 lists the masses, luminosities and M /Ly ratios for all 26 clusters in our
sample.

Our dynamical analysis assumed that all clusters are exclusively pressure-supported
systems. However, for two cases—NGC 1978 and NGC 1846—the kinematic data sug-
gest that the clusters may exhibit coherent rotation (see Figure 2.15 and Figure 4.3).
For NGC 1846, we roughly addressed the dynamical effect of rotation in Section 2.3.4,
concluding that rotation may be causing ~9% overestimation in the cluster’s total
mass and M /Ly (see Table 2.10). For NGC 1978, Fischer et al. (1992b) carried
out a more sophisticated analysis in which they fitted single-mass rotating and non-
rotating oblate spheroid models to the surface luminosity profiles and their radial
velocity data. They found no significant differences in M/Lys derived with these
models and those derived with single-mass K66 models. However, the mass estimates
for the cluster did differ systematically among the rotating and non-rotating models.
Our data for NGC 1978, while clearly showing a rotation signature (see right panel of
Figure 4.3), are limited by poor background determination as noted in Section 3.2.5.2.
For this reason, and because NGC 1978 requires a more involved dynamical model-
ing approach, we will defer a detailed analysis for this cluster to a later paper (see

Section 6.2.4).

4.2.3 Comparison with Previous Work

Previously published studies have reported velocity dispersions and M/L ratios
of 13 clusters in common with our work. Seven of these clusters were studied using
integrated-light spectroscopy (Dubath et al., 1997; Zaritsky et al., 2012, 2014), and

another six clusters were studied from dynamical modelling using radial velocities
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Figure 4.3: Simple rotation analysis for the stars with Py > 0.5 in NGC 1978 (see
Section 4.2.2) using the cluster centers listed in Table 3.2. In the left panel, we show
AVies/2 as a function of the bisector position angle (PA), together with the best-fit
sinusoidal model AVis/2 = A, sin (PA + ¢) (see Section 2.3.4 for details). The best-
fit parameters are listed in the figure legend. In the right panel, crosses (dots) indicate
stars with velocities greater (less) than the systemic velocity. The best-fit rotation
axis from the left panel is marked as a dash line in the right panel, and two dotted
lines denote the 1o uncertainties. Apart from NGC 1978 shown in this figure, the
rotation signature of all other clusters in our sample is negligible (|Ayot| /opo S 0.3).

of individual cluster member stars similar to this work (Fischer et al., 1992b, 1993;
Suntzeff et al., 1992; Mackey et al., 2013; Kamann et al., 2018; Patrick et al., 2020).

The left panel of Figure 4.4 shows the difference in central velocity dispersions be-
tween these previous studies and our work (see Table 4.3 and Table 4.4). Our disper-
sion estimates agree well with studies using individual stellar spectra (red triangles);
the average difference (red dashed line) is 0.37 + 0.19 kms™!. As for the integrated-
light studies (blue and green squares), only two clusters with relatively high central
values (i.e. NGC 419 and NGC 1466) agree in the dispersions, while we measured
lower values for the remaining five clusters. For those studied by Zaritsky et al.
(2012, 2014) (blue squares), we obtained an average difference of 1.13 4 0.20 kms™*
in dispersion (blue dashed line).

In the right panel of Figure 4.4, we show the difference in M /Ly ratios between
these previous studies and our work (see Table 4.3 and Table 4.4). In general, our

measured M/ Ly ratios agree better with those studied by Zaritsky et al. (2012, 2014),
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Figure 4.4: Differences between dynamical results—central velocity dispersions (left
panel) and M /Ly ratios (right panel)—found in previous studies compared to results
of the present work. In both panels, different symbols indicate different spectroscopic
measurements used in those studies (see Section 4.2.3). The blue and dashed hor-
izontal lines denote the weighted-average offset values of the corresponding colored
data points.

compared to those using individual stellar spectra. For the clusters studied by Zarit-
sky et al. (2012, 2014) (blue squares), we obtain a weighted average of 0.14 &+ 0.08
in Alog,, (M/Ly) ratio (blue dashed curves); while for the clusters studied using
individual stellar spectra (red triangles), the weighted average (red dashed curves) is
0.23+0.08. These differences may be rooted from the various modeling methods used
to estimate cluster M /Ly ratio. Indeed, our results are in good agreement with those
of the studies adopted the K66 models (i.e., NGC 1466, NGC 1841 and NGC 1850).

Overall, the variations in M/Ly ratios between our work and previous studies
seem reasonable given difference in observational technique, data quality, sample size
and analysis methods. This conclusion is consistent with the detailed case study for
two clusters—NGC 419 and NGC 1846—in Chapter II, where we compared our results
with similar studies based on individual stellar velocity measurements (Kamann et al.,
2018; Mackey et al., 2013). We explored the effects of both poorly-estimated velocity
uncertainties (for NGC 419) and different dynamical modeling (for NGC 1846) on the
determination of M /Ly ratios. We presume that similar issues affect the comparisons

of results described here, though for the present sample, and in particular for the
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integrated-light spectroscopy results (Dubath et al., 1997; Zaritsky et al., 2012, 2014),

we are unable to carry out as detailed a comparison as in Section 2.4.

4.2.4 Cluster Metallicity

As described in Section 3.3.2, we estimated effective temperature for each stellar
target from their colors in order to break the strong temperature-metallicity degen-
eracy in our Bayesian fitting analysis (see Section 3.3.1). The stellar metallicities
obtained in this analysis were used in Section 4.1.2 to flag chemically discrepant stars
as non-members before estimating the ‘raw’ mean metallicities of the clusters.

An open question remains as to how well these ‘raw’ metallicities compare to pre-
vious chemical analyses. One extensive and consistent source of cluster metallicities
come from Ca II triplet (CaT) results that are typically calibrated to two [Fe/H]
scales, i.e. Zinn and West (1984) (ZW84) and Carretta and Gratton (1997) (CG97).
For our target clusters, we have collected all the studies using either [Fe/H] scale, and
then used the relation in Carretta et al. (2001, see their Equation 3) to transfer any
ZW84 [Fe/H] values onto the CG97 scale. In the left panel of Figure 4.5, we com-
pared the [Fe/H] values of nine LMC clusters from Grocholski et al. (2006) (crosses)
and five SMC clusters from Da Costa and Hatzidimitriou (1998); Glatt et al. (2009);
Parisi et al. (2015) (open circles). For metal-poor clusters, our raw [Fe/H] values
agree well with the CaT results; for metal-rich (and mostly LMC) clusters, our raw
[Fe/H] values are systematically lower than those measured by CaT spectroscopy.

The systematic offset in metallicity is found to be related to the color offset be-
tween the colors used to calculate Teg (see Section 3.3.2) and those published in the
Gaia DR2. Figure 4.6 shows the metallicity offsets between the CaT studies and
our work as a function of the Ggp — Ggrp color offsets of the target clusters in com-
mon. The color offsets were calculated the same as that shown in Figure 3.7 but

in a cluster-by-cluster manner, and in the calculation we only considered the cluster
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Figure 4.5: Comparisons of metallicities for clusters in common between our work
and that of previous CaT studies (Da Costa and Hatzidimitriou, 1998; Glatt et al.,
2009; Grocholski et al., 2006; Parisi et al., 2015). In both panels, open circles denote
the SMC clusters and crosses denote the LMC clusters of our sample (see Table 4.1).
The raw cluster metallicities derived in Section 4.1.2 are used in the left panel, while
right panel uses the cluster metallicities (as listed in Table 4.1) obtained after the
calibration described in Section 4.2.4.

members confirmed in Section 4.1.2. For the three SMC clusters (Kron 3, Lindsay 1
and NGC 339) that have multiple CaT measurements available, we took the weighted
average of their [Fe/H] values when calculating the metallicity offsets. We found a
clear positive correlation between metallicity offsets and color offsets. We fitted the
following linear relation (see the dotted line in Figure 4.5) to calibrate our raw cluster

metallicities onto the CaT CG97 scale:

[Fe/H]caor = [Fe/Hlraw + 1.131A(Gpp — Grp) + 0.021. (4.3)

The final [Fe/H]cqor values are listed in column 3 of Table 4.1. The weighted standard
deviation in [Fe/H]cger about the fitted line is 0.064 dex; we have added this value
to the final metallicity errors in quadrature (column 4 of Table 4.1). The comparison

between our calibrated cluster metallicities and those in the CG97 scale is shown in
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Figure 4.6: Metallicity differences for clusters in common with our work and previ-
ous CaT studies as a function of the color offsets raised in the T,g calculation (see
Section 3.3.2). Open circles denote the SMC clusters and crosses denote the LMC
clusters in our sample (see Table 4.1). The dotted line is the weighted linear fit to
these data given by Equation 4.3. This fitted line was used to place our cluster metal-
licities on the CaT system described in Section 4.2.4 and Figure 4.5. For clusters in
our sample lacking published CaT measurements, the adopted A[Fe/H] values are
denoted as red symbols along the dotted line. The calibrated cluster metallicities are
listed in Table 4.1.

the right panel of Figure 4.5. The plot shows that along the full metallicity range,
our modified [Fe/H] values now agree well with those in the CG97 scale after the

calibration using Equation 4.3.
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CHAPTER V

Discussion: How Well to Simple Stellar Population

Models Stack Up?

Having produced M /Ly values for 26 clusters spanning a range of ages (Table 3.1),
metallicities (Table 4.1) and masses (Table 4.4), we now turn to a discussion regarding
the basic trends of M /Ly with respect to these various parameters. Part of that
discussion involves a comparison of our results to M /Ly values predicted by canonical
Simple Stellar Population (SSP) models. Dynamical effects can also lead to evolution
of M/Ly values in clusters, and we consider these effects as well. Given that the
SSP-+dynamics models appear to explain our results reasonably well, we also explore
how cluster M /Ly values may be used to constrain other astrophysical parameters

such as the stellar IMF and cluster disruption timescales in the Magellanic Clouds.

5.1 Mass-to-light Ratios Trends versus SSP Models

A fundamental prediction of stellar evolutionary models is that, barring any strong
IMF variations or pathological dynamical effects, simple populations should become
‘darker’ (i.e., higher M/Ly) with increasing age. The top left panel of Figure 5.1
reveals such a trend as a clear positive correlation between M/Ly ratio and age for

our cluster sample.
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Figure 5.1: Left panels: Dynamical M/Ly ratios of our target clusters in the LMC (filled circles) and SMC (open
circles) as a function of age (top), metallicity (middle) and mass (bottom), over-plotted with evolutionary M/Ly
ratio isochrones from a set of FSPS SSP models (see Section 5.1 for details). The clusters are binned into distinct age
groups denoted by different colors (see Table 5.1 for bin details). In the top left panel, the solid and dashed curves
show M/Ly evolutionary tracks for two metallicities (see the legend). In the top and middle left panels, the colored
dotted lines denote the ages used to generate the SSP isochrone curves (see column 4 of Table 5.1). In the bottom
left panel, the colored dotted lines are calculated for the same ages but in each case we adopted the bin metallicity
of the set of clusters denoted by the same color (see column 5 of Table 5.1). Right panels: Differences of M/Ly
ratios in log space between our measurements and the SSP predictions. The Alog;y (M/Ly ) values were calculated
in a cluster-by-cluster manner using the age and metallicity of each cluster (we used the ages listed in Table 3.1 and
metallicities listed in Table 4.1). In each right-hand panel, the horizontal dashed line shows the weighted mean offset
in Alogyy (M/Ly) for the entire sample.
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In the same panel, we have overplotted evolutionary tracks of a set of SSP models
denoted by the solid and dashed black lines and the shaded gray area bounded by
these two lines. The tracks were produced using the Flexible Stellar Population
Synthesis (FSPS) code (Conroy et al., 2009; Conroy and Gunn, 2010) employing
Padova isochrones (Girardi et al., 2000; Marigo et al., 2008), a Kroupa (2001) IMF,
and the BaSeL spectral library (Lejeune et al., 1997, 1998; Westera et al., 2002).
We will refer to the tracks produced by this combination of Kroupa/Padova/BaSeL
models as ‘canonical’ SSP models throughout this thesis. The shaded area in the
figure is meant to roughly represent the age-metallicity regime appropriate for MC
clusters. The colors of the data points denote age bins used to categorize the clusters.
The colored dotted lines represent the approximate average ages of these bins (see
Table 5.1 and the caption of Figure 5.1 for details regarding these age bins).

We also tested other options in the FSPS code, such as using the MILES spectral
library (Sdnchez-Bldzquez et al., 2006) with both MIST (Dotter, 2016; Choi et al.,
2016; Paxton et al., 2011, 2013, 2015) and BaSTI theoretical isochrones (Pietrin-
ferni et al., 2004). In all cases, we found good agreement (< 10%) with the adopted
Padova/Kroupa/BaSeL models among predicted M/ Ly ratios using alternative isochrones
and stellar libraries.

Figure 5.1 reveals that when compared to the adopted canonical SSP models, our
dynamical M /Ly ratios tend to run lower than the predictions. This offset leads
to an obvious but important conclusion: There is no evidence that the clusters in
our sample contain significant amounts of dark matter. This supports our implicit
assumption that these clusters are devoid of dark matter and hence ‘pure’ tests of
SSP models.

The offset between the SSP models and our observations is further highlighted in
the top right panel of Figure 5.1, where we show the difference between our measured

M/ Ly ratios and the SSP predictions as a function of cluster age. The Alog,, (M/Ly)
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Table 5.1: Age/Metallcity bins of the cluster sample

Bin Color* Age Range Bin Age® Bin [Fe/H]" Clusters
(Gyr) (Gyr) (dex)
1 @ (3) (4) () (6)
1 Purple 0.04-0.14 0.1 -0.4 NGC 330, 458, 1850
2 Blue 0.7-1.5 1.0 -0.4 NGC 152, 411, 419, 1751, 1831, 2209
3 Green 1522 18 04 NGC 1783, 1806, 1846, 1978, 2203: Hodge 4
4 Yellow 2.9-3.2 3.0 -0.4 NGC 2121, 2155; SL 663
5 Red 6.3 8.1 7.0 0.7 NGC 339, 361, 416; Kron 3, Lindsay 1
6  Black 12.7-13.8 12.5 -1.7 NGC 1466, 1841, 2257

2These colors are used in Figure 5.1, Figure 5.2 and Figure 5.4 to represent clusters and model
results associated with the age/metallicity bins listed here.

PThese bin age and metallicity values are used to produce the isochrone curves shown in Figure 5.1,
Figure 5.2 and Figure 5.4. They are set to equal grid point values in the Anders et al. (2009)
models.

values were calculated uniquely for each cluster using its own age (see Table 3.1) and
metallicity (see Table 4.1). Across the entire sample, our M /Ly ratios are —0.2440.03
dex lower on average than the theoretical predictions in log space, with an error-
weighted standard deviation of 0.16 dex. There is a weak indication that the youngest
clusters may more closely follow the SSP predictions. Notably, the overall offset—
about 70%—cannot be accounted for by using different input models in the FSPS
code.

As shown in the middle left panel of Figure 5.1, we also find a trend of decreasing
M/ Ly ratio with increasing cluster metallicity. This trend is not unexpected since
the more metal-rich clusters in our sample are also younger and hence lower in M/ Ly
ratio than those of the metal-poor counterparts; this is simply a manifestation of the
well-known age-metallicity relation for MC clusters (see Figure 3.1 and, e.g. Harris
and Zaritsky, 2009; Parisi et al., 2015). In the middle right panel, the Alog,, (M/Ly)
values are plotted against the metallicities for all clusters in our sample.

The bottom left panel of Figure 5.1 shows a broad trend of increasing M/Ly
ratio with increasing cluster mass. This behavior is also seen among old (globular)

clusters in both our Galaxy (Mandushev et al., 1991; Kimmig et al., 2015) and M31
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(Strader et al., 2011), and were attributed by these authors to be due to dynamical
evolutionary effects. The isochrones from canonical SSP models (colored dotted lines)
remain constant with cluster mass and so do not to predict a trend of M /Ly with
total mass. We will return to this when we consider dynamical evolution effects in the
MC clusters. The bottom right panel shows the offsets in Alog,, (M /Ly ) with the

SSP predictions calculated using the appropriate age and metallicity for each cluster.

5.2 Dynamical Effects on Cluster Mass-to-light Ratios

5.2.1 Mass underestimates from single-mass models

Our dynamical analysis employs single-mass models—specifically K66 models—
that assume equal-mass particles and a constant cluster M /Ly ratio at all radii. Such
models do not account for dynamical effects associated with energy equipartition that
lead to observable features such as mass segregation and, hence, spatial evolution of
M/ Ly over time. In the presence of a tidal field, low-mass stars (with preferentially
high M/Ly values) will be lost causing a global decrease of M /Ly as well. Due to
these effects, we can expect that any single-mass models, such as the K66 models we
used, will tend to underestimate the total mass, especially when the kinematic tracers
(such as our observed RGs) are more massive than the mean mass of cluster members
and therefore kinematically colder and more concentrated in the inner regions of the
cluster.

Sollima et al. (2015) explored this effect quantitatively by comparing different
analytic models (including the K66 model) used to simulated observations obtained
from a suite of N-body simulations of star clusters in different stages of their evolution.
For clusters with high degree of relaxation (i.e., half-mass relaxation time scale t,;, =
0.12 Gyr), they found that the cluster mass can be underestimated up to 50% of the

true value. This accounts for a correction of 0.30 dex in log,, (M/Ly) and could,
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in principle, fully explain the offset seen in Section 5.1. However, it is unlikely that
most of our clusters are highly relaxed since some are relatively young and most are
comparatively low-density systems.

A more applicable estimation using a longer relaxation timescale (i.e., t,;, = 4.97
Gyr) was also studied by Sollima et al. (2015). For this case, they found that K66
models can underestimate the true mass of about 10-20%, depending on the initial
cluster mass, the strength of the tidal field and the radial extent of the kinematics
tracers (the RGs in our case) used in the dynamical analysis. This is consistent with
the work by Hénault-Brunet et al. (2019), who used mock data from a star-by-star
N-body simulation of M4 to compare mass modelling techniques, including ones using
K66 models. They found that the K66 model underestimates the true cluster mass
by about 17%. This corresponds to an offset in log,, (M /Ly ) of 0.08 dex, insufficient
to fully account for the offset between our observed M/Ly and the canonical SSP
models (though it can reduce the offset to about half of what is observed. We conclude
that our adoption of K66 models tends to underestimate the true cluster mass, but
this does not by itself account for the offset we observe between our measured M/ Ly

ratios and the canonical SSP models (top right panel of Figure 5.1).

5.2.2 External dynamical effects

After a bound star cluster forms from a dense gas cloud and survives the so-
called ‘infant mortality’ stage (the timescale of about 10 Myr for unbound clusters
to totally dissolve, e.g, Lada and Lada, 2003; Whitmore, 2004), its evolution will be
driven by both internal and external dynamical effects. The internal effects include
those described in Section 5.2.1 as well as changes in the masses of stars due to mass
loss or binary mergers (e.g, Portegies Zwart et al., 2010; Renaud, 2018). External
effects can include tidal perturbations from the host galaxy due to either impulsive

effects—e.g. encounters with giant molecular clouds, spiral arms or other clusters—or
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secular evolution arising from a changing tidal field as a cluster orbits within a galaxy
(see e.g. Krumholz et al., 2019). In the canonical SSP models used here, generally
only the internal effects related to stellar evolution are considered. Ignoring cluster
dynamical evolution—both the internal dynamics and the external tidal effects—can
lead to overestimated M /Ly values over time (we have seen this to be the case for
internal dynamical evolution in Section 5.2.1).

To test how dynamical evolution affects cluster M /Ly ratios, we have adapted
a suite of evolutionary synthesis models developed by Anders et al. (2009). Their
models are built from the GALEV code (see, e.g. Kotulla et al., 2009) using the Padova
isochrones, a Kroupa (2001) IMF and BaSeL spectral library (the same as the SSP
models we adopted in Section 5.1). These models account for dynamical evolution of
star cluster by introducing a mass-dependent parameter—the total cluster disruption
time, tg5%, defined as the time when 95% of the initial cluster mass is unbound. This
timescale attempts to parameterize the mass-function evolution found in N-body
simulations of stars clusters dissolving in tidal fields (Baumgardt and Makino, 2003).

In the left panel of Figure 5.2, we compare our empirical M /Ly ratios as a function
of age with the Anders et al. (2009) models. For purposes of comparison, we assume
that the clusters are halfway in time to total disruption (i.e., their disruption times are
twice their current ages). Different colored bands in the plot correspond to different
disruption times that are two times the ages indicated by the colored dotted lines (see
the figure caption for details). The models reveal that external dynamical evolution
causes the M/ Ly ratio to increase slowly then decrease over time as a cluster ages.
This is in contrast to the SSP predictions where cluster M /Ly values steadily increase
with time (the light gray band in the left panel of Figure 5.2 and, more clearly, in the
top left panel of Figure 5.1).

In the right panel of Figure 5.2, we plot Alog,, (M/Ly) as a function of age in

a cluster-by-cluster manner, still assuming the disruption time is twice the age of
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Figure 5.2: The same as the upper panels of Figure 5.1, but now the colored dotted
lines denote results from the synthesis models (Anders et al., 2009) that account
for cluster dynamical evolution (see Section 5.2.2). For purposes of comparison, we
assume the clusters are halfway in time to the total dynamical disruption time, defined
when cluster loses 95% of their initial mass. In the left panel, the color bands denote
a range of evolutionary tracks over metallicity from -2.0 (lower band boundaries) to
-0.7 (upper band boundaries) dex. Different band colors correspond to disruption
times of twice the bin ages listed in Table 5.1. In the right panel, the Alog,, (M/Ly)
values were calculated in a cluster-by-cluster manner using the age and metallicity of
each cluster and compared with the Anders et al. (2009) models under the assumption
that the total disruption time is double the age of the cluster. The horizontal dashed
line shows the weighted mean offset in Alog,, (M/Ly ) for the entire sample.
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Figure 5.3: The same as the right panel of Figure 5.2, but the corresponding SSP-
predicted M /Ly value is predicted under the assumption that the total disruption
time is the sum of the age of the cluster and its current core relaxation time (see
Equation 5.1).

a given cluster. The error-weighted average in Alog,, (M/Ly) is —0.06 £+ 0.03 dex
(denoted as a dashed black line), with an error-weighted standard deviation of 0.18.
This represents better agreement with models accounting for cluster evolution than
canonical SSP models (compare with the top right panel in Figure 5.1). Clearly, if we
combine mass underestimation discussed in Section 5.2.1, the offset in Alog,, (M/Ly)
can become negligible, implicitly assuming the two dynamical effects are at least
partly independent.

An alternative approach to this analysis is to assume that the clusters will totally
dissolve no sooner than their current central relaxation time (see, e.g., Spitzer, 1987,

Djorgovski, 1993; Mackey et al., 2013; Bianchini et al., 2016). This timescale can be

8338 x100yr (m - oo N2/ \? (51)
7 In04N Mg Mg pc—3 pc/) ’ '

where N is the total number of stars in the cluster, m is the mean stellar mass, pg is

defined as

the central mass density, and r. is the core radius (computed from distance moduli
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listed in Table 3.1 and K66 radii listed in Table 3.2). We set N = M/m assuming
m = 0.5 Mg, a reasonable simplification given that the actual range of m is 0.46-0.63
Mg for the clusters in our sample assuming the canonical SSP models.

In Figure 5.3, we show an analogous plot as the right panel of Figure 5.2 but
with under the assumption that fgqs = tage + trc. The error-weighted average in
Alog,o (M/Ly) is —0.03 £ 0.03 dex (denoted as a dashed black line), with an error-
weighted standard deviation of 0.18, somewhat better agreement than seen in Fig-
ure 5.2. More importantly, however, is the way in which the agreement has system-
atically improved for the younger clusters, consistent with our findings in the next
section of a typical cluster dissolution timescale in the MCs of a few Gyr.

The results shown in Figure 5.2 and Figure 5.3 allow us to conclude that inter-
nal /external dynamical effects plausibly account for the offset between our measured

M/ Ly and the SSP models shown in the upper panels of Figure 5.1.

5.3 Cluster dissolution in the LMC and SMC

For star clusters in a tidal field, the total disruption time depends on the a clus-
ter’s initial mass as tos, o< M, based on both N-body simulations (Baumgardt
and Makino, 2003) and observations (e.g. Boutloukos and Lamers, 2003; Lamers
et al., 2005a). The index ~ has been found to be 0.62 and 0.60 £ 0.02, respec-
tively, from N-body simulations (Baumgardt and Makino, 2003) and observations of
solar-neighborhood open clusters (Lamers et al., 2005b). A scaling factor, 4, specifies
the disruption time of a 10* M, star cluster within its host galaxy.

Adopting a model in which both ¢, and the cluster formation rate (CFR) are
constant, Boutloukos and Lamers (2003) derived logt, = 9.90 £ 0.20 and v = 0.61 +
0.08 from the analysis of 314 SMC clusters located within 4 kpc from that galaxy’s
center. For the LMC, Parmentier and de Grijs (2008) used the same approach to

constrain t, but with v set to a fixed value of 0.62. They concluded only that ¢, > 1
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Gyr, principally due to an apparent steady increase of the CFR in the LMC over the
past 5 Gyr, negating one of the assumptions of the analysis.

We show here that we can use our M /Ly results to constrain t4 in both galaxies.
We start with the Anders et al. (2009) models as shown in the left panel of Figure 5.2.
For a given age and metallicity, we can read off a M/Ly corresponding to a given
disruption time. Using Equation 2 from Anders et al. (2009), we can write for a given

cluster

Miul6) = £ 34 = ) 10" 0 - () " el T 62

where t is the cluster’s age. The parameter p., specifies the mass loss of a cluster due
to standard stellar evolutionary effects (e.g. mass loss). The function f(t) specifies
the remaining bound mass fraction of a clusters when both stellar evolution and
dynamical effects are considered. Given a value for ¢4 and -, we can use this procedure
to generate isochrones in the (M/Ly)-M{,, plane.

The left panel of Figure 5.4 shows a set of such isochrones for t4 = 8.0 Gyr (the
measured value for the SMC by Boutloukos and Lamers, 2003), while the right panel
shows results for ¢, = 0.8 Gyr (consistent with the lower limit value for the LMC
clusters by Parmentier and de Grijs, 2008). In both cases, we have adopted v = 0.62
(Boutloukos and Lamers, 2003). The isochrone colors correspond to the adopted
mean ages and metallicities for the bins in which the clusters have been assigned (see
the caption). Since the clusters of a given age bin vary in age and metallicity, we have
shifted their positions in Figure 5.4 (relative to the lower left panel of Figure 5.1) by
using the canonical SSP model (i.e., the model with a disruption time of 200 Gyr
in Anders et al., 2009) to determine the small shifts in M and Ly associated with
the shift in age and metallicity of each cluster to the corresponding bin values. The

‘prime’ notation (M{.,, and (M/Ly)’) is meant to emphasize that the plotted values
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Figure 5.4: Time evolution of M /Ly ratios as a function of (present-day) cluster mass
for two fixed local gravitational field strengths (characterized by the characterized
disruption time t4; see Section 5.3). Both panels contain the same data as the bottom
left panel in Figure 5.1, but here the colored dotted lines are isochrones calculated
from the synthesis models (Anders et al., 2009) accounting for dynamical evolution
of star clusters. The bin ages and metallicities used to produce the isochrone curves
are listed in Table 5.1.

have been adjusted from the results shown in Figure 5.1.

In both panels of Figure 5.4, we can see that (M /Ly )" is constant for the highest-
mass and youngest clusters as these systems have not yet attained internal energy
equipartition; thus their (M /Ly )" values are nearly the same as expected for canonical
SSP models (see Figure 5.1). For the t; = 0.8 Gyr models (right panel), it can also be
seen that as age increases, (M /Ly )" can increase with decreasing mass. The reflects
the fact that, at any given age, low-mass clusters will have lost more low-mass stars
due to energy equipartition (Kruijssen, 2008). For the lowest mass clusters, (e.g. the
black and red dotted lines in the right panel of Figure 5.4) the increasing fraction
of bound stellar remnants near the end stages of cluster dissolution (Anders et al.,
2009) causes a rapid increase in (M/Ly)’. This also implies that clusters found near
the minima of the isochrones are very close to complete dissolution.

Note that for the larger value of ¢4 (8.0 Gyr; left panel in Figure 5.4), the isochrones
tend to run above the data for clusters of corresponding age. For the smaller ¢4 value

(0.8 Gyr; right panel), the isochrones systematically match the cluster data better in
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both the SMC and LMC, with two exceptions. First, the oldest clusters (in black)
appear to agree better with the larger ¢4 value. These clusters, all associated with
the LMC, are located furthest from the galaxy center. This suggests that they may
be subjected to a milder tidal field and hence take considerably longer to disrupt.
The second exception is NGC 361 that appears to deviate from the lower-t, models.
This particular cluster has a small kinematic sample that is notably sensitive to
contamination by outliers (see Section 4.2.1) and, hence, a potentially large systematic
overestimate of its (M /Ly )" value.

Our estimate of ¢4 based on Figure 5.4 does not rely on sample completeness, nor
any sorts of assumptions regarding the cluster mass functions and cluster formation
rates in the MCs. This suggests that we can use our results to test assumptions
used in other studies that have used these clusters to estimate t4. For the LMC, our
estimated value of t; ~ 1 Gyr is similar to the lower limit found by Parmentier and
de Grijs (2008). That limit resulted from the assumption of a non-constant cluster
formation that had a minimum around 5 Gyr ago. For the SMC, our estimated
value of t, is considerably shorter than the value of 8.0 Gyr found by Boutloukos and
Lamers (2003) and who assumed a constant CFR. Our results bring this assumption
into question but do not allow us to specify an alternate form of the CFR in the SMC.

The LMC cluster NGC 2155 lies closest to the minimum of its corresponding
isochrone in the right panel of Figure 5.4, indicating, as noted above, that this clus-
ter may be close to complete dissolution (Anders et al., 2009). This is particularly
interesting because NGC 2155 is one of the oldest clusters (at 3.0 Gyr; see Table 3.1)
in the LMC found at the young edge of the well-known cluster age gap of that galaxy
(Bertelli et al., 1992; Girardi et al., 1995; Olszewski et al., 1996). Given this location
in Figure 5.4, the Anders et al. (2009) models allow us to estimate that the cluster
has lost 80-95% of its initial mass. If we assume for NGC 2155 a factor of 10 mass

loss over its lifetime, its initial mass would have been around 10° M, similar to the
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globular-like LMC clusters in our sample (NGC 1466, NGC 1841 and NGC 2157).
This suggests that many present-day intermediate-age LMC clusters may have started
out similar in mass to objects we now consider to be globular clusters, but they have
succumbed in a comparatively short time to the disruptive tidal field of the LMC disk

due to a considerably shorter value of ¢4 in that part of the galaxy.

5.4 Variations in the Stellar Initial Mass Function?

Up to this point we have only considered the Kroupa (2001) IMF in the canon-
ical SSP models we have employed so far in our analysis. For an IMF of the form
dN/dM o M=, the Kroupa (2001) IMF has three mass ranges: less than 0.5 Mg,
between 0.5 and 1.0 M, and greater than 1.0 M), respectively characterized by aq,
agz, and ag (see also Strader et al., 2011). In the FSPS code (Conroy et al., 2009;
Conroy and Gunn, 2010) with an initial mass range between 0.08 and 100 M), the
default values for the Kroupa (2001) IMF are oy = 1.3 and ay = a3 = 2.3.

Of course, owing to the immense range in M /Ly among stars of different mass,
the integrated M /Ly ratio of a stellar population depends sensitively on the form of
the initial mass function (IMF). Broadly speaking, ‘bottom heavy’ IMFs—ones with
relatively more low-mass stars than the Kroupa IMF—will produce larger M/Ly
values, while ‘bottom light” IMFs will result in lower M/Ly values. We explore here
the extent to which IMF variations alone may account for the observed offset of M/ Ly
relative to canonical SSP models (upper panels of Figure 5.1).

Since the observed M /Ly of the clusters in our sample are smaller than SSP
model predictions, the argument above implies that a bottom light IMF is needed to
reconcile the data and models in the absence of any other effects—such as dynamical

evolution as discussed above—which may alter M/Ly. We follow the discussion of

LA similar conclusion may hold for SL 663, the other cluster in our sample of similar age to
NGC 2155, but its M /Ly and mass uncertainties (see Figure 5.4) make any estimate of its dynamical
state or its total mass loss quite uncertain.
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Figure 5.5: The same as the upper panels of Figure 5.1, but now the solid and dashed
curves and their enclosed gray band denote the evolutionary tracks of SSP models
with a bottom-light (top panels) and an extreme bottom-light IMFs (bottom panels),
respectively. These two IMFs are defined in Section 5.4. The Alog,, (M/Ly) values
in the right panels were again calculated in a cluster-by-cluster manner using the age
and metallicity of each cluster similar to those shown in Figure 5.1. The colors of the
points correspond to the age bins described in Table 5.1.

Dalgleish et al. (2020) who defined two simple power-law mass functions (MF). In
both cases, a3 = 2.3 (the same as the Kroupa IMF), but for lower stellar masses
between 0.08 and 1.0 My, a; = as = 1.3 for their so-called ‘bottom-light” MF, and
a1 = ay = 0.3 for their ‘extreme bottom-light” MF. In Figure 5.5 we illustrate how
the SSP models are altered by adopting these as IMFs. Both improve the agreement
of the models and cluster data; in the case of the ‘extreme bottom-light’ IMF, the
net offset of the data and models is nearly completely accounted for.

This conclusion contrasts with that of Zaritsky et al. (2012, 2013, 2014) who used
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integrated light spectroscopy to estimate M /Ly ratios for a sample of MC clusters.
In the left panel of Figure 5.6 we plot along with our results these integrated light
measurements as well as M /Ly estimates MC clusters based on individual-star spec-
troscopy of intrinsic precision similar to that of our study ((Fischer et al., 1992ab,
1993; Suntzeff et al., 1992; McLaughlin and van der Marel, 2005; Mackey et al., 2013;
Kamann et al., 2018; Patrick et al., 2020). This comparison highlights some key
points. First, all individual-star results seem to agree systematically over the full
range of ages explored by the data. Moreover, these data roughly parallel the model
expectations. Second, the integrated-light measurements appear to define a relation
that is considerably shallower than the SSP models or the individual-star measure-
ments. Third, modified SSP models based on a bottom-heavy IMF (a7 = ay = 2.8
and a3 = 2.3, plotted in the left panel of Figure 5.6) agree well with the Zaritsky
et al. (2012, 2014) integrated-light results for clusters younger than about 3 Gyr. For
older clusters, the integrated-light and individual-star M /Ly results broadly agree.
Integrated-light studies tend to favor high-concentration clusters with moderate
to bright central surface brightnesses, while individual-star studies tend to employ
more diffuse, larger clusters where obtaining spectra of distinct stars is more feasible.
Moreover, the integrated-light spectra tend to only consist of contributions from the
innermost regions of the clusters. These may point to a possible physical distinc-
tion between the clusters that reveals real IMF variations. However, the systematic
tendency of the integrated-light results to run high compared to individual-star re-
sults, particularly for clusters younger than about 3 Gyr, suggests a more prosaic
explanation. The right panel of Figure 5.6 compares the integrated-light results with
the M /Ly results based on the ‘Box’ samples (see Section 4.2.1). We have already
demonstrated (Section 4.2.1) that the Box samples are subject to contamination by
non-members, and the broad agreement with the integrated-light values evident in

Figure 5.6 suggests that the latter may as well. Unlike individual-star analyses, how-
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Figure 5.6: Left panel: The same as the top left panel of Figure 5.1, but with all
M/ Ly values from this work shown in black. Over-plotted are the M /Ly results
from previously published studies using either integrated-light spectroscopy (blue)
or individual stellar spectra (red and green). The green data points denote the re-
calculated results of McLaughlin and van der Marel (2005) by fitting K66 models to
previously published velocity dispersion results (i.e., NGC 1866 from Fischer et al.
1992a and NGC 1850 from Fischer et al. 1993), and hence are labelled differently from
other individual-star studies shown in red. We also plot the evolutionary tracks of SSP
models with a bottom-heavy IMF (blue curves and band) to illustrate the trend of
integrated-light results for clusters young than about 3 Gyr (blue pentagons). Right
panel: The same as the left panel, but with all our M /Ly values (in black) derived
from the BOX samples (see Table 4.3) instead of the PM50/PM50’ as shown in the
left panel.

ever, it is not feasible to remove the effects of outliers in an integrated spectrum
should such stars be present. Clearly, more studies of clusters observed using both

techniques would help explore the nature of this apparent discrepancy.

5.5 Conclusions

In this chapter, I have presented the trends of M /Ly with cluster age, metallicity
and mass, and compared these trends with the predictions of canonical SSP models
(Section 5.1). Our observed M /Ly values agree well with the age trend as predicted
by the canonical SSP models, although the cluster-by-cluster comparison shows that
our empirical M /Ly values are about 40% lower than model predictions over the full

range of ages exhibited by the clusters in our sample. The offset to lower M /Ly ratios
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confirms the underlying assumption of this work that these clusters do not contain
any significant amount of dark matter.

I have discussed that both dynamical effects (Section 5.2) and IMF variations
(Section 5.4) can account for the offset found between our observations and the SSP
models. However, given that dynamical effects must dominate the evolution of star
clusters when they survive from their early evolutionary stage, IMF variations—
bottom-light IMF's to be specific—are not required to explain the offset. In contrast,
bottom-heavy IMFs can increase the model-predicted M /Ly at a given age and ex-
aggerate the offset. Hence these IMF's are ruled out for our cluster sample.

I have also applied simple cluster dissolution model to the observed masses and
M /Ly ratios of the clusters in our sample (Section 5.3). Our results suggest that
external tidal dynamical effects lead to relatively rapid dissolution in both LMC and
SMC (t4 ~ 0.8 Gyr, where 4 is time to disrupt half of a sample of clusters with initial
mass 102M). One exception is, perhaps, clusters located well outside the main body

of the LMC where a longer 4 is indicated.
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CHAPTER VI

Summary, Conclusions and Future Work

6.1 Summary and Conclusions

In this dissertation, I have presented Magellan/M2FS observations of (mostly)
red giants in and around 26 Magellanic Cloud star clusters (10 in the SMC and 16
in the LMC) chosen to span the range from ~100 Myr to ~13 Gyr in age, and from
—2.0 to —0.4 in [Fe/H]. With my collaborators, I have led work on employing an
improved version of the data reduction process (described in Section 2.2.4) to extract
from the raw data 3137 stellar spectra of 2901 distinct targets. Using stellar effective
temperatures estimated with Gaia DR2 G-band magnitudes (see Section 3.3.2), we
applied a Bayesian methodology to obtain radial velocities, metallcities and surface
gravities from these spectra (see Section 3.3.1 and Song et al. 2017). These parameters
were used to identify peculiar targets, such as C stars, binary /blended stars, extreme
M supergiants, etc. (see Section 3.3.4). Combined with previously published velocities
of individual stars in the clusters of our sample, we have produced a kinematic dataset
of 2787 stars suitable for dynamical and chemical analyses.

Using this sample, we have determined membership probabilities of individual
stars in each cluster using an Expectation-Maximization (EM) algorithm ( Walker
et al., 2015b,a) with the assumption that cluster members are spatially and kinemat-

ically distributed as expected for a single-mass K66 model (King, 1966). The EM
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algorithm we used assumes that superimposed on the cluster is a spatially uniform
field population that follows a kinematically much broader Gaussian distribution than
the cluster population. In order to properly account for the influence of likely non-
members, we followed the approaches described in Section 2.3.2.1 to assign cluster
membership probabilities for the stars in each cluster sample (Section 4.1). We found
that for five clusters, the so-called PM50 samples (comprised of stars with membership
probabilities greater than 50%) still have potential field interlopers. We developed a
related approach, PM50’, to identify cases where significant contamination by a single
unflagged non-member appears to be present (see Section 4.2.1). Using the cluster
members in the resulting PM50 or, for a few clusters, PM50’ samples, we obtained
projected central velocity dispersion of each cluster. From these, we have derived
total masses, M/Ly ratios and mean metallicities for all 26 clusters in our sample.

Our results exhibit readily understandable trends of M /Ly with cluster age, metal-
licity and mass (see Section 5.1). When compared with canonical SSP models, we
found that our empirical M /Ly values are about 40% (—0.24 dex in Alog,, (M/Ly))
lower than model predictions over the full range of ages exhibited by the clusters in
our sample. We explored the origin of this offset by considering two specific dynami-
cal effects (Section 5.2). First, the single-mass K66 model we adopted do not account
for energy equipartition and, hence, mass segregation within clusters. Consequently,
these models will tend to underestimate a cluster’s total mass compared to more re-
alistic multi-mass models. N-body simulations of star clusters (Sollima et al., 2015;
Hénault-Brunet et al., 2019) suggest that this only partially accounts for the offset
as we found (about ~0.08 dex). Second, using modified SSP models that account for
cluster evolution in a tidal field (Anders et al., 2009), the M /Ly offset can almost be
entirely eliminated (to about —0.06 or —0.03 dex) for reasonable cluster disruption
timescale assumptions.

The observed masses and M/Ly ratios of the clusters in our sample were used
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to try to constrain timescales of cluster dissolution in the MCs using a simple tidal
disruption model (see Section 5.3; also Baumgardt and Makino 2003; Boutloukos and
Lamers 2003; Parmentier and de Grijs 2008). Our results suggest that external tidal
dynamical effects lead to relatively rapid dissolution in both galaxies (¢4 ~ 0.8 Gyr,
where ¢, is time to disrupt half of a sample of clusters with initial mass 10?M). One
exception is, perhaps, clusters located well outside the main body of the LMC where
a longer t4 is indicated. For the LMC, this model is consistent with the assumption of
a non-constant cluster formation rate (CFR) (Parmentier and de Grijs, 2008). Our
analysis suggests that the LMC cluster NGC 2155—with an age of 3.0 Gyr—may
be close to total dissolution, having already lost 65-90% of its initial mass. More
detailed kinematic studies of this cluster and other LMC clusters near the temporally
more recent edge of the ‘age gap’ (Bertelli et al., 1992; Girardi et al., 1995; Olszewski
et al., 1996) may provide important constraints on the CFR of this galaxy. For
the SMC, our analysis suggests a short mean cluster disruption timescale (possibly
non-constant CFR in the past), somewhat in contrast to the conclusions of (e.g.
Boutloukos and Lamers, 2003) who assumed a constant CFR and comparatively long
cluster disruption timescale.

In parallel to the discussions about cluster dynamical effects, we also considered
the effect of varying stellar IMF's among star clusters to explain the offset between
observed and model M /Ly values (Section 5.4). We found that an extreme bottom-
light IMF could, by itself, almost fully account for the offset. In contrast, the fact that
our observed M /Ly ratios run lower than SSP models with canonical IMF strongly
disfavors the presence of a bottom-heavy IMF for these clusters.

A key conclusion of this study is that both dynamical effects and IMF variations
can account for the M /Ly values we have measured for our cluster sample (see Fig-
ure 5.2, Figure 5.4 and Figure 5.5). It is worth noting, however, that while dynamical

effects must be affecting the evolution of MC star clusters, it is not as clear that
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IMF variations can or must be present. Thus, we favor the dynamical modifications
to SSP models as described in Section 5.2.2 and Section 5.3 as the more likely rea-
son to account that our M/ Ly results run systematically below the predictions from
canonical SSP models. To the extent that IMF variations may be present, our results
require these to be in the form of a bottom-light mass function since bottom-heavy
IMFs would cause M/ Ly values to run higher than canonical models. As long as dy-
namical or minor IMF variations are allowed, we find that, overall, present-day SSP
models such as those used for our analysis do a remarkably good job of explaining

the integrated M /Ly values we observe for MC clusters.

6.2 Future Work

This thesis has been mainly focused on deriving consistent masses and M/Ly
ratios of populous star clusters in the MCs. To this end, I have employed only a
small portion of the M2FS spectral data obtained in Chapter III. Many interesting
stellar sources associated with the clusters and in their surrounding field populations
remain available for further detailed study. The data also contain information—for
example, the chemical abundances of a wide range of elements and stellar rotation—
that have not been explored in detail in this study. More importantly, this work also
suggests new avenues of research that would benefit from additional new data. In
this section I describe five specific areas of future study that directly build upon and

extend my thesis research.
6.2.1 Carbon Stars in Magellanic Cloud Clusters and Their Environ-
ments

Carbon (C) stars exhibit surface carbon-to-oxygen ratio greater than unity that
can produce strong features of carbon-rich molecules (such as CN, CH and C,) in

their spectra (e.g. Wallerstein and Knapp, 1998). They are believed to be formed via
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two routes: The intrinsic C stars are formed from the evolution of asymptotic giant
branch (AGB) stars dredging deep helium burning material up to the surface (e.g.
Iben and Renzini, 1983); the extrinsic C stars are formed by accreting carbon-rich
material from a donor star in a binary system (e.g. Van Eck et al., 1998). Data on
C stars in the LMC and SMC have accumulated for many decades; to date, a total
of 7760 and 1707 C stars are known in the LMC and SMC, respectively (Kontizas
et al., 2001; Rebeirot et al., 1993). These samples of C stars are useful for the studies
of stellar evolution, and the structure and chemical evolution of the MCs.

The stellar spectra present in this thesis are mostly obtained from normal RGs
in and around the field of each cluster. But, along with these normal stars, I have
confirmed the presence of many C stars during the spectral analysis described in
Section 3.3.4. As noted in Section 3.3.4.2, I devised a method to identify candidate C
stars that produce poor LOS velocity estimates with the aim of removing them from
the clusters’ kinematic samples. This process identified many strong C stars, but also
numerous other stars with considerably weaker C-star features. Here I describe briefly
how one can improve that C-star finding approach to identify from the spectra used
in this study C stars exhibiting a broad range of characteristic C spectral features.
This approach will be used as the basis for developing a subsample of C stars analyze
in a future paper.

The most prominent C, feature present in the spectra we obtained for this study
is a Swan band with a bandhead at a rest-frame wavelength of 5165 A. To precisely
locate this feature, we effectively shifted every spectrum to its rest frame based on its
best-fit LOS velocity estimate (i.e. the raw LOS velocity from the Bayesian fitting
process described in Section 3.3.1). From this rest-frame spectrum, we computed a

spectral index, R, which measures the flux ratio of the flux at the Cy bandhead to
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the flux in a redward continuum band of similar width, i.e.,

Mean Counts between 5161.5 and 5165.5 A
Mean Counts between 5174.5 and 5178.5 A’

Rcts -

(see Figure 6.1 for a visualization of the bands used to calculate R).!

Figure 6.2 plots all measured R values against the Gaia DR2 colors of all stars
in our sample. The bi-weight mean (Cg;, Beers et al. 1990) of the sample is shown
as a solid line in Figure 6.2; the dashed lines symmetrically enclose about 95% of the
sample and so can be considered roughly 20 intervals around the mean. All the C
stars identified in this approach are located well below the mean value of R. due to
the depressed flux in the Cy; band relative to the continuum band. I have denoted
with different colors an arbitrary separation of likely C stars based on their R values
and additional absorption features (explained below). In the figure, I also highlight
all C stars that are possible cluster members (i.e. Py > 0.5, see Section 4.2.1)
with black circles. Note that stars that extend above the main distribution of points
in Figure 6.2 are generally found to exhibit weak to strong TiO absorption from a
bandhead coincidentally located in the ‘continuum’ band of the R index.?

All formerly identified 25 strong C stars (in red in Figure 6.2) have R < 0.4,
and spread toward extreme red end in Ggp — Grp colors. Another six C stars with
weaker carbon features (shown in orange) were identified before in Section 3.3.4.1 and
Section 4.1.1 also have R values below 0.4 but with relatively bluer colors than the
strong C stars. Between R = 0.75 and 0.4, I was able to identify 47 additional stars
showing weak absorption feature in the Cy swan band (in green, blue and purple,

respectively).

'In reality, we computed the band limits shifted by the observed line-of-sight velocity for each
star. For extreme C stars, a good line-of-sight velocity was not measurable (see Section 3.3.4.1), but
such stars were easily identified from direct inspection of their spectra (Figure 6.1). For those cases,
we simply applied the bands shifted to the mean velocity of the LMC or SMC as applicable.

2Which also means that these same bands are a good way to find the coolest M-type giants in
samples such as ours.
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Figure 6.1: Examples of M2FS spectra of C stars identified in Section 6.2.1. From

top to bottom, I show the spectra of two strong C stars, a weak C star, and three
C-rich stars, indicated by various R values in the legend.
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Figure 6.2: Spectral index R.s versus Ggp — Ggrp color of all stars in our sample.
Overplotted are the biweight mean (Cpy, solid line) and 95% range (dashed lines)
of all R.s values. The strong C (red) and weak C (orange) stars identified in Sec-
tion 3.3.4 possess the lower right region on the plot. Other C-rich stars identified
in Section 6.2.1 are located within the region enclosed by the dotted-dash curves,
and drawn differently for various R ranges (green for 0.4-0.6, blue for 0.6-0.7 and

purple for 0.7-0.75).
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Figure 6.3: Carbon stars on the Gaia DR2 CMD. The meanings of the colors are the

same as those shown in Figure 6.2.
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Six representative C-star spectra with various R values are presented in Fig-
ure 6.1. The top two panels show two strong C stars with extreme absorption feature
below ~5165 A in the rest frame. One intermediate and three weak C stars are also
shown in the lower panels. Unlike the strong C stars, the absorption features below
about 5165 A at the Cy bandhead in these weaker C stars are relatively narrower (i.e.
extends only over ~5 A in wavelength) and hence the Cy absorption is weaker.

Figure 6.3 presents the locations of all C stars on the Gaia-based CMD. The
strong C stars (in red) are prominently brighter and redder than all other C stars
showing weaker features, which has been well known for decades (see, e.g. Westerlund
et al., 1991; Wallerstein and Knapp, 1998). What is not so well known is how C stars
populate the giant branch along with other normal O-rich RGB stars at similar colors
and luminosities. In the future, I will use the sample of 78 C stars from this study
to explore the systematic behavior of C stars as a function of age/metallicity and,
for the field C stars in my sample, locations in the MCs. It may even be possible
to tweak the current bands described in Equation 6.1 to improve the capability of
detecting even weaker C stars than we are currently sensitive to.

What makes this sample of C stars particularly interesting is that many are di-
rectly associated with clusters of known age and metallicity. In addition, the selection
process for targets in the clusters used in this study was not biased in any way to
either include or exclude stars as a function of luminosity along the RGB. Conse-
quently, these data may provide for the first time information regarding the relative
frequencies of C stars as they form and evolve within stellar populations of known
ages and metallicities. This sample may shed light on how and when, in an evolu-
tionary sense, carbon is dredged up along the RGB. For example, in Figure 6.3 there
is a hint that C stars may begin to form at surprisingly low luminosities and possibly

along the first-ascent giant branch, both contrary to canonical models.
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6.2.2 Detailed Chemical Abundances of Red Giants in Magellanic Cloud

Clusters

Chemical abundances of MC clusters are fundamental parameters to determine
the cluster formation and chemical enrichment histories of these galaxies. Detailed
abundances, particularly of a wide range of elements, are also useful to understand the
origins and evolution of multiple populations within clusters spanning a range in age
(see, e.g. Gratton et al., 2012; Bastian and Lardo, 2018, for reviews). Such analyses
require high-resolution spectra with good S/N ratios; given the distances to the MCs,
it is not surprising that relatively few stars in MC clusters have been so studied.
Detailed chemical abundances of stars within 11 LMC clusters have been obtained
using high-resolution spectroscopy by various authors (Hill et al., 2000; Johnson et al.,
2006; Mucciarelli et al., 2008, 2009, 2010). These results reveal that the abundances
of many elements in (old) LMC clusters are quite distinct from their counterpart
globular clusters in the MW. For example, lower a-element abundances are observed
among LMC clusters at a given mean metallicity. For SMC clusters, NGC 330 is
the only SMC cluster studied using high-resolution spectroscopy published to date
(Gonzalez and Wallerstein, 1999), though there are a few recent studies using low
resolution spectra of red supergiants of members in other clusters (Hollyhead et al.,
2017, 2018; Patrick et al., 2020).

As described in Section 2.2.3 and Section 3.2.4, in addition to the typical spectra
(i.e. those with the wavelength range 5130-5192 A) obtained from the B-arm of
MSpec, the R-arm had simultaneously observed up to four stellar targets at similar
resolution but used a much broader filter that covers the range 40585524 A (see the
right panel of Figure 2.3). In this thesis, I have analyzed only the same single order—
out of 23 recorded in the R-arm spectra—spanning the same wavelength range as the
orders isolated in the B-arm spectra.

By analyzing the full wavelength range of all R-arm spectra, I aim to perform detail
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chemical abundances of cluster members from different locations of the MCs. These
R-arm spectra can be used to measure accurate [Fe/H] values from several Fe I and
Fe II lines simultaneously. These results can be used to test the cluster metallicities
reported in Section 4.2.4, and compare with those from CaT spectroscopy ( Grocholski
et al., 2006; Parisi et al., 2015, e.g.). Some a-process elements, such as C (from CH
molecular lines), Mg, Ca and Ti, can be detected from this spectral region. These
elements are synthesized from both Type Ia and Type II supernovae, and are crucial
to trace the chemical evolution within MC clusters. We can also detect the iron-
peak elements, such as Cr and Ni, which are mainly produced by Type la supernovae
that contaminate the material from which the clusters ultimately form. Elements
heavier than the Fe group, such as Sr, Y and Ba, are also detectable; and so as more
elements, including Sc, Mn, Zn, Zr and Eu, but depending on S/N, T.s and [Fe/H]
of the obtained spectra. The processes to survey these and other elements in similar
types of stars and at moderate S/N have been discussed in, for example, (Roederer
et al., 2016) who studied the detailed chemical abundances of RGs in the LG dwarf
galaxy Reticulum 2 at a slightly higher resolution (R ~ 30,000) than this work but

over roughly the same wavelength range (41505430 A).

6.2.3 Using Star Clusters and Field Stars to Explore Dynamical Models

of the Magellanic Clouds

With the availability of high-precision astrometric measurements from the Gaia
satellite (Gaia Collaboration et al., 2016), it is now possible to obtain rough tangen-
tial velocities of individual stars out to the distances of the MCs and beyond. Since
every cluster studied in this thesis contains many stars with their LOS velocities ob-
served, this offers an opportunity to measure the 3-D space motions of the individual
clusters to reasonable precision. This type of analysis has already been applied to

MW globular clusters: Over the ~2-yr baseline covered by the Gaia DR2, proper
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motions (PMs) have been obtained for members in MW CGs. Combined with LOS
velocities, these PMs have been used to analyze bulk motions of the clusters to reveal
their detailed orbital properties and thereby explore the MW’s gravitational potential
(e.g. Gaia Collaboration et al., 2018b; Vasiliev, 2019; Watkins et al., 2019; Baumgardt
et al., 2019) and their internal rotations (e.g. Bianchini et al., 2018; Sollima et al.,
2019). This opens up the possibility of using PMs of MC clusters to carry out similar
sorts of analyses for those galaxies.

To illustrate the Gaia capabilities more concretely, we consider the information
from Gaia Collaboration et al. (2018a) which states that the uncertainties of PMs
published in Gaia DR2 are 0.06 mas yr~!' (for G < 15 mag), 0.2 mas yr~' (for
G = 17 mag) and 1.2 mas yr~! (for G = 20 mag). These should improve by a factor
of 3—4 over the full duration of the Gaia mission. One can use the fundamental
relation o, = 4.740,d to convert PM uncertainties to velocity uncertainties, where
o, (in kms™") and o, (in arcsec yr~') are the uncertainties in velocity and PM,
respectively, and d (in pc) is the distance to the target. At a distance of 50 (60) kpc
for the LMC (SMC), the corresponding uncertainties (excluding systematic errors)
for Gaia DR2 results of transverse velocities range from ~47 (56) kms™! (for G =
17 mag) to ~280 (340) kms™* (for G = 20 mag). These uncertainties reduce to
about ~13 (16) kms™! (for G = 17 mag) and ~89 (96) kms™! (for G = 20 mag) for
proper motions from the full-duration Gaia data release. Given that most of stars
in our sample range from 17-19 mag in G band and assuming sample sizes of 40
stars (the median value of members confirmed in our 26 clusters; see Table 4.3), the

mean PMs of clusters could be constrained to 510 kms™!

, comparable, if somewhat
worse, than the LOS velocity uncertainties for the clusters (see Table 4.3). This will
determine the space motions of individual clusters to very good accuracy relative

to the typical expected circular velocities (~92 and 20-40 kms™! for the LMC and
SMC, respectively, van der Marel and Kallivayalil 2014; Dobbie et al. 2014a) and
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Figure 6.4: Gaia DR2 proper motions (PMs) of all stars in our M2FS sample. The
weighted mean and weighted standard deviation of PMs for all LMC (blue) and SMC
(red) stars are symbolized as the corresponding star and eclipse, respectively, while
two green stars are the mean PMs using Gaia DR2 (van der Marel and Sahlmann,
2016). We also show the mean PMs of our observed clusters in the LMC (cyan) and
SMC (orange), respectively. The mean PM of each cluster were calculated from prob-
able cluster members, i.e. the stars in the PM50 (or PM50’) sample (see Table 4.3).

should allow detailed studies of the potentials of both MCs or, as may be likely,
evidence of interactions, particularly for the SMC.

Preliminary mean PMs of all clusters in our sample are shown in Figure 6.4. These
mean PM of each cluster was measured using all cluster members observed in this
work; that is, the stars in the PM50 (or PM50’) sample (see Table 4.3). The clusters
spread broadly in the MCs, which suggests we might measure the orbits of these
clusters. When longer-baseline Gaia PMs are available, our sample can be used to

study the mean PMs and orbits of the clusters within their parent galaxies.
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6.2.4 Improving Cluster Mass Estimates with More Comprehensive Dy-

namical Models

In this thesis, I have adopted single-mass K66 models to estimate the total masses
of the clusters in our sample (see Section 2.3.2.1 and Section 4.2.1). These models
assume a constant M /L ratio within the clusters. However, in Section 5.2.1, I have
discussed that the adoption of K66 models tend to underestimate cluster total mass
for ignoring dynamical evolution effects, such as energy equipartition and mass seg-
regation. In contrast, many clusters in our sample show dynamical anomalies (e.g.
NGC 2155) that require more suitable dynamical models to properly take into account
(see Section 5.2.2).

Mass segregation of star cluster can be possible to account for by using multimass
King-Michie (KM) models (Michie, 1963; Gunn and Griffin, 1979) or the LIMEPY
models (Gieles and Zocchi, 2015). These multimass models, together with the K66
models we adopted, are all so-called distribution function (DF)-based models that sat-
isfies the collisionless Boltzmann equation. For example, in a simple three-component
DF-based model, the cluster is approximated by three components: (1) (dark) low-
mass stars; (2) (visible) stars; and (3) (dark) remnants. As a result, this model can
describe the general dynamical behavior of a mass-segregated cluster, although more
mass components are required to accurately describe the stellar mass function of clus-
ters. This three-component model provides a simple way to overcome the bias of the
K66 model, and is well-suited to cases where data are limited but a more accurate
estimate of dynamical mass is required (Gieles and Zocchi, 2015). However, for the
cases when the effect of mass segregation is not taken into account, Hénault-Brunet
et al. (2019) found that this model tends to systematically underestimate the mass
in the very central region and overestimates the mass at intermediate radii. One
direction of possible future work is to apply these sorts of three-component DF mod-

els to the stellar samples of each cluster and trace any mass segregation effects in
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Figure 6.5: A plot of rotation versus velocity dispersions for 19 clusters in our sample.
The |A,o| values were calculated through Equation 2.16 using member stars with
Py > 0.5 in each cluster. The o, values are calculated from the PM50 (or PM50/
for some clusters) samples (see Table 4.3). Except for the case of NGC 1978, all
clusters have marginal rotation features (|A,ot|/0po S 0.3, dashed line).

detail. The results from these complex dynamical models may provide key evidence
to explain the M/L offsets between our observations and the SSP models discussed
in Section 5.1.

Rotation is another dynamical effect of star cluster that can be included in fu-
ture analyses. Among the clusters in our sample, I have found evidence of strong
rotation for NGC 1978 (see Section 4.2.2). Another cluster, NGC 1846, also shows
more marginal evidence of rotation that may cause a small (~9%) overestimate of the
cluster’s total mass (see Section 2.4.2). I have applied the rotation analysis described
in Section 2.3.4 to all clusters in our sample. In Figure 6.5, the measured amplitude
values of 19 clusters are plotted against their best-fit central velocity dispersions (see
Table 4.3); the remaining seven clusters were not shown because either the cluster has
less than 20 members or its rotation amplitude could not be reproduced by the boot-

strapping process described in Section 2.3.4. It can be seen that all clusters except
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NGC 1978 have ratios of |At|/0p 0 below ~30% (dashed line), and hence their rota-
tion effects on mass estimation are no greater than the case of NGC 1846. Although
these clusters are far from fully rotation supported, it is necessary to estimate precise
cluster masses from dynamical models that properly take into account the rotation

of star cluster (e.g. Varri and Bertin, 2012).

6.2.5 Improved Kinematic Sampling of MC Clusters

The spectral data used in this thesis have been obtained with a multi-object
spectrograph, M2FS, that can deploy up to 256 optical fibers in a 29-arcmin diameter
field. However, the fibers of M2FS cannot be deployed closer than 13 arcsec from any
other fiber in a given pointing. For the purposes of the present study, this limited
the number of cluster candidate targets that could be observed in a single M2FS
pointing to about 100-140 per cluster field, and typically resulted in only about
10-80 members being observed in each cluster (see Table 4.3). The cluster cores,
in particular, were relatively most poorly sampled since only a few fibers could be
simultaneously positioned near the central regions of the systems (see Figure 6.6).
One way to overcome these limitations is to employ spectrographs fed via an Integral
Field Unit (IFU) that provide spectra from small but contiguously-sampled regions
of the sky such as the cores of MC clusters (e.g. Kamann et al., 2016, 2018).

In the near future, a new IFU system—IFUM-—will be employed with the ex-
isting M2F'S spectrograph (MSpec). IFUM can deploy three IFUs individually with
different field of views (FoVs), and spaxel and spectral resolutions. One of the IFUs
of this instrument, denoted as the STD (Standard-seeing) IFU, has field dimensions
of 23.9%x21.6 in arcsec, with each spaxel having an effective diameter of 1.09 arcsec.
IFUM has the unique capability of delivering single-order spectra with resolutions of
up to ~20,000, comparable to the spectral resolution of the data used in this study.

These capabilities are particularly well suited for observing the crowded and compact
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Figure 6.6: Illustration of NGC 416 observation using IFUM. On the image, the core
region (~24 arcsec in diameter, see Table 3.2) of the cluster is properly covered by
the FoV of STD IFU mode deployed in the IFUM (on average 22 arcsec on a side,
as denoted by the yellow outline). A single M2FS fiber assembly, about 13 arcsec in
diameter, is also shown for comparison (red area).

centers of MC clusters.

As an example, Figure 6.6 shows the footprint of the IFUM/STD field super-
imposed on an image of the SMC cluster NGC 416. This system has a K66 core
diameter of ~24 arcsec (see Table 3.2), comparable to the IFU’s FoV denoted by the
yellow outline. As a comparison, the size of a single M2FS fiber assembly is also
shown in Figure 6.6 in red. Although an M2FS fiber entrance aperture is comparable
to a single IFUM/STD spaxel (1.2 arcsec denoted by the small central circle in the
red area in Figure 6.6), the comparatively large size of the fiber assembly allows no
more than 10—and typically only 5 or 6—fibers to be simultaneously deployed within
the core of NGC 416. Given its high spectral resolution (for an IFU), IFUM should
readily produce kinematic results of comparable quality to the M2FS data used in
this study. Moreover, and especially for more compact clusters, the high concentra-

tion of velocities available from IFU measurements near the cluster cores will make

164



the dynamical analysis less reliant on the extrapolations required to use velocities of
outer members to constrain the central dispersion.

Other promising targets for IFU observations are clusters that have been studied
both in our sample and in previously works by integrated-light spectroscopy (Zaritsky
et al., 2012, 2014) or IFUs (Kamann et al., 2018), such as NGC 1831, NGC 2121,
NGC 339, NGC 411, NGC 419 and Kron 3. NGC 2155 is another interesting target
to follow-up for it being one of the oldest LMC clusters (at 3.0 Gyr; see Table 3.1)
found at the young edge of the well-known cluster age gap of that galaxy (Bertelli
et al., 1992; Girardi et al., 1995; Olszewski et al., 1996). As discussed Section 5.3, the
anomalously low M /Ly ratio of this cluster may indicate that the cluster has lost
most of its initial mass and thus it could be very close to total dissolution. A detailed
[FU-based study of the core region of this cluster could help confirm the cluster’s

actual dynamical state to shed light on its ultimate fate.
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APPENDIX A

Full Sample of Targets in NGC 419

Table A.1:

M2FS Sample of NGC 419

1D

Q2000
(h:m:s)

32000
(d:m:s)

1%
(mag)

VT
(mag)

Vlos

(kms™1)

Py,

Sel.?

N419-1-b001
N419-1-b002
N419-1-b003
N419-1-b004
N419-1-b005
N419-1-b006
N419-1-b007
N419-1-b008
N419-1-b009
N419-1-b010
N419-1-b011
N419-1-b012
N419-1-b013
N419-1-b015
N419-1-b017
N419-1-b018
N419-1-b019
N419-1-b020
N419-1-b021
N419-1-b022
N419-1-b024
N419-1-b025
N419-1-b026
N419-1-b027
N419-1-b028
N419-1-b029
N419-1-b030

01:08:44.19
01:08:46.07
01:08:45.46
01:08:43.26
01:08:42.25
01:08:36.93
01:08:45.63
01:08:42.71
01:08:46.44
01:08:53.00
01:09:36.98
01:09:10.13
01:09:25.91
01:08:52.25
01:09:11.83
01:09:03.45
01:08:45.59
01:08:40.43
01:09:49.97
01:08:42.54
01:08:38.89
01:08:33.04
01:08:29.54
01:08:33.47
01:08:33.67
01:08:38.81
01:08:29.68

-73:00:40.0
-72:56:35.2
-72:55:15.4
-72:53:32.0
-72:53:12.3
-72:53:08.6
-72:53:00.6
-72:52:36.2
-72:59:58.8
-72:59:08.5
-72:58:13.9
-72:57:30.3
-72:55:17.1
-72:53:57.3
-72:48:22.3
-72:50:13.0
-72:50:52.7
-72:51:00.7
-72:51:21.8
-72:51:27.5
-72:52:05.9
-72:50:58.4
-72:51:08.5
-72:51:17.0
-72:51:38.9
-72:51:45.7
-72:51:58.8

16.887 £ 0.047
17.942 + 0.030
17.982 + 0.030
18.014 4+ 0.008
18.769 + 0.010
18.072 + 0.007
16.447 + 0.005
18.742 £ 0.012
18.888 £+ 0.090
18.126 +0.074
18.951 £ 0.040
16.764 +0.108
18.384 £ 0.031
18.896 £+ 0.088
17.250 = 0.029
18.416 +0.119
18.672 = 0.009
17.596 + 0.007
17.449 £ 0.032
18.392 + 0.009
18.954 £ 0.012
17.834 = 0.009
17.755 £ 0.007
18.714 + 0.009
16.385 £ 0.003
16.818 = 0.004
17.386 £ 0.005

1.497 £ 0.055
1.024 £+ 0.056
1.138 £ 0.043
0.855 £0.010
1.019 £0.013
1.153 +0.009
1.721 £ 0.005
1.156 £0.014
0.809 £ 0.139
1.334 £0.113
0.873 £ 0.058
1.687 £ 0.130
1.030 = 0.054
1.096 £ 0.096
1.316 = 0.039
0.778 £0.126
1.140 £ 0.011
1.011 £ 0.009
1.404 £0.043
0.871 £0.011
1.048 £0.014
1.250 £ 0.010
0.905 £ 0.009
1.108 £ 0.011
1.766 £ 0.004
0.876 £ 0.005
1.340 £ 0.006

188.41 +£0.20
192.79 £ 0.42
153.30 £ 0.39
193.60 £ 0.61
144.09 £+ 1.05
188.79 £ 0.36
188.41 £0.19
163.46 £0.75
147.99 £ 2.12
191.09 4 0.88
131.76 £0.77
171.52 £0.27
160.83 £0.71
134.17 +£0.93
180.94 £ 0.47
204.86 £ 1.45
190.08 £0.53
187.88 £ 0.33
151.76 £ 0.37
146.39 £ 0.58
184.06 £ 0.90
190.24 +£0.30
177.46 £0.36
112.31 £0.63
191.91 £0.22
146.89 £ 0.27
144.66 + 0.31

0.00
0.00
0.00
0.06
0.00
0.95
0.89
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.94
0.70
0.00
0.00
0.01
0.93
0.00
0.00
0.72
0.00
0.00
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Table A.1: (continued) M2FS Sample of NGC 419

ID

Q2000
(h:m:s)

92000
(d:m:s)

v
(mag)

V-1
(mag)

Vlos

(kms™1)

P,

i

Sel.?

N419-1-b031
N419-1-b032
N419-1-b033
N419-1-b034
N419-1-b035
N419-1-b036
N419-1-b037
N419-1-b038
N419-1-b039
N419-1-b040
N419-1-b041
N419-1-b043
N419-1-b046
N419-1-b047
N419-1-b048
N419-1-b049
N419-1-b050
N419-1-b051
N419-1-b052
N419-1-b053
N419-1-b055
N419-1-b057
N419-1-b058
N419-1-b059
N419-1-b061
N419-1-b063
N419-1-b064
N419-1-b065
N419-1-b066
N419-1-b067
N419-1-b069
N419-1-b070
N419-1-b071
N419-1-b074
N419-1-b075
N419-1-b077
N419-1-b078
N419-1-b079
N419-1-b080
N419-1-b081
N419-1-b082
N419-1-b083
N419-1-b084
N419-1-b086
N419-1-b087
N419-1-b088
N419-1-b089
N419-1-b091
N419-1-b092

01:08:35.45
01:08:36.88
01:08:28.67
01:08:29.52
01:08:27.14
01:08:26.24
01:08:30.79
01:08:31.77
01:08:28.43
01:08:28.99
01:08:33.26
01:08:34.41
01:08:34.51
01:08:32.54
01:08:36.71
01:08:25.26
01:08:22.58
01:08:25.32
01:08:22.12
01:08:28.90
01:08:24.75
01:08:16.73
01:08:17.65
01:08:21.63
01:08:20.37
01:08:13.56
01:08:17.60
01:08:13.57
01:08:10.42
01:08:17.34
01:08:14.49
01:08:10.48
01:08:14.04
01:08:25.83
01:08:21.22
01:08:22.33
01:08:24.57
01:08:18.45
01:08:19.35
01:08:10.72
01:08:13.42
01:08:10.12
01:08:12.53
01:08:12.85
01:08:09.31
01:08:09.87
01:08:06.74
01:08:05.25
01:08:08.77

-72:52:05.2
-72:52:22.3
-72:59:24.5
-72:57:16.4
-72:54:05.2
-72:53:47.1
-72:53:30.9
-72:53:13.3
-72:53:12.6
-72:52:58.2
-73:00:25.3
-72:55:19.0
-72:52:59.8
-72:52:45.8
-72:52:40.4
-72:48:18.5
-72:51:11.8
-72:51:18.1
-72:51:37.8
-72:51:42.8
-72:52:25.3
-72:51:29.0
-72:51:52.8
-72:52:00.7
-72:52:22.1
-72:52:40.1
-72:52:48.4
-72:54:31.7
-72:54:16.5
-72:54:12.7
-72:53:31.4
-72:53:27.3
-72:53:16.4
-72:54:19.8
-72:54:03.6
-72:53:40.0
-72:53:28.2
-72:53:15.9
-72:53:00.9
-72:49:08.4
-72:51:11.0
-72:51:21.7
-72:51:30.2
-72:52:25.0
-72:52:37.5
-72:52:54.5
-72:51:17.8
-72:51:52.7
-72:51:55.3

18.612 - 0.008
16.422 +0.003
18.561 £+ 0.036
17.474 £ 0.063
17.010 £+ 0.005
18.342 £ 0.011
17.477 £ 0.005
18.697 = 0.009
18.621 £+ 0.009
17.982 1+ 0.008
17.997 +£ 0.106
18.900 = 0.042
15.918 +0.002
18.615 +0.010
18.329 + 0.007
18.977 £ 0.044
18.949 £+ 0.026
17.126 + 0.007
17.296 = 0.005
18.442 +0.012
17.717 £ 0.008
17.752 £ 0.008
16.563 = 0.003
18.862 + 0.010
16.785 = 0.004
18.429 + 0.008
18.092 4 0.008
18.633 £ 0.010
18.245 £ 0.009
17.027 £ 0.008
17.865 £+ 0.006
19.161 £ 0.010
16.573 +0.003
18.574 £ 0.013
17.017 £ 0.004
19.442 +£0.015
17.418 +0.005
16.921 £+ 0.004
16.422 + 0.003
16.956 +0.033
18.842 £ 0.011
18.596 4 0.009
17.660 = 0.006
18.587 £ 0.009
16.944 + 0.005
16.992 £+ 0.005
18.399 +£ 0.011
18.349 + 0.007
19.021 £ 0.012

1.165 £ 0.011
1.680 £+ 0.004
1.056 £ 0.047
1.323 £0.115
1.423 £ 0.006
1.124 £0.015
1.153 £ 0.006
0.946 £ 0.012
1.051 £0.012
1.163 = 0.009
0.946 £ 0.301
1.034 +0.068
1.244 £ 0.003
1.082 £ 0.012
1.155 £ 0.009
0.885 £ 0.092
0.991 £ 0.032
1.438 £ 0.008
1.314 £+ 0.006
0.855 £ 0.016
1.107 £ 0.010
1.364 £ 0.009
1.566 &= 0.004
0.958 £0.013
1.496 = 0.004
1.0561 £0.010
1.183 +0.009
1.140 £ 0.013
1.176 £ 0.011
1.445 £0.011
1.163 £ 0.008
0.916 £0.014
1.564 £ 0.004
1.063 = 0.017
1.573 £ 0.005
0.903 £0.019
1.245 £ 0.006
1.387 + 0.005
1.682 £ 0.004
1.321 £0.276
1.071 £0.014
1.093 +0.012
1.187 £ 0.007
0.880 £ 0.012
1.323 £ 0.006
1.413 £ 0.006
1.073 £ 0.014
1.069 £ 0.009
0.840 £ 0.016

132.97 £ 0.63
189.04 £ 0.21
172.83 £ 0.56
153.03 £0.29
188.55 £ 0.22
190.10 + 0.61
188.48 £ 0.29
120.42 £ 0.94
187.58 £0.79
192.70 £ 0.56
189.95 £ 0.46
144.91 +1.60
182.92 £0.17
191.86 £0.70
171.83 £ 0.40
159.73 £ 1.57
139.76 £ 1.13
190.63 £ 0.35
197.80 £ 0.28
146.51 £ 1.03
192.58 +£0.45
139.19 £ 0.33
188.98 £ 0.20
190.29 £+ 1.00
188.40 +£0.25
190.22 £ 1.38
189.78 £ 2.07
175.23 £ 0.69
142.15 + 0.57
190.42 +£0.35
187.93 £ 0.63
185.28 = 1.45
187.81 +£0.37
189.96 £ 0.68
161.88 +0.30
186.61 +=1.99
189.61 £ 0.34
188.15 £ 0.51
189.50 £+ 0.62
123.35 £ 0.36
189.78 £0.93
117.91 +£0.85
191.81 £0.29
146.58 +1.76
192.62 £ 0.34
188.23 £0.32
189.03 £ 0.50
168.13 £0.78
184.36 + 2.47

0.00
0.94
0.00
0.00
0.99
0.99
0.98
0.00
0.99
0.97
0.00
0.00
0.00
0.97
0.00
0.00
0.00
0.93
0.00
0.00
0.98
0.00
0.99
0.99
1.00
1.00
1.00
0.00
0.00
0.99
1.00
1.00
1.00
0.96
0.00
1.00
1.00
1.00
1.00
0.00
0.94
0.00
0.80
0.00
0.98
1.00
0.94
0.00
0.87
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Table A.1: (continued) M2FS Sample of NGC 419

ID

Q2000
(h:m:s)

92000
(d:m:s)

v
(mag)

V-1
(mag)

Vlos

(kms™1)

P,

i

Sel.?

N419-1-b093
N419-1-b094
N419-1-b095
N419-1-b096
N419-1-b097
N419-1-b098
N419-1-b099
N419-1-b100
N419-1-b101
N419-1-b102
N419-1-b103
N419-1-b104
N419-1-b105
N419-1-b106
N419-1-b107
N419-1-b109
N419-1-b110
N419-1-b111
N419-1-b112
N419-1-b114
N419-1-b115
N419-1-b117
N419-1-b118
N419-1-b119
N419-1-b120
N419-1-b121
N419-1-b123
N419-1-b124
N419-1-b126
N419-1-b127
N419-1-b128
N419-1-r049
N419-1-r079
N419-1-r099
N419-1-r127

01:08:04.31
01:08:05.31
01:08:06.26
01:08:07.57
01:07:34.42
01:07:33.01
01:07:32.16
01:07:46.32
01:07:24.42
01:06:54.30
01:06:38.13
01:07:31.81
01:08:03.10
01:07:51.35
01:08:07.38
01:08:06.35
01:08:02.42
01:08:04.02
01:08:02.60
01:07:51.42
01:08:01.76
01:07:29.46
01:08:03.20
01:07:53.96
01:07:59.08
01:07:30.01
01:07:10.06
01:07:22.03
01:06:48.72
01:06:36.00
01:06:59.45
01:08:14.47
01:08:20.73
01:08:26.87
01:08:23.70

-72:52:09.6
-72:52:30.0
-72:52:55.3
-72:53:10.7
-72:57:42.7
-72:57:06.7
-72:56:45.0
-72:56:03.5
-72:55:21.7
-72:55:17.1
-72:55:16.4
-72:54:00.3
-73:00:02.7
-72:58:01.4
-72:54:09.8
-72:53:32.4
-72:53:27.6
-72:53:10.5
-72:52:56.9
-72:50:55.6
-72:51:30.5
-72:52:04.5
-72:52:40.0
-72:54:06.2
-72:54:49.3
-72:49:42.7
-72:50:32.3
-72:50:49.3
-72:53:33.3
-72:54:14.6
-72:54:39.6
-72:53:56.6
-72:52:47.2
-72:52:46.3
-72:53:09.1

17.011 4+ 0.005
16.772 + 0.004
19.328 £0.015
17.097 £ 0.006
17.215 £ 0.030
16.802 = 0.050
16.907 £ 0.037
17.036 = 0.033
18.252 +£0.108
17.468 = 0.029
17.603 = 0.036
17.507 = 0.187
17.691 £ 0.030
18.800 4+ 0.102
18.579 £ 0.011
16.666 + 0.004
18.188 +0.010
17.301 + 0.007
18.781 £ 0.010
16.972 + 0.029
18.893 £ 0.015
18.969 £+ 0.036
17.869 &+ 0.007
18.464 + 0.031
17.269 = 0.040
17.971 £ 0.031
18.746 = 0.055
18.413 £ 0.036
16.916 = 0.028
17.088 £ 0.032
16.997 £ 0.030
16.214 £+ 0.004
16.342 +0.003
16.523 = 0.004
16.312 + 0.003

1.323 &£ 0.006
0.914 £ 0.005
0.901 £ 0.019
1.412 £ 0.007
0.956 + 0.055
1.732 + 0.060
1.542 £0.129
1.016 £ 0.102
1.212 £0.122
1.286 4+ 0.040
1.365 £ 0.271
0.884 £ 0.236
1.408 £ 0.077
0.896 £ 0.111
1.129 £0.013
1.495 £ 0.004
1.140 £0.013
1.359 £ 0.008
1.011 £0.013
1.503 £ 0.151
0.797 £0.018
0.839 £0.073
1.142 £ 0.009
1.001 £ 0.051
1.394 &+ 0.056
1.029 £ 0.042
0.889 £ 0.091
1.115 £ 0.047
1.015 4+ 0.040
1.284 £ 0.049
1.372 £ 0.064
1.934 + 0.004
1.762 £ 0.004
1.661 = 0.004
1.741 £ 0.004

187.75 +£0.24
157.41 +£0.29
172.96 £+ 2.16
188.48 +0.24
159.54 £ 0.32
175.10 £ 0.27
168.45 £ 0.24
191.41 £0.25
161.95 £ 0.54
146.65 £ 0.37
190.53 £ 0.38
151.85 £ 0.37
148.05 £ 0.42
182.85 £ 1.67
158.16 £ 0.67
190.11 +£0.24
188.10 £ 0.51
190.28 £+ 0.34
189.47 +£0.92
161.58 £ 0.25
172.99 +1.39
131.08 £1.48
191.56 £ 0.39
159.17 £ 0.50
136.46 + 0.21
142.66 £ 0.65
191.94 £ 1.46
166.43 £ 0.60
149.91 +£0.29
14147 +1.12
142.84 +0.28
186.85 £ 0.36
193.99 £0.29
191.02 £ 0.24
187.89 £ 0.40

0.97
0.00
0.00
0.99
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.99
0.98
0.99
0.99
0.00
0.00
0.00
0.98
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.97
1.00
0.99
1.00

OO T CTEEREEEERCECE ORI NREEEEEREREEE D E S

& Photometric source that the target were selected from: H stands for HST and M stands for

MCPS.
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Full Sample of Targets in NGC 1846

APPENDIX B

Table B.1: Combined Sample of NGC 1846
ID 2000 82000 \% V-1 Vlos Py, Sel. ®  Spec. P
(h:m:s) (d:m:s) (mag) (mag) (kms™1)

N1846-1-b001  05:07:51.21 -67:33:03.8 17.251£0.307 1.396+0.310 287.97+£0.19 0.00 M M2FS
N1846-1-b002  05:07:57.56 -67:32:58.0 17.314+£0.049 1.266 4+ 0.069 264.51+0.19 0.00 M M2FS
N1846-1-b003  05:07:49.91 -67:32:21.2 17.559 £0.041 1.255+0.058 246.95+0.18 0.00 M M2FS
N1846-1-b005  05:07:54.32 -67:30:17.6 17.7154£0.030 1.192+0.050 221.35+£0.23 0.00 M M2FS
N1846-1-b006  05:07:47.87 -67:29:52.6 17.3294£0.028 1.345+0.049 271.34£0.19 0.00 M M2FS
N1846-1-b007  05:07:56.92 -67:29:28.9 17.387£0.146 1.256 +0.151 286.79£0.20 0.00 M M2FS
N1846-1-b009  05:08:21.28 -67:31:11.1 17.125+£0.026 1.301+0.049 287.38£0.17 0.00 M M2FS
N1846-1-b010  05:08:29.24 -67:31:03.5 17.475+£0.050 1.278+0.071 231.89-+£0.18 0.00 M M2FS
N1846-1-b011  05:08:24.35 -67:30:58.2 17.212+£0.054 1.304+0.067 275.754+0.18 0.00 M M2FS
N1846-1-b012  05:08:30.22 -67:30:34.4 17.595+£0.060 1.19440.076 274.734+0.19 0.00 M M2FS
N1846-1-b013  05:08:10.21 -67:29:55.3 17.508 £0.038 1.348 +£0.055 216.72+£0.20 0.00 M M2FS
N1846-1-b015  05:08:34.55 -67:29:23.9 17.601 £0.031 1.284+0.051 271.05£0.20 0.00 M M2FS
N1846-1-b016  05:08:44.83 -67:29:05.7 17.668£0.043 1.178+£0.069 273.20£0.21 0.00 M M2FS
N1846-1-b017  05:08:18.68 -67:24:42.1 17.657£0.031 1.2934+0.051 272.52£0.24 0.00 M M2FS
N1846-1-b019  05:08:39.28 -67:25:53.4 17.271+£0.023 1.354+0.046 318.504+0.14 0.00 M M2FS
N1846-1-b020  05:08:16.63 -67:27:13.4 17.627 £0.039 1.228 +0.078 274.4040.15 0.00 M M2FS
N1846-1-b021  05:08:41.57 -67:27:26.0 17.651 £0.053 1.184+0.071 308.68-£0.30 0.00 M M2FS
N1846-1-b022  05:08:39.60 -67:27:39.3 17.530£0.031 1.297+0.054 276.49+£0.19 0.00 M M2FS
N1846-1-b023  05:08:17.46 -67:27:44.8 17.106 £0.027 1.295+0.048 277.78£0.15 0.00 M M2FS
N1846-1-b025  05:08:08.02 -67:22:52.5 17.726£0.242 1.295+0.246 228.47+0.21 0.00 M M2FS
N1846-1-b027  05:08:10.54 -67:24:20.9 17.619+£0.031 1.18040.051 249.714+0.20 0.00 M M2FS
N1846-1-b030  05:07:50.87 -67:26:13.7 17.515+£0.031 1.2834+0.051 268.994+0.19 0.00 M M2FS
N1846-1-b031  05:08:08.63 -67:26:24.4 17.135+0.031 1.3234+0.051 281.854+0.14 0.00 M M2FS
N1846-1-b032  05:08:06.22 -67:27:24.2 17.569 £0.035 1.327+0.055 256.58-£0.19 0.00 M M2FS
N1846-1-b033  05:07:36.65 -67:30:16.5 18.191£0.008 1.141+0.012 284.64+£0.32 0.00 H M2FS
N1846-1-b034  05:07:39.86 -67:29:04.6 17.828£0.031 1.140+0.074 239.85£0.27 0.96 M M2FS
N1846-1-b035  05:07:40.01 -67:28:31.2 17.944+£0.006 1.164+0.010 237.574+0.23 099 H M2FS
N1846-1-b036  05:07:38.41 -67:28:11.9 17.097 £0.004 1.4314+0.006 237.024+0.18 100 H  COMB
N1846-1-b037  05:07:36.12 -67:28:07.8 17.872£0.006 1.223+0.009 238.594+0.21 1.00 H M2FS
N1846-1-b038  05:07:38.15 -67:27:58.7 17.345+0.005 1.346 +0.007 237.39+£0.22 1.00 H M2FS
N1846-1-b039  05:07:39.58 -67:27:38.2 17.2234+0.006 1.368 +0.008 238.69+0.21 1.00 H M2FS
N1846-1-b043  05:07:42.35 -67:28:46.1 18.248£0.008 1.069 +0.015 245.91+£0.54 0.00 H M2FS
N1846-1-b044  05:07:45.51 -67:28:34.2 18.077£0.008 1.130+0.012 264.15+£0.23 0.00 H M2FS
N1846-1-b045  05:07:47.37 -67:28:19.8 17.580£0.007 1.191+0.011 236.374+0.29 061 H M2FS
N1846-1-b046  05:07:44.74 -67:28:18.5 17.078£0.005 1.378+0.007 237.504+0.17 0.99 H M2FS
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Table B.1: (continued) Combined Sample of NGC 1846

ID 2000 52000 \% VI Vlos Py, Sel. ®  Spec. P
(h:m:s) (d:m:s) (mag) (mag) (kms™1)

N1846-1-b047 05:07:43.71 -67:27:58.4 18.138+0.008 1.1194+0.012 238.06+0.29 1.00 H M2FS
N1846-1-b048  05:07:41.77 -67:27:51.3 18.301 £0.008 1.119+0.012 240.36 £0.32 1.00 H M2FS
N1846-1-b049 05:07:42.99 -67:21:35.8 17.481+0.031 1.321+0.040 271.344+0.25 0.00 M M2FS
N1846-1-b050  05:07:45.88 -67:23:42.5 17.471+0.034 1.260+£0.110 282.03+0.21 0.00 M M2FS
N1846-1-b052  05:07:47.67 -67:26:05.6 17.546 +£0.033 1.317 £0.053 236.68 +£0.21 0.27 M M2FS
N1846-1-b053  05:07:41.62 -67:26:27.4 18.302 £+ 0.050 1.107 £0.068 280.18+0.31 0.00 M M2FS
N1846-1-b054  05:07:37.75 -67:26:51.9 17.956 £ 0.006 1.135+0.012 237.89+0.27 1.00 H M2FS
N1846-1-b055 05:07:39.46 -67:26:59.9 18.292+0.006 1.086+0.011 238.90+0.28 1.00 H M2FS
N1846-1-b056  05:07:40.73 -67:27:22.2 17.760 £0.005 1.148 +0.009 239.49 +£0.22 1.00 H M2FS
N1846-1-b057  05:07:33.97 -67:22:12.1 17.608 £ 0.043 1.266 £0.050 240.19+0.25 0.00 M M2FS
N1846-1-b058  05:07:32.31 -67:26:35.3 17.770 £0.007 1.182+0.010 239.90+0.22 1.00 H M2FS
N1846-1-b059  05:07:32.45 -67:26:49.6 17.398 +£0.008 1.252+0.010 240.29+0.26 1.00 H M2FS
N1846-1-b061 05:07:34.81 -67:26:53.6 17.504 £0.010 1.249+0.012 241.38+0.21 1.00 H M2FS
N1846-1-b062  05:07:34.27 -67:27:13.7 17.541 +£0.005 1.30540.008 243.18+0.23 0.99 H M2FS
N1846-1-b063  05:07:36.86 -67:27:19.2 18.201 £0.006 1.127+0.011 242.08 £0.24 1.00 H M2FS
N1846-1-b064  05:07:34.23 -67:27:27.0 17.624 £0.007 1.197 £0.009 239.50+0.31 1.00 H M2FS
N1846-1-b065 05:07:22.62 -67:33:31.4 17.170 £0.048 1.340 £0.070 314.15+0.19 0.00 M M2FS
N1846-1-b066  05:07:28.51 -67:32:40.7 17.527 £0.031 1.225+0.061 268.08+0.29 0.00 M M2FS
N1846-1-b067  05:07:29.05 -67:31:58.0 17.503 £0.033 1.354+0.053 290.41+0.85 0.00 M M2FS
N1846-1-b068  05:07:30.38 -67:29:36.0 17.617+£0.006 1.2374+0.008 239.36 +0.16 0.97 H COMB
N1846-1-b069  05:07:27.44 -67:29:27.9 17.881 £0.006 1.124+0.010 238.88+0.21 0.97 H COMB
N1846-1-b070 05:07:29.52 -67:28:48.8 18.291 £0.008 1.158 +0.013 240.424+0.32 1.00 H M2FS
N1846-1-b071  05:07:28.71 -67:28:24.7 17.516 £ 0.007 1.199 £0.010 238.60+0.19 1.00 H COMB
N1846-1-b072  05:07:26.13 -67:28:08.3 17.878 £0.006 1.203 £0.009 240.45+0.25 1.00 H M2FS
N1846-1-b073  05:07:32.70 -67:30:37.3 18.404 £0.021 1.123+0.025 272.60+0.25 0.00 H M2FS
N1846-1-b074 05:07:32.36  -67:29:22.1 18.387 +£0.010 1.0114+0.016 286.00+0.33 0.00 H M2FS
N1846-1-b075 05:07:31.11 -67:29:06.2 18.162+0.006 1.112+0.011 237.78 £0.27 0.92 H M2FS
N1846-1-b076  05:07:34.98 -67:28:54.9 17.514 £0.006 1.338 £0.009 281.13+0.21 0.00 H M2FS
N1846-1-b077  05:07:34.52 -67:28:24.5 17.849 £0.008 1.236 £0.011 239.55+0.27 1.00 H COMB
N1846-1-b078  05:07:34.01 -67:28:10.7 18.325+0.006 1.051 £0.012 241.18+0.36 1.00 H M2FS
N1846-1-b079  05:07:30.42 -67:28:04.5 17.090 £ 0.005 1.367 £0.007 239.58 +£0.17 1.00 H COMB
N1846-1-b080  05:07:34.59 -67:27:55.7 17.289 £ 0.005 1.329 £0.007 259.98+0.22 0.00 H M2FS
N1846-1-b081  05:07:27.72 -67:20:59.1 17.354+0.051 1.283+0.058 272.38+0.21 0.00 M M2FS
N1846-1-b082  05:07:29.23 -67:25:09.4 17.542+0.033 1.176 +0.055 273.57 +£0.25 0.00 M M2FS
N1846-1-b083  05:07:29.61 -67:26:27.7 17.914 £0.008 1.231 £0.011 242.93+0.26 0.33 H COMB
N1846-1-b084  05:07:30.03 -67:26:43.0 17.175+0.005 1.341 £0.007 239.37+0.18 1.00 H COMB
N1846-1-b085  05:07:29.78 -67:26:57.3 18.303 £0.011 1.088 £0.015 238.90+0.32 1.00 H M2FS
N1846-1-b087  05:07:32.10 -67:27:20.1 17.303 £0.006 1.357+0.008 239.89+0.22 1.00 H M2FS
N1846-1-b088  05:07:27.74 -67:27:30.5 17.389+0.006 1.27640.008 238.90+0.21 1.00 H M2FS
N1846-1-b089  05:07:27.31 -67:23:08.7 17.2224+0.084 1.409 +0.142 209.724+0.20 0.00 M M2FS
N1846-1-b090  05:07:23.74 -67:26:32.8 17.862 £ 0.006 1.176£0.010 271.38+0.24 0.00 H M2FS
N1846-1-b092  05:07:23.62 -67:26:50.9 17.337 £0.007 1.363 £0.009 263.45+0.20 0.00 H COMB
N1846-1-b093  05:07:26.29 -67:26:57.1 18.010 £0.006 1.167 £0.010 292.12+0.26 0.00 H COMB
N1846-1-b094 05:07:21.17 -67:27:01.6 17.157 £0.004 1.368 +0.006 249.96 +0.17 0.00 H COMB
N1846-1-b095 05:07:24.90 -67:27:14.0 18.363 +£0.008 1.023+0.013 235.76+£0.29 0.99 H M2FS
N1846-1-b096 05:07:21.66 -67:27:25.7 17.603 £0.005 1.270+0.008 240.15+0.21 1.00 H COMB
N1846-1-b097  05:06:41.49 -67:30:29.3 17.523 £0.048 1.259 £0.069 264.60 +0.37 0.00 M M2FS
N1846-1-b098  05:07:04.08 -67:30:27.1 17.316 £0.121 1.251 £0.127 315.36+0.22 0.00 M M2FS
N1846-1-b099  05:06:26.99 -67:29:46.2 17.652 £ 0.055 1.242+0.071 250.96+0.36 0.00 M M2FS
N1846-1-b100  05:07:06.54 -67:29:29.4 17.172+0.108 1.302+0.116 316.04+0.19 0.00 M M2FS
N1846-1-b101  05:07:14.70 -67:29:16.2 17.535+0.011 1.3354+0.013 280.36 £0.19 0.00 H COMB
N1846-1-b102 05:07:10.60 -67:28:31.4 18.059 +0.008 1.166 +0.012 280.894+0.25 0.00 H COMB
N1846-1-b103  05:07:12.27 -67:28:03.4 18.374+0.007 1.157+0.011 277.60+0.27 0.00 H M2FS
N1846-1-b104 05:07:14.42 -67:27:48.4 18.118 £0.010 1.184 +0.013 290.83 +0.20 0.00 H COMB
N1846-1-b105 05:07:21.53 -67:34:28.6 17.266 = 0.036 1.396 £0.060 275.00 +0.27 0.00 M M2FS
N1846-1-b106  05:07:17.39 -67:33:22.2 17.688 £0.037 1.215+0.055 274.33+0.24 0.00 M M2FS
N1846-1-b110  05:07:19.98 -67:29:37.3 17.423 £0.004 1.340 £0.007 310.81+0.15 0.00 H COMB
N1846-1-b111 05:07:22.21 -67:28:01.1 18.459+0.009 1.049+0.015 240.134+0.37 1.00 H M2FS
N1846-1-b112  05:07:21.79 -67:27:48.3 17.254+0.004 1.278+0.006 240.07 +£0.23 1.00 H M2FS
N1846-1-b114  05:07:14.72 -67:22:39.4 17.653 £0.033 1.218 +0.054 288.47+0.22 0.00 M M2FS
N1846-1-b118  05:07:20.90 -67:25:42.3 17.657 £0.085 1.197 £0.095 239.63+0.26 0.96 M M2FS
N1846-1-b119  05:07:19.94 -67:26:33.8 17.607 £0.049 1.189 £0.075 234.77+0.23 0.00 M M2FS
N1846-1-b120 05:07:17.91 -67:27:12.2 17.388 £0.137 1.359+0.143 239.45+0.21 0.96 M M2FS
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Table B.1: (continued) Combined Sample of NGC 1846

ID 2000 52000 \% VI Vlos Py, Sel. ®  Spec. P
(h:m:s) (d:m:s) (mag) (mag) (kms™1)
N1846-1-b121  05:06:59.17 -67:23:06.7 17.024 £0.023 1.295+0.080 251.92+0.19 0.00 M M2FS
N1846-1-b122  05:06:32.56 -67:24:21.3 17.646 +0.044 1.188 £0.063 245.75+0.30 0.00 M M2FS
N1846-1-b123  05:06:58.93 -67:24:28.2 17.437+0.085 1.210+0.105 250.134+0.22 0.00 M M2FS
N1846-1-b126  05:06:31.87 -67:26:14.9 17.533 £0.031 1.262+0.052 214.264+0.34 0.00 M M2FS
N1846-1-b127 05:06:48.68 -67:27:11.0 17.611+0.099 1.301+0.109 250.71 4+ 1.47 0.00 M M2FS
N1846-1-b128  05:06:39.18 -67:27:36.1 17.460 £0.031 1.211 +0.053 289.27 £0.51  0.00 M M2FS
N1846-1-r049 05:07:32.21 -67:27:51.6 17.154 +0.004 1.401 +0.006 241.934+0.26 1.00 H M2FS
N1846-1-r079  05:07:30.12 -67:27:27.7 17.1154+0.004 1.306 +0.006 238.29 £0.17 1.00 H COMB
N1846-1-r099  05:07:31.18 -67:27:39.9 17.054 £0.004 1.422+0.006 239.11+0.19 1.00 H M2FS
N1846-1-r127 05:07:34.13 -67:27:43.3 17.057 £0.004 1.336 +0.006 239.224+0.20 1.00 H M2FS
ACS-001-R 05:07:36.84 -67:27:45.9 16.56 1.70 236.11 £0.53 1.00 H M13
ACS-013-R 05:07:33.59  -67:26:41.2 16.99 1.43 238.10£0.46 1.00 H M13
ACS-019-R 05:07:14.49 -67:28:16.4 278.73£0.47 0.00 H M13
ACS-025-R 05:07:36.19  -67:27:58.8 17.28 1.35 238.28£0.49 1.00 H M13
ACS-030-R 05:07:39.01 -67:28:23.2 17.43 1.31 240.65+£0.60 1.00 H M13
ACS-046-R 05:07:32.64 -67:27:45.5 17.92 1.24 237.54£0.62 1.00 H M13
ACS-051-R 05:07:36.60 -67:27:33.5 17.96 1.25 235.60 £0.77 1.00 H M13
ACS-059-R 05:07:28.63 -67:28:44.8 18.04 1.19 237.75£0.77 1.00 H M13
ACS-066-R 05:07:49.57 -67:29:01.4 18.18 1.18 239.43£0.78 0.96 H M13
ACS-080-A 05:07:30.30 -67:27:11.2 17.09 1.36 243.87£0.47 0.92 H M13
ACS-090-A 05:07:30.17 -67:27:46.1 17.53 1.24 238.02+£0.62 1.00 H M13
ACS-112-A 05:07:43.29 -67:26:49.9 18.02 1.12 239.80 £0.67 0.96 H M13
MCPS-007 05:05:34.36  -67:26:34.2 16.810 £ 0.063 1.622£0.079 253.77+£0.85 0.00 M M13
MCPS-010 05:05:40.15 -67:24:55.8 16.820 £ 0.048 1.792 £0.063 265.39 £0.59 0.00 M M13
MCPS-016 05:05:48.25 -67:26:42.0 16.622+0.191 1.636 £0.195 277.40+0.55 0.00 M M13
MCPS-017 05:05:48.26  -67:34:31.0 16.868 +0.027 1.553 £0.047 305.87+0.59 0.00 M M13
MCPS-018 05:05:49.11 -67:24:18.3 16.586 £ 0.065 2.020 +0.076 271.71+1.03 0.00 M M13
MCPS-021 05:05:55.85 -67:36:24.1 17.015+0.025 1.955+£0.052 258.14+0.95 0.00 M M13
MCPS-022 05:05:56.49  -67:34:03.0 16.537 £ 0.027 1.533 £0.047 279.70 £0.48 0.00 M M13
MCPS-023 05:05:56.77 -67:31:03.9 16.619+0.033 1.724 £0.053 250.79 £0.52 0.00 M M13
MCPS-026 05:06:01.14  -67:25:34.9 16.452+0.045 1.810£0.060 298.23 £0.57 0.00 M M13
MCPS-027 05:06:03.18 -67:28:46.3 16.855+0.029 1.576 £0.049 279.19+0.55 0.00 M M13
MCPS-029 05:06:04.64 -67:34:09.3 16.687 +£0.038 1.684+£0.064 234.91+0.63 0.00 M M13
MCPS-031 05:06:06.29 -67:33:19.8 16.406 £ 0.071 1.694 + 0.087 285.55+0.65 0.00 M M13
MCPS-033 05:06:07.79  -67:30:26.5 16.857 +0.043 1.544 £0.059 270.06 £0.52 0.00 M M13
MCPS-035 05:06:12.98 -67:28:56.5 16.732+0.034 1.730£0.055 259.76 £0.45 0.00 M M13
MCPS-038 05:06:16.30 -67:30:11.6 16.652+0.031 1.927£0.049 235.10£0.59 0.00 M M13
MCPS-040 05:06:17.30 -67:31:45.0 16.762+0.050 1.714 £0.066 278.87+£0.59 0.00 M M13
MCPS-042 05:06:21.14 -67:19:38.1 16.737 £ 0.053 1.748 £0.058 298.96 £0.55 0.00 M M13
MCPS-043 05:06:22.02 -67:28:51.5 16.834 £0.100 1.688 +0.107 264.66 +0.45 0.00 M M13
MCPS-044 05:06:26.23 -67:21:24.0 16.601 +0.043 1.768 £0.051 278.44+0.63 0.00 M M13
MCPS-045 05:06:26.70  -67:29:36.1 16.463 +0.042 1.772£0.057 311.54+0.45 0.00 M M13
MCPS-047 05:06:29.38 -67:32:50.0 16.731+0.032 1.628£0.050 257.38£0.55 0.00 M M13
MCPS-048 05:06:29.78 -67:23:06.5 16.635+0.028 1.719+£0.050 273.60+0.47 0.00 M M13
MCPS-049 05:06:30.15 -67:29:54.4 16.547 +£0.045 1.661 £0.065 252.78 £0.54 0.00 M M13
MCPS-050 05:06:32.18 -67:21:02.1 16.887 £0.032 1.731 +0.051 261.66 +0.49 0.00 M M13
MCPS-051 05:06:34.01 -67:37:13.8 16.689+0.031 1.679+£0.051 279.60+0.62 0.00 M M13
MCPS-052 05:06:34.74 -67:21:09.6 16.317 +0.023 1.784 £0.033 235.45+0.60 0.00 M M13
MCPS-058 05:06:40.72  -67:37:16.7 15.643 £ 0.038 1.445+£0.055 298.75+0.48 0.00 M M13
MCPS-059 05:06:40.76  -67:16:24.3  17.147+0.027 1.765£0.036 324.81 £0.65 0.00 M M13
MCPS-060 05:06:42.46 -67:32:28.6 16.804 £0.046 1.979£0.060 248.33+1.12 0.00 M M13
MCPS-064 05:06:45.79 -67:18:23.9 16.706 +0.091 1.778 £0.104 271.83+0.54 0.00 M M13
MCPS-066 05:06:50.42 -67:17:35.3 16.561 +£0.021 1.535£0.032 273.43+£0.72 0.00 M M13
MCPS-067 05:06:51.17 -67:36:00.7 16.463 +0.090 1.691+£0.104 294.50+0.51 0.00 M M13
MCPS-070 05:06:53.80 -67:38:02.3 16.586 +0.024 1.802 £0.047 226.58 £0.57 0.00 M M13
MCPS-071 05:06:57.88 -67:17:13.5 16.403 £ 0.026 1.895+£0.036 260.83 £0.54 0.00 M M13
MCPS-074 05:07:01.90 -67:19:20.7 16.718 +£0.026 1.685+£0.036 287.22+0.58 0.00 M M13
MCPS-075 05:07:03.10 -67:19:53.2 16.650 £ 0.027 1.505£0.037 237.56 +£0.52 0.00 M M13
MCPS-076 05:07:07.28 -67:35:51.3 16.745+0.037 1.583 +0.054 263.83+0.51 0.00 M M13
MCPS-078 05:07:10.43 -67:37:17.1 16.799 £ 0.029 1.923 £0.050 310.96 £0.70 0.00 M M13
MCPS-079 05:07:10.53 -67:39:57.4 16.680 £ 0.029 1.803 £0.049 290.05+0.67 0.00 M M13
MCPS-082 05:07:14.56  -67:15:30.5 16.693 £0.031 1.532£0.056 271.07+£0.62 0.00 M M13
MCPS-084 05:07:16.07 -67:37:32.4 16.806 + 0.025 1.832£0.049 243.43+0.65 0.00 M M13
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Table B.1: (continued) Combined Sample of NGC 1846

ID 2000 52000 \% VI Vlos Py, Sel. ®  Spec. P
(h:m:s) (d:m:s) (mag) (mag) (kms™1)
MCPS-089 05:07:21.71  -67:36:39.0 16.477+0.116 1.639£0.123 249.40+0.45 0.00 M M13
MCPS-091 05:07:22.26 -67:39:49.8 16.726 £0.026 1.877 +0.047 239.79+0.55 0.00 M M13
MCPS-094 05:07:24.04 -67:17:29.1 16.856 +0.026 1.610 £0.037 247.63 £0.54 0.00 M M13
MCPS-096 05:07:32.79 -67:17:35.6  16.536 = 0.046 1.857 £0.053 311.32+0.55 0.00 M M13
MCPS-103 05:07:39.28 -67:35:41.8 17.082+0.027 1.747£0.065 235.06 £0.51 0.00 M M13
MCPS-105 05:07:39.88 -67:17:38.0 16.556 +0.022 1.759 £0.033 277.58 £0.59 0.00 M M13
MCPS-106 05:07:42.05 -67:17:05.5 16.899 + 0.027 1.682+£0.037 243.45+0.55 0.00 M M13
MCPS-111 05:07:47.94 -67:23:11.2 16.599 £ 0.031 2.012£0.084 242.68£0.76 0.00 M M13
MCPS-118 05:07:56.13 -67:17:51.5 16.802+0.029 1.600 £ 0.038 299.40+0.49 0.00 M M13
MCPS-124 05:08:04.86 -67:36:10.0 16.670+0.063 1.517£0.075 262.77+£0.43 0.00 M M13
MCPS-126 05:08:06.77 -67:37:28.2 16.775+0.023 1.923 £0.045 234.44+0.60 0.00 M M13
MCPS-135 05:08:12.78 -67:31:37.0 16.569 +0.024 1.596 £0.049 289.09 £0.43 0.00 M M13
MCPS-136 05:08:13.09 -67:36:51.6 16.827 +0.025 1.533 £0.047 272.33+£0.45 0.00 M M13
MCPS-137 05:08:15.20 -67:26:49.6 16.691 +£0.031 1.788£0.051 230.93+0.46 0.00 M M13
MCPS-139 05:08:17.64 -67:18:24.2 16.776 £0.070 1.819 +0.074 297.20+0.57 0.00 M M13
MCPS-141 05:08:18.66  -67:36:10.6  16.450 +0.023 1.823 £0.044 259.56 £0.56 0.00 M M13
MCPS-142 05:08:18.82  -67:24:53.9 16.607 £ 0.028 1.596 £0.048 254.21 +£0.42 0.00 M M13
MCPS-154 05:08:30.01 -67:32:33.1 16.503 £ 0.040 1.968 £0.056 231.60+0.74 0.00 M M13
MCPS-156 05:08:31.03 -67:27:46.8 16.919+0.036 1.573 £0.054 292.88 +0.48 0.00 M M13
MCPS-157 05:08:32.98 -67:35:42.9 16.337+£0.040 1.803£0.055 268.78 £0.64 0.00 M M13
MCPS-161 05:08:37.12 -67:18:36.6 16.361 £0.024 1.900 + 0.033 237.30 = 0.58 0.00 M M13
MCPS-162 05:08:37.53 -67:31:24.6 16.693 +0.028 1.805+£0.052 278.47+0.54 0.00 M M13
MCPS-165 05:08:40.05 -67:26:05.8 16.696 +0.023 1.632£0.045 311.85+0.42 0.00 M M13
MCPS-166 05:08:40.29 -67:33:48.8 16.452+0.028 1.924 £0.048 266.18 £0.69 0.00 M M13
MCPS-167 05:08:40.51 -67:29:19.9 16.753 £ 0.027 1.623 £0.048 285.36 £0.55 0.00 M M13
MCPS-168 05:08:41.70 -67:20:13.9 16.658 +0.023 2.008 £0.034 212.62+0.70 0.00 M M13
MCPS-172 05:08:47.60 -67:26:05.4 16.397 £0.032 1.563 +0.053 295.20 +0.50 0.00 M M13
MCPS-176 05:08:51.75 -67:37:12.3 16.757 £ 0.179 1.695+0.184 307.53£0.65 0.00 M M13
MCPS-183 05:09:01.66  -67:35:30.0 16.708 £ 0.028 1.999 £0.051 299.60 £0.71 0.00 M M13
MCPS-184 05:09:01.74 -67:26:12.7 16.475+0.026 1.828 £0.047 255.23 £0.54 0.00 M M13
MCPS-189 05:09:05.46  -67:32:01.8 16.803 £ 0.045 1.554 £0.060 284.73 +£0.65 0.00 M M13
MCPS-190 05:09:06.14 -67:31:15.8 16.582+0.027 1.617£0.055 340.95+0.46 0.00 M M13
MCPS-193 05:09:09.03 -67:35:05.2 16.876 +£0.034 1.589£0.052 268.29+0.72 0.00 M M13
MCPS-195 05:09:11.76  -67:26:26.7 16.7324£0.090 1.577+0.099 240.954+0.54 0.00 M M13
MCPS-200 05:09:25.37  -67:30:22.9 16.646 & 0.036 1.485+£0.054 243.73+£0.60 0.00 M M13

2 Photometric source that the target were selected from: H stands for HST and M stands for MCPS.

b Spectroscopic source the LOS velocities were measured from: M2FS stands for this work, M13 stands for Mackey

et al. (2013), and COMB stands for combined.
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APPENDIX C

Full Sample of Targets in All 26 Star Clusters
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