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Abstract 

 

The HIV-1 structural polyprotein Gag drives the virus particle assembly specifically at the plasma 

membrane (PM). Gag binding to the PM is regulated by cellular factors including PM-specific phospholipid 

PI(4,5)P2 and RNAs, both of which bind the highly basic region (HBR) in the matrix domain (MA) of Gag. 

While it is well-established that the interaction between the MA-HBR of Gag and the PM-enriched lipid 

PI(4,5)P2 is crucial for Gag localization to the PM, the role of MA-bound RNA in this process was less well-

defined.   

 In this thesis, I examined the role of MA-bound RNA in the specific localization of HIV-1 Gag to 

the PM. The strategy that I employed was the comparison of Gag derivatives in which two of the eight 

basic amino acids in MA-HBR are substituted from Lys to Arg (K→R) or from Lys to Thr (K→T). Using a cell-

based crosslinking assay, I determined the amount of RNA that is bound to the MA of the Gag derivatives 

in cells. Using microscopy, I determined the subcellular localization of these MA-HBR Gag mutants. 

Comparison of these data showed that a strong correlation exists between the amount of MA-bound RNA 

in cells and the PM-specific localization of Gag. Overall, this study provided cell-based evidence supporting 

a model that MA-bound RNA prevents mislocalization of Gag to intracellular membranes, and in 

conjunction with PI(4,5)P2, helps Gag localize specifically to the PM. I also determined that the presence 

of Lys, but not Arg, at MA-HBR residues 29 and 31, especially 31, is important for WT-level RNA binding in 

cells. This indicates that the sequence of the MA-HBR, and not just the MA-HBR overall basic charge, is a 

determinant of MA-RNA binding in cells. 
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The predominant RNA species that binds MA-HBR in cells has been previously identified as 

transfer RNA (tRNA) with specific tRNAs bound to MA. It was not clear whether these tRNAs were selected 

by MA and if yes, then what were the determinants of selection of the specific tRNAs on MA. Using a Gag 

derivative that was designed to allow the capture of all the tRNAs bound to MA, and comparing the 

relative abundance of these tRNAs to their cellular abundances, I found that the tRNAs bound to MA were 

not just the highly abundant cellular tRNAs. These data suggest that specific tRNAs are selected by MA, 

and that the selection may be based on specific characteristics of tRNAs. The data also support that the 

tRNA sequence/structure as well as tRNA modifications are likely to contribute to the enrichment of 

preferred tRNAs to MA. I identified two tRNAs, SeCTCA (coding for selenocysteine [SeC]) and PheGAA, as 

being selected by MA in an MA-HBR dependent manner. These data support the role of the MA-HBR in 

selecting for specific tRNAs in cells. Comparisons of the relative abundances of SeCTCA and PheGAA 

between Gag derivatives that are either capable of membrane binding or not further suggest that these 

two tRNAs may regulate the membrane binding of Gag in cells in two different ways. SeCTCA could be a 

tRNA that is resistant to removal by PI(4,5)P2 and therefore prevents the binding of Gag to all cellular 

membranes, including the PM. PheGAA may be a tRNA that is sensitive to removal by PI(4,5)P2 and 

therefore allows Gag to bind specifically to the PM by preventing nonspecific binding of Gag to 

intracellular membranes. 

SeCTCA and PheGAA have not been previously implicated in HIV-1 assembly and thus, future 

studies could provide a wealth of new knowledge regarding the interaction of MA with these specific 

tRNAs and their effect on the membrane binding of Gag. The analyses of such MA-tRNA interactions could 

help inform the design and development of RNA aptamers with high binding affinity towards Gag such 

that they resistant to removal by PI(4,5)P2. Such RNA aptamers could serve as anti-retroviral agents that 

prevent the binding of Gag to the PM, and hence, block HIV-1 assembly. 
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Chapter 1 

Introduction 

Human immunodeficiency virus type 1 (HIV-1) is the principal causative agent of acquired 

immunodeficiency syndrome (AIDS). It is a persistent major global health problem with 37.9 million people 

living with HIV/AIDS worldwide as of 2018. AIDS-related illnesses claimed 770,000 lives worldwide in 2018 

and 1.7 million people were newly infected. Certain populations are particularly vulnerable due to legal 

and social inequities and at an increased risk of HIV infection including sex workers, men who have sex 

with men, people who are incarcerated, and transgender people (1, 2). This is a disease without any cure. 

Lifelong antiretroviral therapy (ART) is effective in reducing HIV mortality and curbing HIV transmission. 

In June 2019, 24.5 million people were receiving ART. There was a 37% decrease in new HIV infections 

and a 45% decrease in HIV-related deaths between 2000 and 2018, with 13.6 million deaths prevented 

due to ART (1). However, emerging HIV-1 drug resistance, as well as drug toxicity, undercuts the long-

term success of ART. Therefore, there is a constant need for new anti-HIV drugs. Currently, there are no 

drugs targeting the production of progeny HIV-1 virus particles at the plasma membrane (PM) (3). 

Out of (West Central) Africa 

Simian immunodeficiency viruses (SIVs) circulating in wild chimpanzees (Pan troglodytes 

troglodytes) and gorillas (Gorilla gorilla gorilla) in West Central Africa are the closest relatives of HIV-1. 

SIVs are primarily monkey viruses with species-specific SIVs infecting more than 40 species of African 

monkeys. The crossover of SIV from monkeys to apes is reportedly via cross-species transmission originally 

to chimpanzees (4). Phylogenetic analyses assign the origins of HIV-1 to have arisen by cross-species 
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transmission to humans from chimpanzees and gorillas. SIV infection of wild chimpanzees causes CD4+ T 

cell depletion and increased mortality (5), which is also the hallmark of HIV infection. Presumably then, 

the origin of AIDS predates the origin of HIV-1 (6, 7).  

HIV classification 

HIV belongs to the genus Lentivirus within the family of Retroviridae, subfamily Orthoretrovirinae. 

Types 1 and 2 (HIV-1 and HIV-2) constitute the two types of HIV. HIV-1 is the major type with four 

phylogenetic lineages, the groups M and N which originated from independent transmissions of SIV from 

chimpanzees to humans, and groups O and P which originated by transmission from gorillas to humans 

(7-9). Group M is the ‘major’ group and has nine subtypes (A, B, C, D, F, G, H, J, and K) as well as ~102 

circulating recombinant forms (CRFs) (10, 11).  HIV-1  subtype C accounts for approximately half of the 

global infection burden being prevalent in Southern Africa, Ethiopia, and regions of India (12). HIV-1 

subtype B is the major subtype prevalent in Western and Central Europe, Latin and North America, and 

Oceania (12, 13). While it accounts for 12% of global infections (12), there is an overrepresentation of this 

subtype B in prevalent HIV-1 research.   

HIV-1 life cycle 

HIV-1 is an enveloped virus. The HIV-1 genome consists of a positive sense single-stranded RNA. 

The viral RNA is 9.2Kb in length (14). Two copies of this genome are enclosed within the viral core.  The 

genome encodes for nine viral proteins: three structural polyproteins (Gag, Pol, Env), two regulatory 

proteins (Rev and Tat), and four accessory proteins (Nef, Vif, Vpu, and Vpr) (Figure 1.1). 
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Figure 1.1. Schematic illustration of the HIV-1 genome. HIV-1 genome encodes nine viral proteins: Gag and Pol from 
unspliced RNA, Vif, Vpr, Vpu and Env from singly spliced RNA, and Tat, Rev, and Nef from completely spliced RNA. 

 

Natural host cell targets of HIV-1 are CD4+ T lymphocytes and cells of the myeloid lineage including 

macrophages, dendritic cells, and bone osteoclasts.  

 

Figure 1.2. HIV life cycle. The HIV replication cycle starts with the binding of the viral envelope protein (Env) to the 
major cellular receptor CD4 and co-receptors. Env mediates fusion of the viral and cellular membranes, allowing the 
viral core to enter the cell. The viral reverse transcriptase (RT) converts the viral RNA into double stranded DNA. 
Following nuclear import, the viral DNA is integrated into the host genome by the viral integrase (IN). The integrated 
DNA is transcribed and translated. Translation of the structural polyprotein Gag initiates the virus assembly at the 
plasma membrane.  Gag also mediates the release of the virus particle along with viral protein Vpu. The viral protease 
(PR) is involved in the maturation of the virus particle resulting in the production of the infectious progeny. 

 

i. Attachment and Entry: The first step in the HIV-1 replication cycle is mediated by the viral envelope 

glycoprotein (Env). The Env precursor protein (gp160) is cleaved into two subunits, gp120 and gp41, by a 

host furin-like protease. The two subunits remain associated as heterodimers and form trimers on the 

surface of the virion, with gp41 serving as the transmembrane anchor into HIV-1 envelope (15, 16). The 

gp120 engages the primary virion receptor, CD4, on the surface of the target cell (17).  This exposes the 
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coreceptor binding site on gp120 and facilitates the binding of gp120 to one of the two HIV co-receptors, 

CXCR4 or CCR5 chemokine receptors, based on its tropism. An important determinant for this tropism of 

gp120 is the v3 loop, one of the five hypervariable regions of gp120, which interacts with CXCR4 or CCR5 

(18, 19).  Binding to the receptors leads to the translocation and insertion of the N terminal fusion peptide 

(FP) of gp41 into the target cell membrane. Subsequent conformational changes in gp41 leads to the 

formation of a six-helix bundle which brings the FP and transmembrane segments at the same end of gp41 

and leads to the generation of a fusion pore between the viral and the target cell membranes (15, 16).   

ii. Uncoating, Reverse transcription, and Integration: After fusion, the viral core or capsid is released into 

the cytosol of the infected cell (15, 20). The core is formed by the assembly of ~ 1000-1,500 capsid proteins 

(CA, p24) into a fullerene-like cone. The core comprises ~ 200-250 CA hexamers and 12 CA pentamers in 

an entirely closed shell. Recent studies have revealed that the highly charged polyanion inositol 

hexakisphosphate (IP6) promotes the assembly as well as stability of the HIV-1 capsid (21, 22). After entry 

into the target cell, the capsid travels from the PM to the nucleus. Apart from protecting the viral RNA, 

the capsid is also required for reverse transcription of the viral RNA and nuclear import of the viral DNA 

(22-24).  

The viral reverse transcriptase enzyme (RT) (25, 26) is a heterodimer composed of two subunits, 

p66 and p51. RT has DNA polymerase and RNase H activities to convert the viral genomic RNA to double-

stranded DNA (27). The host tRNALys3 serves as the primer for the initiation of reverse transcription and 

synthesis of the first DNA strand. While the DNA polymerase copies either a DNA or an RNA template, the 

RNase H degrades RNA that is part of an RNA/DNA duplex. The p66 subunit harbors the active sites for 

both the polymerase as well as RNase H while the p51 contributes to the structure of the RT.  
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After nuclear import, the linear double-stranded viral DNA is then integrated into the host cell 

genome by the viral integrase enzyme (IN). This integrated DNA copy is termed provirus and is the source 

of both viral genomic RNA and viral messenger RNAs (mRNAs) encoding the nine viral proteins.  

iii. Transcription, nuclear export, and translation: The integrated proviral DNA is transcribed by the host 

cellular DNA-dependent RNA polymerase II (RNAPII) from the promoter contained in the HIV-1 5’ long 

terminal repeat (LTR) (27, 28). Initially, binding of cellular factors such as RNAPII, NF-κB, Sp1, the TATA 

box binding protein to the HIV promoter generates low levels of viral transcripts which are spliced and 

translated to produce the early viral proteins, Tat, Nef, and Rev. The transcriptional activator (Tat) protein 

then stimulates transcription from the viral promoter by binding to the Trans-Activating Response (TAR) 

hairpin in the 5’ end of nascent RNA transcript. Tat-TAR binding enhances RNAPII-mediated elongation by 

recruiting positive transcription elongation factor b (P-TEFb). P-TEFb is a RNAPII elongation factor which 

induces the phosphorylation and activation of the paused RNAPII and modulates elongation at cellular 

genes (29-32). 

Nef hijacks the cellular membrane trafficking and degradative processes to modulate its cellular 

targets including CD4 and Class I MHC on the cell surface. CD4 downregulation prevents the negative 

effects of CD4 on HIV-1 infectivity and virus production. Class I MHC downregulation prevents foreign viral 

peptide presentation and cytotoxic T lymphocyte activity (33, 34).  

Rev pushes the HIV gene expression from the early phase to the late phase. Normally, only 

completely spliced RNAs can exit from the nucleus to the cytoplasm. Rev facilitates the export of the 

incompletely spliced and unspliced RNAs to the cytoplasm for the translation of the rest of the viral 

proteins (from the late genes). Rev is imported back to the nucleus through its nuclear localization signal 

(NLS) which is an arginine-rich motif (ARM). Rev also binds the highly structured Rev response element 

(RRE) contained in the Env sequence via its ARM. The Chromosome maintenance factor 1 (CRM1) normally 
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exports cellular proteins bearing a leucine-rich NES. Rev usurps CRM1-mediated cellular protein export by 

engaging with Crm1 through its leucine-rich NES facilitating the viral RNA export (35). An additional 

function of Rev is to regulate HIV transcription by reducing Tat protein levels (31).  

 The Gag precursor polyprotein Pr55Gag and the Gag-Pol precursor polyprotein (p160) are 

generated from the unspliced transcripts. The Gag-Pol precursor is generated by a programmed -1 

ribosomal frame shifting (-1PRF) event, which is triggered when the translating ribosome binds two cis-

acting elements in the mRNA, a slippery site and a short stem loop structure downstream of this slippery 

site (36-38). Recently, an interferon-stimulated gene product, Shiftless, was identified as a trans-acting -

1PRF inhibitor of HIV-1 (and 5 other retroviruses) which interacts with the ribosome and the -1PRF signal 

containing mRNA to bring about translation termination. Shiftless was shown to inhibit Gag-Pol expression 

and also inhibit HIV-1 replication (39). The efficiency of this Gag/Gag-Pol shift is ~10% in human cells 

yielding a 20:1 ratio between Gag to Gag-Pol levels. This ratio is crucial for the production of infectious 

virus particles (36). 

iv. Assembly and release: The initiation of the virus assembly process takes place when the Pr55Gag is 

produced (Figure 1.3 b). Gag has four major domains: matrix (MA, p17), capsid (CA, p24), nucleocapsid 

(NC, p7) and p6. Additionally, Gag contains two spacer peptides (SP1 and SP2) (Fig 1.3 a). The MA domain 

mediates the targeting and binding of Gag to the site of virus assembly. This is the major subject of my 

thesis research and I provide more details on this in the subsequent sections. MA is also involved in the 

incorporation of the Env glycoproteins into the virus particle (3). The CA and the NC domains mediate the 

multimerization of Gag. The CA drives the multimerization of Gag through dimerization of its C-terminal 

domain (CA-CTD) and is responsible for the formation of the hexameric Gag lattice in the immature virion 

(40). The Sp1 is involved in the formation of a six-helix bundle along with the CA-CTD. The six-helix bundle 

is important as a structural element of the Gag hexamer (40). IP6 (mentioned before) stabilizes the six-

helix bundle by binding to the central hexameric pore made of two rings of lysine residues and is important 
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for the immature lattice formation as a structural element (21, 22, 24). The NC domain binds the viral 

genome for incorporation into the virion (41). The NC contains two zinc finger domains which interact 

with the packaging signal located in the 5’UTR of the genomic RNA (42, 43). The NC driven multimerization 

of Gag is also through a scaffold of RNA (44). The p6 is involved in the pinching off of the virus bud by 

recruiting the host endosomal sorting complex required for transport (ESCRT) machinery through its PTAP 

and YPXL late domains (3, 45, 46).  

 

Figure 1.3. HIV-1 assembly. (a) Schematic illustration of HIV-1 Gag showing the different Gag domains. (b) Cartoon 
depicting the stages of HIV-1 assembly. MA is involved in targeting and membrane binding of Gag. CA mediates 
oligomerization of Gag. NC is involved in multimerization of Gag and binding the viral genome. p6 mediates the 
pinching off of the virus bud.  

 

 Apart from Gag, the viral RNA, the Gag-Pol fusion protein, Env, and several host factors such as 

tRNALys3, are further required to be packaged in the viral particle for the virus to be infectious. During 

the process of viral maturation that takes place during or shortly after the release of the assembled virus 

particle, the viral protease enzyme (PR) cleaves the Gag-Pol precursor to separate Pol from Gag. Gag is 

further cleaved by PR into its constituent domains: MA, CA, NC and p6. The six-helix bundle is involved in 

the modulation of the Gag maturation (40). IP6 also promotes the formation of the mature capsid (21, 22, 
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24). Pol is further cleaved by PR to generate the individual enzymes: PR, RT, and IN. This cleavage of the 

polyproteins into the individual proteins renders the virus particle infectious. The interferon-inducible 

membrane protein, Tetherin, acts as a host cellular restriction factor by preventing the release of the 

enveloped virus particles. Tetherin is a type II membrane glycoprotein with an N-terminal transmembrane 

domain anchor and a C-terminal glycosylphosphatidyl inositol (GPI) anchor. Tetherin dimers form a 

physical tether that traps the budded virus particle the PM by insertion of either of the two anchors into 

the viral envelope. It was reported that there is a preference for insertion of the GPI anchor into the 

tethered virions (47). Vpu counteracts tetherin by triggering its surface downregulation and degradation 

by engaging with the tetherin transmembrane domain (34, 47-52). Interaction of Vpr (viral protein R) with 

the p6 domain of Gag leads to its specific incorporation into the virus particle. Vpr is evolutionarily 

conserved across human and primate lentiviruses. Vpr is necessary for efficient HIV infection and spread 

in non-dividing cells such as macrophages (31, 53).  

The roles played by PI(4,5)P2 in specific localization of Gag 

 Specific localization of Gag to the PM is mediated by the MA domain (3, 54, 55). MA employs a 

bipartite signal to stably interact with lipid bilayers; an N-terminal myristate moiety and a highly basic 

region within its globular domain (MA-HBR) (56-62). The myristate moiety is a 14-carbon fatty acid co-

translationally attached to the N-terminal glycine of MA (63). When the myristate moiety is not 

sequestered within the MA globular head, it mediates non-specific hydrophobic interactions of Gag with 

membranes (64-71). By itself, the myristate moiety is not sufficient to stably anchor Gag to the lipid bilayer 

(63). The second determinant for the membrane binding of HIV-1 Gag is the MA-HBR (Figure 1.4 a), a 

conserved patch of basic amino acids encompassing MA residues 14-31, which interacts with negatively 

charged lipids (59, 72, 73). Earlier in vitro studies showed that HIV-1 MA can bind lipid membranes 

containing acidic phospholipids such as phosphatidylserine (PS) (59, 74, 75). However, as described below, 

multiple lines of evidence indicate that MA-HBR preferentially binds to an anionic lipid enriched at the 
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PM, phosphatidylinositol-(4,5)-bisphosphate [PI(4,5)P2], and that this interaction promotes specific 

binding of Gag to the PM (62, 69, 76-86).  

 

Figure 1.4. Cartoons depicting HIV-1 Gag MA-HBR and PI(4,5)P2: (a) Schematic illustration of HIV-1 Gag with the 
structure of HIV-1 MA (PDB accession number 2HMX) showing the basic residues of the MA-HBR in blue. The key 
basic residues studied in detail in chapter 2 are indicated (in the nomenclature for MA amino acid residues used in 
this review, the first methionine removed upon myristylation is not counted). (b) Illustration of 38:4 PI(4,5)P2, the 
predominant molecular species of PI(4,5)P2 in many primary mammalian cells. 

 PI(4,5)P2 is a polyphosphoinositide bearing a glycerol backbone, with two acyl chains esterified 

at the sn−1 and sn−2 positions and a phosphate and a myo-inositol ring the sn−3 position (Figure 1.4 b). 

The myo-inositol ring in PI(4,5)P2 is phosphorylated at the fourth and the fifth positions. PI(4,5)P2 is 

primarily present in the inner leaflet of the PM, with minor populations distributed at other subcellular 

compartments (87-89). Phosphatidylinositol phosphate (PIP) kinases (PIPKs), which generate PI(4,5)P2 at 

specific membranes, can be divided into two groups: type I (PIPKIs) and type II (PIPKIIs). Type I 

phosphatidylinositol 4-phosphate 5-kinases (PI4P5KI, one of PIPKIs), which preferentially phosphorylate 

the 5-hydroxyl group on the inositol ring of PI(4)P to produce PI(4,5)P2, are the dominant PIPKs in 

mammalian cells. A relatively lesser pool of PI(4,5)P2 is produced by PIPKIIs, which use PI(5)P as substrate 

and phosphorylate PI(5)P at the 4-hydroxyl position. Various polyphosphoinositide kinases and 

phosphatases act in concert to cycle PIs between different phosphorylation states. PI(4,5)P2 can be 
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dephosphorylated by a subset of polyphosphoinositide phosphatases. The polyphosphoinositide 5-

phosphatase INPP5E, also known as 5-phosphatase IV, converts PI(4,5)P2 to PI(4)P by dephosphorylating 

at 5-hydroxyl position of the inositol ring (90). Thus, spatio-temporal distribution of PI(4,5)P2 is 

orchestrated by the presence of PIPKs, PI(4,5)P2 phosphatases, the enzyme substrates [PI(4)P and PI(5)P], 

as well as PI(4,5)P2 binding/effector proteins (87, 88, 91-96).  

 When PI(4,5)P2 was depleted from the PM by the overexpression of 5-phosphatase IV or when 

localization of PI(4,5)P2 was altered by inducing formation of PI(4,5)P2-laden endosomal vesicles, the PM 

localization and subsequent virus-like particle (VLP) release of HIV-1 Gag were severely decreased (62, 77, 

78, 82, 84, 97-99), emphasizing the importance of PI(4,5)P2 in HIV-1 assembly and release. Another study 

showed that inhibition of Rab27-dependent trafficking of PI4KIIα, an enzyme that catalyzes the production 

of PM-specific PI4P, reduced PI(4,5)P2 at the PM and suppressed Gag localization to the PM in T cells, 

highlighting the complexity of the PI cycle regulating HIV-1 assembly (100). In HeLa-derived cells, 

knockdown of PI4P5KIα and γ, but not β, impaired the targeting of Pr55Gag to the PM and caused 

mislocalization of Gag to intracellular compartments (101). Therefore, it is conceivable that HIV-1 Gag 

binds to a specific pool of PI(4,5)P2 in cells. Perturbation of cellular PI(4,5)P2 or other phosphoinositides 

have been shown to reduce particle production of other retroviruses although some retroviruses are less 

sensitive to 5-phosphatase IV expression (78, 82, 102-108). 

Determinants for Gag binding to PI(4,5)P2  

 PI(4,5)P2 headgroup is more negatively charged than a ubiquitous acidic phospholipid PS {the net 

charge of PI(4,5)P2, -3 or -4; PS, -1 (109)}. Supporting the charge-based preference of Gag for PI(4,5)P2, a 

modeling study on MA-membrane interactions predicted that non-specific electrostatic interactions 

between MA and PI(4,5)P2 are sufficient to significantly enhance membrane binding (73). However, in 

vitro studies showed that HIV-1 Gag or MA binds more efficiently to PI(4,5)P2-containing lipid membranes 
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than to charge-matched liposomes containing PS, suggesting that PI(4,5)P2 enhances Gag-membrane 

binding by specific interaction beyond mere electrostatic attraction (77, 80, 83, 84, 110-114). Membrane 

flotation-based studies showed that PI(3,5)P2 and PI(3,4,5)P3 are also able to enhance binding of Gag to 

liposomes although the former is not as efficient (77). Likewise, an NMR-based analysis showed enhanced 

binding of MA to liposomes containing PI(3,5)P2 as well, though not as efficiently as PI(4,5)P2 (115). 

Therefore, both negative charge density of the inositol headgroup and distribution of the phosphate 

residues on the inositol ring are likely determinants for the optimal interaction between MA and PI(4,5)P2. 

Recent genetic and structural studies collectively suggest that HBR residues Lys 29 and Lys 31, especially 

Lys 31, play key roles in the interaction with the PI(4,5)P2 headgroup although other basic residues may 

also be involved (80, 115-118). In addition, as we discuss later, binding of RNA to MA-HBR residues is also 

likely to contribute to lipid specificity.    

 The sn-2 position of glycerol backbone of PI(4,5)P2 is most commonly decorated with arachidonic 

acid. The 1-stearoyl-2-arachidonyl (38:4) form of PI(4,5)P2 is found to be a dominant species across 

multiple primary mammalian cells (89, 92, 119-121) (Figure 1.4 b). The preference of enzymes involved in 

the PI cycle, such as diacylglycerol kinase ε (DGKε), for substrates displaying 38:4 fatty acyl chains likely 

explains the enrichment of 38:4 PI(4,5)P2 (91, 120). Although an earlier structural study using water-

soluble PI(4,5)P2 derivatives with short acyl chains proposed that the sn-2 acyl chain interacts with a 

hydrophobic cleft of the MA globular domain (69), subsequent structural and in silico studies suggest that 

PI(4,5)P2 acyl chains with native lengths are unlikely to directly interact with MA (115, 122). Nonetheless, 

acyl chains of PI(4,5)P2 may play an indirect role in MA binding. An in vitro study using giant unilamellar 

vesicles (GUVs) showed that Gag prefers PI(4,5)P2 with at least one unsaturated acyl chain (123). In the 

same experimental system, the pleckstrin homology domain of phospholipase Cδ1 (PHPLCδ1), which 

interacts with the headgroup of PI(4,5)P2, did not show a bias towards specific PI(4,5)P2 acyl chains unlike 

Gag (123). In the presence of cholesterol or a higher concentration of PS, HIV-1 Gag binding to liposomes 
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can be detected even in the absence of PI(4,5)P2. Under these conditions, HIV-1 Gag shows a preference 

for PS with unsaturated acyl chains over PS with saturated acyl chains (124) whereas RSV Gag, which lacks 

N-terminal myristoyl moiety, does not show such preference (125, 126). It will be intriguing to examine 

whether the myristoyl moiety plays a role in the observed acyl chain preference, for example, by favoring 

a loose packing (warranted by unsaturated acyl chains) around the acidic phospholipid Gag binds. 

Lipidomics studies showed that unsaturated acyl chain species, including 38:4, were the major PI(4,5)P2 

acyl chain species found in the HIV-1 particle (78, 127), but this can be largely accounted for by the 

abundance in the PM. Currently, whether unsaturation of acyl chains is necessary for Gag binding to 

PI(4,5)P2 in cells remain unclear.  

Enrichment of PI(4,5)P2 in HIV-1 particles 

 The estimated amounts of PI(4,5)P2 vary depending on the type of cells. PI(4,5)P2 resides mainly 

in the inner leaflet of the PM at ~1-2 mol% with ~5,000–20,000 molecules of PI(4,5)P2 per μm2 of PM (91). 

PI(4,5)P2 is found to be enriched in the HIV-1 envelope as compared to the PM of the producer cell (78, 

127-129), and this enrichment is dependent on MA (78). There are an estimated 8,000 molecules of 

PI(4,5)P2 in an HIV-1 particle (127). Total surface area for one HIV-1 particle will be 0.07 um2 assuming an 

average diameter of 150 nm for each virus particle. Thus, there is a ~5.6 to 22.4-fold increase in PI(4,5)P2 

density on HIV-1 compared to that on the PM. A new nanodisc-based study determined that ~1 PI(4,5)P2 

molecule recruits one MA molecule (6 molecules of PI(4,5)P2 versus 5 molecules of MA per leaflet of the 

nanodisc) (117). However, assuming an average of 2500 Gag molecules per virus particle, the ratio of 

PI(4,5)P2 to Gag is 3:1 in a virus particle as per the latest HIV-1 lipidomics study (127). How does HIV-1 

achieve such an enrichment of PI(4,5)P2 in its envelope?  

 The PM is not a homogeneous sea of lipid and proteins. Instead, the PM is a dynamic mosaic of 

various nanoscale or mesoscale domains (herein collectively referred to as microdomains) that have 
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distinct lipid and protein signatures. As for PI(4,5)P2, super-resolution microscopy studies in PC12 cells 

showed that PI(4,5)P2 exists in ~65-73 nm diameter clusters in the inner leaflet of the PM (130, 131). In 

model membranes, PI(4,5)P2 cluster formation can be driven by multivalent metal ions (132, 133). Metal 

ions generate PI(4,5)P2 clusters even at low PI(4,5)P2 concentrations of 0.02 mol% (133). One can 

speculate that given that MA-HBR is the established interface for the PI(4,5)P2-Gag association, the 

increase in PI(4,5)P2:Gag ratio in virus particle compared to nanodisc may be a result of PI(4,5)P2 

clustering. In fact, a previous modeling study showed that a single basic peptide can induce clustering of 

PI(4,5)P2 (134). Combination of PI(4,5)P2 clustering and Gag multimerization is likely to lead to 

incorporation of larger numbers of PI(4,5)P2 into the virus particle than what initially engaged Gag. 

The balance between MA binding to PI(4,5)P2 and RNA 

 The MA-HBR has been shown to bind not only acidic lipids but also RNA (116, 135-140). Notably, 

in experimental systems where full-length Gag translated in vitro using eukaryotic cell lysates is examined 

for binding to liposomes containing PS, RNA that is present in the cell lysates acts as a negative regulator 

for Gag membrane binding. Only when RNA is removed by treatment with RNase or when PI(4,5)P2 is 

included in the liposomes, in vitro transcribed Gag binds liposomes efficiently (77, 80, 84, 123). Thus, RNA 

bound to Gag via MA inhibits Gag binding to PS, but PI(4,5)P2 is able to overcome the negative regulation 

by RNA (Figure 1.5). 
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Figure 1.5. Model for regulation of Gag binding to the plasma membrane (PM): Interactions of Gag with PI(4,5)P2 
and tRNA ensure specific localization of Gag to the PM. Binding of Gag to tRNA prevents localization of Gag to 
intracellular membranes that contain PS but not PI(4,5)P2. Interaction of Gag with PI(4,5)P2-containing membrane 
overcomes the block on membrane binding by tRNA, thereby recruiting Gag to the PM  

 The in vitro observations of competition between RNA/nucleotide and acidic lipids (80, 85) led to 

a proposal in which RNA binding to MA prevents MA interaction with PS, an acidic phospholipid 

ubiquitously distributed in cells, and thereby ensures specific binding of Gag to the PM, which contains 

PI(4,5)P2 (Figure 1.5). In support of this model, Gag binding to RNA via MA in cells has been observed 

(116, 137, 141). Moreover, RNA bound to MA in cells suppresses membrane binding of Gag molecules 

present in the cytosol of HIV-expressing cells regardless of whether the membrane is PS-containing 

liposomes (141) or total cellular membranes (137). But does RNA binding to MA prevent Gag from 

mislocalizing to the intracellular membranes containing PS in cells? Our comparison of HIV-1 Gag chimeras 

containing MA domains of various retroviruses showed that MA domains sensitive to RNA-mediated 

inhibition of Gag-liposome binding direct Gag chimeras to the PM, whereas Gag chimeras containing MA 

domains that are insensitive to RNA-mediated inhibition show promiscuous subcellular localization (82, 

84). However, whether MA-RNA binding was important for the specific localization of Gag to the PM in 

the context of HIV-1 MA remained to be determined.  My thesis study described in chapter 2 addressed 

this question and demonstrated the presence of a strong correlation between MA-RNA binding in cells 

and the inhibition of Gag binding to nonspecific intracellular compartments.  

 The majority of RNA that binds MA-HBR in cells has been identified as transfer RNA (tRNA) with 

specific tRNA species selected on MA (137). What determined the specificity of those select tRNAs for MA 

and whether the specific MA bound tRNAs were involved in the regulation of Gag membrane binding in 

cells remained to be determined. My thesis study described in chapter 3 addressed this knowledge gap 

and elucidated that MA-HBR as well as specific characteristics of select tRNAs may be involved in 

enrichment of particular tRNAS on MA. Furthermore, my thesis study identified that MA-bound tRNAs 
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may be sensitive or resistant to PI(4,5)P2-mediated removal and, thus may be differentially regulating 

Gag-membrane binding in cells. 

Interestingly, the affinity of MA binding to tRNA (138, 142) surpasses its affinity to PI(4,5)P2 (110, 

115, 117). The affinity of MA to PI(4,5)P2 can be augmented when PS or cholesterol is included in the 

PI(4,5)P2-containing membranes (110), when MA is artificially trimerized (117) or when MA is 

myristoylated (110). However, there has been no side-by-side comparison of MA binding affinity to 

membranes versus tRNA using same experimental conditions and methods thus far. Of note, in the in 

vitro liposome binding assays where full-length Gag produced in rabbit reticulocyte lysates is examined 

for liposome binding, RNase treatment drastically increases Gag binding to liposomes containing PS , but 

it also increases Gag binding to PI(4,5)P2-containing liposomes (80). This observation suggests that Gag 

binding to PI(4,5)P2 can be susceptible to the RNA-mediated inhibition depending on the condition. 

Consistent with this notion, in other in vitro systems where purified MA or Gag are added to lipid 

membranes, addition of tRNAs reduces membrane binding of MA/Gag to various degrees even when the 

membranes contain PI(4,5)P2 (111, 113, 138). Therefore, the balance between MA binding to PI(4,5)P2 

and tRNA can be affected by factors that differ among experimental systems. These factors may include 

the state of Gag multimerization, the presence of other lipids, effects of cations on tRNAs and membranes, 

and clustering of PI(4,5)P2. 

 MA-RNA binding is mediated by the MA region containing HBR (76, 135-138, 141, 143-149). 

Therefore, it is likely that tRNA binding suppresses Gag membrane binding through inhibition of the 

interaction between HBR and acidic phospholipids. Interestingly, however, our previous study has shown 

that removal of RNA from Gag by RNase treatment increases not only Gag binding to negatively charged 

liposomes but also, to a lesser extent, binding to liposomes containing only a neutral lipid PC (80). 

Therefore, hydrophobic interactions mediated by the myristoyl moiety may also be regulated by RNA 

binding to MA-HBR. A similar observation was also made in another in vitro study that used a purified Gag 
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and yeast tRNA (113). Of note, myristoylated MA under conditions that favor myristate exposure has a 

weakened affinity to tRNA compared to when the myristate moiety is sequestered (138). Therefore, there 

may be interplay between myristoyl exposure and MA-tRNA binding.   

In Chapters 3 and 4, I focus on the role of transfer RNAs (tRNAs) in HIV-1 assembly. Therefore, I 

am providing a brief overview of tRNA structure, regulation, and post-transcriptional modifications in cells 

in the following section. Additionally, while I have reviewed the role of tRNAs in HIV-1 assembly, I am 

presenting a summary of relevant research on the involvement of specific tRNAs in other steps of the HIV-

1 life cycle.  

tRNA structure, regulation, and function in cells 

tRNAs are transcribed by RNA polymerase III, have a characteristic structure, and undergo heavy 

post-transcriptional modifications.  

i. tRNA structure: tRNAs are small (~75-90 nt) noncoding RNA adaptors for protein translation that decode 

the mRNA. They are highly structured, with most tRNAs folded into the characteristic cloverleaf secondary 

structure (Figure 1.6), and an L-shaped tertiary structure. Each tRNA consists of an acceptor stem with the 

3’ CCA tail; the D-arm and the TΨC-arm (also known as the T-arm), which mediate the stabilization of the 

L-shaped structure of the tRNA; the variable loop (V-loop), the size of which is extended in certain tRNA 

species (termed as type II tRNAs); and, the anticodon arm, which houses the anticodon which through 

pairing with the corresponding mRNA codon allows for protein synthesis (150). Mg2+ ions are required for 

tRNA folding and stabilization (151). 
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Figure 1.6. Schematic representation of the secondary structure of tRNA. Schematic illustration of the generic tRNA 
cloverleaf secondary structure. The acceptor stem bearing the 3’ CCA tail, the D-arm, the T-arm, the V-loop and the 
anticodon arm are depicted.  

ii. tRNA transcription and processing: There are 416 tRNA genes predicted with high confidence in the 

human genome [hg19, (152, 153)]. RNA polymerase III (RNAPIII) is responsible for the transcription of 

tRNAs. RNAPIII is recruited to tRNA genes by the transcription factors TFIIIB and TFIIIC, which recognize 

two internal promotor elements, box A (nucleotides 8–19, D-loop) and box B (nucleotides 52–62, T-loop). 

All tRNAs show high conservation in nucleotides 8, 14, 18 and 19 in box A, and nucleotides 53–56, 58 and 

61 in box B. Out of the remaining variable regions, human tRNA genes vary at 6.4% in box A, and 12.3% in 

box B. This variation can potentially mediate differential tRNA expression in various tissues (154-156). 

After transcription, the precursor tRNA (pre-tRNA) transcript undergoes a complex, multistep, and highly 

regulated maturation process in order to become functional. The steps for maturation of pre-tRNA to 

mature tRNA involve the deletion of the 5′ leader, 3′ trailer, and introns, as well as the addition of a 

cytosine-cytosine-adenine sequence to the 3′ terminus (CCA tail), and nuclear export of the mature tRNA 

molecule to the cytoplasm. Aminoacyl-tRNA synthetases (aaRS) load the cognate amino acid to the CCA 

tail of the tRNA (termed as tRNA charging) which is an essential step in protein translation.  

iii. tRNA post-transcriptional modifications: The pre-tRNA transcripts also undergo heavy post-

transcriptional nucleoside modifications by tRNA modification enzymes throughout the maturation 

process (157, 158). These enzymes recognize local structure as well as certain motifs in the tRNA, and 

their activity is also dependent on presence of other modifications, temperature, and various stabilization 
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factors such as Mg2+ ions (159). Till date, 172 RNA modifications have been catalogued with a major bulk 

of these modifications found in tRNAs (160, 161). There is a whole gamut of tRNA modifications from 

simple sugar or base methylations to modifications requiring multiple enzymatic steps to realize, such as 

wybutosine (yW). tRNA modifications impact a number of aspects of tRNA biology including tRNA folding 

and structure, stability in the cell, and even in tRNA decoding function affecting efficiency and fidelity 

(151, 162-168). The modifications of tRNAs show dynamic changes in response to cellular environmental 

cues and the translational status of the cells (159, 162, 165, 169-173). Finally, stress-induced 

fragmentation of tRNAs to generate tRNA halves (tiRNAs) and shorter tRNA-derived RNA fragments (tRFs) 

further expand the tRNA functional repertoire (150, 164, 168, 174, 175).  

Summary of relevant research on the role of specific tRNAs in HIV-1 life cycle 

Apart from tRNALys3, other specific tRNAs may be playing an important role in HIV-1 life cycle. 

i. tRNALys3 in HIV-1 reverse transcription: The host tRNALys3 (also known as LysTTT) serves as the primer 

for the initiation of reverse transcription and synthesis of the first DNA strand. tRNALys3 is selectively 

incorporated into the newly assembled viruses. This selective incorporation of tRNALys3 is shown to be 

facilitated by its cognate aminoacyl-tRNA synthetases, lysyl-tRNA synthetase (LysRS) (176), that binds and 

charges tRNALys3 with its corresponding amino acid, lysine. Of note, tRNALys3 binding to LysRS is needed 

for tRNALys3 packaging into the HIV-1 virus particle; but tRNALys3 aminoacylation is not required (177). 

HIV-1 Gag is required for this selective packaging of tRNALys3 (174). LysRS has been shown to interact 

with the CA-CTD of Gag. Further Gag-Pol, particularly RT, promotes preferred incorporation of tRNALys3 

in the virion (178). The primer binding site (PBS) of the genome is not important for selective packaging 

of the tRNA primer. The tRNA-like element (TLE) in the 5’UTR of HIV-1 genome resembles the anticodon 

arm of tRNA (179-181). LysRS binds this TLE which causes the release of tRNALys3 which can then anneal 

to the PBS (150, 182). The HIV-1 Gag NC domain has been shown to promote the annealing of tRNALys3 
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to the PBS (150, 174, 178, 182). An 18 nucleotide segment at the 3′ end of tRNALys3 is hybridized to the 

complementary PBS (27, 150, 183, 184). The 1-methyladenosine at position 58 (m1A58) of tRNALys3 acts 

as a stop signal for RT in order to copy precisely the last 18 nucleotides of tRNALys3 in the positive strand 

(150, 185, 186).  

ii. Other tRNAs in HIV-1 reverse transcription: Apart from tRNALys3, select tRNAs, including tRNALys1,2, 

have been reported to be packaged into HIV-1 (184, 187, 188). It has been recently suggested, based on 

PBS sequence analysis from infected human plasma samples as well as from the PBS mutation frequencies 

across the HIV database, that tRNALys5, tRNALys6, and tRNALys1,2 could potentially prime reverse 

transcription in humans at lower frequencies (189). In addition, when the PBS is altered to be 

complementary to tRNAs other than tRNALys3, HIV-1 exhibits a preference for some select tRNAs, 

tRNALys1,2, tRNAMet, tRNAHis, and tRNAGlu, as alternative primers in vitro (174, 190). 

 iii. tRNAs in HIV-1 translation: A-ending codons, including UUA, are rare in the human genome but 

enriched in HIV-1 genome (191, 192). tRNALeu that reads UUA codon is also rare in the HIV-1 target T 

lymphocytes. The frameshifting efficiency is reported to be modulated by the availability of cellular 

tRNALeu that decodes the UUA codon at the slippery site (36). Microarray based data suggested that 

tRNAs selectively packaged in HIV-1 virons were potentially those that decode the rare codons required 

for translation of the HIV-1 late genes (191). The interferon-inducible schlafen 11 (SLFN11) was reported 

to inhibit the translation of the HIV-1 proteins in a codon usage-dependent manner. Microarray data 

revealed that HIV-1 transfection alters the tRNA population in cells in which the SLFN11 gene was knocked 

down, but not in the SLFN11 expressing cells. Notably, SLFN11 expression in CD4+ T cells is enhanced in 

HIV-1 elite controllers (individuals who suppress HIV-1 viral loads to undetectable levels even in the 

absence of ART) as compared to both untreated non-controllers and ART-treated individuals  (150, 193). 

The P-element-induced wimpy-like (Piwi-like) protein 2, human Piwil2/Hili, was also found to inhibit 

replication of HIV-1 in a codon-specific manner. Unlike SLFN11 which does not bind to any specific tRNAs, 
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the mouse Hili equivalent, Mili, bound select tRNAs, including ArgUCU and IleUAU which are rare tRNAs 

in the cell, but enriched in the HIV-1 genome. HIV-1 translation was inhibited by expression of Hili in 

activated T cells, potentially due to the unavailability of the rare tRNAs needed for the HIV-1 protein 

translation (150, 194). 

Overview of thesis 

The work presented in this thesis illustrates the role of MA-RNA binding in cells and their effect 

on HIV-1 localization and membrane binding. Chapter 2 demonstrates MA-RNA binding in cells is 

important for preventing the mislocalization of HIV-1 Gag to nonspecific intracellular compartments in 

cells. The importance of the MA-HBR sequence as well as charge in MA-RNA binding in cells is also 

described in chapter 2. Chapter 3 discusses the specific interactions of select tRNAs with MA and proposes 

that there may be differential regulation of Gag-membrane binding in cells by different tRNAs. Specific 

characteristics of tRNAs that may potentially determine the specificity of select tRNAs for MA are also 

discussed. Chapter 4 summarizes the data from chapters 2 and 3 and discusses the implications and future 

directions of the work presented.  
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Chapter 2 

Title: Relationships between MA-RNA Binding in Cells and Suppression of HIV-1 Gag Mislocalization to 

Intracellular Membranes 

Abstract 

The HIV-1 Gag matrix (MA) domain mediates localization of Gag to the plasma membrane (PM), the site 

for infectious virion assembly. The MA highly basic region (HBR) interacts with phosphatidylinositol-(4,5)-

bisphosphate [PI(4,5)P2], a PM-specific acidic lipid. MA-HBR also binds RNAs. To test whether acidic lipids 

alone determine PM-specific localization of Gag or whether MA-RNA binding also plays a role, we 

compared a panel of MA-HBR mutants that contain two types of substitutions at MA residues 25/26 or 

29/31: Lys->Arg (KR) (25/26KR and 29/31KR) and Lys->Thr (KT) (25/26KT and 29/31KT). Consistent with 

the importance of the HBR charge in RNA binding, both KT mutants failed to bind RNA via MA efficiently 

unlike the corresponding KR mutants. Both 25/26KT Gag-YFP and 29/31KT Gag-YFP bound non-specifically 

to PM and intracellular membranes, presumably via the myristoyl moiety and remaining MA basic 

residues. In contrast, 25/26KR Gag-YFP bound specifically to the PM, suggesting a role for the total positive 

charge and/or MA-bound RNA in navigating Gag to the PM. Unlike 29/31KT Gag-YFP, 29/31KR Gag-YFP 

was predominantly cytosolic and showed little intracellular membrane binding despite having a higher 

HBR charge. Therefore, it is likely that MA-RNA binding blocks promiscuous Gag membrane binding in 

cells. Notably, introduction of a heterologous multimerization domain restored PI(4,5)P2-dependent PM-

specific localization for 29/31KR Gag-YFP, suggesting that the blocking of PM binding is more readily 

reversed than that of intracellular membrane binding. Altogether, these cell-based data support a model 
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in which MA-RNA binding ensures PM-specific localization of Gag via suppression of non-specific 

membrane binding.  

 

Introduction 

HIV-1 progeny virions exit most cells at the plasma membrane (PM) (1, 2). The matrix (MA) domain 

of the HIV-1 structural polyprotein Gag mediates the targeting and binding of Gag to the PM, which is a 

crucial stage of virus particle production (3-9). The two essential features of the MA domain required for 

the PM-specific localization and binding of Gag are an N-terminal myristate moiety and a highly basic 

region (HBR) (10-16). The myristate moiety allows Gag to form hydrophobic interactions with membranes 

when it is not sequestered in the MA globular domain (17-24). The MA-HBR comprises a highly conserved 

cluster of basic residues spanning residues 14-31 (13, 14, 23, 25). This basic patch drives electrostatic and 

head group-specific interactions of Gag with phosphatidylinositol (4,5)-bisphosphate [PI(4,5)P2], an acidic 

phospholipid found primarily in the inner leaflet of the PM (15, 20, 26-34). In addition to acidic 

phospholipids, RNA, which has been shown to bind the MA domain (35-43), may play an important role 

in regulation of Gag-membrane binding (28, 32, 44-48). Among the HBR basic residues, an NMR-based 

study showed that the residues 29 and 31 are particularly important for PI(4,5)P2 interaction in the 

absence of RNA (49).  

WT Gag that is translated in vitro using rabbit reticulocyte lysates binds liposomes consisting of a 

neutral lipid, phosphatidylcholine (PC), and an acidic lipid, phosphatidylserine (PS) (PC+PS liposomes) 

poorly but shows enhanced membrane binding either when Gag is treated with RNase or when PI(4,5)P2 

is included in the liposomes (32, 34, 50). In cells, besides NC, MA-HBR mediates significant RNA binding to 

WT Gag (46, 47). Notably, regardless of the presence of NC, Gag present in the cytosol binds to PC+PS 

liposomes only upon RNase treatment (46), suggesting a role for MA-bound RNA in cells. In good 
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agreement with these studies, RNase treatment of cell homogenates derived from HIV-1-expressing cells 

resulted in significant shift of Gag from cytosolic to membrane fraction (47). These observations suggest 

that WT Gag is susceptible to negative regulation of membrane binding by MA-bound RNA and that Gag-

membrane binding occurs only when this RNA is removed by RNase or counteracted by PI(4,5)P2. 

Sequencing of RNAs cross-linked to MA revealed that the major RNA species bound to MA in cells is tRNA 

and that MA-tRNA binding is reduced with membrane-bound Gag compared to cytosolic Gag (47). 

Consistent with the role for MA-tRNA binding, tRNA-mediated inhibition of Gag-liposome binding has 

been observed in vitro (46, 48, 51-53). 

Based on these studies, our working model is that RNA bound to MA-HBR prevents Gag from 

electrostatically binding to acidic phospholipids such as PS, which are present ubiquitously in the cell (54). 

In this model, PI(4,5)P2 helps Gag overcome RNA-mediated negative regulation, thereby promoting Gag 

binding to the PM, while RNA prevents Gag from binding to other acidic lipids present in non-PM 

membranes (32, 44). The hypothesis that MA-RNA binding prevents promiscuous localization of Gag has 

not been directly investigated in the context of HIV-1 Gag expressed in cells. Our previous study of Gag 

chimeras containing various retroviral MA domains showed a correlation between the size of basic 

patches, RNA sensitivity in the in vitro liposome binding assay, and PM-specific Gag localization in cells 

(29). However, MA-RNA binding in cells was not measured in that study. Moreover, confounding effects 

of structural variations of the various retroviral MA domains, other than the size of the basic patches, 

could not be excluded. In addition, although unlikely, it remains possible that Gag chimeras with different 

retroviral MA domains may be differentially endocytosed after nascent virion assembly at the PM, 

resulting in apparent differences in Gag localization. 

In the current study, to examine the correlation between MA-RNA binding and subcellular Gag 

localization while addressing the limitations in the previous studies, we compared the effects of two types 

of amino acid substitutions in HIV-1 MA-HBR on the ability of MA to bind RNA in cells and on the specificity 
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of subcellular localization of HIV-1 Gag. The first type is Lys-to-Thr (KT) changes. We previously showed 

that MA-HBR mutants with KT changes at MA residues 25 and 26 (25/26KT) or MA residues 29 and 31 

(29/31KT) display promiscuous subcellular localization to both PM and intracellular membranes (14, 32). 

MA-RNA binding is reduced upon substitutions of Lys in MA-HBR to neutral amino acids such as Thr in 

previous in vitro studies (35, 36). In cells, such substitutions caused a reduction in tRNA populations bound 

to Gag relative to total RNA populations bound to Gag (47). However, the magnitude of the effect of the 

HBR mutations on the RNA binding ability of MA in cells remained to be determined. The second type of 

amino acid substitutions in MA-HBR that we introduced is Lys-to-Arg (KR) changes. These changes, which 

do not affect the overall basic charge of MA-HBR unlike the KT changes, are expected to preserve the RNA 

binding ability, since liposome binding of a mutant Gag in which all basic residues of MA-HBR were 

switched (K->R and R->K) is still sensitive to RNA-mediated block of PC+PS liposome binding (55). However, 

this prediction had neither been tested in cells nor tested for specific HBR residues. The comparison of KT 

and KR substitutions in MA-HBR in this study revealed that basic-to-neutral changes in two Lys residues 

are sufficient to diminish MA-RNA binding in cells to the background level and that there is a strong 

correlation between MA-RNA binding and subcellular localization of Gag. Altogether, the findings in this 

study support our working model that MA-RNA binding inhibits promiscuous localization of Gag, thereby 

ensuring Gag localization to the PM in the presence of PI(4,5)P2.  

 

Results 

Gag derivatives with Lys-to-Arg (KR) changes in MA-HBR bind RNA more efficiently than those with Lys-

to-Thr (KT) changes in cells 

 To compare the RNA binding capacity of MA, we introduced three modifications into Gag 

constructs and examined RNA binding to WT MA and MA HBR mutants in cells using photoactivatable 

ribonucleoside-enhanced crosslinking and immunoprecipitation (PAR-CLIP). The first modification is an 
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MA amino acid substitution (1GA) that blocks N-terminal myristoylation and thereby prevents Gag from 

binding membranes. The previous cell-based PAR-CLIP study (47) was conducted using Gag constructs 

that can bind membranes, which would cause dissociation of RNA from MA according to the model 

described above (see Introduction). Therefore, we eliminated membrane binding so as to allow us to 

determine the total RNA binding capacity of Gag. Second, to focus on the RNA binding ability of the MA 

domain, we deleted most of the NC domain (delNC), which is the major RNA binding domain of Gag. Lastly, 

we fused YFP to the Gag C-terminus (Gag-YFP) to facilitate microscopy analysis of the same constructs 

analyzed for MA-RNA binding.  

 The 1GA/delNC/Gag-YFP constructs containing KR or KT mutations in MA residues 25 and 26 

(25/26KR and 25/26KT) or MA residues 29 and 31 (29/31KR and 29/31KT) (Figure 2.1) were compared 

with isogenic constructs with the WT HBR sequence or a mutant HBR sequence in which all MA-HBR basic 

residues were switched to neutral residues (6A2T) (Figure 2.1). To determine the amount of RNA bound 

to MA in cells, we employed a PAR-CLIP assay (47, 56) with modifications (Figure 2.1 A.). HeLa cells were 

transfected with one of the constructs described above or a non-Gag control, pUC19, cultured in a 

medium containing 4-thiouridine (4-SU), a photoactivatable ribonucleoside analogue, and subsequently 

exposed to UV light, which crosslinks RNA-binding proteins and 4-SU-containing RNA bound to the 

proteins. Following cell lysis, Gag constructs were immunoprecipitated using HIV-Ig, and the RNA bound 

to the constructs was end-labeled with 32P prior to SDS-PAGE and electrotransfer to PVDF membrane. The 

RNA binding efficiency of the constructs was determined through comparison of the signal intensity of 

RNA by phosphorimager analysis versus the signal intensity of Gag constructs detected by immunoblotting 

on the same membrane.  
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Figure 2.1. Amino acid substitutions introduced in MA-HBR. (A.) Schematic illustration of HIV-1 Gag with the 
structure of HIV-1 MA (PDB 2HMX) showing the basic residues of HBR in blue with residues mutated in this study 
circled.  (B.) Sequences of HIV-1 Gag MA-HBR analyzed in this study are shown. Lys-to-Arg (KR) or Lys-to-Thr (KT) 
changes were introduced at MA residues 25 and 26 or 29 and 31. In the 6A2T mutant, all MA-HBR basic residues 
were switched to neutral Ala or Thr. 

 

 

Figure 2.2 Gag derivatives with KR mutations in MA-HBR bind RNA efficiently compared to those with KT 
mutations. (A.) Schematic illustration of the PAR-CLIP assay. A CMV promoter-driven Gag-YFP construct lacking the 
myristoylation site (1GA) and most of the NC domain (delNC) was used as the backbone for the Gag derivatives 
analyzed in this assay. A mutant Gag with all MA-HBR basic residues switched to neutral Ala or Thr, 6A2T, was used 
as a negative control. To identify bands representing Gag, non-Gag plasmid, pUC19, was used as an additional 
control. The 1GA/delNC/Gag-YFP constructs were expressed in HeLa cells and crosslinked to 4-SU containing RNA in 
the cells. Gag proteins were recovered by immunoprecipitation, Gag-bound RNA was end-labeled with 32P, and 
signals for Gag proteins and Gag-bound RNA were detected by SDS-PAGE followed by immunoblotting and 
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autoradiography, respectively. (B.)  Representative results for 32P-labelled Gag-bound RNA detected by 
autoradiography and total Gag detected by immunoblotting and chemiluminescence are shown on the top. Relative 
RNA binding efficiency (%) of MA-HBR mutants was determined by quantifying the intensity of RNA signals 
normalized by the Gag band intensity on the same PVDF membrane. Results from 4 independent experiments are 
shown as means +/- standard deviations. P values were determined using Student’s t-test, using raw data. ns, not 
significant; **, P ≤ 0.01; ****, P ≤ 0.0001. 

 

 Consistent with previous results (46), the Gag construct bearing 6A2T MA did not bind RNA 

efficiently, showing ~4-fold reduction in the amount of RNA bound relative to WT (Figure 2.2 B.). Both the 

constructs bearing 25/26KT and 29/31KT MA bound significantly less RNA than the WT construct, similar 

to what was observed for 6A2T, indicating that both Lys 25 and 26 and Lys 29 and 31 contribute to MA-

RNA binding to similar extent in cells. On the other hand, there was no statistically significant difference 

in the RNA binding efficiency between the 25/26KR MA and the WT MA. The Gag construct with the other 

KR changes, 29/31KR, also bound significantly more RNA compared to its KT counterpart, albeit less 

efficiently than WT. These results indicate that the RNA binding efficiency of MA is dependent on the 

overall positive charge of the MA-HBR basic patch. Additionally, the identity of basic amino acids at 

residues 29 and/or 31 also plays a role in WT-level RNA binding. Having observed differential effects on 

MA-RNA binding between KR and KT substitutions, we investigated below the correlation (or lack thereof) 

between MA-RNA binding and subcellular localization of Gag, first focusing on the effects of the 

substitutions at MA residues 25/26, and next on those at the residues 29/31. 

Gag derivatives containing 25/26KR substitutions exhibit PM-specific localization unlike those with 

25/26KT changes 

 To compare subcellular distribution of Lys 25/26 mutants, we expressed myristoylated and YFP-

tagged Gag constructs bearing these changes, both in the full-length and delNC contexts, in HeLa cells and 

observed the YFP localization in cells (Figure 2.3).  Based on the YFP distribution patterns, we identified 4 

different phenotypes (Figure 2.3 A. and B.): (i) localization predominantly at the PM (green bar), (ii) 

localization to both PM and intracellular compartments (blue bar), (iii) localization to only intracellular 
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compartments (orange bar), and (iv) only hazy cytosolic localization with no punctate intensities (pink 

bar). These 4 distribution patterns were also validated by comparison of the YFP signal with that of Alexa 

Fluor 594-conjugated Concanavalin A (ConA-AF594), which serves as the PM marker (Figure 2.3 C.).  

 

Figure 2.3. Gag derivatives containing KR substitutions in the MA-HBR region do not show promiscuous 
localization in cells unlike those with KT changes.  (A. and B.) HeLa cells were transfected with full-length Gag-YFP. 
(A.) or delNC/Gag-YFP (B.), which contain WT MA sequence or 25/26KR, 25/26KT, 29/31KR or 29/31KT. At 14 hours 
post transfection, cells were stained with Alexa Fluor 594-conjugated concanavalin A (ConA-AF594), fixed with 4% 
paraformaldehyde in PBS, and analyzed using a fluorescence microscope. Note that subcellular distributions of 
delNC/Gag-YFP constructs mirror those of the corresponding full-length Gag-YFP constructs for both WT and MA-
HBR mutants. Forty-two to 85 cells were analyzed per condition across 3 independent experiments. The localization 
patterns determined by epifluorescence microscopy were confirmed by confocal microscopy. Representative 
confocal images are shown in the top panels. The blue arrowhead indicates Gag-YFP signal in the intracellular 
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compartments. Bar graphs in the bottom panels represent percentages of cells showing indicated patterns of 
subcellular distribution for each Gag-YFP construct. ConA-AF594 staining was used as PM marker (not shown). PM, 
Plasma membrane; PM+IC, Plasma membrane + Intracellular compartments; IC, Intracellular compartments. (C.) 
Images in the top row show an example of Gag-YFP showing PM-specific localization and ConA-AF594 staining of the 
PM in which green arrowheads indicate overlap of the two signals at the cell surface in a merged image. Images in 
the bottom row show an example of Gag-YFP exhibiting PM+IC localization. The blue arrowhead indicates Gag-YFP 
signal in the intracellular compartments. (D.) HeLa cells were transfected with full-length WT Gag-YFP or 29/31KA 
Gag-YFP. At 16 hours post transfection, cells were stained with ConA-AF594, fixed with 4% paraformaldehyde in PBS, 
and analyzed using a fluorescence microscope. A total of 45 to 62 cells in 3 independent experiments were analyzed. 
The localization patterns determined by epifluorescence microscopy were confirmed by confocal microscopy. 
Representative confocal images are shown in top panel. The blue arrowhead indicates Gag-YFP signal in the 
intracellular compartments. Bar graphs in bottom panel represent percentages of cell populations as described 
above.  

 

 As seen previously, the 25/26KT mutant bound both PM and intracellular membranes. In contrast, 

the 25/26KR mutant presented PM-specific localization similar to WT. Importantly for correlating the 

localization data with MA-RNA binding results (Figure 2.2), the subcellular localization patterns of 

delNC/Gag-YFP were similar to that of the corresponding full-length Gag-YFP for both WT and the MA-

HBR mutants. When we examined the VLP release efficiency of full-length Gag-YFP construct, we found 

that despite the difference in subcellular localization, both the Lys 25/26 mutants displayed 2-fold 

increase in VLP release efficiency compared to WT (Figure 2.4). A previous study showed that 25/26KT 

Gag produced in vitro using rabbit reticulocyte lysates binds neutral PC-only liposomes efficiently unlike 

WT Gag. Gag binding to neutral lipid membranes is via hydrophobic, and not electrostatic, interactions. 

Therefore, the efficient binding of 25/26KT Gag to PC-only liposomes reflects enhanced myristate-driven 

hydrophobic interactions, most likely dues to increased myristate exposure (32). Using the same liposome 

binding assay, we found that the 25/26KR mutant also exhibits increased hydrophobic interactions (Figure 

2.5 A., 2.5 B.). Of note, myristoylation-deficient full-length Gag-YFP (1GA/Gag-YFP) containing the 25/26KR 

or 25/26KT MA sequence were unable to bind any cellular membranes (Figure 2.5 C.), eliminating the 

involvement of an alternative, myristate-independent mechanism for membrane binding of Lys 25/26 

mutants. Although it is formally possible that an unknown cellular function promotes release of 

myristoylated Lys 25/26 mutants but not WT, these in vitro and cell-based data collectively suggest that 
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the enhanced VLP release efficiency of Gag constructs with the Lys 25/26 substitutions is likely a result of 

increased hydrophobic interactions dependent on the myristoyl moiety.  

 

Figure 2.4. MA-HBR mutations alter VLP release efficiency. (A.) HeLa cells were transfected with WT Gag-YFP or 
Gag-YFP containing 25/26KR, 25/26KT, 29/31KR or 29/31KT changes. At 14 hours post transfection, cell and virus 
like particle (VLP) lysates were collected and subjected to SDS-PAGE, and Gag proteins were detected by 
immunoblotting using HIV immunoglobulin. (B.) Relative VLP release efficiency represents the amount of VLP-
associated Gag as a fraction of total Gag present in VLP and cell lysates and is normalized to the VLP release efficiency 
of WT Gag. Results from 4 independent experiments are shown as means +/- standard deviations. The average VLP 
release efficiency of WT Gag was 8.3%. P values were determined from raw data using Student’s t- test. *, P ≤ 0.05; 
****, P ≤ 0.0001.  
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Figure 2.5. Membrane binding of Gag derivatives containing Lys 25/26 substitutions. (A.) 35S-labeled HIV-1 WT Gag, 
25/26KR Gag and 25/26KT Gag were synthesized in vitro using rabbit reticulocyte lysates and incubated with PC-only 
liposomes. The reaction mixtures were subjected to membrane flotation centrifugation, and a total of five 1-ml 
fractions were collected from each sample. M, membrane bound Gag; NM, non-membrane-bound Gag. (B.) The 
liposome binding efficiency was calculated as the percentage of membrane-bound Gag (M) to the total Gag (M+NM) 
synthesized in the reaction. Results from four independent experiments are shown as means ± standard deviations. 
P values were determined by Student’s t test. *, P ≤ 0.05; **, P ≤ 0.01. (C.) HeLa cells were transfected with non-
myristoylated Gag-YFP (1GA/Gag-YFP), which contains WT MA sequence or 25/26KR or 25/26KT, substitutions. At 
16 hours post transfection, cells were stained with ConA-AF594, fixed with 4% paraformaldehyde in PBS, and 
analyzed using a fluorescence microscope. Forty to 52 cells were analyzed per condition across 3 independent 
experiments. The localization patterns determined by epifluorescence microscopy were confirmed by confocal 
microscopy. Representative confocal images are shown. Bar graphs in the represent percentages of cells showing 
indicated patterns of subcellular distribution for each Gag-YFP construct. ConA-AF594 staining was used as PM 
marker as in Figure 2.3 C. (not shown). PM, Plasma membrane; PM+IC, Plasma membrane + Intracellular 
compartments; IC, Intracellular compartments. (D.) 35S-labeled HIV-1 WT Gag, 25/26KR Gag and 25/26KT Gag were 
synthesized in vitro using rabbit reticulocyte lysates and incubated with PC+PS (2:1) liposomes (-) or liposomes 
containing 7.25 mol% PI(4,5)P2 (+). The reaction mixtures were analyzed as in (A). M, membrane bound Gag; NM, 
non-membrane-bound Gag. (E.) The relative liposome binding efficiency was calculated as the percentage of 
membrane-bound Gag (M) to the total Gag (M+NM) synthesized in the reaction and normalized to the efficiency of 
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WT Gag binding to PI(4,5)P2-containing liposomes. The average efficiency of WT Gag binding to PI(4,5)P2-containing 
liposome was 42.5%. Results from three independent experiments are presented as means ± standard deviations. P 
values were determined by Student’s t test. ns, not significant; *, P ≤0.05; ****, P ≤ 0.0001.  

 

25/26KR Gag is dependent on PI(4,5)P2 for efficient membrane binding unlike 25/26KT Gag  

 While 25/26KR MA shows WT-level RNA binding and mediates PM-specific localization of Gag-

YFP, unlike WT MA it engaged in increased hydrophobic interactions with membranes similar to its 

corresponding KT mutant MA (32) (Figure 2.5 A., 2.5 B.). An earlier study has demonstrated that the 

25/26KT mutant exhibits increased PI(4,5)P2-independent liposome binding (32). Therefore, we examined 

whether 25/26KR MA still shows PI(4,5)P2-dependent liposome binding. We found that the presence of 

PI(4,5)P2 significantly increased the liposome binding efficiency of the 25/26KR mutant but does not affect 

the 25/26KT mutant (Figure 2.5 D., 2.5 E.). These results indicate that the 25/26KR mutant is dependent 

on PI(4,5)P2 for efficient membrane binding unlike the 25/26KT mutant even though both showed 

increased hydrophobic interactions relative to WT.  

Upon depletion of cellular PI(4,5)P2, 25/26KR Gag-YFP exhibits promiscuous subcellular localization  

  PM localization of WT Gag is dependent on PI(4,5)P2 (15, 26, 27). To investigate whether the PM 

localization of 25/26KR Gag is also dependent on PI(4,5)P2, we next examined the effect of expression of 

5-phosphatase IV (5ptaseIV), which depletes cellular PI(4,5)P2, on subcellular distribution of Gag-YFP 

derivatives. We co-expressed WT Gag-YFP or Gag-YFP with Lys 25/26 substitutions with full-length 

5ptaseIV (FL) or its catalytically inactive derivative (Δ1) (Figure 2.6). As previously reported (26), WT Gag-

YFP lost PM-specific localization and displayed predominantly hazy cytosolic but sometimes intracellular 

punctate distribution when co-expressed with FL 5ptaseIV. The 25/26KT mutant showed predominantly 

promiscuous localization regardless of the presence of FL or Δ1 5ptaseIV, demonstrating that this MA 

substitution mutant is not dependent on PI(4,5)P2 for cellular membrane binding. In contrast, the 

localization of the 25/26KR mutant changed from predominantly PM-specific localization to more 



44 
 

promiscuous localization when it was co-expressed with the FL but not Δ1 5ptaseIV. These results indicate 

that the PM-specific localization of the 25/26KR Gag is dependent on the presence of PI(4,5)P2 in the cell.  

 

Figure 2.6. Depletion of cellular PI(4,5)P2 leads to promiscuous subcellular localization of 25/26KR Gag-YFP. (A.) 
HeLa cells were transfected with WT Gag-YFP, 25/26KR Gag-YFP or 25/26KT Gag-YFP along with myc-tagged 5ptaseIV 
FL or the catalytically inactive Δ1 derivative. At 14 hours post transfection, cells were stained with ConA-AF594 (not 
shown), fixed with 4% paraformaldehyde in PBS, permeabilized, immunostained with mouse monoclonal anti-Myc 
antibody and anti-mouse IgG conjugated with Alexa Fluor 405 (not shown), and analyzed using a fluorescence 
microscope. Only cells positive for both myc-tagged 5ptaseIV and Gag-YFP were included in the analysis. Sixty-nine 
to 134 cells were analyzed per condition across 3 independent experiments. Representative confocal images of Gag-
YFP are shown. The blue arrowhead indicates Gag-YFP signal in the intracellular compartments. The localization 
patterns were examined as in Figure 2.3, and the percentages of total number of cells showing indicated subcellular 
distribution patterns under each condition are shown in bar graphs. PM, Plasma membrane; PM+IC, Plasma 
membrane + Intracellular; IC, Intracellular. (B. and C.) The percentages of cells showing PM-only distribution of Gag-
YFP (B.) and PM+IC distribution of Gag-YFP (C.) are compared between cells expressing 5ptaseIV FL and Δ1 across 3 
independent experiments and are presented as means ± standard deviations. P values were determined by Student’s 
t test. ns, not significant; **, P ≤ 0.01; ****, P ≤ 0.0001. 
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 Overall, our results shown thus far suggest that in the case of the Lys 25/26 mutants, Gag that 

binds RNA efficiently maintains PI(4,5)P2-dependent PM-specific localization, while Gag that binds RNA 

poorly shows PI(4,5)P2-independent promiscuous localization. Thus, these results indicate that for Gag 

derivatives containing Lys 25/26 substitutions, there is a correlation between RNA-binding and PI(4,5)P2-

dependent PM-specific localization as previously observed with Gag chimeras containing heterologous 

retroviral MA domains (29).  

Gag derivatives containing 29/31KR substitutions show predominantly cytosolic distribution  

 Since 29/31KR MA exhibits significantly higher RNA binding than 29/31KT MA (Figure 2.2), we next 

sought to test whether RNA binding efficiency correlates with subcellular localization in the case of Gag 

constructs containing changes at MA residues 29/31 as were observed for Gag mutants with changes at 

residues 25/26. To this end, we first examined distribution of myristoylated full-length Gag-YFP and 

delNC/Gag-YFP derivatives (Figure 2.3). Consistent with previous reports, Gag-YFP with the 29/31KT 

changes displayed promiscuous localization with its signals present at both PM and intracellular 

membranes. Interestingly, the 29/31KR mutant displayed a predominantly cytosolic distribution of Gag-

YFP indicating a loss of efficient membrane binding. It is important to note that unlike 29/31KT Gag-YFP, 

29/31KR Gag-YFP showed negligible intracellular membrane binding despite having a higher positive 

charge than 29/31KT MA, which could mediate electrostatic interactions with acidic lipids more efficiently. 

We found that both delNC and full-length Gag-YFP showed analogous subcellular patterns for each Lys 

29/31 mutant. Of note, substitution of Lys 29 and 31 to not only Thr but also to another neutral amino 

acid Ala (Figure 2.3 D.) or acidic amino acid Glu (14) led to a promiscuous Gag localization. Therefore, it is 

unlikely that promiscuous localization of 29/31KT Gag-YFP is due to inadvertent introduction of a motif 

targeting Gag to intracellular compartments. Rather, these observations suggest that any changes in Lys 

residues 29 and 31, except for the Lys-to-Arg changes, which maintain the total basic charge of MA HBR, 

would result in promiscuous Gag localization. These results, together with the results of the comparison 
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between two Lys 25/26 mutants, strongly suggest that MA-RNA binding prevents Gag binding to 

intracellular membranes regardless of whether Gag can bind the PM. In congruence with the microscopy 

results, we found that the VLP release efficiency determined in the context of full-length Gag-YFP was 

significantly impaired for the 29/31KT mutant and almost abolished for the 29/31KR mutant (Figure 2.4).  

Replacing the NC domain with a heterologous dimerization motif enables 29/31KR Gag-YFP to localize 

specifically to the PM in a PI(4,5)P2-dependent fashion 

 Even though the lack of binding to intracellular membranes is a shared phenotype between 

25/26KR Gag-YFP and 29/31KR Gag-YFP, 29/31KR Gag-YFP showed cytosolic distribution in most cells 

unlike 25/26KR Gag-YFP.  We hypothesized that 29/31KR Gag, unlike WT and 25/26KR Gag, is unable to 

counteract the negative regulation of membrane binding by RNA that is bound to its MA-HBR.  A previous 

study suggests that while overall positive charge of HBR is sufficient for RNA-mediated suppression of 

Gag-liposome binding irrespective of the identity of the residues, the identity of at least one of the basic 

residues is important for MA-PI(4,5)P2 interaction (55). In addition, a recent NMR study found that Lys 29 

and 31 are important for binding of MA to PI(4,5)P2, even in an experimental system in which RNA is 

absent (49).  

 Based on these observations, we reasoned that due to attenuated MA-PI(4,5)P2 binding, 29/31KR 

Gag is unable to counteract RNA-mediated suppression of membrane binding. It is then conceivable, 

according to our model, that if membrane binding of this mutant Gag can be enhanced enough to offset 

the negative regulation imposed by MA-RNA interactions, then this mutant would localize specifically to 

the PM but not the intracellular compartments because MA-bound RNA would still prevent promiscuous 

membrane binding. Multimerization increases binding of HIV-1 MA to the PM as well as to liposomes of 

different compositions (48). Thus, we sought to test the hypothesis above by attempting to augment 

multimerization of 29/31KR Gag. Previous studies reported that a leucine zipper dimerization motif (LZ) 
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promotes Gag multimerization more efficiently than the NC domain (57, 58). Therefore, in order to 

improve Gag multimerization, we replaced the NC domain of Gag with LZ (38, 59-62). We then expressed 

WT and the Lys 29/31 substitution mutants in the context of Gag-YFP and GagLZ-YFP in cells and examined 

their subcellular localization patterns (Figure 2.7).  

 

Figure 2.7. 29/31KR Gag exhibits increased PM-specific localization when the NC domain is exchanged for leucine 
dimerization motif (LZ). (A.) HeLa cells were transfected with WT Gag-YFP, WT GagLZ-YFP or their derivatives with 
29/31K substitutions. At 14 hours post transfection, cells were stained with ConA-AF594 (not shown), fixed with 4% 
paraformaldehyde in PBS, and analyzed using a fluorescence microscope. Sixty-one to 125 cells were analyzed per 
condition across 3 independent experiments. Representative confocal images of Gag-YFP are shown (top panels). 
The blue arrowhead indicates Gag-YFP signal in the intracellular compartments. The localization patterns were 
examined as in Figure 2.3, and the percentages of total number of cells showing indicated subcellular distribution 
patterns are shown in bar graphs (bottom panels). PM, Plasma membrane; PM+IC, Plasma membrane + Intracellular; 
IC, Intracellular. (B. and C.) The percentages of cells showing PM only (B.) and PM+IC (C.) distribution are compared 
between Gag-YFP and GagLZ-YFP across 3 independent experiments and are shown as means ± standard deviations. 
P values were determined by Student’s t test. ns, not significant; **, P ≤ 0.01. 
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 We found that WT GagLZ-YFP predominantly localized at the PM as observed for WT Gag-YFP. The 

29/31KT GagLZ-YFP showed a promiscuous localization like the 29/31KT Gag-YFP, indicating that merely 

replacing the NC domain with LZ did not lead to the plasma membrane-specific localization. Consistent 

with our prediction, the 29/31KR GagLZ-YFP demonstrated a significantly enhanced PM localization 

compared to the 29/31KR Gag-YFP. Importantly, this construct showed very little promiscuous localization 

unlike the 29/31KT GagLZ-YFP, suggesting that MA with 29/31KR changes retains the ability to ensure PM-

specific localization. Unexpectedly, the 29/31KR GagLZ-YFP still failed to release VLPs efficiently (Figure 

2.8).  

 

Figure 2.8. 29/31KR GagLZ-YFP fails to release VLP. (A.) HeLa cells were transfected with Gag-YFP or GagLZ-YFP 
containing WT MA or 29/31KR MA sequences. At 16 hours post transfection, cell and VLP lysates were collected and 
analyzed as in Figure 2.4.  (B.) Relative VLP release efficiency represents the amount of VLP-associated Gag as a 
fraction of total Gag present in VLP and cell lysates and is normalized to the VLP release efficiency of WT Gag. Results 
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from 3 independent experiments are shown as means +/- standard deviations. The average VLP release efficiency of 
WT Gag was 9.6%. ns, not significant; ***, P ≤ 0.001. 

 We then wanted to test directly in cells whether LZ-driven PM localization is still PI(4,5)P2-

dependent. To this end, we co-expressed GagLZ-YFP constructs with FL and Δ1 5ptaseIV enzyme (Figure 

2.9). We found that both the WT GagLZ-YFP and 29/31KR GagLZ-YFP lost the PM-specific localization when 

the FL 5ptaseIV enzyme was co-expressed. These results suggest that the WT GagLZ-YFP and the 29/31KR 

GagLZ-YFP bind the PM in a PI(4,5)P2-dependent manner. Interestingly, in the presence of FL 5ptaseIV, 

WT GagLZ-YFP showed promiscuous localization to intracellular compartments and the PM, whereas 

29/31KR GagLZ-YFP showed predominantly cytosolic localization as observed for WT Gag-YFP (Figure 2.6).  

 

Figure 2.9. 29/31KR GagLZ-YFP localizes to the PM in a PI(4,5)P2-dependent manner. HeLa cells were transfected 
with WT GagLZ-YFP or 29/31KR GagLZ-YFP along with myc-tagged 5ptaseIV FL or the catalytically inactive Δ1 
derivative. At 14-16 hours post transfection, cells were stained with ConA-AF594 (not shown), fixed with 4% 
paraformaldehyde in PBS, immunostained with mouse monoclonal anti-Myc antibody and anti-mouse IgG 
conjugated with Alexa Fluor 405 (not shown), and analyzed as in Figure 2.6. Thirty-seven to 78 cells in 3 independent 
experiments were analyzed per condition. Representative confocal images of Gag-YFP are shown (top panels). The 
blue arrowhead indicates Gag-YFP signal in the intracellular compartments. The localization patterns were examined 
as in Figure 2.3, and the percentages of cells showing indicated subcellular distribution patterns are shown in bar 
graphs (bottom panels). PM, Plasma membrane; PM+IC, Plasma membrane + Intracellular; IC, Intracellular. 

 

 Overall, the presented data suggest that when MA-HBR in Gag binds RNA, Gag localizes specifically 

to the PM if it can counteract the RNA-mediated block on membrane binding either via interaction with 
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PI(4,5)P2, which occurs natively in the case of WT and 25/26KR Gag, or when enhanced by improved 

multimerization as observed for 29/31KR GagLZ. In contrast, when Gag is deficient in MA-RNA binding as 

observed for KT mutants, it fails to localize specifically to the PM and instead, binds promiscuously to 

different cellular membrane compartments. Altogether the analyses of Lys 25/26 and Lys 29/31 

substitutions in MA-HBR revealed a strong correlation between MA-RNA binding and suppression of non-

specific Gag localization to intracellular membranes (summarized in Figure 2.10). 

 

Figure 2.10. Relationships between MA-RNA binding and subcellular localization of Gag. Note that the full-length 
Gag constructs and the corresponding delNC Gag constructs show similar subcellular localization patterns for both 
WT and MA-HBR mutants.   

Discussion 

In the current study, we examined the effects of amino acid substitutions in MA-HBR on the 

relative amount of RNA bound to HIV-1 Gag in cells and on the subcellular localization of Gag. We found 
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that MA-HBR mutants that were incapable of binding RNA efficiently displayed a promiscuous subcellular 

localization (i.e., 25/26KT Gag and 29/31KT Gag), consistent with earlier observations obtained with Gag 

chimeras containing heterologous retroviral MA sequences (29). In contrast, MA-HBR mutants that bound 

RNA efficiently did not show a promiscuous localization; they either localized specifically to the PM 

(25/26KR Gag) or mainly remained in the cytosol (29/31KR Gag).  The latter presented PM-specific and 

not promiscuous localization when its membrane binding ability was enhanced via LZ-mediated 

multimerization. The correlation established between MA-RNA binding and the lack of Gag localization to 

intracellular membranes in this study further provides support for our current working model in which 

RNA-mediated inhibition of Gag membrane binding ensures PM-specific localization of Gag. 

The liposome binding experiments using neutral liposomes indicate that both 25/26KT and 

25/26KR Gag engage in greater hydrophobic interactions with membranes than WT Gag, likely due to 

increased myristate exposure relative to WT Gag (this study and (32)). Despite the enhanced hydrophobic 

interactions with membranes, 25/26KR Gag maintains PM-specific localization like WT Gag. However, the 

outcomes of PI(4,5)P2 depletion differ between WT and 25/26KR Gag. Upon FL 5ptaseIV expression, WT 

Gag loses membrane binding and exhibits predominantly cytosolic distribution, whereas 25/26KR Gag 

retains membrane binding albeit localizing promiscuously in the majority of the Gag-YFP expressing cells. 

The two different outcomes of PI(4,5)P2 depletion highlight the two functions of PI(4,5)P2, enhancing 

membrane binding of Gag and supporting PM-specific localization.  

We found that 25/26KR Gag exhibits increased VLP release efficiency compared to WT Gag, likely 

due to enhanced membrane binding as discussed above. Therefore, the Lys-to-Arg mutation at residues 

25 and 26 should confer fitness advantage to HIV-1. However, Lys 25 and 26 are highly conserved across 

various clades of HIV-1 (63). We speculate that Arg, instead of Lys, at positions 25 and 26 may negatively 

affect other aspects of the HIV-1 life cycle. Similar to 25/26KR Gag, 25/26KT Gag also shows superior VLP 

release efficiency even though 25/26KT Gag does not localize specifically to the PM unlike its KR 
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counterpart. The high VLP release efficiency of 25/26KT Gag may be due to even more robust hydrophobic 

interactions with membranes than 25/26KR Gag (Figure 2.5), which may make up for the Gag 

mislocalization. The increased hydrophobic interactions of 25/26KT Gag, which does not bind RNA, 

relative to 25/26KR Gag, which binds RNA at the WT level, is consistent with the observation that removal 

of RNA increases myristate-dependent hydrophobic interactions (32). However, the 25/26KR Gag still 

showed the enhanced hydrophobic membrane binding relative to WT Gag. Therefore, further 

investigation is required to determine the mechanism(s) by which Lys 25/26 modulates myristate 

exposure. 

We found that RNA binding of 29/31KR Gag was not as efficient as WT Gag although it was better 

than that of 29/31KT Gag. While we observed previously that RNA sensitivity of Gag-liposome binding is 

maintained when all Lys and Arg in MA-HBR are switched with each other (55), the presence of Lys, but 

not Arg, at residues 29 and 31 seems to be important for WT-level RNA binding of Gag. Although both Arg 

and Lys are positively charged basic amino acids, Arg has a terminal guanidium group, while Lys has a 

single terminal amino group. These groups also differ in their geometry (i.e., planar versus tetrahedral). 

Therefore, it is possible that Lys and Arg participate in different number and/or orientation of electrostatic 

interactions with RNA or lipids (64-67).  

Even though 29/31KR Gag showed reduced RNA binding, this level of MA-RNA binding was 

sufficient for suppressing binding to intracellular membranes. It is noteworthy that 29/31KR Gag failed to 

bind even the PM in most cells. Strongly cationic model proteins have been shown to associate with the 

PM (68). However, in the case of HIV-1 Gag, the high positive charge retained in 29/31KR MA is insufficient 

for the PM localization, likely due to the RNA-mediated block. As mentioned above, Lys 29 and 31 are 

important for PI(4,5)P2 interaction even in the absence of RNA (49). Based on this knowledge, we 

speculate that due to inefficient interaction with PI(4,5)P2, 29/31KR Gag is unable to overcome the 

negative regulation by RNA. Therefore, the balance between MA-RNA and MA-PI(4,5)P2 binding, which is 
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carefully orchestrated for WT Gag, is tipped in the favor of MA-RNA binding in case of 29/31KR Gag. In an 

attempt to find a mutant that retains partial ability to interact with PI(4,5)P2, which could result in a partial 

shift of balance back to MA-PI(4,5)P2 binding, we created single mutants 29KR Gag and 31KR Gag and 

examined their subcellular localization in HeLa cells. However, we found that 31KR Gag fully recapitulated 

the phenotype of 29/31KR by exhibiting predominantly cytosolic distribution, while 29KR Gag showed 

mainly WT-like PM-specific localization (data not shown). Thus, Lys but not Arg is required at MA residue 

31, whereas residue 29 can be either Lys or Arg for WT-like membrane binding and PM-specific localization 

of Gag.   

The PM-specific localization of 29/31KR GagLZ is likely a manifestation of the enhanced 

multimerization of 29/31KR Gag restoring the balance towards MA-PI(4,5)P2 binding. Probable 

mechanisms through which LZ may promote membrane binding may be an avidity effect due to increased 

multimerization, myristate exposure induced by multimerization (22), a reduction in the amount of RNA 

bound to MA associated with myristate exposure (53), or some combination of these factors. We cannot 

rule out the possibility that the 29/31KR mutation affects MA-MA interaction in the context of LZ-

mediated Gag multimerization and thereby affects membrane binding of Gag; however, the MA-HBR 

residues Lys 29 and 31 are not among the residues identified as important for MA trimerization (69).  

Previous studies have shown that NC deletion abrogates Gag localization to specific PM domains 

such as uropods in polarized T cells or the virus-containing compartments (VCCs) in macrophages, 

whereas insertion of LZ restores such localization (70, 71). In contrast, we do not see a difference in the 

subcellular localization of Gag between full-length Gag and delNC Gag for any of the MA mutants 

examined (Figure 2.3). Taken together, these data suggest that presence of NC and hence NC-dependent 

multimerization do not dictate overall Gag localization to the PM but are important for the subsequent 

movement of Gag to specific domains within the PM.   
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We observed no commensurate increase in VLP release for 29/31KR GagLZ-YFP compared to 

29/31KR despite the shift in Gag localization from the cytosol to the PM. Analogous to our observation, a 

recent study found that when the MA domain of HIV-1 Gag was replaced with the N-terminal PI(4,5)P2 

binding region of avian sarcoma virus Gag, the chimeric Gag localized to the PM but did not release VLP 

efficiently (72). The order of Gag-PM binding and multimerization into Gag puncta varies between 

different retroviruses (73, 74), suggesting that membrane binding and multimerization need to be 

coordinated for optimal particle assembly. Thus, it is conceivable that the release defect of 29/31KR 

GagLZ-YFP may be in part due to a change in Gag multimerization caused by the absence of the native NC 

domain or the presence of the LZ motif or YFP-tag that becomes apparent in the context of the 29/31KR 

mutation.  

Overall, this paper provides a strong correlation between the ability of HIV-1 Gag to bind RNA via 

MA and the specificity of Gag localization to the PM. In the absence of PI(4,5)P2, WT Gag and 29/31KR 

GagLZ remain in the cytosol (Figures 2.6 and 2.9). Therefore, RNA binding is likely sufficient for preventing 

non-specific binding to other membranes for these Gag proteins. On the other hand, 25/26KR Gag and 

WT GagLZ, which are likely to have higher affinities to lipid bilayers due to increased myristate exposure 

or avidity, show promiscuous localization upon PI(4,5)P2 depletion (Figure 2.6 and 2.9). In these cases, 

both RNA and PI(4,5)P2 likely work in conjunction to prevent promiscuous localization. Altogether, the 

comparisons between the MA HBR mutants indicate the role of MA-bound RNA as an important player in 

targeting Gag specifically to the PM.  

Materials and Methods 

Plasmids. 

pCMVNLGagPolRRE Gag-YFP, which expresses HIV-1 GagNL4-3 fused to YFP in an HIV-1 Rev-dependent 

manner, was constructed as described previously for pCMVNLGagPolRRE Gag-mRFP (75) using standard 
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molecular cloning techniques. pCMVNLGagPolRRE delNC/Gag-YFP was generated by replacing the SpeI-

XmaI region of pCMVNLGagPolRRE (76) with the corresponding region of pNL4-3/delNC/Gag-YFP 

described previously (77). pCMVNL GagLZ-YFP (previously named pCMVNLGag Venus LZ) was described 

in prior reports (29, 55). pGEMNLNR, an expression vector used for in vitro transcription and translation 

of Gag, was described previously (26). To create pCMVNLGagPolRRE 25/26KR Gag-

YFP,pCMVNLGagPolRRE 29/31KR Gag-YFP, pCMVNLGagPolRRE 29KR Gag-YFP, pCMVNLGagPolRRE 31KR 

Gag-YFP,  and pCMVNLGagPolRRE 29/31KA Gag-YFP, the corresponding MA-HBR point mutations were 

introduced using PCR mutagenesis into pCMVNLGagPolRRE Gag-YFP. pCMVNLGagPolRRE 25/26KT Gag-

YFP and pCMVNLGagPolRRE 29/31KT Gag-YFP were constructed by replacing the SpeI-BssHII region of 

pCMVNLGagPolRRE Gag-YFP with corresponding region of pGEMNLNR 25/26KT Gag and pGEMNLNR 

29/31KT Gag (26, 32). pCMVNLGagPolRRE delNC/Gag-YFP containing the MA-HBR mutations, i.e., 

25/26KR, 25/26KT, 29/31KR and 29/31KT, were constructed using standard molecular cloning techniques. 

pCMVNLGagPolRRE 6A2T delNC/Gag-YFP was created by replacing the SpeI-BssHII region of 

pCMVNLGagPolRRE delNC/Gag-YFP with corresponding region of pGEMNLNR 6A2T Gag (26, 32). 

pGEMNLNR containing the MA-HBR mutations, i.e., 25/26KR and 29/31KR, were constructed using 

standard molecular biology techniques. 1GA mutation was introduced into the pCMVNLGagPolRRE Gag-

YFP and pCMVNLGagPolRRE delNC/Gag-YFP constructs by PCR mutagenesis as described before (74). 

pCMVNL GagLZ-YFP containing the MA-HBR mutations, i.e., 29/31KR and 29/31KT; and pGEMNLNR 

containing the MA-HBR mutations, i.e., 25/26KR and 29/31KR, were constructed using standard molecular 

cloning techniques.  

pCMV-Rev was described previously (75) (kindly provided by S. Venkatesan, National Institutes of 

Health). A mammalian expression plasmid encoding myc-tagged 5-phosphatase IV (FL 5ptaseIV), 

pcDNA4TO/Myc5ptaseIV, and its catalytically inactive Δ1 derivative (Δ1 5ptaseIV) were previously 
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described (26, 78). pCMV-Vphu, which encodes the codon-optimized version of the HIV-1 Vpu gene, was 

previously described (79) (a kind gift from K. Strebel). 

Cells and transfection.  

HeLa cells were cultured as described previously (32). For microscopy, 30,000 HeLa cells were plated into 

each well of eight-well chamber slides (Lab-Tek; Nalgene Nunc International), cultured for 24 h, and 

transfected with plasmids encoding indicated Gag-YFP derivatives using Lipofectamine 2000 (Invitrogen) 

as per the manufacturer's instructions. For VLP release and PAR-CLIP experiments, 4 × 105 cells were 

plated into each well of six-well plates (Corning), cultured for 24 h, and transfected as described above. 

VLP release assay and immunoblotting. 

VLP release assays were carried out as described previously (32). HIV-1 Gag in cell and VLP lysates was 

detected by immunoblotting using HIV immunoglobulin (HIV-Ig; AIDS Research and Reference Reagent 

Program) as a primary antibody. Alexa Fluor 488-conjugated goat anti-human IgG (Invitrogen) was used 

for the detection of primary antibodies for HIV-1 Gag. Fluorescence signals were detected and quantified 

using a Typhoon Trio imager (GE Healthcare).  

Immunostaining and fluorescence microscopy. 

Hela cells transfected with plasmids expressing Gag-YFP were incubated for 1 min at room temperature 

with Alexa Fluor 594-conjugated Concanavalin A (ConA-AF594; Invitrogen) for visualization of the plasma 

membrane cells 14-16 hours post transfection. Cells were then fixed with 4% paraformaldehyde (PFA) in 

PBS. The expression of 5ptaseIV (both full-length [FL] and Δ1) in cells was detected by immunostaining 

with mouse anti-myc antibody (9E10; Santa Cruz Biotechnologies) after permeabilizing the cells. For 

quantitative analysis of Gag localization phenotypes, images of about 20 fields were recorded using an 

Olympus IX70 inverted fluorescence microscope at 60x magnification, and a range of 37 to 134 cells were 
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evaluated for Gag localization pattern. For 5ptaseIV coexpression studies, only cells that were positive for 

both Gag and 5ptaseIV (either FL or Δ1) were chosen for evaluation. Confocal microscopy using Leica SP5 

Inverted confocal microscope was carried out to further verify localization patterns determined by 

epifluorescence microscopy.  

Liposome-binding assay. 

Preparation of liposomes, in vitro Gag translation, and sucrose gradient flotation centrifugation were 

performed as described previously (32). In brief, full-length myristoylated Gag was translated in vitro using 

Promega’s TnT Sp6 Coupled Reticulocyte Lysate System and incubated with sonicated liposomes 

composed of a neutral lipid, phosphatidylcholine, and an acidic lipid, phosphatidylserine, in a 2:1 molar 

ratio (PC+PS [2:1] liposomes) with or without addition of 7.25 mol% PI(4,5)P2. Following sucrose flotation 

centrifugation, five fractions were collected with the top two fractions representing the membrane 

bound, floating Gag. Following SDS-PAGE, Gag bands were detected by phosphorimager analysis and 

quantified using ImageQuant 1D TL v8.1 image analysis software. Liposome binding efficiency (%) was 

calculated as the percentage of membrane bound Gag versus the total Gag in all 5 fractions.  

PAR-CLIP assay. 

To determine the amount of cellular RNA bound to transfected Gag, the PAR-CLIP assay was performed 

as described before (47, 56) with some modifications. Briefly, in each well of a 6-well plate, 4X105 HeLa 

cells were cultured in DMEM supplemented with 5% fetal bovine serum in the presence of penicillin and 

streptomycin antibiotics. The cells were then transfected with either a plasmid encoding 1GA/delNC/Gag-

YFP containing the indicated MA sequence or pUC19. The cells were cultured for 24 hrs post transfection 

before addition of fresh media containing 100 µM 4-thiouridine (4-SU, Sigma), a photo-crosslinkable 

ribonucleoside analogue. After 16 hours, the cells were exposed to 354nm UV light at 300mJ/cm2 to 

crosslink RNA and RNA-binding proteins. Cells were lysed with NP-40 lysis buffer (50mM HEPES buffer [pH 
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7.5], containing 150mM KCl, 2mM EDTA, 0.5% [v/v] NP40 substitute, 0.5mM DTT, and supplemented with 

protease inhibitor cocktail), and the lysate was treated with 20U/ml RNase A (Promega) and 60U/ml RQ1 

DNase (Promega). Gag was immunoprecipitated by incubating the cell lysates with HIV-Ig bound to 

DynabeadsTM Protein G (Invitrogen) for 1 hour on a rotating shaker at 4°C. The RNA bound to Gag was first 

dephosphorylated at the 5’ end with calf intestinal alkaline phosphatase (New England BioLabs, NEB) 

followed by T4 polynucleotide kinase-catalyzed (NEB) rephosphorylation of the RNA at the 5’end with 32P 

(ATP-[γ-32P], PerkinElmer). The Gag-RNA complex was eluted from Dynabeads by heating in PAR-CLIP 

elution buffer (50mM Tris HCL pH 6.8, containing 2mM EDTA-NaOH 10% [v/v] Glycerol, 2% [v/v] SDS, 

100mM DTT, 0.1% [w/v] Bromophenol Blue) for 5 min at 95°C with shaking at 1400 RPM.  After resolving 

the bands by SDS-PAGE and subsequent electrotransfer to a PVDF membrane, the membrane was probed 

with HIV-Ig as the primary antibody and corresponding secondary antibody conjugated to horseradish 

peroxidase (goat anti-human IgG, Invitrogen). Gag-specific bands were detected after incubation with 

SuperSignal West Pico chemiluminescent substrate (Pierce) on Syngene Pxi multiapplication imager, and 

the intensity of the bands were measured using GeneTools analysis software. The 32P end-labeled RNA 

bands were also detected on the same membrane using autoradiography on the Typhoon FLA 9500 laser 

scanner and quantified using ImageQuant 1D TL v8.1 image analysis software. The relative RNA binding 

efficiency (%) was calculated as the percentage of total RNA band intensity versus the total Gag band 

intensity for each construct and compared to the normalized value for WT 1GA/delNC/Gag-YFP.  

Statistical analysis. 

Student’s t-tests were performed using Graphpad Prism. P values of <0.05 were considered statistically 

significant. 
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Chapter 3 

Title: Differential Interaction of Cellular tRNAs with the Matrix Domain of HIV-1 Gag 

Abstract: 

The specific localization of HIV-1 Gag to the plasma membrane (PM) is an essential early step in the 

infectious progeny production.  Both the PM-specific phospholipid PI(4,5)P2 and tRNAs bind the highly 

basic region (HBR) in the matrix domain (MA) of Gag and regulate the binding of Gag to the PM. MA-

bound tRNA species in cells likely represent those tRNAs bound to cytosolic Gag. To determine if specific 

tRNAs are displaced when Gag binds to the PM, we compared the tRNA species in 293T cells bound to WT 

Gag, 1GA Gag (a Gag derivative that is incapable of membrane binding despite containing the intact MA-

HBR, and thus remains in the cytosol), 1GA 6A2T Gag (a Gag in which all the MA-HBR basic residues are 

switched to neutral residues), as well as the total tRNA repertoire in 293T cells. We identified two tRNA 

species of interest. SeCTCA was highly enriched on 1GA Gag and WT Gag relative to its cellular abundance, 

suggesting that SeCTCA may be resistant to removal from MA by PI(4,5)P2 in the cell.  PheGAA was 

specifically enriched only on 1GA Gag relative to its cellular abundance but not on WT Gag, suggesting 

that PheGAA may be a tRNA that is sensitive to removal from MA by PI(4,5)P2. Both tRNAs were enriched 

on 1GA Gag compared to 1GA 6A2T Gag, suggesting the role of MA-HBR in selecting for specific tRNAs. 

Additionally, we find that differences in tRNA sequences or inferred modifications may potentially play a 

role in the selection of specific tRNAs by MA, suggesting that tRNA characteristics influence specificity of 

MA for select tRNAs. Overall, this study supports a model in which a specific subset of tRNAs blocks the 

binding of Gag to nonspecific intracellular membranes but is displaced by PI(4,5)P2 allowing Gag to bind 
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specifically to the PM, while another subset of tRNAs is resistant to removal by PI(4,5)P2 and block 

membrane binding of Gag to all cellular membranes, including those containing PI(4,5)P2.  

 

Introduction 

 The HIV-1 Gag matrix (MA) domain mediates localization of Gag to the plasma membrane (PM), 

which is crucial for the generation of infectious progeny (1-9). The interaction between the MA highly 

basic region (HBR) and the PM-enriched lipid PI(4,5)P2 is essential for the localization of Gag to the PM 

(10-22). In cells, besides the nucleocapsid domain (NC) of Gag, the MA-HBR mediates significant RNA 

binding to Gag (23).  Notably, irrespective of the presence of NC, Gag recovered from the cell cytosol binds 

liposomes containing a nonspecific acidic phospholipid, phosphatidylserine (PS), only upon RNase 

treatment, suggesting a role for MA-bound RNA in regulating Gag-membrane binding (23). Previously, we 

found a correlation that strongly suggests that the amount of RNA bound to MA-HBR in cells regulates the 

subcellular localization of Gag (24). What is the identity of this RNA species?  

 An earlier CLIPSeq-based study reported that in cells, most MA-bound RNA is transfer RNA (tRNA) 

(25). Multiple studies have shown that tRNA regulates Gag-membrane binding (23, 25-29). Interestingly, 

specific cellular tRNA species were reported to be preferentially bound to MA over other tRNA species 

(25). To reiterate our working model, which is based on data from our lab and others, PI(4,5)P2, but not 

other acidic lipids such as PS, displaces RNA to bind MA-HBR and enables the specific recruitment of Gag 

to the PM. The same CLIPSeq-based study also showed a decrease in Gag-bound tRNAs when Gag is 

membrane-bound compared to when Gag is free in the cytosol (25). This suggests that the tRNAs 

identified as selective for MA in the CLIPSeq-based study were potentially bound to Gag present in the 

cytosol. An in vitro liposome based study suggested that different tRNAs could have different effects on 

Gag-liposome binding. While one tRNA, ProTGG, inhibited binding of Gag to PS-containing liposomes, 
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another tRNA, LysTTT, did not (26). This gave rise to an attractive possibility that different tRNAs regulate 

the membrane binding of Gag differently even in cells. There could be one subset of the cellular tRNA 

population that inhibits the binding of Gag to nonspecific intracellular membranes but allows Gag to bind 

to PI(4,5)P2 present at the PM. Another subset of tRNAs could block Gag binding to all membranes, 

including the PI(4,5)P2-containing ones. The tRNAs bound to Gag in the cytosol could belong to either of 

these two possible groups of tRNAs. Thus, whether the tRNAs found bound to MA in the previous study 

(25) are the tRNAs that block membrane binding of Gag irrespective of the presence of PI(4,5)P2 or the 

tRNAs that are sensitive to removal by PI(4,5)P2 is not known. Determination of different tRNA 

subpopulations which either support or block the localization of Gag to the PM will help uncover the 

potential biological significance of MA-tRNA interactions on Gag-membrane binding in cells.   

 

Figure 3.1. Schematic representation of the secondary structure of tRNA and the binding of tRNA to the highly 
basic region of the matrix domain of HIV-1 Gag (MA-HBR). (A.) Schematic illustration of the generic tRNA cloverleaf 
secondary structure. The acceptor stem bearing the 3’ CCA tail, the D-arm, the T-arm, the V-loop and the anticodon 
arm are depicted. (B.) Schematic representation of tRNA binding to the HIV-1 Gag MA-HBR. Note that the site of 
binding is shown in this diagram arbitrarily to be the anticodon arm but could be any of the other arms or a 
combination of tRNA regions. tRNA binding to MA regulates Gag membrane binding in cells (25). 

 In this study, we set out to determine whether there are two possible MA-bound tRNA sub-

populations in cells.  To achieve this goal, we determined the tRNA species that are bound to a Gag 

construct that is capable of binding to membranes due to the presence of the N-terminal myristoyl moiety 
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and the intact MA-HBR (WT Gag). We compared this tRNA population to the tRNAs bound to 1GA Gag, a 

Gag mutant which lacks the site for myristoylation and is thus incapable of membrane binding despite 

containing an intact MA-HBR (30). The rationale for using the 1GA Gag mutant is to retain the entire 

population of tRNAs that bind MA, because membrane binding causes disassociation of tRNAs from MA 

(25). If we find that a certain subpopulation of tRNAs is common between WT and 1GA Gag, that 

subpopulation potentially represents the tRNAs that are resistant to PI(4,5)P2-mediated removal and, 

thus blocks the binding of Gag to all cellular membranes. In contrast, the subset of tRNAs that are 

displaced from WT Gag, but present on 1GA Gag, are potentially the tRNAs that prevent the binding of 

Gag to nonspecific intracellular membranes but can be removed upon MA-PI(4,5)P2 interaction, thus 

allowing the specific recruitment of Gag to the PM.  

 Whether the tRNA species bound to MA simply reflects the overall abundance in cells is unknown. 

Therefore, we tested if the selection of tRNAs on MA reflected the cellular tRNA abundance. For this, we 

determined the relative abundances of tRNAs that are present in the cells and examined whether the 

tRNAs selected on Gag were the highly abundant cellular tRNAs. Finally, we tested whether the MA-HBR 

basic residues are important for the selection of the specific tRNA species on Gag by determining the total 

tRNA species bound to a 1GA MA-HBR mutant Gag in which all the MA-HBR basic residues are switched 

to neutral amino acids (1GA 6A2T). 

Preliminary results confirm the previously reported finding that specific tRNA species are selected 

on MA (25). Based on the relative abundances of these select MA-bound tRNAs on WT Gag vs. 1GA Gag, 

we predict that these tRNAs could be differentially regulating Gag membrane binding in cells. Further, the 

data suggest that the selection of tRNAs on MA is not just a reflection of the abundant tRNAs present in 

the cell. This selection of tRNAs in cells is also dependent on the presence of MA-HBR for some, but not 

all, of the select MA-bound tRNAs. Furthermore, the data suggest that the tRNA sequence and/or 

modification status could be a determinant for selection of tRNAs on MA.  
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Results:  

Differential binding of tRNA species to MA in cells 

It has been shown that MA and NC contribute equally to the amount of RNA bound to Gag (23). 

A PAR-CLIPSeq-based study determined that tRNA is the predominant RNA bound to MA in cells and that 

specific species of tRNAs are selected on MA (25). In order to be able to identify all tRNAs that bind to MA 

in cells and then specifically determine which of those tRNAs are lost due to membrane binding, we used 

two different Gag constructs. A Gag construct that was rendered incapable of binding membrane (1GA 

Gag) would allow us to sample all tRNAs that bind to MA in cells. A membrane binding-competent Gag 

(WT Gag) would allow us to detect those tRNAs that are bound to its cytosolic subpopulation while the 

identification of the tRNAs that are lost upon membrane binding of WT Gag can be extrapolated by 

comparison of the cytosolic WT Gag-bound RNA to the total tRNA population bound to 1GA Gag (Figure 

3.2 A.). 

We used the PAR-CLIPSeq (photoactivatable ribonucleoside crosslinking and 

immunoprecipitation followed by RNA sequencing) method to determine which tRNA species interact 

with MA  in cells (24, 25, 31, 32) (Figure 3.2 B). Given that the NC domain also binds RNA and that we were 

interested in only the MA-bound tRNAs, we engineered the Gag constructs so as to allow us to quantify 

RNA that is bound to MA but not the NC domain (NC domain deletion mutant, delNC) (24). All the 

constructs were additionally tagged with GFP which was used as an epitope tag for immunoprecipitation. 
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Figure 3.2. Select tRNAs show differential binding on Gag derivatives in cells. (A.) Schematic illustration of the 
comparisons made in this study. A cytomegalovirus (CMV) promoter-driven Gag-YFP construct lacking most of the 
NC domain (delNC) was used as the backbone for the Gag derivatives analyzed in this assay. To identify all the tRNAs 
bound by MA in cells, a cytosolic Gag derivative that lacks the myristoylation site (1GA) was used. To identify the 
tRNAs which potentially regulate Gag-membrane binding in cells, a Gag derivative capable of membrane binding 
(WT) was used. To determine whether the selection of tRNAs on MA was HBR-dependent, a mutant Gag with all MA-
HBR basic residues switched to neutral Ala or Thr (1GA 6A2T) was used. Finally, to determine whether the selection 
of tRNAs on MA corresponded to their relative abundances in the host cell, the 293T tRNA population was 
determined. (B.) Schematic illustration of PAR-CLIPSeq method. The delNC/Gag-YFP constructs were expressed in 
293T cells and crosslinked to 4-SU-containing RNA in the cells. Gag and Gag-bound RNA were recovered by 
immunoprecipitation (IP), Gag was digested using Proteinase K, and the Gag-bound RNA was recovered. tRNA-sized 
(70-95nt) RNAs were selected and partially hydrolyzed to generate short fragments (<50nt) and sequenced using 
50nt single-end Illumina Miseq. Curated reference genome with artificial sequences accounting for reverse 
transcriptase-induced mismatches was used for alignment (32). Raw counts were normalized per length and 
sequencing depth to generate Transcripts per million (TPM) which is a measure of the relative abundance. (C.) 
Ranked order of abundance of tRNA isoacceptors (tRNAs that are charged with the same amino acid) bound to WT 
Gag. Relative abundances (TPM) of tRNA isoacceptors crosslinked to WT, 1GA, and 1GA 6A2T Gag derivatives, as 
well as in 293T cells is shown. To generate the total TPM for each tRNA isoacceptor, the TPMs for the individual 
isodecoders (tRNAs sharing the same anticodon sequence) and sequence variants were combined. n=1. 
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 The delNC Gag-GFP constructs were transfected into 293T cells. The cells were subsequently 

cultured in a media containing a photoactivatable ribonucleoside analogue, 4-thiouridine (4-SU), which 

gets incorporated into nascent RNAs. The cells were irradiated with 365-nm UV light to crosslink the 4-

SU-containing RNA to the RNA-binding proteins. The delNC Gag-GFP proteins were immunoprecipitated 

from the cell lysates using an anti-GFP Nanobody/ VHH based immunoprecipitation (ChromoTek GFP-

Trap®) for the immunoprecipitation (IP) of GFP-fused Gag proteins (Gag-GFP). GFP-Trap® has very high 

affinity (KD=1 pM) for GFP, thus allowing for the effective pulldown of Gag-GFP.  

Proteinase K treatment was carried out to digest the Gag protein while leaving the Gag-bound 

RNA. Phenol chloroform extraction followed by ethanol precipitation was carried out to recover this RNA. 

The RNA was resolved on an agarose gel, the gel was stained with SYBR Gold and visualized with UV-light. 

tRNA-sized (~70-95 nt) RNA bands were cut out from the gel for each sample and the RNA was recovered 

from the gel fragments by diffusion through overnight agitation of gel fragments in buffer. Subsequently, 

the RNA was ethanol precipitated and then resuspended in nuclease-free water.  

 PAR-CLIP was then combined with HydrotRNASeq method (Figure 3.2 B.) to sequence the tRNAs 

bound to the Gag constructs (32). HydrotRNASeq involves the alkaline hydrolysis of tRNAs to generate a 

range of RNA fragments <~50 bases. The partially hydrolyzed tRNA fragments were then sequenced as 

per small RNA sequencing on Illumina Miseq. We also implemented the use of a modified RNA reference 

for alignment that has additional artificial sequences included. These artificial sequences (sequence 

variants) take into account the sequence mismatches due to misincorporation by the reverse transcriptase 

(RT) when it encounters tRNA modifications (32). The mismatches detected at sites of modification of 

tRNAs due to the RT are termed as RT-signatures (32). Inclusion of these sequence variants helps by 

increasing the mean read coverage over the tRNA length (32). We find that some of these sequence 

variants are actually observed in our samples. Following sequence alignment and counting of transcripts, 
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we used a normalized measure of raw counts, Transcripts per million (TPM) for our comparisons. The TPM 

is representative of the relative abundance of each tRNA species. tRNA isoacceptors are tRNAs that have 

different anticodons but are charged with the same amino acid while tRNA isodecoders are tRNA 

molecules that share the same anticodon but harbor sequence diversity outside of the anticodon (33, 34). 

Forty-seven different tRNA isoacceptors were identified in our study. The TPM of tRNA isodecoders as 

well as sequence variants for each tRNA isoacceptor were pooled to generate total TPM for each tRNA 

isoacceptor (Figure 3.2 C.). Based on this total TPM, several of the tRNAs previously identified as selected 

on MA (25) are also among the abundant tRNAs bound to WT Gag in our study, namely, GlyGCC, GluCTC, 

ValCAC, and GluTTC. Additionally, several tRNAs not previously identified as selected on MA (25) featured 

among the abundant tRNAs bound to WT Gag in our study, namely, SeCTCA, PheGAA, TyrGTA, ArgACG, 

and GlnCTG. A couple of the tRNAs previously reported as being selected on MA (25) were not among the 

abundant tRNAs on WT Gag in our study, namely, LysCTT and LysTTT. Of note, among the tRNAs newly 

identified in this study as being selected on MA, PheGAA was ~three-fold more abundant on 1GA Gag 

compared to WT Gag. SerACT, while not among the abundant tRNAs on Gag, exhibited an ~seven-fold 

increase in relative abundance on 1GA Gag relative to WT Gag. These data suggest that PheGAA and 

SerACT may be tRNAs that are lost when Gag binds to the PM, presumably through interaction of Gag 

with PM-specific PI(4,5)P2. SeCTCA (the tRNA for selenocysteine), though highly abundant on both 1GA 

Gag and WT Gag, does not show any differential enrichment between them, suggesting that SeCTCA is 

likely a tRNA that is resistant to removal by PI(4,5)P2 and thus, potentially retains Gag in the cytosol. While 

in vitro assays have suggested that ProTGG but not LysTTT inhibits Gag-membrane binding (26), we do 

not see a stark difference between LysTTT, LysCTT, ProTGG, ProCGG, and ProAGG in their ranked order of 

relative abundance on either WT Gag or 1GA Gag. The tRNAs that are not enriched on WT Gag are those 

that are removed upon Gag-PM binding. These tRNAs potentially regulate Gag-PM binding by preventing 

the promiscuous localization of Gag. Thus, by comparing membrane binding competent (WT) vs. 
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incompetent (1GA) Gag constructs, we were able to identify tRNAs with different selection profiles on Gag 

based on the potential of Gag to bind membrane, suggesting that select tRNAs that bind Gag could 

differentially regulate the membrane binding of Gag in cells.  

Cellular abundance of tRNAs does not dictate the relative abundance of tRNAs on MA 

 

Figure 3.3. Selection of specific tRNAs on MA is not dictated by their relative abundances in cells. Graph displaying 
the fold enrichment of tRNAs on Gag derivatives relative to their abundance in 293T cells in descending order of 
enrichment. For each tRNA isoacceptor, the fold enrichment is calculated as the ratio of their relative abundance 
(TPM) when crosslinked to the Gag derivatives, WT, 1GA, and 1GA 6A2T, compared to their relative abundance (TPM) 
in the original 293T cell population. Calculations are based on TPM determined after PAR-CLIPSeq as described 
previously. n=1. 

 

 Of the pool of tRNA species in the cell, only specific tRNAs  are selected on MA [(25) (this study)]. 

The reason for such specific selection could be based on the different sequence, different structure, or 

differences in other characteristics of the selected tRNAs. Yet another explanation could be that instead 

of a selection based on specific tRNA characteristics, the tRNA population captured on Gag is just a 

reflection of the tRNA population in the 293T cells. To determine if the relative abundances of cellular 

tRNAs dictate which tRNAs are selected on Gag, we determined the relative abundances of the tRNA 

population in 293T cells. We quantified the fold enrichment of each tRNA isoacceptor as a ratio of its 

relative abundance on WT Gag or Gag mutants to its relative abundance in the 293T cells (Figure 3.3). The 
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tRNAs showing enrichment relative to their cellular abundance were SeCTCA, PheGAA, ValAAC, ValCAC, 

and IleTAT on both WT MA as well as 1GA MA. ThrCGT, HisGTG, ThrAGT, LeuTAA, and AsnGTT were 

enriched relative to their cellular abundance on WT MA, and to a lesser extent on 1GA MA. Thus, the 

tRNAs selected on the Gag constructs were not just the highly abundant cellular tRNAs. These data suggest 

that specific tRNA characteristics, and not just their respective abundances in the cell, govern the selection 

of specific tRNAs on MA.  

Enrichment of certain MA-bound tRNAs is dependent on MA-HBR 

A previous PAR-CLIPSeq-based study had reported a progressive loss of tRNAs bound to Gag when 

the basic Lys residues in MA-HBR were switched with neutral Thr (K-to-T) (25). However, whether the 

selection of specific tRNAs on MA depended on the presence of the MA-HBR was not determined. We 

decided to address whether MA-HBR was involved in the selection of specific tRNAs on MA in cells.  

For this purpose, we compared the relative abundances of tRNAs on 1GA Gag with that on 1GA 

6A2T Gag (Figure 3.2 A. and C.). While the former allowed us to determine all the tRNAs bound to MA, 

the latter allowed us to capture those tRNAs which bind MA irrespective of MA-HBR. We found that the 

selection of SeCTCA on 1GA Gag was highly dependent on the presence of MA-HBR (>~seventy-three-fold 

enriched above 1GA 6A2T level). Another tRNA enriched on 1GA Gag, PheGAA, also showed an ~five-fold 

enrichment on 1GA Gag above 1GA 6A2T. Other enriched tRNAs, including those identified in the previous 

CLIPSeq study (25), either showed a small change in abundance (e.g., ValAAC and GluTTC) or did not 

display any fold change in abundance (e.g., GlyGCC, GluCTC, and ValCAC) between the two compared 

samples. These data suggest that the selection of SeCTCA and PheGAA on MA is in an MA-HBR dependent 

fashion. Perhaps the exposed basic residues outside of the MA-HBR, namely, Lys38, Arg42, Lys94 and 

Lys97, which were not mutated in the 1GA 6A2T mutant, may be involved in selection of the other selected 

tRNAs.  
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MA shows preference for some but not all tRNA isodecoders 

Our data so far show that specific tRNAs bind MA despite having low relative abundance in the 

293T cells suggesting that some selection process and, not just cellular abundance, regulates the binding 

of MA to preferred tRNAs. Our data further suggest that presence of MA-HBR is necessary for the selection 

of certain select tRNAs on MA. We wanted to investigate whether the preference of MA for the tRNAs 

was driven by any characteristics of the tRNAs. To this end, we examined the sequences of different tRNA 

isodecoders for each tRNA isoaccepter to determine if there is any difference in the sequences between 

the isodecoders that show enrichment relative to their cellular levels and those that do not. 

We identified two tRNAs, PheGAA and AlaAGC, as showing differential enrichment on 1GA Gag 

relative to their cellular abundance among the various isodecoders in the 293T tRNA population (Figure 

3.4). Out of the five isodecoders for PheGAA detected in our study, tRNAF13, tRNAF2, tRNAF5 and tRNAF1 

showed five-fold or more enrichment relative to their cellular abundance, while the remaining isodecoder, 

tRNAF4, was not enriched (Figure 3.4 A.). When we compared the relative abundances (log10 TPM) of the 

individual PheGAA isodecoders in 293T cells and on 1GA Gag, we found that even though the relative 

abundance of tRNAF4 in cell lysates is similar to that of tRNAF13, tRNAF5, and tRNAF1, its relative 

abundance on 1GA Gag is ten-fold less (Figure 3.4 B.). Thus, the relative abundance of the isodecoder in 

the 293T cells is not a determinant of tRNA enrichment on MA.  In a similar vein, only two, namely tRNAA2 

and tRNAA3, out of the eight AlaAGC isodecoders detected in our study showed > five-fold enrichment on 

1GA Gag relative to their cellular abundance in spite of tRNAA2 and tRNAA3 showing similar or lower 

relative abundance (log10 TPM) in 293T cells compared to the other AlaAGC isodecoders (Figure 3.4 C. 

and D.).  
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Figure 3.4. Not all tRNA isodecoders are equally enriched on MA. (A.) Graph displaying the fold enrichment of 
PheGAA isodecoders on 1GA Gag relative to their abundance in 293T cells. The fold enrichment is calculated as the 
ratio between the relative abundance (TPM) of each isodecoder crosslinked to 1GA Gag versus their starting relative 
abundance (TPM) in 293T cells. (B.) Graph displaying the log10 relative abundances (log10 TPM) of each of PheGAA 
isodecoders. To determine whether the original relative abundances in 293T cells affect the enrichment of the 
PheGAA isodecoders, we compared the relative abundances (TPM) of the isodecoders in the 293T cells versus those 
crosslinked to 1GA Gag. (C.) Graph displaying the fold enrichment of AlaAGC isodecoders on 1GA Gag relative to 
their abundance in 293T cells. The fold enrichment is calculated as above. (D.) Graph displaying the log10 relative 
abundances (log10 TPM) of each of AlaAGC isodecoders in the 293T cells versus those crosslinked to 1GA Gag. The 
relative abundances (TPM) were determined after PAR-CLIPSeq as described previously. n=1. 

 

To understand what could be driving the difference in enrichment of the tRNA isodecoders, we 

compared their sequences to detect any sequence differences unique to either the enriched or the non-

enriched groups. We found that tRNAF4, but not any of the other PheGAA isodecoders, harbored a 

different sequence in the acceptor stem region of the tRNA (Figure 3.5 A.). The sequence change is 

predicted to alter the secondary structure (based on minimum free energy) of tRNAF4 in the acceptor 

stem compared to the other isodecoders (35-37) (Figure 3.6 A.). Although such structural predictions are 



77 
 

not without uncertainty, we can speculate that the tRNA structure/structural stability is important for 

tRNA selection on MA and that disruption of the acceptor stem structure hinders the selection of tRNAF4 

on MA compared to the PheGAA isodecoders with an intact acceptor stem structure.  

 Additionally, we found that the enriched isodecoders of AlaAGC, tRNAA2 and tRNAA3, shared 

common sequence with each other but not with the rest of the non-enriched isodecoders of AlaAGC 

(Figure 3.5 B.). These shared common regions between tRNAA2 and tRNAA3 were distributed throughout 

the tRNA sequence. Note that the tRNAA2 and tRNAA3 isodecoders showed differences in sequence with 

each other as well. However, the sequences in common between these two enriched isodecoders likely 

favor their selection compared to the rest of the isodecoders lacking these common sequences. While the 

predicted secondary structures (based on minimum free energy)  of tRNAA2 and tRNAA3 are similar and 

appear to be canonical, the predicted secondary structures of the non-enriched tRNAs include either a 

lack of obvious D-arm, T-arm or V-loop (tRNAA5), an expanded V-loop (tRNAA6, tRNAA7, and tRNAA13) 

or an extended T-loop (tRNAA28 and tRNAA34) (35-37) (Figure 3.6 B.). Thus, we can speculate that the 

selection of the enriched AlaAGC isodecoders, tRNAA2 and tRNAA3, might involve the V-loop and/or the 

T-loop and the difference of these structures in the non-enriched AlaAGC isodecoders could explain why 

they were not enriched on MA. Overall, these data suggest that the tRNA isodecoder sequence and/or 

structure could influence the selection of specific tRNAs on MA.  
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Figure 3.5. Differences in sequence of MA-enriched vs MA-nonenriched tRNA isodecoders for PheGAA and 
AlaAGC. The isodecoders and their sequences have been arranged in ascending order of enrichment with respect to 
293T levels (1GA Gag TPM/293T TPM) (A.) Comparison of sequences of PheGAA isodecoders. The regions of 
mismatch are highlighted in red. The sequences unique to tRNAF4, the only PheGAA isodecoder not enriched relative 
to its levels in 293T cells, are emphasized by underlining. (B.) Comparison of sequences of AlaAGC isodecoders. The 
regions of mismatch are highlighted in red. The sequences unique to tRNAA2 and tRNAA3, the highly enriched 
AlaAGC isodecoders relative to their levels in 293T cells, are emphasized by underlining. The relative abundances 
(TPM) were determined after PAR-CLIPSeq as described previously. 

 

Figure 3.6. Predicted secondary structures of PheGAA and AlaAGC isodecoders. Depiction of the predicted 
minimum free energy (MFE) structures using RNAfold WebServer (35-37) with default parameters, showing a 
potential difference between the predicted MFE structures of enriched vs. nonenriched tRNAs on MA. (A.) Predicted 
MFE structure of PheGAA isodecoders. tRNAF13, tRNAF2, tRNAF5, and tRNAF1 are the enriched isodecoders while 
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tRNAF4 is the nonenriched isodecoder (highlighted in a red box).  (B.) Predicted MFE structure of AlaAGC 
isodecoders. tRNAA5, tRNAA6, tRNAA13, tRNAA28, tRNAA7, and tRNAA34 are the nonenriched isodecoders while 
tRNAA2 and tRNAA3 are the enriched isodecoders (highlighted in a red box). 

 

Potential role of tRNA modifications in determining the selection of tRNAs on MA 

 The reference set used for sequence alignment in this study included artificial tRNA sequences 

containing the RT-signatures which are the sequence mismatches at known sites of modifications due to 

RT. This unique reference set offered the unique opportunity to probe the effect of the tRNA modifications 

on the enrichment of a tRNA on MA relative to its cellular abundance. Given that tRNAs are highly 

modified and that the modifications have a bearing on multiple aspects of tRNA biology including 

structure (38-45), it is possible that site-specific modifications could be driving the differences in 

enrichment even between tRNA molecules sharing the same sequence. 

 We found that there was an apparent difference in enrichment between sequence variants of 

SeCTCA (Figure 3.7 A.). In humans, SeCTCA occurs as a single copy functional gene (TRNAU1) located on 

chromosome 19 (46, 47). The variant sequences harboring the observed modification-induced 

mismatches have both the mismatch positions and the nucleotide changes shown hyphenated following 

the gene name. 

 

Figure 3.7. Potential role of tRNA modifications in determining the selection of tRNAs on MA. (A.) Graph displaying 
the fold enrichment of SeCTCA variants on 1GA Gag relative to their abundance in 293T cells. The fold enrichment is 



80 
 

calculated as the ratio between the relative abundance (TPM) of each variant crosslinked to 1GA Gag versus their 
starting relative abundance (TPM) in 293T cells. (B.) Graph displaying the log10 relative abundances (log10 TPM) of 
each of SeCTCA variants. To determine whether the starting relative abundances in 293T cells affect the enrichment 
of the tRNA SeCTCA variants, we compared the relative abundances (TPM) of the variants in the 293T cells versus 
those crosslinked to 1GA Gag. The relative abundances (TPM) were determined after PAR-CLIPSeq as described 
previously. n=1. 

 

 In case of SeCTCA, tRNAU1 is the sequence present in the original reference tRNA genes for the 

human genome (hg19). tRNAU1-T51C, tRNAU1-T51G, tRNAU1-T28G, tRNAU1-T51GA58T, tRNAU1-A58T, 

and tRNAU1-A58G represent sequence variants or artificial sequences that were introduced to create a 

modified reference set (32). The nucleotide changes in these sequence variants are caused by RT errors 

and represent tRNA modifications.  

 We find that SeCTCA is highly enriched (~>100-fold) across all the sequence variants (Figure 3.7 

A.). However, the sequence tRNAU1-A58G bearing the A58G mismatch is ~3-fold more increased than 

tRNAU1 and ~2-fold more increased compared to the A58T variant, even though they show similar 

abundances in 293T cytosol (Figure 3.7 B.). The likely modification that induced the A58G as well as A58T 

mismatch in the T-loop is 1-methyladenosine (m1A) at position 58 (m1A58) (48-52). The RT-signatures can 

be different even for the same modification at the same site. It has been further shown that the +1 

neighboring nucleotide 3’ to the m1A modification can affect the RT-signature (53). The exact reason for 

the misincorporation of T in one case and G in another is not clear. We can speculate that what induced 

the different RT-signature likely also influenced the preference of MA for this specific SeCTCA variant 

(tRNAU1-A58G) compared to the tRNAU1-A58T (given that this difference in preference achieves 

significance in future experiments). One potential explanation for the different RT-signatures for the 

m1A58 may be undetected modifications of neighboring nucleotides around m1A58, that have not 

created any obvious RT-signatures themselves. These modifications in conjunction with m1A58 maybe 

potentially allowing for preferential selection of tRNAU1-A58G by MA. The other potential modifications 
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detected as T51C, T51G, T28G mismatches do not seem to affect the selection of SeCTCA on MA. Thus, 

some specific modifications of tRNA could potentially be favoring the selection of specific tRNA molecules.   

Discussion 

In a previous study, tRNA was shown to be the major RNA bound to HIV-1 MA in cells (25). That 

study along with others support the fact that tRNA is an important host cellular factor that regulates HIV-

1 Gag-membrane binding (23, 25-29). Furthermore, specific tRNA isoacceptors were recognized as being 

selected on MA in cells (25). The same study reported that there was a decrease in Gag-bound tRNAs 

when Gag was membrane-bound compared to when Gag was cytosolic (4). This data suggested that the 

specific tRNAs that were identified were likely bound to cytosolic Gag. A previous study suggested that 

there is differential regulation of Gag-membrane binding by different tRNA species based on in vitro data 

(26). This gave rise to the idea that potentially there are two subsets of tRNAs in the cell; one group of 

tRNAs would prevent Gag from binding to nonspecific intracellular membranes but would be sensitive to 

removal by PI(4,5)P2 and permit Gag to bind PI(4,5)P2 at the PM, while another group of tRNAs would be 

resistant to removal by PI(4,5)P2 and would, therefore block the membrane binding of Gag to all 

membranes including the PM. Whether the specific tRNAs reported to be selected on MA in the previous 

CLIPSeq-based study were sensitive or resistant to removal by PI(4,5)P2 could not be determined in the 

previous study (25). Furthermore, it was not known whether the selection of the tRNAs on MA was solely 

due to those select tRNAs being the abundant cellular tRNAs or whether the selection of the specific tRNAs 

was based on the MA-HBR or specific tRNA characteristics.  

In this study, we addressed these outstanding questions in a sequential manner. First, the 

sequencing of tRNA from 293T cells allowed us to catalog the tRNA repertoire in 293T cells as well as their 

relative abundances. Next, the use of a non-membrane binding Gag was designed to allow us to determine 

all the tRNA species that are bound to MA in the cytosol. Comparison of these Gag-bound tRNAs with the 
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total cellular tRNA population allowed us to gauge whether the tRNAs that were selected on MA were the 

highly abundant cellular tRNAs. If we found that the most abundant cellular tRNAs were bound to MA, it 

would imply that potentially there was no specific selection of the tRNAs based on tRNA sequence or 

structure. One caveat to this comparison is that the 293T cell tRNA population only captures the baseline 

tRNA population abundances in untransfected cells in this study. There is a potential that cell manipulation 

or stress, such as transfection, could induce the native tRNA population to change (54, 55). Previously, it 

has been reported based on microarray data that HIV-1 transfection changes the tRNA population in 

HEK293 cells in which the interferon-inducible human schlafen 11 (SLFN11) gene was knocked down, but 

not in the presence of SLFN11. In cells where SLFN11 was knocked down, HIV-1 transfection caused the 

upregulation of many tRNAs including SeCTCA but not PheGAA. Notably, SLFN11 was not detected in 293T 

cells even upon induction (56), suggesting that SLFN11-mediated regulation of tRNA population might not 

be applicable in 293T cells. Thus, even if SeCTCA is a rare tRNA in the untransfected 293T cells, SeCTCA 

may have been potentially upregulated in Gag/Rev-transfected 293T cells. Thus, potentially, the selection 

of SeCTCA, and other preferred tRNAs, could be contributed to their abundance in the transfected cells.   

Previously, it was shown that the replacement of the basic residues of MA-HBR with neutral 

residues leads to a decrease in tRNAs bound to MA in cells (25). We compared the tRNA populations 

between 1GA Gag, in which the MA-HBR sequence and charge are preserved, and 1GA 6A2T Gag, in which 

the MA-HBR sequence and charge are disrupted.  Through that comparison, we found that the enrichment 

of at least two tRNAs, SeCTCA and PheGAA, is dependent on MA-HBR, suggesting that the MA-HBR may 

form at least a part of the site of interaction between MA and the selected tRNAs. Interestingly, we have 

previously shown that just preserving the overall basic charge is not sufficient for WT-level RNA binding 

in cells (24). Thus, the identity of the basic residues, and not just the overall basic charge, could play a role 

in selection of tRNAs on MA, however; this remains to be determined. Of special interest is a previously 

studied MA-HBR mutant, 29/31KR Gag, which was shown to bind less RNA than WT Gag in cells and yet 
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lacked binding to any cellular membranes (24). We can speculate that the MA-HBR residues Lys29 and 

Lys31 are required for selecting specific tRNAs that allow Gag to bind to the PM, but not intracellular 

membranes, and that switching these residues to Arg results in the selection of tRNAs that are resistant 

to displacement by PI(4,5)P2 on 29/31KR MA. The membrane binding of 29/31KR was restored when the 

NC domain was replaced with a stronger dimerization leucine zipper (LZ) motif, and the 29/31KR GagLZ 

mutant bound to the PM specifically (24). Thus, comparison of the tRNA species bound to 29/31KR Gag 

versus 29/31KR GagLZ could help determine whether 29/31KR Gag, but not 29/31KR GagLZ, selects for 

the tRNAs that are resistant to removal by PI(4,5)P2.  

In this study, we were also able to identify the potential characteristics of tRNA which could 

contribute to their enrichment on MA in cells. The sequence of tRNA isodecoders is a possible 

characteristic that influences the enrichment or exclusion of the isodecoders on MA in cells. The sequence 

changes we observed among the differentially enriched tRNA iodecoders were predicted to change the 

secondary structure of the isodecoders. Potentially, certain tRNA isodecoder structures favor selection on 

MA, while other structures fail to do so, but this remains to be confirmed. We also obtained some 

preliminary indications that tRNA modifications may play a role in preferential selection of tRNAs bearing 

the same sequence, based on the observation that a particular sequence variant of SeCTCA is apparently 

more enriched compared to the others. Based on the site of the mismatch, we inferred that the 

modification responsible for the particular enriched sequence variant was m1A58 modification in the T-

loop, even though it is unclear why a sequence variant bearing a different RT-signature at the same site 

was not as enriched. Given the importance of m1A modification in structural stabilization of tRNA (39, 41-

43), the m1A58 may be involved in stabilizing MA-tRNA interactions. This data also suggests that the T-

loop either by itself or through stabilizing MA-interactions with other parts of the tRNA may be important 

for selection of SeCTCA by MA. Given that there is scarce data on the effect on tRNA modifications on viral 

replication (57), these preliminary findings are novel and potentially important.  
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In this study, we identified select tRNAs that potentially regulate Gag-membrane binding in cells. 

We profiled the tRNA population on WT Gag and compared this profile with that of the tRNA species 

bound to 1GA Gag. Our understanding, based on our working model, is that the WT Gag-bound tRNA 

population is a subset of total tRNA population as captured 1GA Gag; specifically the subset that retains 

Gag in the cytosol perpetually because they are resistant to removal by PI(4,5)P2. The tRNAs that would 

be bound to 1GA Gag but missing or less abundant on WT Gag would represent those tRNAs that are 

sensitive to removal by PI(4,5)P2 and that are lost when WT Gag binds the PM. PheGAA showed a decrease 

in relative abundance on WT Gag compared to 1GA Gag. This observation suggests that PheGAA is lost 

when WT Gag binds the PM. Thus, PheGAA is likely one of the tRNAs that blocks Gag binding to non-

PI(4,5)P2 membranes but is displaced by PI(4,5)P2 at the PM, leading to specific localization of Gag to the 

PM (24). Another tRNA SeCTCA is unusual in being one of the most abundant tRNAs on Gag, highly 

enriched on Gag compared to its original population in 293T cells and also, being dependent on MA-HBR 

for its selection on Gag. We found that SeCTCA shows similar enrichment on WT Gag and 1GA Gag. These 

data suggest that SeCTCA may be a tRNA that is resistant to removal by PI(4,5)P2, forcing Gag to remain 

in the cytosol.   

There are inherent challenges to sequencing tRNAs because they are highly structured and highly 

modified [93 different types of modifications in tRNA with typically 13-14 modifications per tRNA molecule 

(32, 39, 42, 58)]. The enzyme RT is needed to convert tRNA to cDNA in order to prepare the cDNA library. 

However, RT is blocked by the compact structure and heavy modifications of tRNA (32, 39, 42, 58). 

Commonly used RTs such as Superscript III, used in the previous CLIPSeq-based study (25),  lose activity 

at the high temperature of 70°C at which the tRNA is unfolded to relieve the compact structure (20). 

Additionally, common tRNA modifications such as methylations could induce RT-stops or nucleotide 

misincorporation at the site of modification by the RT resulting in RT-signatures (32, 42, 58-60). 

Interestingly, different RTs have different rates of stopping or induction of RT-signatures (61). Truncated 
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sequences because of RT stops may be lost or misaligned leading to bias in data quantification. RT-induced 

mismatches can similarly lead to loss of alignment and a bias in quantification. Several recent papers have 

come up with compelling methods to ease tRNA sequencing, such as the use of thermostable RT (which 

is active up to 70°C) or using enzymes to remove modifications in vitro before sequencing (62-65). These 

methods have been shown to generate longer cDNAs from tRNAs (62-64). To reduce stalling of RT, we 

adopted the HydrotRNASeq method in which tRNAs are partially hydrolyzed to generate small RNA 

fragments (32, 66, 67). The rationale behind this method is that these tRNA fragments will have less 

structure due to their short length as well as have less modifications per tRNA fragment. The partial 

alkaline hydrolysis method results in more full-length tRNA coverage even compared to the previous 

methods of using thermostable RT or enzymes to remove modifications (32, 62, 63). In addition, we used 

a modified RNA reference set for alignment. Variant sequences incorporating RT-signatures at sites of 

modifications were included in this reference, the use of which was shown to improve the mean read 

coverage over the tRNA length (32).  

 The use of the modified RNA reference set (32) which accounted for the RT-induced mismatches 

allowed us to infer potentially modified transcripts and examine if the presence or absence of any 

modifications influenced the relative enrichment of any transcripts on 1GA Gag relative to its cellular 

abundance.  However, there are several caveats that we must consider in the cautious interpretation of 

this modifications data. First, this sequencing-based method does not directly detect the tRNA 

modification profile, instead, it is an indirect extrapolation through the variant sequences that relies on 

the presence of RT-signatures induced by modifications at known sites. Not only can a single modification 

generate multiple RT-signatures, but it can also fail to generate any RT-signature (e.g., pseudouridine, 

inosine) in case the modifications do not disrupt the Watson-Crick base pairing during cDNA synthesis, or 

if the modification causes RT-arrest (61, 68). Thus, we can falsely assign significance to a modification 

when there is none as well as miss the contribution of a modification due to absence of the RT-signature.   
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Another potential concern is that the alkaline hydrolysis treatment that we perform may lead to the 

conversion of m1A to the RT-silent m6A (termed Dimroth rearrangement) (52, 68) which could cause the 

unintentional disappearance of the m1A signature in our study. Thus, what we observe as unmodified 

(e.g., tRNAU1 sequence), may in actuality be harboring the m1A58 modification, and thus, the data could 

be confounding. In addition, based on the site of modification, we can infer what the modification is, but 

the identity of the modification is only an extrapolation, and especially difficult to identify when there is 

a lack of information pertaining to modifications at a particular nucleotide in a particular tRNA, as well as 

when there are multiple potential modifications at the same site of the tRNA.  

Another caveat to these data is that we have determined the Gag-bound tRNAs in NC-deleted 

constructs. In the previous CLIPSeq-based study, the deletion of the NC domain did not seem to alter the 

identities of tRNAs selected on MA in cells (25). However, in in vitro assays, yeast tRNA and ProTGG 

strongly suppressed Gag binding to non-PI(4,5)P2-containing membranes only in the context of NC 

(26).Thus, it is possible that the presence of NC changes the abundance of tRNAs on Gag. Thus, it would 

be necessary to see whether the presence of NC changes the tRNA specificity of MA.  

 SeCTCA and PheGAA (as well as GlnCTG, TyrGTA, and ArgACG) were not identified as 

preferentially bound on Gag in the previous CLIPSeq-based assay (25). In contrast, LysTTT and LysCTT were 

identified as being selected on MA over other tRNAs in the previous CLIPSeq study (25) but not ours. We 

surmise that differences in the constructs used, the tRNA sequencing strategies, the reference sets used 

for alignment, and data normalization may have accounted for the different results between the previous 

study and this current study.   

Carlson et al. examined how the HIV-1 genome is selectively packaged by Gag in competition with 

cytosolic RNAs (28). Interestingly, they found that specifically 5’ untranslated region (5’UTR)-containing 

sequence significantly increased binding of Gag to PI(4,5)P2-containing liposomes compared to 

nonspecific RNAs, only in the presence of tRNA. This suggests that the tRNA bound to Gag may be allowing 
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for specific recognition and incorporation of viral RNA by Gag and furthermore, hints that the viral RNA 

potentially plays a role in overcoming tRNA mediated inhibition of Gag-membrane binding. In our current 

study, we have transfected the cells with only Gag- and Rev-encoding plasmids, instead of using a proviral 

plasmid. Thus, the contributions of viral RNA, as well as HIV-1 proteins other than Gag and Rev, to the 

selection or modulation of MA-tRNA interactions remain to be elucidated.  

Currently, roles played by select tRNA species in the localization and binding of Gag (or other 

membrane-localizing protein) to the PM are not known. While this study is preliminary, it has some 

potentially interesting findings. Our data suggest that different tRNA species could be differentially 

regulating the membrane binding of Gag in cells. The data also suggest that the tRNAs selected on Gag 

are not the highly abundant cellular tRNAs and that the selection of tRNAs could potentially depend on 

particular tRNA characteristics such as sequence, structure and modifications. The MA-HBR could be 

forming the binding site for at least some tRNAs. The analyses of Gag interactions with tRNAs including 

particular tRNA characteristics could help guide the development of RNA aptamers with high binding 

affinity for Gag that renders them resistant to removal by PI(4,5)P2. Such RNA aptamers could lead to 

development of therapeutics that block the binding of Gag to the PM, and hence, block HIV-1 assembly. 

Materials and Methods 

Plasmids. 

pCMVNLGagPolRRE Gag-YFP, which expresses HIV-1 GagNL4-3 fused to YFP in an HIV-1 Rev-dependent 

manner, was described in a previous report (24). pCMVNLGagPolRRE delNC/Gag-YFP (WT), 1GA 

pCMVNLGagPolRRE delNC/Gag-YFP and 1GA pCMVNLGagPolRRE 6A2T delNC/Gag-YFP were described 

previously (24). 

pCMV-Rev was previously described (69) (kindly provided by S. Venkatesan, National Institutes of Health).  
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Cells and transfection. 

293T cells were cultured as described previously (70). For PAR-CLIP experiments, 4 × 105 cells were plated 

into each well of six-well plates (Corning), cultured for 24 h, and transfected with plasmids encoding the 

indicated delNC/Gag-YFP derivatives using Lipofectamine 2000 (Invitrogen) according to the 

manufacturer’s instructions.   

PAR-CLIP assay  

To recover the cellular RNA bound to transfected Gag, a PAR-CLIP assay was performed as described 

previously (47, 57), with some modifications. Briefly, in each well of a 6-well plate, 4 × 105 293T cells were 

cultured in Dulbecco’s modified Eagle’s medium (DMEM; Lonza) supplemented with 10% fetal bovine 

serum in the presence of the antibiotics penicillin and streptomycin. For each sample, 4.8 X106 cells were 

then transfected with either a plasmid encoding 1GA/delNC/Gag-YFP containing the indicated MA 

sequence. The cells were cultured for 24 h post-transfection before the addition of fresh medium 

containing 200 μM 4-thiouridine (4-SU; Sigma), a photo-crosslinkable ribonucleoside analogue. After 16 h, 

the cells were exposed to 365-nm UV light at 300 mJ/cm2 to cross-link RNA and RNA binding proteins. 

Cells were lysed with NP-40 lysis buffer (50 mM HEPES buffer [pH 7.5] containing 150 mM KCl, 2 mM EDTA, 

0.5% [vol/vol] NP-40 substitute, and 0.5 mM dithiothreitol [DTT] and supplemented with a protease 

inhibitor cocktail). The Gag-RNA complex was immunoprecipitated by incubating the cell lysates with an 

anti-GFP nanobody coupled to magnetic agarose beads (ChromoTek GFP-Trap®) for 1 h on a rotating 

shaker at 4°C. Protease treatment was carried out with 2mg/ml Proteinase K (Sigma Aldrich) for 30 mins 

at 50°C to digest Gag (71, 72). After phenol chloroform extraction, ethanol precipitation, and elution in 

nuclease-free water, the RNA was run on an 8M Urea PAGE gel to resolve the RNA on basis of size. The 

RNA bands were visualized using UV light after staining the gel with SYBR Gold dye.  tRNA-sized bands 

were cut out of the gel using a clean razor and the RNA was eluted from the gel by overnight incubation 



89 
 

in gel elution buffer (TE with 0.25% sodium dodecyl sulphate (SDS)). The RNA was ethanol precipitated 

and resuspended in nuclease-free water. tRNA was isolated from 293T cells using Trizol.  

Alkaline hydrolysis of tRNA 

An optimized protocol for partial alkaline hydrolysis of the tRNA-sized RNA was carried out (32, 66). The 

RNA was incubated with freshly prepared alkaline buffer (1mM EDTA, 50mM Na2CO3 and 50mM NaHCO3; 

pH 9.8, Sigma 75335) for 10 mins at 95°C. The alkaline hydrolysis reaction was stopped by ethanol 

precipitation of the RNA. The RNA was resuspended in nuclease-free water and submitted for next 

generation sequencing. During optimization step, the size of RNA fragments was checked by running on a 

8M Urea PAGE gel and staining with SYBR Gold (described above) after treatment of RNA with different 

concentrations of alkali buffer, different times of treatment, and different temperatures.  

Small RNA Sequencing 

Library prep and next-generation sequencing were performed by Michigan Advanced Genomics Core. 

Library prep was done using Illumina TruSeq small RNA Library Prep Kit. Sequencing was done using single-

end 50bp Illumina MiSeq.  

Data analysis 

The raw sequence data in fastq.gz format was acquired from the Michigan Advanced Genomics Core. The 

initial quality control, adapter trimming, and alignment was performed by the Bioinformatics Core of the 

University of Michigan Medical School’s Biomedical Research Core Facilities. The quality of each sample 

was checked using FastQC (v0.11.7). Problematic reads were trimmed using Trim Galore (v0.6.4_dev), 

which is a wrapper for Cutadapt (v2.8) and FastQC (v0.11.7) with default parameters. The trimmed reads 

were further transformed using FASTX-Toolkit (v0.0.14) and customized script, then quantified using the 

scripts and reference shared by the Tuschl Lab (32). The sequence alignment was carried out using 
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Burrows-Wheeler Aligner (BWA, v0.7.17), allowing up to two mismatches. The raw counts were 

normalized by dividing by the length of the RNA, then dividing by the sum of all RNAs in the sample. The 

resultant number was further normalized by multiplying by 10^6 to generate Transcripts per million 

(TPM). Graphs were generated using GraphPad Prism and prepared for publication using Adobe 

Illustrator. All cartoons and tables were prepared using Microsoft powerpoint and Adobe illustrator.  
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Chapter 4 

Discussion 

The plasma membrane (PM)-specific localization of HIV-1 Gag is an essential early step in 

infectious progeny generation. While it is well established that the interaction between the matrix highly 

basic region (MA-HBR) of Gag and the PM-enriched lipid PI(4,5)P2 is critical for Gag localization to the PM, 

there is limited evidence supporting the role of RNA in this process. Specifically, whether MA-RNA binding 

in cells promotes the specific localization of Gag to the PM, and not to intracellular membranes, was not 

known in the context of HIV-1 Gag. The focus of my study was therefore MA-RNA interactions in cells and 

their effect on the membrane binding of Gag in cells. The strategy I employed for this purpose is the 

crosslinking of cellular RNAs to various Gag constructs and then further quantification or sequencing of 

the Gag-bound RNAs.   

In chapter 2, I established that a correlation exists between MA-RNA binding in cells and the PM-

specific localization of Gag, providing the much-needed cell-based evidence supporting the role of MA-

RNA binding in the PM-specific localization of Gag. In chapter 3, I focused on MA-tRNA interactions in 

cells. I investigated both the determinants of MA-tRNA interactions in cells as well as their potential 

effects on Gag-membrane binding in cells. While these data are preliminary and need to be approached 

cautiously, it suggests that multiple determinants, including the MA-HBR, the tRNA sequence and 

structure, and potentially even the tRNA post-transcriptional modifications, promote MA interactions 

with specific tRNAs in cells. Furthermore, I identified two tRNAs of interest, SeCTCA and PheGAA, which 

may be modulating Gag-membrane binding in cells. In this chapter, I will discuss the findings from 

chapters 2 and 3 as well as the prospective future directions of this work.  
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Summary of data 

(i) Correlation between MA-RNA binding in cells and suppression of Gag binding to intracellular 

membranes: Our working model of Gag membrane binding is that MA-RNA binding blocks the binding of 

Gag to intracellular membranes containing acidic lipids such as phosphatidylserine (PS), thereby ensuring 

the specific recruitment of Gag to the PM due to the interactions of MA with the PM-enriched lipid, 

PI(4,5)P2. Individual portions of this model were supported by mainly in vitro studies; the competition 

between RNA and lipids was supported by in vitro studies (1, 2); the contribution of MA in Gag-RNA 

binding in cells has been established (3, 4); and further, the RNA bound to MA in cells has been shown to 

inhibit the membrane binding of Gag (3, 4). However, the final piece of the puzzle, whether RNA binding 

to MA prevented the mislocalization of Gag to intracellular membranes, was not supported directly in the 

context of HIV-1 Gag. In chapter 2, I presented data revealing a strong correlation between MA-RNA 

binding in cells and prevention of Gag mislocalization (5). I used a mutagenesis-based approach creating 

a panel of MA-HBR mutants in which Lys25/Lys26 and Lys29/Lys31 were switched from Lys to Arg 

(25/26KR and 29/31KR) or from Lys to Thr (25/26KT and 29/31KT). While the KR substitutions preserve 

the overall basic charge of the MA-HBR, the KT mutants reduce the overall basic charge. Using a cell-based 

PAR-CLIP assay, I determined that both the KT mutants failed to bind RNA via MA efficiently in cells unlike 

the KR mutants. When I examined the subcellular localization of these mutants, I observed that the KT 

mutants displayed substantial mislocalization to intracellular membranes while the KR mutants did not 

exhibit such mislocalization. The 25/26KR mutant was exclusively localized to the PM, which implicated 

the total MA-HBR positive charge and/or MA-bound RNA in guiding Gag specifically to the PM. 

Interestingly, the 29/31KR mutant showed predominantly cytosolic distribution, binding to neither the 

PM nor intracellular membranes. The high positive charge preserved in 29/31KR MA was unable to 

mediate PM localization despite previous data showing that highly cationic proteins tend to associate 

specifically with the PM (6). The complete block in membrane binding of 29/31KR was likely due to the 
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RNA bound through its MA-HBR. When the membrane binding of 29/31KR was enhanced through 

augmented Gag multimerization, 29/31KR showed increased binding to the PM while binding to 

intracellular membranes remained blocked. Overall, through these comparisons, I provided cell-based 

data supporting a model in which MA binding by RNA inhibits the mislocalization of Gag in cells, and in 

conjunction with PI(4,5)P2, ensures the specific localization of Gag to the PM.  

(ii) Role of specific MA-HBR residues in MA-RNA binding in cells: A previous study from our lab suggested 

that the preservation of the overall MA-HBR basic charge, and not the exact MA-HBR sequence, was 

sufficient for RNA binding ability of Gag as a Gag mutant with all the MA-HBR residues switched (K→R and 

R→K) was still sensitive to the RNA-mediated block of Gag binding to PS-containing liposomes (7). 

However, this had not been tested in cells, nor was the contribution of specific HBR residues tested in this 

context. In cells, the substitution of MA-HBR residues with neutral threonine had led to a decrease in tRNA 

populations bound to Gag relative to the total RNA populations bound to Gag (4). However, whether the 

basic charge or MA-HBR sequence affected the RNA binding ability of MA in cells remained to be 

determined. In chapter 2, I find that, consistent with previous data, disrupting the MA-HBR basic patch by 

pairwise K→T mutations reduces the RNA bound to Gag to background levels of a Gag mutant in which 

every basic residue of the MA-HBR is switched to neutral amino acids. Furthermore, I determined that 

while Lys25/Lys26 could be switched to Arg and still maintain efficient RNA binding by Gag, the presence 

of Lys at residues Lys29/Lys31 was indispensable for WT-level RNA binding. Thus, the sequence of MA-

HBR, and not just overall basic charge, is a determinant of MA-RNA binding in cells. While I compared the 

amount of RNA-binding to Gag mutants in cells in chapter 2, whether the specific MA-HBR residues select 

for specific RNA species remains to be determined.  

(iii) Role of specific MA-HBR residues in Gag-membrane binding: In chapter 2, I determined that the 

25/26KR mutant showed increased hydrophobic interactions compared to WT Gag, binding neutral PC-

liposomes efficiently in a myristate-dependent manner. Thus, Lys25/Lys26 may be involved in the 
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modulation of myristate exposure, which is consistent with previous data from our lab (1). However, the 

mechanism by which Lys 25/26 affects myristate exposure remains to be determined. The 25/26KR 

mutant also showed enhanced virus-like particle release compared to WT Gag, likely due to the increased 

myristate-mediated hydrophobic interactions. Thus, presence of Arg at residues 25/26 could confer a 

fitness advantage to the virus. However, the Lys 25/26 residues are highly conserved across various clades 

of HIV-1 (8). The reason for such a strong conservation of Lys at these residues is not clear, and whether 

the 25/26KR mutation negatively affects other aspects of the HIV-1 life cycle remains to be tested.  

 The 29/31KR mutant showed a drastic loss of binding to all cellular membranes and had severely 

attenuated virus-like particle (VLP) release. The residue Lys31 is also highly conserved, but not Lys29, (8) 

and I have found that 31KR Gag mutant fully recapitulates the phenotype of 29/31KR Gag mutant in cells. 

Whether the serial passage of 29/31KR or 31KR mutant in T cells results in the emergence of revertants is 

of interest, given that Lys31 is also shown to be important as an MA-PI(4,5)P2 interface (1, 5, 9). The 

mutated residue/s could revert back, which would predict some success for small molecule inhibitors 

targeting MA-PI(4,5)P2  to prevent HIV-1 assembly and spread. Alternatively, there could be the rise of 

compensatory mutants, which may reveal some information regarding how MA balances RNA- and 

PI(4,5)P2-binding to mediate membrane binding. For example, a compensatory mutation could arise that 

forms an substitute interface for MA-PI(4,5)P2 interaction. Another possibility is a compensatory mutation 

that could induce MA to lose contact with inhibitory tRNAs. Based on my work presented in chapter 3 

that shows the MA-HBR-dependent selection of an inhibitory tRNA (SeCTCA), I would surmise that the 

possible compensatory mutation in MA, which would block tRNA binding, could involve the disruption of 

the MA-HBR. In addition, myristate exposure has been shown to modulate MA-tRNA binding (10), 

therefore a compensatory mutation which triggers an increase in myristate exposure of Gag can also arise.  

(iv) Potential determinants of MA-tRNA interaction in cells: A previous CLIPSeq-based study showed that 

the MA-bound RNA in cells is tRNA (4). Additionally, tRNA has also been shown to regulate Gag-membrane 
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binding (3, 4, 10-13). Notably, the CLIPSeq-based study also reported that specific cellular tRNA species 

were selectively bound to MA compared to other tRNA species. However, there was a reduction in Gag-

bound tRNAs when Gag is membrane-bound compared to when Gag is cytosolic (4). Thus, the tRNAs that 

were identified were likely bound to cytosolic Gag. An in vitro study suggested that there is differential 

regulation of Gag-membrane binding by different tRNA species (11). This lead to an attractive hypothesis 

that there are potentially two subsets of tRNA in the cell; one group of tRNAs would be sensitive to 

removal by PI(4,5)P2 and allow Gag to bind PI(4,5)P2 at the PM, while another group would prevent MA-

PI(4,5)P2 interaction and prevent Gag from binding to the PM. Whether the tRNAs reported to be selected 

on MA in the previous CLIPSeq-based study belonged to a subset of tRNAs that are sensitive or resistant 

to removal by PI(4,5)P2 could not be determined in the previous study (4).  

 In chapter 3, I compared the total tRNA bound to a non-membrane binding Gag (1GA Gag) with 

total tRNA bound to a membrane binding-competent Gag (WT Gag) in 293T cells. Similar to the previous 

study (4), the tRNAs enriched on WT Gag likely represent the tRNAs bound to the cytosolic fraction of WT 

Gag. I further catalogued the starting tRNA population in 293T cells as well as the tRNAs bound to a Gag 

mutant in which all the MA-HBR basic residues have been switched to neutral residues. Using this strategy 

of comparison, I was able to determine that indeed there may be different subsets of tRNAs; one subset 

is bound to both 1GA Gag and WT Gag, suggesting that this tRNA inhibits Gag-membrane binding and is 

thus impervious to the effect of PI(4,5)P2, while one subset is found on 1GA Gag but lost on WT Gag, 

suggesting that this tRNA permits Gag-membrane binding and is thus, susceptible to PI(4,5)P2-mediated 

removal (Fig 4.1). There is a possibility that the two subsets of tRNAs only appear to respond differently 

to PI(4,5)P2 as a consequence of the limiting amount of PI(4,5)P2 in the PM, and without that limitation, 

all tRNAs would be removed. In vitro assays will allow us to address this caveat.  



100 
 

 

Fig 4.1. Model of PI(4,5)P2-dependent membrane binding of Gag as dictated by the differential regulation by two 
subsets of tRNAs. The tRNA subset represented by the red tRNA blocks Gag binding to PS-containing membranes 
but allows binding to PI(4,5)P2-containing PM. The tRNA subset represented by the yellow tRNA is resistant to 
removal by PI(4,5)P2 and blocks Gag-membrane binding to all membranes, including those containing PI(4,5)P2. 

 

Notably, I was further able to identify two tRNAs, SeCTCA and PheGAA, which may be involved in 

the regulation of Gag-membrane binding.  These two tRNAs have not been previously implicated in the 

context of Gag-membrane binding and could thus hold a wealth of new information on HIV-1 assembly 

and even other aspects of HIV-1 life cycle [see (v) below].  In addition, the data in chapter 3 support that 

factors other than the original abundances of tRNA species in cells could determine the selection of 

specific tRNAs on MA. I determined that the presence of MA-HBR plays a role in the selection of some, 

but not all, tRNAs. For example, the selection of GlyGCC, one of the abundant tRNA species identified in 

both my study as well as the previous CLIPSeq-based study (4), was not dependent on the presence of 

MA-HBR while the selection of both SeCTCA and PheGAA was MA-HBR-dependent. My work further 

suggests that the sequence/structure of tRNAs may be an additional determinant for enrichment on MA. 

Among a pool of isodecoders of PheGAA and AlaAGC, only some select isodecoders displayed an 

enrichment on MA relative to their starting levels in 293T cells. Preliminary data also suggests that 

presence or absence of post-transcriptional modifications may form the basis for further discrimination 
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by MA as the potentially modified transcripts of SeCTCA may be enriched compared to unmodified 

transcripts relative to their original abundances in cells. 

(v) Predicted effects of enriched tRNA on Gag-membrane binding: In chapter 3, I identified two tRNAs of 

interest, SeCTCA and PheGAA, based on their differential binding to the Gag constructs described above. 

SeCTCA was enriched on both 1GA Gag and WT Gag and did not figure among the tRNAs abundant in 293T 

cells. This suggested that SeCTCA was selected by MA even though it was among the relatively low 

abundance tRNAs in the untransfected 293T cells. As mentioned in chapter 1, tRNAs are differentially 

expressed in different tissues and cells (14).  tRNAs are transcribed by RNA Polymerase III (RNAPIII). Most 

tRNAs have type 2 promoter which comprises two internal promoter elements (A and B boxes), however, 

SeCTCA has type 3 promoter with extensive upstream control regions (a TATA box, a proximal sequence 

element and a distal sequence element) along with the B box (15-17). In canonical tRNAs, TFIIIC recognizes 

and binds A and B boxes and recruits TFIIIB, which recruits RNAPIII. For SeCTCA, the transcription factors 

are SNAPc and a variant of TFIIIB, in which one the subunits of TFIIIB, Brf1, is replaced with another 

subunit, Brf2. Brf2 is a critical factor for the oxidative stress response of SeCTCA (17).  As mentioned 

before, we could attribute the differential expression of various tRNAs in the different tissues to the 

variation in the sequence of the promoter regions (18-20).   

 The relative abundance of SeCTCA on 1GA 6A2T Gag was decreased compared to its relative 

abundance on 1GA Gag.  This suggested that the selection of SeCTCA on MA was dependent on the 

presence of MA-HBR. Furthermore, due to similar enrichment of SeCTCA on both 1GA MA and WT MA, 

we can infer that it may be a tRNA that is relatively resistant to removal from MA by PI(4,5)P2. Whether 

SeCTCA can block Gag membrane binding to the PM remains to be tested. Second tRNA of interest is 

PheGAA, which was specifically enriched only on 1GA MA. PheGAA on 1GA MA also appears to be enriched 

compared to its relative abundance in 1GA 6A2T MA, suggesting that PheGAA is also selected in an MA-
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HBR-dependent manner. Moreover, given that PheGAA was not enriched on WT MA, one can infer that it 

may be a tRNA species that can be removed from MA by PI(4,5)P2 and thus allow Gag to bind PM.  

Overall, the preliminary PAR-CLIPSeq based data suggests that in cells, MA is bound to select 

tRNAs, and that upon binding of Gag to the PM, some tRNAs are selectively lost. The physiological 

significance of this selective binding and selective loss is that potentially, some MA-bound tRNAs in cells 

may be sensitive to removal by PI(4,5)P2, while other MA-bound tRNAs may be resistant to removal by 

PI(4,5)P2. This finding advances the model through providing cell-based support for the differential 

regulation of PI(4,5)P2-dependent membrane binding of Gag by different tRNA species (See Fig 4.1 for the 

new model).  

Implications and Future Directions 

In this section, I will discuss implications of the work presented here and future directions. 

 1. Near future directions: The covid-19-related lockdown and shutdown of labs compelled me to base 

chapter 3 of my thesis on only one set of experiments. First and foremost, the findings detailed in that 

chapter need to be confirmed by biological replicates of the PAR-CLIPSeq experiment. Northern blot-

based confirmation of the tRNAs of interest can be used as additional supporting data. We will also 

address a drawback in our current experiments, which is the lack of additional controls of mock-

transfected, and non-crosslinked/Gag transfected 293T cells. As detailed before in chapter 3, the tRNA 

population could potentially be altered upon various cellular stresses including transfection of Gag (21, 

22).  There is a possibility that upon cell manipulation/stress, such as transfection, the native tRNA 

population changes (21-23). If the control experiments show that there is an upregulation of the tRNAs 

that we have identified as being selected on MA, then I would infer that the MA is simply binding the 

abundant cellular tRNAs. This would suggest that potentially there is no specific selection of these tRNAs 

by MA. On the other hand, if these control conditions show that there is no change in the tRNA landscape, 
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then such findings would suggest that potentially MA is selecting for specific tRNAs, perhaps based on 

certain tRNA characteristics. Not only the abundance of tRNA species but their post-transcriptional 

modifications may change upon cellular stress and translational status (24-31). If the control experiments 

show that instead of an upregulation of the tRNA species, there is an increase/or alteration of the 

modification status, and we observe that these modified tRNAs are the ones we find selected on MA, then 

it would suggest that potentially the modifications are not playing any role in the selection process, and 

are selected just on the basis of cellular abundance. On the other hand, if the control conditions do not 

induce any change in modification status, then the role of modifications in selection of specific tRNAs on 

MA is better supported. In vitro based binding assays can be used for confirmation.  

2.  Do SeCTCA and PheGAA impact binding of Gag to model membranes? To test our prediction that 

SeCTCA blocks the membrane binding of Gag irrespective of the presence of PI(4,5)P2 in the membrane, 

we can use in vitro addback assays (see Discussion section in chapter 3). In brief, in vitro transcribed and 

translated Gag will be treated with RNase and then incubated with PC+PS liposomes with or without 

PI(4,5)P2 in the presence of in vitro transcribed SeCTCA.  If our prediction is true, we would expect SeCTCA 

to inhibit Gag from binding liposomes irrespective of the presence of PI(4,5)P2, suggesting that even 

PI(4,5)P2 is unable to overcome the block imposed by SeCTCA. We can extend this experiment to 

determine potential regions of SeCTCA, which may be mediating its binding to MA. SeCTCA possesses a 

truly unique structure compared to the canonical tRNAs (Fig 4.2).  
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Fig 4.2. Cartoon comparing the canonical tRNA secondary structure with that of SeCTCA. (A.) Schematic illustration 
of the generic tRNA cloverleaf secondary structure. The acceptor stem bearing the 3’ CCA tail, the D-arm, the T-arm, 
the V-loop and the anticodon arm are depicted. (B.) Schematic illustration of the non-canonical SeCTCA structure. 
SeCTCA has an extended V-loop, an extended acceptor stem, shorter D-loop and longer D-stem, and shorter T-stem 
compared to the canonical tRNA structure.  

SeCTCA is a type II tRNA, with extended V-loop region (15, 16). Other type II tRNAs in eukaryotes 

are tRNASer and tRNALeu. SeCTCA contains the longest V-loop (16 nt folded in a stemloop) of the three, 

making it the longest tRNA (90nt) (15, 32). I speculate that the extended SeCTCA V-loop may be influencing 

the binding of SeCTCA to MA by virtue of increased charge due to increased RNA length and therefore 

tighter affinity for Gag compared to PI(4,5)P2. As RNA binding apparently modulates myristate exposure 

(1), the potentially tighter binding of the V-loop could additionally interfere with myristate exposure and 

inhibit Gag-membrane binding through that mechanism. Whether or not SeCTCA’s V-loop negatively 

impacts Gag-membrane binding can be tested by using mutant SeCTCA with either the V-loop deleted or 

substituted with the V-loop from other type II tRNAs in the addback assays as mentioned above and seeing 

if such a mutant SeCTCA retains the ability to suppress Gag-PI(4,5)P2 binding. Of interest, I have identified 

another type II tRNA, SerACT, as being enriched on 1GA Gag relative to WT Gag, suggesting that this tRNA, 

similar to PheGAA, may be one of the tRNAs that are lost from Gag upon Gag-membrane binding (Fig 4.1). 

The V-loop of SerACT may be a potential candidate for replacing the V-loop of SeCTCA with (and vice 

versa) to see if the length of the V-loop has any impact on the sensitivity of tRNAs to removal by PI(4,5)P2 

in addback assays. SeCTCA further has a unique D-arm compared to canonical tRNAs. The loop is smaller 

(4nt) and the stem is longer (6bp) than for other tRNAs (loop 6nt, stem 4bp). In addition, there are further 

divergences from the canonical tRNAs with a longer acceptor stem (9 bp vs 7 bp) and a shorter T stem (4 

bp vs 5 bp) compared to canonical tRNAs (32-34). As described above, deletion or substitution of SeCTCA 

D-arm or T-arm could help determine the impact, if any, of these SeCTCA regions on Gag-PI(4,5)P2 

interactions using the addback assays.  



105 
 

 In a similar vein, we will also test whether PheGAA and SerACT are susceptible to removal from 

MA by PI(4,5)P2 using the addback assays. If our prediction is true, then these tRNAs would inhibit binding 

of Gag to PC+PS liposomes but fail to inhibit the binding of Gag to the PI(4,5)P2-containing liposomes. 

3. Do SeCTCA and PheGAA impact Gag membrane binding in cells? In order to validate the functional 

importance of the enriched SeCTCA, overexpression or depletion of SeCTCA in cells can be carried out to 

reveal if SeCTCA plays a role in HIV-1 life cycle. Transfection of cells with plasmid expressing TRNAU1 has 

been shown to increase levels of SeCTCA in cells (15). Supplementation of the cell growth media with 

selenocysteine (SeC) has also been shown to increase the levels of SeCTCA by ~20% (15, 35). Although this 

is a modest increase, we can try to optimize the amount of SeC added to the media and correlate it with 

the increase in cellular SeCTCA, which we can detect and compare using northern blotting. Given that 

there is only one gene for SeCTCA (TRNAU1), we can suppress SeCTCA production by just targeting the 

single TRNAU1 gene. The complete knockout of SeCTCA in mice proved to be lethal (36), thus it is may 

potentially have deleterious effects in human cell lines as well. A recent paper used the clustered regularly 

interspaced short palindromic repeats (CRISPR) genome editing in order to target TRNAU1 (15). CRISPR 

consists of bacterial derived nuclease CRISPR-associated protein 9 (Cas9) along with a single-guide RNA 

(sgRNA) which is complementary to the gene of interest. Guided to the target gene by sgRNA, Cas9 

induces a double-stranded DNA break which upon repair, alters the target gene with insertion or deletion 

of several nucleotides. The sgRNA employed in the study was designed to bind the acceptor stem at the 

3’ end. Nucleotide insertion or deletion at the target region could potentially disrupt the B box or the 

termination site and interfere with SeCTCA transcription. Use of this CRISPR-Cas9 strategy lead to a 

decrease in SeCTCA levels by ~50% in HEK293 cells (15). Additionally, the post-transcriptional 

modifications at the adjoining T-arm could be disrupted due to the preference of the modification 

enzymes for particular structure of the T-arm (15, 37), which could potentially also reduce the binding of 

SeCTCA to Gag (see chapter 3).  
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The levels of SeCTCA in cells upon overexpression or reduction can be determined by northern 

blot or RT-qPCR. Ultimately, we can test whether conditions inducing overexpression or reduction of 

SeCTCA in cells affect localization of Gag to the PM as well as Gag VLP release. As per the preliminary data 

presented in chapter 3, we would predict that overexpression of SeCTCA would increase the cytosolic 

distribution of Gag and inhibit VLP release, while reduction of SeCTCA will enhance PM localization of Gag 

and increase the VLP release. In the background of SeCTCA depletion, rescue experiment with 

overexpression of TRNAU1 led to the restoration of SeCTCA expression and the recovery of WT-level 

selenoprotein expression in the cells (15). Overexpression of a modified TRNAU1 gene in which the site of 

modification has been eliminated (38) can also be additionally used to determine the role of specific 

SeCTCA modifications on MA-SeCTCA interaction. Thus, overexpression of WT SeCTCA will potentially 

inhibit localization of Gag to the PM, while overexpression of mutant SeCTCA lacking site of modification 

may have less inhibitory effects on Gag localization [see (5) below]. This strategy of overexpressing 

TRNAU1 and a mutant version can be utilized to also test the importance of the V-loop on Gag-SeCTCA 

binding and the role of V-loop in the potential inhibition of Gag by SeCTCA. Of course, the magnitude of 

the effect the manipulation of a single tRNA species level in the cell will have on Gag assembly and release 

remains to be seen.  

As detailed in chapter 1 and mentioned in chapter 2, the expression of 5ptase IV depletes 

PI(4,5)P2 from the PM (39) and causes the  loss of Gag-PM binding (5, 40-47). To test the prediction that 

Gag membrane binding potentially removes PheGAA, we could sequence tRNAs bound to Gag co-

expressed with either full-length 5ptase IV (FL 5ptase IV) or a catalytically inactive version (Δ1 5ptase IV). 

In case of FL 5ptase IV-expressing cells, PheGAA would be similarly enriched on both 1GA Gag and WT 

Gag, as both will be present in the cytosolic fraction and there will be no PI(4,5)P2 at the PM to remove 

PheGAA. In contrast, in the case of  Δ1 5ptase IV-expressing cells, PheGAA will be enriched on 1GA Gag 
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compared to WT Gag (similar to what we observed in the experiments carried out in the absence of 5ptase 

IV expression as described in chapter 3). 

 A slightly less straightforward approach can be adopted to determine if SeCTCA is a tRNA that is 

not removed upon membrane binding. In chapter 2, a strong dimerizing motif LZ was utilized to enhance 

the membrane binding of Gag through augmented multimerization as tested for PM-localizing WT Gag, 

mislocalized 29/31KT Gag, and the cytosolic 29/31KR Gag mutant. Introduction of the LZ motif seemed to 

tip the balance between Gag-RNA and Gag-PI(4,5)P2 binding in the favor of PI(4,5)P2 and lead to the 

PI(4,5)P2-dependent PM-specific localization of 29/31KRGagLZ, but did not change the localization of the 

other two Gag derivatives.  

 One possible reason for the inability of the 29/31KR mutant to bind any membranes as observed 

in chapter 2 may be because this mutant binds tRNAs that are resistant to removal by PI(4,5)P2. As we 

are predicting SeCTCA to be one such tRNA, we can determine if SeCTCA is enriched on 29/31KR Gag but 

not 29/31KRGagLZ. It would also be interesting to identify tRNAs which show differential enrichment on 

WT Gag vs 29/31KR Gag and what characteristics of those tRNAs could explain the differences in 

membrane binding phenotype between WT Gag and 29/31KR Gag. WT GagLZ shows less hazy cytosolic 

signal compared to WT Gag (unpublished observation), suggesting an enhanced binding to the PM 

compared to WT Gag. Thus, tRNAs which block the binding of Gag to the PM, may not be able to do the 

same for GagLZ. The enrichment of SeCTCA on WT Gag could therefore be potentially higher than on 

GagLZ and SeCTCA could bind with higher affinity to Gag than GagLZ. Such experiments would improve 

our understanding of the importance of MA-HBR sequence in tRNA selection as well as inform the 

development of RNA aptamers as antiviral therapy [see (11) below].   
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 Additionally, in vitro studies indicate that the presence of NC enhances the binding of tRNA on 

MA (11). Therefore, it may be useful to also determine whether the presence of the NC domain changes 

the selection of specific tRNAs on MA or alters the MA-tRNA site of interaction [see (7) below].  

4. Alternative roles of SeCTCA in HIV-1 life cycle? Selenocysteine (SeC) is famous as the 21st amino acid. 

It is an analogue of cysteine (Cys) in which selenium is substituted in the place of the sulphur of Cys. 

Proteins that incorporate at least one SeC are known as selenoproteins. SeC is introduced in 

selenoproteins by SeCTCA in response to the opal suppressor (UGA) codon in a process dependent on a 

cis-acting SeC Insertion Sequence (SECIS) element found in the 3’ untranslated region of all eukaryotic 

selenoprotein mRNAs. Even though there are only 25 selenoproteins in humans, these proteins are 

indispensable for life being involved in oxidoreductase functions (16, 32, 33). Reactive oxygen species 

(ROS) such as hydrogen peroxide (H2O2) and superoxide anion (O2-) are known to be generated during 

various viral infections, including HIV and HTLV. HIV infection is marked by pronounced oxidative stress; 

there is a reduction in antioxidants including gluthathione peroxidase and an increase in ROS production 

(48, 49). Glutathione peroxidase (GPx1) is the most abundant selenoprotein in mammals as well as a key 

antioxidant enzyme. Gpx1 protects cells from H2O2-mediated oxidative damage by catalyzing glutathione 

(GSH)-dependent reduction of H2O2 to water (16). The increased ROS production during HIV infection 

could be a consequence of the host inflammatory process and/or may be induced by the virus. Several 

viral proteins have been implicated in the increased generation of ROS including the viral protein Tat (49). 

A previous study reported a decrease in major selenoproteins including GPx1 in HIV-1 infected and Tat-

treated T cells, suggesting that HIV-1 may be regulating the levels of selenoproteins (50). Furthermore, 

ROS were found to stimulate HIV replication with in vitro data suggesting that oxidative stress activates 

nuclear transcription factor (NF-kB), which is necessary for HIV replication (48, 49). Given that SeCTCA is 

highly enriched on Gag (both 1GA and WT MA), it is very tempting for me to speculate that Gag may be 

sequestering SeCTCA and inhibiting the production of selenoproteins to gain a replication advantage. 
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Alternatively, SeCTCA may be a cellular defense mechanism in response to HIV-1 infection, with the cell 

upregulating SeCTCA or changing SeCTCA modifications, to bind Gag and suppress Gag-membrane 

binding, thereby reducing the formation of virus particles. A microarray-based analysis found an 

upregulation of multiple tRNA species, including SeCTCA, upon HIV-1 transfection in SLFN11-knockdown 

cells, but not in the presence of SLFN11 (23). It is conceivable that HIV-1 could be altering tRNA 

composition in cells lacking SLFN11 such as 293T cells [the cell type used in the current study (chapter 3)]. 

In addition, SeCTCA was shown to be affected specifically by cellular stress triggered by treatment of cells 

with H2O2 with the cleavage and retrograde transport of SeCTCA into the nucleus (22). A previous CLIP-

Seq-based assay did not identify SeCTCA as one of the MA enriched tRNAs (4). One experimental 

difference between the previous study (4) and this current study is that we carried out the experiments 

with the expression of only the Gag and Rev proteins, while they used proviral clones. Thus, I can speculate 

that increased ROS production triggered by HIV-1 Tat (or other HIV-1 proteins) could either mislocalize or 

alter SeCTCA such that it is unable to bind Gag. Alternatively, HIV-1-triggered increased ROS could redirect 

SeCTCA pools to the generation of more selenoproteins, and thus, SeCTCA would not be available to bind 

and suppress Gag-membrane binding. In any case, it would be interesting to determine the tRNA 

population in 293T cells and whether SeCTCA is enriched on MA in the context of the proviral clone. Apart 

from regulation of Gag-membrane binding, we can also determine whether manipulating SeCTCA levels 

(see (3) above) and, consequently selenoprotein levels in cells, impacts HIV-1 replication. 

5. Potential importance of tRNA modifications in HIV-1 life cycle: Modifications of tRNAs may potentially 

be involved in several steps of HIV life cycle. 

i. Modification induced structural stability of tRNA could affect MA-tRNA binding: As described before in 

chapter 1, posttranscriptional modification of tRNA is a dynamic process that can be affected by many 

cellular conditions including oxidative stress (24-31). In addition, tRNA modifications modulate tRNA 

stability (28, 29, 51-55) and could therefore affect its interaction with MA in the cells. Indeed, preliminary 
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data presented in chapter 3 suggests that tRNA modifications could be a determinant for selection of 

specific tRNAs, such as SeCTCA, on MA.  

ii. tRNA modifications could affect HIV-1 translation: Certain tRNA anticodon arm modifications can also 

affect the translational efficiency of tRNAs through modulating codon recognition, blocking of 

programmed ribosomal frameshifting (PRF), and stabilizing codon-anticodon interaction. Position 34 

(wobble position) and/or 37 (located 3’ of the anticodon) are commonly modified in most tRNAs. A-ending 

codons are enriched in HIV-1 genome unlike in the human genome (31, 56, 57).  Anticodon modification 

has been proposed to affect the translation of proteins of some viruses (31), it may be a possibility for 

HIV-1 as well.   

A unique wybutosine (yW) modification at position 37 (yW37) has been reported exclusively for 

PheGAA (which I have also identified as a tRNA of interest for Gag membrane binding in chapter 3). yW37 

stabilizes the anticodon loop and prevents -1 PRF (26, 29). As described previously in chapter 1, HIV-1 

employs -1 PRF for translation of the Gag-Pol fusion protein, which is critical for HIV-1 replication. The 

slippery site encodes Phe (UUU) and Leu (UUA) in the 0 frame and two Phe (UUU) in the -1 frame (58-60). 

Thus, whether PheGAA (which decodes UUU) has yw37 modification could potentially affect HIV-1 -1PRF. 

Whether or not any modifications subject to modulation by HIV-1 infection additionally alter the Gag:Gag-

Pol ratio would also be important.    

iii. tRNA modifications could affect RT fidelity: Previously, the m1A58 in tRNALys3 (HIV-1 RT primer) was 

shown to have an important role in HIV-1 replication (see chapter 1) (61). N6-

threonylcarbamoyladenosine (t6A) and 2-methylthio-N6-threonylcarbamoyladenosine (ms2t6A) 

modifications at position 37 (t6A37 and ms2t6A37) of tRNALys3 have been suggested to promote tRNA 

binding to the ribosome and prevent frameshifting (29, 62). Interestingly, the bulky ms2t6A37 

hypermodification is also a strong stop for RT (~stopped 98% of the time) while the m1A58 is not as 
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effective as a stop signal (61, 62). In fact HIV-1 RT can copy as far as ms2t6A37 of the Lys3 (61). Thus, 

particular tRNA modifications could be affecting the RT fidelity.  

Overall, the modification status of tRNAs may be of great biological significance in HIV-1 life cycle. 

It would be therefore interesting to determine not just the relative abundances of tRNAs but also their 

modification status during HIV-1 infection. Previously, HIV-1 transfection has been shown to alter the total 

cellular RNA modifications but the modification status for individual RNA species was not determined (63). 

The approach I applied in chapter 3 was the inference of tRNA modifications based on enrichment of RT-

signatures (sequence variants) in the transcripts. I was able to determine whether the presence of certain 

modifications is associated with the selection of the transcripts on MA. This same protocol can be used as 

a high throughput method to determine modification status of all tRNAs in the cells in case of HIV-1 

infection.  

 However, as detailed in chapter 3, the determination of tRNA modifications via sequencing is an 

indirect method. A caveat of this method is the possibility of false positives and false negatives (see 

chapter 3). Therefore, the direct method of liquid chromatography–tandem mass spectrometry (LC-

MS/MS) can be adopted to confirm/determine the modification status of specific tRNAs of interest 

detected in our studies, and further used to get a complete picture of the modification status of such 

important tRNAs (31, 64).  

6. How does PI(4,5)P2 outcompete the negative regulation of tRNA during Gag-membrane binding? As 

per our working model, MA-PI(4,5)P2 interactions lead to the removal of susceptible tRNA from MA and 

consequently remove the membrane binding block imposed by tRNA.  

 The relative binding affinities of MA to tRNAs and PI(4,5)P2 could dictate the susceptibility or 

resistance of the tRNA to removal by PI(4,5)P2. There could be multiple factors that affect the MA-tRNA 

and MA-PI(4,5)P2 binding affinities.  



112 
 

i. Potential factors affecting the binding affinity of MA to tRNA: The affinity of myristoylated MA to tRNA 

is weakened under conditions that force myristate exposure relative to when the myristoyl moiety is 

sequestered (10). Thus, factors that promote the exposure of myristate, such as multimerization of Gag 

(65) driven by dimerizing domains (CA and NC) downstream of MA, can diminish the affinity of MA to 

tRNA. In contrast,  Mg2+ ions have a stabilizing effect on tRNA structure (30) and have been shown to 

promote MA-tRNA binding (10). Posttranscriptional modifications of tRNA are also important 

determinants of tRNA stability (28, 29, 51-55). The preliminary data presented in chapter 3 suggests that 

tRNA modifications may influence selection of certain tRNAs on MA. Thus, the dynamic tRNA 

modifications could potentially enhance the binding affinity of MA to tRNA. Finally, the differences in tRNA 

sequence and length could contribute to the MA-tRNA affinity, perhaps through influencing the tRNA 

structure. Overall, a combination between these various factors will determine the affinity of MA to 

different tRNAs and influence the susceptibility or resistance of these tRNAs to PI(4,5)P2-mediated 

removal.  

ii. Potential factors affecting the binding affinity of MA to PI(4,5)P2: The affinity of MA to PI(4,5)P2 can be 

augmented by the inclusion of PS or cholesterol in the PI(4,5)P2-containing membranes (66), artificial 

trimerization of MA (67), and presence of myristoyl moiety on MA (66). Consistent with these data, 

multimerization of Gag, which has been shown to promote myristate exposure (65), also increases the 

membrane binding of MA (5, 12). Therefore, multiple factors can enhance the affinity of MA to PI(4,5)P2 

including presence of other lipids, myristoyl exposure, and the multimerization status of Gag and thus, 

influence the sensitivity of tRNAs to PI(4,5)P2-mediated removal from MA.   

 Till date, there has been no side-by-side comparison of MA binding affinity to tRNA or membranes 

using the same method and the same experimental set-up. A side-by-side comparison may be important, 

since differences in experimental conditions such as the effect of ions on tRNA or PI(4,5)P2 (see chapters 

1 and 3) can affect the binding affinity values. Further, given the potential role of CA and NC in modulating 
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the affinity of MA to tRNA and PI(4,5)P2, it would be important to test how the presence of such domains 

affects both MA-tRNA and MA-PI(4,5)P2 interactions. As the binding affinities will be determined with in 

vitro transcribed tRNAs, it could also be possible to generate the tRNAs using modified nucleotides which 

will allow us to determine the impact of tRNA modification on MA-tRNA binding affinity.   

 A possible method to carry out a side-by-side comparison can be through nanodiscs (ND), which 

have been recently used to determine the affinity of MA and artificially trimerized MA to PI(4,5)P2-

containing nanodiscs (67). An ND is a phospholipid bilayer circled and stabilized by a belt made of two 

molecules of a membrane scaffold protein (MSP). Affinity of MA bound to specific tRNAs can be 

determined on PC+PS NDs with and without PI(4,5)P2 using Surface Plasmon Resonance (SPR) (68, 69). 

Constructs with MA downstream dimerizing domains, CA and NC, could help promote myristate exposure 

(65); however, these could also potentially cause the irreversible nanodisc aggregations.  In addition, as 

mentioned before ions including Mg2+ ions stabilize tRNA structure and have been shown to promote MA-

tRNA binding (10). However, these can cause PI(4,5)P2-containing NDs to aggregate (70). Thus, the side-

by-side comparison of MA binding affinity to tRNA as well as PI(4,5)P2 under same experimental 

conditions may prove to be technically challenging.  

7. Sites of interactions between tRNA and MA: The determination of binding sites between MA and the 

select tRNAs can reveal the mechanism of tRNA selection by MA. In addition, it can also inform the 

generation of RNA aptamers against MA. One way of determining the sites of MA-tRNA binding is to utilize 

in vitro binding assays using tRNAs with deleted or substituted arms in the addback assay which would 

inform which tRNA arm may be involved in the MA-tRNA interactions [see (2) above]. However, the 

identity of the site of interaction is inferred by the magnitude of the effect of mutations on Gag-membrane 

binding, and not directly determined. For a direct approach, one can determine the binding affinity of MA 

(with and without downstream multimerizing domains) to mutant tRNAs to determine if mutation of a 

particular site disrupts MA-tRNA interactions. One disadvantage of both these assays is that they use in 
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vitro transcribed tRNAs that lack modifications, given that modifications could influence MA-tRNA binding 

[see (5) above and chapter 3]. Additionally, we cannot be sure if tRNA mutants fold properly. 

An in-silico method of determining sites of interaction between tRNA and MA can be through 

molecular docking calculations of solved structures of tRNA on MA in multiple positions and determining 

the most energetically favorable position (71). These can be followed by Molecular Dynamic  (MD) 

simulation to confirm the binding interfaces (72). One advantage of MD simulation can be the simulation 

of stabilizing modifications in the tRNA molecules, which can potentially allow us to also determine more 

physiologic interactions similar to what is observed in cells or determine the impact of modifications on 

MA-tRNA interactions. Furthermore, MD simulations could potentially be used to probe MA, tRNAs and 

PI(4,5)P2 interactions together in the same system [see (6) above]. However, MD simulation studies are 

not without challenges  (73, 74). One important challenge is the availability of an accurate experimental 

structure of the molecules to be ensembled. For example, while a crystal structure for human SeCTCA 

exists (PDB 3A3A), there is not a solved structure that I could find for human PheGAA. Additionally, while 

the idea of testing MA, tRNA and PI(4,5)P2-containing membrane is attractive, there is a lack of a solved 

structure of MA bound to PI(4,5)P2-containing membrane. Such a structure could indeed be generated 

using cryo-EM with MA (with and without CA and NC) and PI(4,5)P2-NDs; however, the process of 

generating such a structure can be a challenge in itself  [see (6) above]. Thus, the feasibility of the 

simulation studies is contingent on the availability of experimental structures (73, 74). In addition, there 

is a requirement of specialized computing hardware and considerable time for the simulation 

experiments. Finally, the simulation results will need to be validated with follow-up experiments, and 

thus, the design of the simulation experiments will be influenced by the feasibility of such experiments.  

 PAR-CLIPSeq can also be used to determine sites of MA-tRNA interaction by analyzing the 

increased thymidine-to-cytidine (T→C) mismatches that are the signature of sites of crosslinking between 

4-SU containing RNA and the protein of interest (75). When the RT encounters the crosslinked nucleotide, 
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it misincorporates a guanosine into the cDNA, which is converted to cytidine post-PCR amplification. This 

specific nucleotide change at the site of crosslinking may be due to altered base pairing preferences or 

residual oligopeptide after proteolysis at the crosslinked nucleotide (75, 76). The fractions of sequence 

reads with T→C changes were reportedly increased from background 10-20% (non-UV-irradiated) to 50-

80% upon crosslinking (75, 76). While these rates of conversion are variable, comparison with rates of 

T→C conversion in non-crosslinked samples can serve as a negative control. One advantage of such a 

method is that it is high throughput and we will get an idea of the sites of crosslinking for multiple MA-

tRNA pairs. Additionally, the site of binding detected by such a cell-based assay would be most 

representative of the physiological site of interaction as captured in cells under physiological ion 

conditions, the contribution of tRNA modifications to the binding, and even, the presence of potential 

binding partners. There can be potential challenges to the identification of binding sites between MA-

tRNA based on PAR-CLIPSeq and the T→C signature. First, the generation of the T→C signature will be 

dependent on the efficiency of 4-SU incorporation in the tRNA, the efficiency of the UV crosslinking, the 

efficiency of proteinase K treatment to remove the protein, and even the RT used for generating the cDNA 

(75-78).  Next, the actual site of interaction on the tRNA may not have any uridines or potential sites for 

4-SU incorporation. To address this potential problem, another photoactivatable ribonucleoside 

analogue, 6-thioguanosine (6SG), that generates characteristic G→A signatures at the sites of crosslinking 

(75) can be used in side-by-side experiments.  Another potential scenario can be the inaccurate 

determination of a potential MA-tRNA binding site that arises when a 4-SU/6SG containing region of tRNA, 

which is not part of the MA-tRNA interface, gets crosslinked to MA owing to the fluctuation of molecules. 

However, we can potentially reach a consensus for sites of MA-tRNA interactions by examining multiple 

sequences and predicted sites of crosslinking.   
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8. Follow up experiments in physiologically relevant T cells: While the experiments described in chapters 

2 and 3 were conducted in HeLa cells and 293T cells, it would be important to gauge the relevance of 

these findings in the native host T cells.  

 As described previously, the localization phenotype of Gag and Gag mutants is likely dependent 

on the tRNAs that are bound to MA in the cells as well as the PI(4,5)P2 present in the PM. It has been 

previously shown that even in T cells, Gag localization and release are PI(4,5)P2-dependent (43). However, 

the decrease in release of VLP on FL 5ptase IV co-expression was smaller than what is observed in HeLa 

cells (43). The tRNA expression is also shown to be different in different cells and tissues (18, 19). 

Therefore, there is a possibility that due to potential differences in T cell and HeLa cell PI(4,5)P2 and tRNA 

population, the localization of the 25/26KR Gag and 29/31KR Gag mutants will be different in T cells than 

in HeLa cells. Thus, it would be important to repeat the subcellular localization and VLP release 

experiments in T cells like we have done in HeLa cell in chapter 2. If the phenotypes are confirmed, then 

we can follow up with more experiments to look at the structure function relationship of the mutants in 

T cells or T cell-derived indicator cell lines.  

As described previously, the 29/31KR Gag mutant exhibited a loss of all membrane binding and 

was distributed mainly in the cytosol, likely due to an imbalance between tRNA- and PI(4,5)P2-binding of 

Gag. In order to determine the structure-function relationship of the Lys29/Lys31 residues in CD4+T cell 

lines, we can utilize the T-lymphoblastic lymphoma-derived indicator cell line, Sup-GGR (Gaussia GFP 

Reporter). Sup-GGR expresses the HIV-1 receptor CD4, and the co-receptors CCR5 and CXCR4. Sup-GGR 

also expresses humanized Renilla GFP (hrGFP) and Gaussia luciferase (GLuc) upon HIV infection in a 

Tat/Rev-dependent manner (79).  The GLuc is secreted into the cell supernatant which can be harvested 

for reporter readout. The GFP-expression can be used for visualization of the infected cells and also, 

quantification of infected cells by flow cytometry (79). An advantage of this cell line is the ability to test 

at multiple timepoints without having to lyse the cells.  
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 We can transfect or electroporate T cells with the HIV-1 molecular clone pNL4-3 WT or pNL4-3-

derived 29/31KR mutant (7, 9). The T cells can then be co-plated with the indicator cell line, Sup-GGR (79). 

If revertants or compensatory mutations arise in case of the 29/31KR that allow for this mutant Gag to 

bind the PM, form and release infectious virus particles, we will be able to visually detect the infected 

GFP-expressing indicator cells. We can measure the luciferase activity as a read out for Tat/Rev-activity 

and prepare DNA from the sorted GFP-positive cells at the peak of replication. Additionally, we can test 

the levels of viral CA protein (p24) released in the media by p24 ELISA. Sequencing of the viral genomes 

will allow us to detect the compensatory mutations (43, 79). The findings will be validated using in vitro 

and cell-based assays looking at the subcellular localization, VLP release, infectivity, and liposome binding 

of the revertants.  

As detailed above in the summary section, 25/26KR Gag exhibited increased VLP release 

compared to WT Gag, suggesting that this mutant could have a fitness advantage over WT Gag. Notably, 

Lys, and not Arg, is highly conserved at MA-HBR residues 25 and 26 across various clades of HIV-1 (8). As 

a first step to determining whether the 25/26KR mutation has detrimental effects on other aspects of HIV-

1 life cycle, we can determine the Env incorporation as well as the infectivity of 293T-derived viruses 

bearing WT vs 25/26KR Gag. Env incorporation can be determined as described previously (9, 80). 

Infectivity of this 25/26KR mutant can also be determined using an indicator cell line such as Sup-GGR or 

TZM-Bl (79, 81, 82). 

 In chapter 3, I used PAR-CLIPSeq assay in 293T cells to determine tRNA binding partners of MA 

that potentially regulate Gag-membrane binding. How about in T cells? Are the tRNA species enriched on 

MA in 293T cells representative of the MA-binding population in the physiologically relevant T cells? 

Ideally, we would carry out PAR-CLIPSeq analysis using T cells infected with VSV-G pseudotyped HIV-1 

with the different Gag derivatives. One consideration is that 293T cells have high expression of Gag which 

is necessary for PAR-CLIP assay. Such high Gag expression may not be possible in T cells or would require 
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an inordinately large starting T cell population. Given this practical concern, we could use T cell derived 

tRNA for crosslinking experiments using in vitro transcribed Gag-GFP derivatives. T cells would be cultured 

in media containing 4-SU so that the 4-SU is incorporated into nascent RNA in the cells. The in vitro 

transcribed Gag-GFP would be treated with RNase to remove any RNA bound to Gag. The RNase-treated 

Gag would be incubated with T cell lysates (containing the 4-SU-containing RNA) and then, subjected to 

UV crosslinking. As described in chapter 3, the Gag-GFP would be incubated with GFP-Trap magnetic 

agarose beads to capture Gag and Gag-bound RNA following which rest of the PAR-CLIPSeq protocol can 

be carried out as usual. While this experimental process will doubtless require some optimization, it would 

be a potential way to test whether the tRNAs of interest that regulate Gag membrane binding in 293T 

cells also regulate Gag-membrane binding in T cells.  

9. Does tRNA also serve as a chaperone for the PM-specific localization of cellular proteins?  

Previously it was suggested that electrostatic interactions between strongly cationic proteins, 

such as K-Ras, and the strong negative charge-carrying PM were responsible for the specific PM-

localization of such proteins (6). I have shown in chapter 2 that merely possessing a large basic patch is 

not sufficient for binding to the PM. It is a possibility that the interaction between the large basic patch 

and cellular membranes is generally regulated by cellular RNAs. In case of HIV-1 Gag, MA-HBR-bound 

tRNAs regulate the specific localization of Gag to the PM (see chapters 2 and 3). Whether or not tRNA 

also plays a role in regulating membrane binding of cellular proteins, which localize specifically to select 

cellular compartments, would be interesting to determine. Thus, we are interested in determining 

whether tRNAs could be a universal regulator of protein-membrane interaction in cells.   

 Using a machine-learning method, a study identified 37 mammalian proteins that potentially bind 

tRNAs based on that protein’s binding potential for tRNA structure. Nine of the 37 proteins were also 

validated experimentally (83). These potential tRNA-binding proteins could be good candidates for initial 
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membrane binding experiments. These include membrane binding protein Sar1, a small GTP binding 

protein that is involved in Coat Protein Complex II (COPII)-mediated membrane trafficking of other 

proteins (83). Interestingly, Sar1 (Sar1b) was also identified as a PI(4,5)P2-interacting protein in a mass 

spectroscopy-based detection of cytosolic proteins captured on phosphatidylinositol phosphate-

conjugated beads or liposomes (84).  

 In an effort to identify cellular proteins whose membrane binding may be regulated by cellular 

RNA and PI(4,5)P2, a previous graduate student in the lab carried out a proteomics screen. This 

preliminary study was designed to identify proteins present in HeLa cell cytosol that successfully bound 

PC+PS liposomes only upon RNase treatment, suggesting these proteins are under negative regulation by 

RNA. Samples also include cellular proteins that show efficient binding to PI(4,5)P2-containing liposomes, 

suggesting that these proteins show PI(4,5)P2-dependent membrane binding. In order to capture those 

cellular proteins who may already be bound at the PM through efficient PI(4,5)P2 interaction, proteins 

were also collected from the cytosol of FL 5ptase IV-expressing HeLa cells (while the other samples were 

collected from Δ1 5ptase IV-expressing HeLa cells). FL 5ptase IV expression would deplete PI(4,5)P2 from 

the PM which would force the PI(4,5)P2-interacting cellular proteins to remain in the cytosol. Thus, 

proteins that show an increase in PC+PS binding upon RNase treatment bind PI(4,5)P2 liposomes 

efficiently (either with or without FL 5ptase IV binding) can be candidates to pursue. Upon mining the data 

from this screen, I found Sar1a to be a protein that shows increased binding to PC+PS liposomes upon 

RNase treatment. While Sar1a was not enriched on PI(4,5)P2-liposomes in case of Δ1 5ptase IV-expressing 

cells, it was enriched in case of FL 5ptase IV expressing cells. Additionally, while Sar1 is not myristoylated 

(unlike Gag), it interacts with membranes using basic residues (85).  Thus, Sar1 [Sar1A and Sar1B proteins 

are 90% identical (86)] could be a potentially interesting candidate to examine for PI(4,5)P2 and tRNA 

mediated regulation, although it is not known whether Sar1 interacts with the PM and for what function. 

Additionally, minor populations of PI(4,5)P2 are present in intracellular compartments including ER and 
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Golgi complex (87), and perhaps, tRNA regulates the interaction of Sar1 with the PI(4,5)P2 contained in 

these compartments or prevents localization of Sar1 to certain other cellular compartments. In any case, 

data mining from the 2 studies (83, 84) and 1 preliminary experiment mentioned above could reveal other 

cellular proteins potentially under the opposing regulation by tRNA and PI(4,5)P2 in mediating localization 

to a specific membrane compartment. After identification of candidate proteins, initials tests probing the 

potential role of cell-derived tRNA in regulating the binding of the candidate proteins to PC+PS liposomes 

with and without PI(4,5)P2 can be carried out.  

11. Implications of the current findings in the development of RNA aptamers: 

RNA aptamers are short, single-stranded RNA that bind their target molecule with high affinity 

and specificity (88). In chapter 2, I described the 29/31KR mutant, which shows a complete loss of 

membrane binding in cells presumably due to MA-RNA binding that is stronger than the MA-PI(4,5)P2 

interaction. This serves as a proof-of-concept for the feasibility of using RNA aptamers as an antiretroviral 

therapy. The preliminary data presented in chapter 3 suggests that potentially in cells there may be two 

different populations of tRNAs. Those that are susceptible to removal by PI(4,5)P2 (e.g., PheGAA) and 

those that are resistant (e.g., SeCTCA). Studying the differences between such tRNAs could better inform 

the design of an aptamer that can bind Gag strongly and prevent Gag-membrane binding thereby blocking 

HIV-1 assembly. Several of the experiments I have proposed can yield data that define the properties of 

potentially effective RNA aptamers. An effective aptamer would be one that binds MA with an affinity 

stronger than that of MA to PI(4,5)P2, and thereby, prevents HIV-1 assembly. Determining the binding 

affinities of MA to tRNAs which are predicted to inhibit Gag membrane binding, such as SeCTCA, can form 

the basis for the design of an effective aptamer. Of course, as mentioned above, it will be important to 

consider the contribution of oligomerizing domains downstream of MA in the overall binding affinity of 

Gag to tRNA vs. PI(4,5)P2-membranes. Comparing the different tRNA structures/structural elements that 

potentially either favor or inhibit selection by MA can additionally help determine if a specific RNA 
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structure is preferred for binding. Furthermore, determining sites of interaction between MA and tRNA 

can reveal structural preference of MA, for example, the V-loop of SeCTCA could be favored strongly by 

MA. In addition, my data suggest that presence or absence of modifications may affect the MA-tRNA 

binding. The enzymes that modify RNA could show preference for a particular sequence and structural 

motif (37). In future, apart from structure, perhaps inclusion of certain sequence motifs that can favor 

aptamer modification in cells or synthesis of the aptamers using modified nucleotides (89) may further 

help stabilize MA-aptamer interaction. The impact of the candidate aptamers, designed with the above-

mentioned properties, on Gag assembly in cells can be determined by transfecting the candidate aptamers 

along with Gag into cells. The successful aptamer would block Gag membrane binding and retain Gag in 

the cytosol, preventing Gag assembly at the PM. The addback assay can be further used to validate that 

the mechanism of the successful aptamer candidates in preventing Gag assembly at the PM is the blocking 

of Gag binding to PI(4,5)P2-containing membranes.   

Conclusion 

 The specific localization of HIV-1 Gag to the PM is an essential early step in the production of 

infectious progeny. MA-bound RNA in cells plays an important role in the specific localization of HIV-1 Gag 

to the PM. Gag that fails to bind RNA through MA is mislocalized to nonspecific intracellular membranes, 

while Gag that binds RNA efficiently through MA does not show any such mislocalization. The charge as 

well as the sequence of the MA-HBR of HIV-1 Gag seems important for efficient binding of RNA in cells. 

Overall, MA-bound RNA prevents the promiscuous localization of Gag in cells, and along with PI(4,5)P2, 

helps in the specific recruitment of Gag to the PM. Whether RNA serves as a chaperone for membrane-

binding proteins in the cell remains to be determined.   

 The preliminary PAR-CLIPSeq based data suggest that in cells, MA is bound to select tRNAs and 

that upon binding of Gag to the PM, some tRNAs are selectively lost. This suggests that some MA-bound 
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tRNAs in cells may be sensitive to removal by PI(4,5)P2, while others may be resistant to removal by 

PI(4,5)P2. How PI(4,5)P2 outcompetes the negative regulation of tRNA during Gag-membrane binding 

remains to be elucidated. The tRNAs that are lost upon PM binding potentially prevent the binding of Gag 

to intracellular membranes containing PS, allowing Gag to specifically localize to the PM, where the tRNAs 

are displaced by PI(4,5)P2 allowing Gag to bind to the PM. The function of the tRNAs that potentially 

restrict Gag binding to even PI(4,5)P2-containing membranes is more of an enigma. The study of specific 

MA-tRNA interactions can provide insight into hitherto unexplored roles of tRNAs in the HIV-1 life cycle. 

Additionally, study of tRNAs resistant to removal by PI(4,5)P2 could help inform the design and 

development of RNA aptamers targeted against HIV-1 assembly.  
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