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Privacy is a complex construct: it is not all or nathing, it is based on contro over sharing and reuse, it can
depend on context, and is organized in what is called "circles of privacy." Whether to share information is
often not a real choice, since sharing is required for basic transactions such as obtaining utilities, services, or
products. Furthermore, scale matters, and information assymetries can quickly create playing fields that are
not level. Even in these bleak circumstances, there is reason for hope that we develop socio-technical systems
that better align with our values.
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Privacy is not Binary

Acquisti et al. have been a leading voice in pointing
the ways in which consumers are giving up their pri-
vacy, and the consequences that flow from this. See
(Acquisti, Brandimarte, & Loewenstein, 2015). Others
have made similar points, notably Shoshana Zuboff
in her influential book on Surveillance Capitalism
(Zuboff, 2019). This paper by Acquisti, Brandimarte
and Loewenstein (ABL) presents an excellent review
of the work on psychological biases that make us
prone to make poor privacy choices, including both
their own work on this topic and that of others. How-
ever, there are several important points about privacy
that I think are worth stating more forcefully.

There is a long history, in both technology and
law, to consider privacy as an all-or-nothing con-
cept. A piece of information is either public or it is
private. There are no other possibilities. In practice,
this is not how we live. We have what I call circles

of privacy (Jagadish, 2015a). There are things you
share with your spouse, things you share with your
family, things you share with a few close friends,
things you share with a wide circle of acquain-
tances, none of which may be things you would be
willing to make public. In other words, for every
private piece of information, you define a circle
within which you are willing to share it, without
divulging outside this circle. This applies not just to
friends and family, but also to business relation-
ships: any merchant you transact with may obvi-
ously know your credit card number and purchase
history, but you probably do not want the mer-
chant to share these with anyone else. Furthermore,
who is in this circle may depend on circumstances,
and may vary with time. For example, information
you were willing to share yesterday with a friend,
or a merchant, you may no longer be willing to
share today, because you have ended that relation-
ship.

The need for richer definitions of privacy has
been eloquently argued for by many. Nis-
senbaum (2009) introduced the notion of contextual
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integrity for privacy. In every social context, she
points out that there are context-relative norms of
privacy. Waldman defines privacy as trust (Wald-
man, 2018), her point being that you share informa-
tion with entities you trust to handle it
appropriately. ABL also point out the psychological
and economic benefits of sharing information. But
this type of sharing is not an abdication of privacy.
Rather, it is an integral part of our information
management, complementing our privacy needs.

When we share selectively, we have an unwrit-
ten “NDA,” a nondisclosure agreement. If your
friends gossip about something you shared with
them in confidence, you will likely end the friend-
ship. What we seek is the ability to limit sharing. If
your information is kept only with you, it is easy
for you to control. If it is shared, you need mecha-
nisms, such as social norms, regulations, or legal
agreements, that prevent undesired additional shar-
ing beyond the circle of privacy you define.

From a technology perspective, it is easy to define a
nondisclosure requirement for a computer system.
Indeed, we have systems that do a pretty good job of
showing you, and only you, information about your
own account, and your history, with a merchant or
with a health care provider; these systems do not
allow you to see such information about others’
accounts. [Data breaches do occur from time to time
and are a risk to keep in mind, but at least the expected
functioning of the system is clear in normal circum-
stances, without a breach]. If privacy were a simple
binary construct, we could have declared success.

The difficulty we have is that privacy is more than
binary. To support this notion, we need to build mech-
anisms for constrained access, and such nuanced con-
trol is technically hard to implement. Once someone
has access to a piece of information, it is difficult to use
technological means to limit what they can do with it.
While it is easy to limit what a user can do within an
application, it is not easy to stop a user from copying
information out of the application. Once the informa-
tion has been copied, the user can do whatever they
want with it. Copy protection technologies have a long
and sorry history (Wallach, 2001).

From a legal perspective, there is the “third party
doctrine” (Kerr, 2008), which holds that you have
no reasonable expectation of privacy for informa-
tion you voluntarily provide to someone else, such
as a merchant, or a friend. Once again, there is a
binary notion of privacy – no zone that permits lim-
ited sharing, no circle of privacy.

In terms of control, there are at least two important
aspects. One is control over further sharing: if you dis-
close information to a friend, can this friend disclose it

to others? If so, which ones? If a merchant knows your
purchase history, can the merchant share it with other
companies that may wish to market to you? The sec-
ond aspect is repurposing, which could happen even
without additional sharing. You continuously disclose
your location to your cell phone company so that it
can provide you service, but you do not want it to
infer your religion or your favorite stores by analyzing
your location trace. A well-known early instance of
this mis-step was when Target began to identify cus-
tomers who may be expecting a baby. This turns out
not too hard to do, based on the purchase of certain
items, but was considered creepy by customers, and
so was stopped by Target (but not before a teenager
had her father find out about a pregnancy through a
Target mailer and a New York Times article that was
widely noticed) (Duhigg, 2012).

Sharing is not a Choice

If you ask a friend for a ride to the airport, you do not
have a choice to keep your trip private, at least from
this friend. By social norms and etiquette, you would
be expected to tell your friend at least where you are
going and for how long. Even if you can avoid getting
into the details, your friend will probably be able to
guess the nature of your trip based on what you wear,
what baggage you are taking, etc.

If you make a purchase from a merchant, the
merchant has to know what was purchased and
how it was paid for. If you used a credit card or
had something shipped to your home, the merchant
probably has enough information to know who you
are, even if you have not set up an account with
the merchant. Based on the third party doctrine,
you have voluntarily shared personal information
with the merchant, and therefore given the mer-
chant the right to do whatever they wish with it.

Merchants, of course, have little to gain from
making your information public: by doing so they
only stand to lose your trust. Instead, merchants
monetize your information, using it to market to
you themselves, as well as selling it to others who
can market to you. They may establish privacy poli-
cies explaining the ways in which they may do
these things. There may even be regulations, for
example, for financial information, that require
them to provide you with privacy notification in a
particular form and allow you to stop them from
certain uses. With these caveats, the third party
doctrine still applies. ABL note, correctly, that most
of us do not bother to read privacy policies pre-
sented to us. I claim this is driven not only by the
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length of fine print, but also by lack of recourse: if
you wish to obtain service from that provider, you
have to accept the policy. If you read the policy
and dislike it, you could, in principle, go elsewhere.
But, in practice, you expect every other merchant to
have a similar policy and just do not think it worth
the effort to comparison shop based on privacy
policies.

In this bleak legal landscape for privacy, at least in
the United States, a really hopeful sign is a recent deci-
sion (Carpenter v. United States, by the US supreme
court (United States Supreme Court, 2017) that began
establishing limits to the third party doctrine. Specifi-
cally, it held that the location of a cell phone may be
disclosed to a phone company without being consid-
ered voluntary disclosure under the third party doc-
trine; since this disclosure is necessary to obtain phone
service, which is an essential service, the disclosure
cannot be considered voluntary.

COMPANIES ARE NOT PEOPLE

Humans have evolved to interact with other
humans. One should expect that our instincts, and
behavioral norms, regarding privacy, have been
developed for sharing information with other
humans. However, we are now interacting with
corporations. So normal human instincts and nor-
mal societal norms of behavior may not be appro-
priate.

For example, the process of two individuals shar-
ing information with each other is somewhat sym-
metric. This results in natural reciprocity. One
reason you can trust your friend not to misuse your
private information is because you have some pri-
vate information from the friend with which you
could take revenge. Neither side needs to make a
threat, or even to think about doing so consciously.
The underlying facts exert influence even in the
absence of the slightest threat posture, because they
are embedded into social norms.

With a company, the situation is completely
asymmetric. The company learns information
about the consumer. The consumer usually learns
very little about the company beyond what the
company wants to share through its own web
site and public relations. There are some excep-
tions, of course – review sites sometimes provide
information about a company or its products that
a consumer may find helpful; official filings may
occasionally provide useful information too.’

Another crucial difference between companies
and people is that when people die, they “take their

secrets to their graves.” When companies go out of
business, their data assets are monetized by their
creditors. Ongoing businesses looking for success in
the long run do not want to do things that upset
their customers. But a company that has gone out
of business no longer has customers it cares about.
So, if the use of customer data was limited while
the company was in business, that is no longer the
case when the company is out of business. In fact,
the company’s creditors are likely to have suffered
significant financial losses due to the company’s
failure and will do their best recoup what they can
by selling its data, and other assets. I have dis-
cussed this problem extensively (Jagadish, 2015a).
In the U.S., a consumer privacy ombudsperson is
appointed to limit this damage (Agin, 2010). A
bankrupt firm seeking to monetize data assets has
to demonstrate to the ombudsperson that the pro-
posed use does not violate assurances explicitly
given at the time of data collection.

Information Asymmetry

Information is of value and can benefit any party to
a negotiation. As ABL point out, a company can
keep some of the consumer’s surplus for itself if it
has information about the consumer. Information
asymmetry can tilt the scales toward the party with
more information.

Consumers, relying upon their human abilities,
can remember and process only so much informa-
tion about the merchants they deal with. Compa-
nies invest in sophisticated information gathering
and analysis systems, and can benefit from this
asymmetry.

The more information companies can collect, the
greater this asymmetry. Privacy protections can
limit what information can be collected and used,
and therefore limit this asymmetry. The point here
is not even the specific limits on information – just
that having limits reduces asymmetry.

Scale Changes Everything

People often think about Big Data simply in terms
of its size, and the challenges of managing the large
volumes. However, there are many implications of
Big Data, which we need to give consideration to
as I have argued extensively elsewhere
(Jagadish, 2015b, 2016a, 2016b; Jagadish et al.,
2014). For example, the heterogeneity of Big Data
makes it challenging to derive results that go across
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data sources and data subjects. Similarly, the need
for aggregate conclusions compels us to ignore indi-
vidual nuances, some of which could be material.
Perhaps the most important implication is the quali-
tative impact of scale on the nature of analysis. We
are used to small-scale information gathering. Our
thinking, and laws, are designed for this small-
scale. But things are completely different at large
scale, and we need to think about this carefully.

For example, there is a general presumption of
no privacy on a public street. If you are walking on
the street in your town, whoever sees you can
know that you took this walk. You may be
observed coming from a place of worship and
going into a shop. Most of us are quite okay with
this. We are not furtive with our movements. Ran-
dom passers-by may see us entering a store, but
few will recognize us and even fewer will care to
remember.

But what if the same observation is continuous
and universal, rather than sporadic? Performed by
a network of surveillance cameras, we could have
every one of our movements recorded and ana-
lyzed. While your single visit to a particular store
may not be remarkable in any way, the full set of
visits to all stores will reveal a great deal about
you.

The same principle applies in almost every data col-
lection situation. If I download an article on the web, I
expect at least the source website and my internet pro-
vider will know that I did so, and I may be comfort-
able with this. However, a collation of all articles I
have read is a different matter altogether. With shop-
ping too, a retailer knowing an item or two I pur-
chased is different from a mega-retailer like Amazon
having an overview of my purchases across time and
across categories. ABL cite several studies that show
an apparently cavalier attitude toward privacy dis-
played by consumers in many cases. I suspect that
some of these studies obtained the results they did
because the subjects did not correctly understand the
scale and completeness of the surveillance they would
be subject to.

Data Collection as Public Good

We have discussed above how information has
value and can lead to financial benefit in business
negotiations. It is worth pointing out that informa-
tion is also of societal value. So, it is not the case
that we wish to disallow all collection of informa-
tion, or even limit it so severely that valuable bene-
fits cannot be obtained.

Perhaps the most salient example of information
as a public good is the census. We all reveal consid-
erable personal information to a trusted authority,
who then releases this information, in appropriately
aggregated form, as a public good. Countless users
benefit from this statistical reporting. Of course, the
key to making it all work is a carefully designed
and well-regulated system that provides individuals
with reasonable guarantees of privacy.

Another example of public benefit from private
data is with medical research. Health records are
sensitive for many of us, and there are good pri-
vacy protections for health records by law. Yet,
analysis of health data from large numbers of
patients has the potential to yield significant new
insights, and so is something society should enable
in a responsible way.

There are technological solutions available today
to address problems of this type, where we can
keep private the data of individuals in a set while
making it possible to analyze the aggregate. A
specific technique called differential privacy adds a
small amount of noise to computed aggregates,
enough to make it very difficult to “reverse engi-
neer” individual records (Dwork, 2008).

There are many other uses for data as a public
good. For example, consider location tracing, which
we normally would consider highly invasive in
terms of privacy. Yet, in the context of the COVID-
19 pandemic, location history can be vital to contact
tracing, and there is robust debate about the extent
of privacy encroachment that is appropriate for civil
society in the context of a pandemic (Cho, Ippolito,
& Yu, 2020).

Privacy is not an Individual Choice

We have a strong culture of individual choice, and
it is easiest to model privacy in terms of an individ-
ual’s personal information. However, it turns out
that we are not all as independent as this simplistic
model represents. Consider genetic information. On
the one hand, nothing could be more central to an
individual than their DNA. On the other hand, we
know that the DNA of family members is strongly
related. If your sister chooses to make her DNA
public, then your DNA is also somewhat public –
at least in a probabilistic sense, the public has a
pretty good idea of what your DNA may be, even
if the information is not perfect. What obligation
does your sister have to consult with you before
publishing her DNA? How about more distant rela-
tives? They too share DNA with you. A distant

Circles of Privacy 777



cousin’s DNA may tell me less about your DNA
than your sister’s DNA does, but it still gives me
quite a bit of information that you consider private.
You may perhaps take comfort in the fact that the
exact DNA is not completely revealed. But this par-
tial revelation can have consequences as recently
demonstrated by the capture of Joseph DeAngelo, a
serial killer and rapist in California whose DNA at
the crime scene was entered into a genealogy web
site, matched against the DNA of his relatives, lead-
ing to two suspects, one of whom was the perpetra-
tor (Guerrini, Robinson, Petersen, & McGuire,
2018).

Associations with other people can occur due to
reasons other than family as well. In social net-
works, there is often similarity of tastes, age, and
behaviors between friends. If I know something
about several of your friends, I can have a pretty
good guess about you as well. In fact, friend infor-
mation was an important piece of the Cambridge
Analytica scandal that ABL opened their article
with. (“Many Facebook users whose data was also
collected hadn’t even interacted with the app.”).

Even in the absence of explicit associations, mere
sharing of certain attributes can also give away
information. Pollsters have long used demographic
and geographic attribute values to estimate the like-
lihood of your supporting a particular candidate.
The same idea is used to predict your shopping
style and your purchase behavior, based on what
others “similar to you” have done.

The bottom line is that information you consider
yours may not even be completely yours to give
away. In revealing information about yourself, you
may be compelling your friends and relatives to
reveal at least some information about themselves.

Solutions

Privacy loss is a problem enabled by technology,
and one would hope that technology can address
this problem. Unfortunately, technology alone will
not be enough to provide privacy protection. The
discussion above, and more extensively in this dia-
log, should make it clear that privacy protection
will not naturally occur in the free market. There-
fore, we are left with the need for regulation as the
only way forward, with technology to support both
compliance and enforcement. As ABL say, “policy
intervention is necessary.”

Technology can limit access to data, and this access
limiting is the fundamental platform on which to pro-
vide privacy protection. However, once access is

granted, it typically comes with no restrictions. Tech-
nology can also provide some forms of limited access,
as in the differential privacy example discussed above.
However, these types of access are difficult to define
and implement. At present, differential privacy is the
only limited access mechanism available with prov-
able guarantees. What we wish is to place limits on
sharing and on use. These limits have to be specified
by regulation, or contract. Technology can then be
used to assist in implementation of the agreed upon
behavior. A pure technology solution is all too easy to
defeat.

ABL point out several obstacles that lie in the
path to effective regulation. I agree that these are
present and may well lead to ineffective regulation,
or worse. Yet, we have other capitalist systems that
have developed reasonable regulations. For exam-
ple, the stock market has many rules, including
rules on hard-to-define topics like insider trading.
The set of rules is essential in providing confidence
to the many players in the market. The rules are far
from perfect and endure constant pressure from
influential players who could gain a great deal from
their relaxation. Yet, we have a system that most of
us find workable. I would like to be optimistic and
push toward developing the best regulatory envi-
ronment we can for privacy, just as we have for the
stock market.

In my own field of Computer Science, there was
not much discussion of ethics beyond privacy even
as recently as five years ago. When I developed my
MOOC on Data Science Ethics (Jagadish, 2016a and
Jagadish, 2017), it was in a relative vacuum. But
today, the picture is completely different. Computer
Science and Data Science educators broadly agree
on the need for graduates to have ethics training,
and to be able to engage effectively in shaping pol-
icy on topics such as privacy. This is a huge shift in
mindset, and I am optimistic that it will result in a
very different value system informing technical
innovation, on issues such as privacy, as these stu-
dents join the technical workforce and influence
decisions made by firms that employ them.
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