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Abstract18

The rate of pitch angle scattering on the curved magnetic field lines is well parameter-19

ized by the ratio of the minimum field line curvature radius to the maximum effective20

particle gyroradius (K = RC/rg). The critical value of this ratio (Kcr) corresponding21

to the loss cone filling is of special interest since it corresponds to the low altitude isotropic22

boundaries (IBs). The early theoretical estimates gave Kcr = 8, whereas recent esti-23

mations of the K parameter on the field lines corresponding to the observed IBs dur-24

ing the geomagnetic storms revealed KIB values in the range of 3–30. We numerically25

trace the trajectories of the 30 keV protons in the magnetic field of the global magne-26

tohydrodynamic simulation of the intense storm in order to infer statistical distribution27

of Kcr. The electric field and effects of non-stationarity are neglected in this study. It28

is found that although the Kcr values do show some variations during the course of the29

storm, its range is rather narrow 4 < Kcr < 8. The result suggests that higher KIB30

values found in the observational studies, if not caused by the magnetosphere-ionosphere31

mapping error, should be attributed to some other mechanism of pitch angle scattering.32

The Kcr values tend to be lower (4–6) during the main phase because the region of low33

K values approaches the Earth and the equatorial loss cone size becomes larger due to34

a larger equatorial magnetic field in the near-earth region. The remaining variation of35

Kcr is explained by the presence of the guide component of the magnetic field.36

1 Introduction37

Two the most debated processes violating the adiabatic ion motion in the night-38

side magnetosphere which lead to the particle scattering in the atmospheric loss cone39

are wave-particle interaction (e.g. Kennel & Petschek, 1966) and the scattering on the40

curved field lines in the magnetotail current sheet (e.g. Büchner & Zelenyi, 1989). Here-41

after the latter mechanism will be referred to as field line curvature (FLC) scattering.42

The ion interaction with waves mostly occurs in the inner magnetosphere (e.g. Erland-43

son & Ukhorskiy, 2001; Yahnin & Yahnina, 2007) whereas the FLC scattering is respon-44

sible for isotropic precipitations from the plasma sheet (Sergeev et al., 1993). Hypothet-45

ically, these two processes can operate collectively in the transition region between the46

plasma sheet and the inner magnetosphere and form merged precipitations.47

In contrast to the pitch angle scattering due to wave-particle interaction, which de-48

pends on multiple parameters in a very complex manner, the amplitude of the FLC scat-49
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tering is well parameterized by the adiabaticity (or curvature) parameter K: the ratio50

of the minimum curvature radius of the field line to the maximum effective particle gy-51

roradius calculated for the full particle energy in the current sheet center (Büchner &52

Zeleny, 1986; Büchner & Zelenyi, 1989). The lower K, the stronger the scattering. Orig-53

inally, the K parameter was defined for a simple symmetric magnetic field reversal con-54

figurations with zero guide component. In this paper, we use the K definition general-55

ized for arbitrary current sheet configurations as Kmin = min (RC/rg), where the min-56

imum is found along a given field line and curvature radius is calculated without any as-57

sumptions about the field line shape. It can be shown that the Kmin parameter is roughly58

proportional to the squared magnetic field (Sergeev et al., 1993). For this reason, in the59

near-Earth region, the Kmin parameter increases sharply toward the Earth along with60

the magnetic field magnitude. At some critical point, the FLC scattering becomes too61

weak to deflect the particle in the atmospheric loss cone and this point corresponds to62

abrupt drop in the precipitating flux observed on the low-altitude satellites – so called63

isotropic boundary (IB).64

Since the magnetic field in the equatorial magnetosphere undergoes dramatic vari-65

ations with geomagnetic activity, the location of the inner boundary of the loss cone fill-66

ing at the neutral sheet (and IB at low-altitude) also reveal the dynamic variations mov-67

ing toward the Earth (equatorward) during the magnetic field depression and retreat-68

ing tailward (poleward) during the recovery. For this reason, and because of availabil-69

ity and coverage of the low-altitude observations, IBs have been used for long time as70

a tool of the near-Earth magnetotail remote sensing (West et al., 1978; Sergeev et al.,71

1993), or as an index of geomagnetic activity (Gvozdevsky & Sergeev, 1996; Asikainen72

et al., 2010). In addition, analyses of the energetic proton trajectories in the test mag-73

netic configurations were conducted by several authors to determine the critical value74

of the Kmin parameter (Kcr) corresponding to the boundary where the scattering am-75

plitude reaches the size of the loss cone and it becomes fully filled, and so that, corre-76

sponding to the IBs (Sergeev et al., 1983; Tsyganenko, 1982; Delcourt et al., 1996). For77

a several test analytical magnetic configurations, the narrow range of Kcr = 6–10 was78

found by the authors. This enables one to connect the low-altitude IB observations with79

characteristics of magnetic configuration of the magnetospheric empirical models and sim-80

ulations and thus to asses their mapping accuracy (M. V. Kubyshkina et al., 1999; Shevchenko81

et al., 2010).82
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It should be stressed that all aforementioned IB applications are only possible if83

IB are formed by FLC scattering mechanism. However, the wave particle interaction also84

can lead to the isotropic precipitation and IB formation. For example, the localized isotropic85

precipitations of energetic protons equatorward from the typical IB location were indeed86

observed and their connection with ElectroMagnetic Ion Cyclotron (EMIC) waves have87

been reliably established (Yahnin & Yahnina, 2007; Popova et al., 2018; Semenova et al.,88

2019). Gvozdevsky et al. (1997) studied the slightly anisotropic precipitation of ener-89

getic protons adjacent to IB (on equatorward side), apparently related to wave-particle90

interaction mechanism operating in the equatorial region. It can be speculated that strength-91

ening of this mechanism would lead to IB formation at lower latitudes and mapped to92

the higher Kmin region in the magnetotail. Finally, the condition Kcr = const predicts93

that IBs for particles with different energies should reveal the energy dispersion with higher94

energy IBs located at lower latitudes (due to increase of a particle gyroradius with an95

energy increasing). However, the opposite dispersion is often observed (Donovan et al.,96

2003; Dubyagin et al., 2013; Sergeev, Chernyaeva, et al., 2015) and can be explained by97

the wave-related mechanism of the IB formation (Liang et al., 2014). In contrast to FLC-98

scattering, the efficiency of the wave-induced scattering does not depend directly on Kmin99

parameter and there is no reason to believe that this mechanism also produces IB at the100

Kmin = 6–10 point.101

One of the methods to elucidate the occurrences of the IBs formed by FLC and wave102

scattering is estimating the Kmin at the field line corresponding to the observed IBs us-103

ing empirical magnetospheric models or magnetohydrodynamic simulations. Hereinafter,104

we discriminate two notations: Kcr denotes a critical value of Kmin corresponding to the105

loss cone filling by FLC-scattering obtained by numerical tracing of particle trajectories106

in the specific magnetic configurations (e.g. Sergeev et al., 1983), and KIB denotes a value107

of Kmin estimated at that field line where the real IB is observed, irrespective of the IB108

formation mechanism. The KIB values which are close to the Kcr likely correspond to109

the FLC-scattering and KIB values which are prominently greater than Kcr definitely110

correspond to some other mechanism of the pitch angle scattering.111

Somewhat conflicting results were obtained for quiet-time IB observations: on one112

hand, Haiducek et al. (2019a) found that KIB values for 30 keV protons were very close113

to Kcr; on the other hand, rather broad statistical distribution of the KIB values (KIB ≈114

3–30) was found by Ilie et al. (2015) and Sergeev, Chernyaev, et al. (2015). The share115
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of the high KIB values is even higher during the geomagnetic storms; Dubyagin et al.116

(2018) and Haiducek et al. (2019b) reported that for ∼ 20%–50% of storm time IBs the117

KIB values were grater than 13. Such KIB values apparently cannot be explained by118

FLC-scattering. These are not totally unexpected results because the occurrence of in-119

tense EMIC waves, which are capable of scattering the energetic protons into the loss120

cone, peaks during the geomagnetic storms (Halford et al., 2010; Keika et al., 2013; Us-121

anova et al., 2012; Chen et al., 2019). On the other hand, the accuracy of the KIB es-122

timation is very difficult to assess and possibility that the broad distribution is a result123

of error in magnetosphere-ionosphere mapping or error of Kmin estimation cannot be124

absolutely ruled out. In addition, the numerical values of Kcr were obtained for a lim-125

ited number of relatively simple analytical current sheet configurations: the parabolic126

and Harris current sheets as well as the current sheet of T89 magnetospheric model. At127

the same time, it was shown that there can be significant deviations from these Kcr val-128

ues for more complex current sheet configurations (Delcourt et al., 2000, 2006). It is known129

that during a geomagnetic storm thin current sheet can develop at distances as close as130

r ≈ 5RE or even closer (Tsyganenko & Sitnov, 2005, 2007). At this distance, the mag-131

netic configuration at the IB formation region can not be considered as one-dimensional132

and the near-Earth current can be bifurcated into horn-like configuration (Tsyganenko133

& Andreeva, 2017). For this reason, the range of Kcr-values obtained previously for the134

simple magnetic configurations might not be applicable for such configurations.135

The purpose of this paper is to statistically examine the condition of the loss cone136

filling by FLC scattering mechanism for a variety of current sheet configurations dur-137

ing intense geomagnetic storms. We performed numerical tracing of 30 keV proton tra-138

jectories in the magnetic field of MHD simulation of the intense storm event. The MHD139

representation of magnetic configuration is self-consistent with the isotropic plasma pres-140

sure and even if the actual configuration of the magnetosphere might be different, we ex-141

pect that physics-based modeling results in a realistic configuration (Gordeev et al., 2015).142

The energy of 30 keV was chosen because it is covered by the majority of proton detec-143

tors on low-altitude satellites used for IB observations. 30 keV protons distributed over144

the loss cone were traced backward in time and their origin with respect to the loss cone145

in the opposite hemisphere was determined. Analyzing the percentage of the particles146

whose origins were outside the loss cone, we can determine the degree of loss cone fill-147

ing. The particles were launched at different latitudes for seven MLT sectors covering148
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the nightside during sudden commencement, main phase, early recovery phase with 1 h149

cadence. For each latitudinal profile, we determined the latitude where the loss cone be-150

came fully filled and calculated the Kcr-parameter on the corresponding field line. We151

present the statistical distribution of the Kcr -parameter and analyze the conditions in152

the field reversal region responsible for its variation. Possible effects related to the elec-153

tric field or non-stationary magnetic configuration are ignored in this study.154

2 MHD Simulation of the Storm 22–26 June 2015155

The intense geomagnetic storms occurred on 22–23 June 2015 with the Dst index156

reaching minimum of −204 nT on 04 UT, 23 June. There were three storm intensifica-157

tions, but in this paper we will focus only on the first two which occurred during 1.5 day158

interval 22 June, 12 UT – 24 June, 00 UT. Figure 1a shows the variation of the SYM-159

H index during this period (SYM-H and solar wind variations for the entire storm pe-160

riod can be found in M. Kubyshkina et al. (2019)). The entire event was simulated by161

Space Weather Modeling Framework (SWMF) MHD model (Block Adaptive Tree So-162

lar Wind-Roe-Upwind Scheme with Rice Convection Model (Tóth et al., 2005)) via the163

Community Coordinated Modeling Center’s Runs-on-Request service with the running164

ID Yihua Zheng 080416 2 run.165

The near-Earth magnetosphere was well covered by the magnetic field observations166

on board six missions. M. Kubyshkina et al. (2019) compared these magnetic field ob-167

servations to the SWMF output and found a remarkable agreement with the average er-168

ror being within ∼20 nT with only ∼4 h period around 20 UT on June 22 when the er-169

ror reached ∼60 nT; very good result for modeling such an intense storm. Though the170

error was large during the SYM-H drop at ∼ 20 UT on June 22, the agreement with ob-171

servations for the particular moment is not critical for our study. Indeed, since the sim-172

ulations obeys physical MHD equations, the SWMF configuration is expected to be re-173

alistic and physically-consistent. The simulation spatial grid resolution is 0.25RE inside174

|X |, |Y |, |Z| < 8RE cube and 0.5RE outside that region. Since we are especially inter-175

ested in the storm peak configurations when the thin current sheet approaches the Earth,176

we expect that the IB formation region will be inside the fine resolution region.177

First, we use SWMF simulation to analyze how the distribution of the K-parameter178

changed during the course of the storm for different MLTs. For this purpose, the K-parameter179
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for 30keV protons was calculated on the meridional planes for seven nightside MLT sec-180

tors with 1h temporal resolution. Since the MLT slices do not necessarily cross the sim-181

ulation grid nodes, trilinear interpolation of the magnetic field vector components was182

used to calculate magnetic field between the grid nodes. The finite difference method183

was used for curvature radius estimation. Note also that although K was estimated on184

the meridional plane, it was calculated for the full 3D SWMF magnetic field and finite185

differences were calculated for all three directions. Since we are especially interested in186

the location of the region where IB is presumably formed, for every MLT slice, we find187

the earthward edge of K ≤ 8 region. Figure 1b shows the result as time-MLT distri-188

bution. The radial distance to the closest (to the Earth) K = 8 point is color coded189

and also shown as a number in each time-MLT bin. It can be seen that the region with190

K ≤ 8 comes to the Earth as close as r = 4.7RE during the main phase of the storm.191

There is also a moderate MLT asymmetry with low K region coming closer to the Earth192

at the dusk-midnight MLT sector. It can be also seen that some time-MLT bins are left193

blank. It is because we limited our search by r = 12RE . Thus, the blank bins at 19 UT194

on June 22, during sudden commencement and following SYM-H drop, indicate that the195

K ≤ 8 region moved outward (r > 12RE) for MLT=22–00 MLT sector. It can be in-196

terpreted as a localized dipolarization. The thick current sheet also often forms at the197

flank MLT sectors and results in the blank bins at MLT= 18, MLT= 06.198

For three time-MLT slices, we show the distribution of K-parameter in the merid-199

ional plane in Figure 2. Time and MLT are shown at the top of the figures. Three pan-200

els correspond to (a) pre-storm period, (b) SYM-H minimum, and (c) early recovery phase.201

The blue region roughly corresponds to K ≤ 10. It can be seen that in Figure 2b (cor-202

responding to June 22, 22 UT, MLT=22) this region is much thinner and located much203

closer to the Earth in comparison to Figures 2a, c. This can be considered as an indi-204

cation of the thin intense current sheet formation but it should be remembered that there205

is no one-to-one correspondence between K and current density. Although this plot cor-206

responds to the moment just after the SYM-H first minimum, it should be noted that207

the storm phase timing can be different in MHD simulation. Three white asterisks show208

the earthward edges of the regions of K ≤ 20, K ≤ 8, K ≤ 3. Note that in Figure 2a,209

there are no K ≤ 3 points inside r = 12RE. Finally, it should be noted that the K210

estimate shown here is not very accurate due to trilinear interpolation of the field com-211

ponents and we use it as a first approximation.212
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Figure 2. Examples of the K-parameter distribution in the meridional plane for (a) pre-

storm, (b) SYM-H minimum, and (c) early recovery phase.

3 Analytical Approximation of the Simulation Magnetic Field213

To trace particle trajectories we need a physically consistent continuous and rel-214

atively smooth analytical approximation of the SWMF simulation magnetic field. It is215

convenient to use some magnetic potentials because this method provides divergence free216

magnetic field. We introduce additional simplification assuming that magnetic config-217

uration possesses axial symmetry in SM coordinate system. We use Euler potentials (e.g.218

Stern, 1966) to describe magnetic field vector in meridional plane of SM system:219

B = [∇α×∇β] (1)220

where α is a function of two cylindrical coordinates ρ = (x2+y2)
1

2 and z, and β = ϕ221

(azimuthal angle). In this case, for ρ and z components of magnetic field in cylindrical222

SM coordinates we get:223

Bρ = −
1

ρ

∂α

∂z
(2)224

225

Bz =
1

ρ

∂α

∂ρ
(3)226

227
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Alpha is represented as a polynonminal expansion:228

α(ρ, z) =
n
∑

i=0

m
∑

j=0

Cijρ
izj (4)229

230

As a result, the field components depend on Cij coefficients linearly and the mag-231

netic field vectors can be fitted using usual least squares method.232

Since for the axially symmetric configurations with ∂Bϕ/∂ϕ = 0 the magnetic field233

is divergence free for arbitrary Bϕ(ρ, z) distribution, there is no need to use any mag-234

netic potential. We can use polynomial expansion directly for the Bϕ component:235

Bϕ(ρ, z) =
n
∑

i=0

m
∑

j=0

Aijρ
izj (5)236

237

Since we need the accurate magnetic field model only in the region where the par-238

ticles undergo moderate pitch angle scattering, that is, K = 3–20, we developed au-239

tomatic algorithm selecting the region on the meridional plane where the field is approx-240

imated. The example of this region selection can be seen in Figure 3a (shown by the blue241

curves). To select this region, we used the points shown as white asterisks in Figure 2242

(these points correspond to K = 3, 8, 20 in the current sheet center). The outer bound-243

ary was located 1RE outward from the K = 3 point. For those events when there were244

no K ≤ 3 points inside r = 12RE, the outer boundary was set 2RE outward from the245

K ≤ 8 edge. In all cases, the outer boundary was set not further than r = 12RE. The246

inner boundary was set on a sphere with r = 3.3RE . The top and bottom boundaries247

were constructed as a combination of straight and dipole lines such that there was at least248

0.5RE margin between the boundary and the field line corresponding to K = 3 point.249

Our analytic model (Equations 2–5) was fit to the SWMF magnetic field vectors on a250

meridional plane inside this region. It should be noted that Equations 2, 3, and 5 de-251

scribe only external magnetic field of SWMF simulation with the dipole field subtracted.252

To give more weight to the points at low K region (low B regions), we minimized a mean253

relative error Err = ∆B/B, where ∆B is a difference between the SWMF and the an-254

alytical model vectors, and B in the denominator is the full SWMF field magnitude (in-255

cluding dipole).256

To keep the number of terms in expansions for Euler potential and Bϕ withing rea-257

sonable limit and to avoid Runge’s phenomenon (oscillation at the edges of an approx-258
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Figure 3. (a) Example of the field lines (red) traced from the starting points (blue crosses

in the left part). The green asterisks near the field line apexes mark the location on Kmin. Blue

contour shows the boundary of the analytical approximation of the MHD simulation field. (b)

The tracing configuration is explained.
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imated interval that occurs when using polynomials of high degree), we elaborated the259

following strategy. First, we tried all combinations of the highest powers 1 ≤ n ≤ 8260

and 1 ≤ m ≤ 8 and analyzed how the error of the approximations behaved. We plot-261

ted Err versus the total number of terms in these expansions (N = n ·m). It was no-262

ticed that Err for the Euler potential first decreased fast with N increasing but then it263

reached some level and did not reveal further significant decrease. On the contrary, the264

error for Bϕ expansion revealed stable decrease with N increasing. It can be understood265

taking into account that we approximated 3D configuration by divergence free axially266

symmetric field. At some level of detalization, the divergence free approximation just267

can not reproduce Bρ and Bz distribution which is not divergence free because in 3D con-268

figuration zero divergence is ensured also by a variation in azimuthal direction (∂Bϕ/∂ϕ 6=269

0). To select the optimal values of n,m for the Euler potential fit, two reference values270

of the relative error are defined: Err0 is the mean relative error when the SWMF mag-271

netic field is approximated by its mean value, and Errmin is the minimum mean rela-272

tive error over all possible combinations of n < 8 and m < 8 . The optimal combina-273

tion of n and m was defined in such a way that it gives minimum number of terms in274

the expansion and at the same time satisfies a condition Err(n,m) ≤ Errmin+(Err0−275

Errmin)/100 (the error for the optimal n,m differs from Errmin less than 1% of differ-276

ence between Err0 and Errmin). For the Bϕ fit, we used similar strategy for definition277

of optimal n, m but the requirement was simpler: minimal N = n·m for Err(n,m) ≤278

0.01. For the majority of configurations the n and m do not exceed value of 6. Two sets279

of the magnetic field expansion coefficients Ci,j , Ai,j , corresponding to the optimal n,m280

values for the Euler potential and Bϕ approximations, were obtained for every time step281

and MLT sector. These coefficients represent the local axially-symmetric analytical model-282

approximation of the SWMF field.283

To asses the accuracy of out analytical model, we plot relative error of the SWMF284

magnetic field representation in Figure 4a. The error is computed for the full field (ex-285

ternal sources plus dipole) and shown versus time and MLT. The numbers duplicate the286

color representation. The median error is computed only for the region where the scat-287

tering take place 2 ≤ K ≤ 12. It can be seen that the error is lowest during the main288

phase. It is due to smaller size of the region which should be modeled. Indeed, during289

the main phase 3 < Kmin < 20 region approaches the Earth (see the white points in290

Figure 2b), and the region where the field should be approximated becomes very small.291
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On the other hand, the median errors can be as large as ∼ 20% during the recovery phase.292

In Figure 4b, we show the relative error of the K parameter estimated from our analyt-293

ical model. It generally reveals the variation similar to the magnetic field error but with294

somewhat larger values. Note that although the median relative error of 20% for some295

configurations seems to be very large, it usually corresponds to an absolute error ∆K ∼296

1–2 (see Figure S2 in Supporting Information).297

4 Methodology298

To model the loss cone filling as a function of K, we trace the trajectories of the299

particles with the initial velocity vectors inside the loss cone from a set of points above300

the ionosphere distributed in latitude and corresponding to different minimum K val-301

ues at the magnetospheric part of the field line (Kmin). To determine the correspondence302

between the latitudes and Kmin values, the field lines should be traced from the start-303

ing points and K parameter should be calculated along the field lines. In addition, the304

size of the loss cone should be evaluated from the magnetic field magnitude at the op-305

posite hemisphere. After the loss cone size is defined, the initial vectors of the particle306

velocities inside the loss cone can be set and the trajectory tracing can be initiated. Thus,307

the sets of the spatial starting points with corresponding Kmin values and the loss cone308

sizes should be defined for all desired MLT sectors and times.309

4.1 Spatial starting points310

One of advantages of using Euler potential is simplicity and accuracy of the field311

line tracing because α is constant on a given field line. For every magnetic configuration,312

represented by its analytical model, we traced the magnetic filed lines outward from the313

sphere r = 3.5RE (slightly above the inner boundary of the analytical model) via the314

equator and then to the sphere of the same radius in the opposite hemisphere. Figure 3b315

shows schematically the geometry. The field line is traced from the starting point in the316

northern hemisphere (st1) to the point in the southern hemisphere (st2). The K-parameter317

was calculated along the field line and a minimum value for a given field line was deter-318

mined. Note, that in contrast to the K-parameter shown in Figures 1 and 2, which was319

calculated from the linearly interpolated SWMF magnetic field, this time the K-parameter320

is calculated using the smooth analytical model. Note that Bϕ component was not ig-321

nored and also was used for the K calculation. The field line starting points were dis-322
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tributed in latitude to cover 3 ≤ Kmin ≤ 20 region and the latitudinal increment was323

selected to keep the increment in Kmin of ∼ 1.324

The loss cone size of the downgoing particles at the point st1 depends on the mag-325

netic field magnitude in the opposite hemisphere at the altitude where the particles are326

lost due to collisions with the atmospheric particles (i2 point). Note that this loss cone327

definition differs from the traditional one which defines the loss cone size by the iono-328

spheric magnetic field in the same hemisphere (i1 point). The altitude of the loss cone329

formation varies due to the atmosphere density variations but we use 120 km as a ref-330

erence altitude of the loss cone formation in this study. Since our analytical model is de-331

fined only for the altitudes above r = 3.5RE, we can not use it for the field line trac-332

ing between st2 and i2 points. Instead, we trace the field lines between r = 2.5−3.5RE333

using trilinear interpolation of the MHD field, and below r = 2.5RE, we use analyti-334

cal equation for the dipole field line to project the points to the Earth’s surface where335

a magnetic latitude of the point is calculated. Since the simulation uses a dipole repre-336

sentation of the Earth’s field, this magnetic latitude can be interpreted as a Altitude Ad-337

justed Corrected Geomagnetic (AACGM) latitude.338

The magnitude of the Earth’s magnetic field at the ionospheric altitude depends339

both on the latitude and on the longitude. Figure 5 shows the magnitude of the IGRF340

model magnetic field at 120 km altitude versus AACGM latitude for two hemispheres.341

The upper and lower curves of the same color show the range of the longitudinal vari-342

ation of the magnetic field for a given latitude. It can be seen that for the southern hemi-343

sphere, for the latitudes less than 60◦, a longitudinal variation of the magnetic field can344

result in two times difference of the magnetic field magnitudes corresponding to the same345

AACGM latitude: manifestation of the South Atlantic Anomaly. Since the SWMF sim-346

ulation lacks the longitudinal dependence of the Earth’s field as well as to generalize our347

results to arbitrary longitudes and times, we use two extreme values of ionospheric mag-348

netic field (upper and lower curves in Figure 5) for calculation of the loss cone size and349

the corresponding results will be designated by Bi min and Bi max suffixes.350

We use the 5th-degree polynomial fits to the curves in Figure 5 to calculate the loss351

cone size for the AACGM latitude of the given magnetic field line. The analysis of the352

loss cone filling have been done for all four curves in Figure 5, but intermediate results353
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Figure 5. IGRF magnetic field at 120 km altitude versus absolute value of AACGM latitude.

The filled areas between the red and blue curves show the span of the longitudinal variation for

northern and southern hemispheres, respectively.

are shown only for the loss cone size estimated from the minimum magnetic field mag-354

nitude in the southern hemisphere (lowest curve in Figure 5).355

4.2 Initial distribution in the velocity space356

For a given kinetic energy (E = 30keV is considered in this study), the magnetic357

moment corresponding to the loss cone edge (µLC) can be calculated as µLC = E/Bi2.358

Thus, for the st1 point, the edge of the loss cone in the velocity space can be calculated359

as:360

v2
⊥LC =

2E

m

Bst1

Bi2

(6)361

362

After the loss cone size is determined, we set initial distributions of particle veloc-363

ities in the velocity space: 372 points evenly distributed in v⊥1, v⊥2 plane inside the loss364

cone (see Figure 6). It should be noted that the magnetic moment conserves only in the365

frame moving with the guiding center (Stephens et al., 2017). The guiding center drift366

velocity is negligible at the ionospheric altitude but it cannot be neglected at r = 3.5RE.367

For this reason, the velocity in the left part of Equation 6 is given for a drifting frame,368

and it should be converted to a stationary frame by addition of the drift velocity vec-369

tor. The drift velocity vector was calculated using standard expressions for the gradi-370
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ent and curvature drifts (Baumjohann & Treumann, 1996) and finite difference for the371

magnetic field gradient and curvature radius estimation.372

4.3 Numerical methods and accuracy control373

The particles were traced using 4th order Runge-Kutta-Nyström method (see e.g.374

Bock & Krischer, 1998). The method was used with a variable step-size computed for375

each new time-step as376

∆t =
(∆α · g)

1

4

B
, (7)377

378

where B is the magnitude of magnetic field at the previous time-step, ∆α is the379

allowed error in pitch angle at the ending point of a trajectory, and g is the constant cal-380

culated for each spatial starting point as described in Supporting Information S1 (the381

derivation of Equation 7 can be also found there). ∆α is set to 1/200 of the loss cone382

size at the ending point. We have tested this step-size selection procedure performing383

backward in time and then forward in time tracings for several starting points and com-384

paring initial and final pitch angles. For all tested trajectories the resulting error in pitch385

angle was at least ten times smaller than the allowed error ∆α.386

4.4 Trajectory classification387

For every time and MLT sector, we organize the tracing procedure as two embed-388

ded loops: one loop is over the spatial points (blue crosses at the left part of Figure 3a389

), and another one is for the velocity vectors inside the loss cone (evenly distributed points390

in Figure 6). There is a class of orbits for which the particle can be trapped near the cur-391

rent sheet for prolonged time (Speiser, 1965; Kaufmann & Lu, 1993; Larson & Kaufmann,392

1996), for this reason we limit the time of tracing as double time needed for particle with393

zero pitch angle to reach the opposite hemisphere. Even at r = 3.5RE, the loss cone394

size is still rather small (< 10◦), so the time required for the particle to reach the op-395

posite hemisphere if no strong pitch angle scattering has occurred can be evaluated as396

L/v, where L is the length of the field line between st1 and st2 points (see Figure 3b ),397

and v is the full particle velocity. Thus, the limit for the tracing time is tlim = 2L/v.398
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Eventually, we trace the particle trajectories backward in time and tracing is stopped399

when one of the following conditions is met:400

1. The particle reaches r = 3.5RE sphere in the opposite hemisphere401

2. The particle returns back to r = 3.5RE in the same hemisphere (it is reflected402

from the minimum K region).403

3. The particle crosses the outer boundaries of the magnetic field model applicabil-404

ity region (upper, lower, right blue lines in Figure 3a ).405

4. tlim = 2L/v time is exceeded406

For the vast majority of the trajectories, the first condition is met. In this case, the re-407

sulting particle velocity is converted to the drifting frame and the magnetic moment is408

calculated. The moment is compared to µLC , corresponding to the loss cone edge, to check409

whether the particle is still inside the loss cone or outside it. The latter result corresponds410

to the particle scattered into the loss cone during its crossing of the field reversal, while411

former results indicates that there is no particle at this point of the velocity space since412

there are no energetic particles going upward from the atmosphere. The conditions 2–413

4 correspond to the relatively strong pitch angle scattering, and although there is an un-414

certainty about the particle origin (because both options are possible after several cross-415

ing of the field reversal), these trajectories are marked as originated outside the loss cone.416

5 Results417

Figure 6 shows the initial distribution of the perpendicular velocities over the loss418

cone (v⊥1, v⊥2 normalized by perpendicular velocity corresponding to the loss cone edge)419

for the spatial points corresponding to different Kmin values (shown at the top of each420

panel). The blue crosses and red triangles correspond to the trajectories which are orig-421

inated in the loss cone and outside the loss cone, respectively. It can be seen that for Kmin =422

8.6 (Figure 6a), the scattering is weak and all trajectories originate in the loss cone. In423

reality, this would correspond to the empty loss cone. For lower Kmin (Figure 6b), more424

than half of the loss cone is filled (the trajectories originate outside the loss cone, red425

triangles). Note, that the loss cone filling depends on the gyro-phase. It is consistent with426

the Delcourt et al. (1995) results who showed that the amplitude of scattering depends427

on the gyration-phase of the particle when it enters the low K region. It should be noted428

that this gyrophase dependence of the loss cone filling can not be observed at low alti-429
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Figure 6. Distribution of the initial perpendicular velocities over the loss cone marked ac-

cording to their origin outside (red) or inside (blue) of the opposite hemisphere loss cone. Three

panels correspond to three values of Kmin (shown at the top left corner of the panel).

tudes (e.g. 850 km; altitude of NOAA/POES satellites), because the difference in the430

number of gyrations for different pitch angles inside the loss cone becomes too large. Fi-431

nally, at Kmin = 4.2 (Figure 6c), whole loss cone is filled (all trajectories have their ori-432

gins outside the loss cone).433

Figure 7 demonstrates the process of the loss cone filling as a function of Kmin at434

higher resolution. Figure 7a show the percentage of the loss cone area filled, calculated435

as a ratio of the velocity distribution points originated outside the loss cone to the to-436

tal number of points. It can be seen that the loss cone filling starts at Kmin ≈ 10 and437

the loss cone becomes fully filled at Kmin = 4.2. In Figure 7b, we show the process of438

the loss cone filling for different pitch angles. Since the points of velocity distribution439

in Figure 6 are organized in circles corresponding to certain pitch angle values, it is easy440

to calculate a percentage of the points originated outside the loss cone separately for each441

pitch angle. The vertical axis of Figure 7b shows the pitch angle normalized by the loss442

cone size (1 corresponds to the loss cone edge). Color shows percentage of the loss cone443

area filled for the corresponding pitch angle. Red color corresponds to 100% filling. It444

can be seen that loss cone filling starts from its edge at Kmin ≈ 10, and gradually prop-445

agates to the center at Kmin ≈ 5.446
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Figure 7. Diagrams showing the loss cone filling versus Kmin-parameter. (a) Percentage of

the loss cone area filled. (b) Color shows percentage of the loss cone filled for given pitch angle

(normalized by loss cone size).
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Since the goal of this study is to explain the diversity of the K values estimated447

for the observed isotropic boundaries, we need to develop a definition of an isotropic bound-448

ary for the output of our trajectory computations, and this definition should be consis-449

tent with that for observations. Although the isotropic boundaries can be observed even450

on high-altitude missions (Ganushkina et al., 2005), the most studies addressing this topic451

have been conducted using the observations of the NOAA/POES satellites at ∼ 850 km452

altitude (Sergeev et al., 1993; Sergeev, Chernyaeva, et al., 2015). These satellites are equipped453

with a suit of the solid state telescopes (Evans & Greer, 2004) pointing in the perpen-454

dicular directions one of which (referred to as 0◦ telescope) is directed radially upward455

and detects the fluxes of particles precipitating in the loss cone. Another one (referred456

to as 90◦ telescope), measures the fluxes of the locally trapped particles. At this altitude,457

the half-width of the loss cone varies between 45–90◦, and 30◦-aperture of the NOAA/POES458

telescope fits reliably inside the loss cone. On the other hand, the telescope can not see459

the outer part of the loss cone. In observations, the isotropic boundary is defined as the460

most equatorial point where the fluxes are isotropic, that is, the fluxes detected by 0◦461

and 90◦ telescopes are equal (withing the accuracy of measurements). Therefore, we de-462

fine the isotropic boundary as a first point (moving from high to low Kmin values) where463

the central 1/3 of the loss cone is 100% filled. This criterion typically corresponds to the464

filling of the more than 80% of the loss cone area (see Figure S3 in Supporting Informa-465

tion). However, since our discretization of the Kmin values is rather coarse (the differ-466

ence between the adjacent Kmin values can be as large as ∼ 1), we consider this Kmin467

value as a lower estimate of the true Kcr and we also use the next higher Kmin value468

as an upper estimate for Kcr. The corresponding Kmin values are referred to as K low
cr469

and Kup
cr , respectively.470

Figure 8a shows the color-coded K low
cr versus time and MLT . The pairs of num-471

bers in the bins show KIB and its upper estimate (next higher Kmin value). It can be472

seen that K low
cr does not exceed value of 7 and Kup

cr does not exceed value of 8. It can473

be noticed that somewhat more bins are left blank in comparison to Figure 1. This is474

because the algorithm cannot detect IB within the region of the magnetic field model475

validity; the values of Kmin low enough to fill the loss cone are outside r = 12RE . It476

should be noted that these configurations are not necessarily correspond to the dipolar-477

ized current sheet. They often look as a plateau-like region at Kmin = 5–6 level.478
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Figure 9. Parameters of the magnetic configuration at Kmin = 6 point versus radial distance:

(a) field line curvature radius, (b) magnetic field magnitude.

It is apparent from Figure 8 that there is a prominent variation of Kcr during the479

course of the storm: it is lower during the main phase of the storm especially at the pre-480

midnight sector where K low
cr can be as low as ∼ 4. Note that it is roughly the same time481

and MLT sector when and where the region of the low K values approaches the Earth482

(see Figure 1b). This similarity is not just a coincidence. We analyzed the radial pro-483

files of the Kmin parameter and for each profile we identified the point where Kmin =484

6. In Figure 9, we show the magnetic field line curvature radius (a) and equatorial mag-485

netic field magnitude (b) at Kmin = 6 point versus radial distance. Each symbol cor-486

responds to the individual Kmin radial profile. It can be seen that the closer to the Earth487

the point Kmin = 6 is, the lower curvature radius corresponds to this Kmin value. Since488

the gyroradius must follow the curvature radius to keep Kmin constant and it depends489

inversely on magnetic field magnitude, the magnetic field is higher in the near-Earth re-490

gion. In turn, higher equatorial magnetic field means larger loss cone size at the equa-491

tor since it is expressed as αLC = arcsin
√

Beq/Bi (here, Bi is magnetic field in the iono-492

sphere). Hence, stronger scattering is needed to fill the larger loss cone and, therefore,493

the isotropic boundary is formed at the lower Kmin values in the near-Earth region dur-494

ing the main phase.495
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Figure 10. Kcr versus the loss cone size at the field reversal for the particles traced from (a)

northern hemisphere, (b) southern hemisphere. The vertical error bars show the range between

the K
low
cr and K

up
cr . Color corresponds to the normalized Bϕ component.
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However, Kmin is not the only parameter controlling the strength of the pitch an-496

gle scattering in the field reversal region. In Figure 10, we show Kcr versus the equato-497

rial loss cone size. The vertical error bars show the range between lower and upper es-498

timates of Kcr. Figures 10a and 10b correspond to the results obtained for particles499

traced from the northern and southern hemispheres, respectively. Although Kcr does dis-500

play dependence on the loss cone size, the lowest values of K low
cr are found for the mid-501

range values of the loss cone size. It was shown in a few studies that the guide-component502

of magnetic field at the field reversal region affects the intensity of the pitch angle scat-503

tering (Büchner & Zelenyi, 1991; Zhu & Parks, 1993; Delcourt et al., 2000). We use the504

color palette to shows the azimuthal component of the magnetic field (Bϕ) normalized505

by the full magnetic field magnitude. It can be seen in Figure 10a that lowest K low
cr val-506

ues correspond to the strong negative Bϕ, and more generally, bright blue and red er-507

ror bars are located near the lower and upper envelopes of the data point cloud, respec-508

tively. The opposite dependence on Bϕ can be seen in Figure 10b. Such interhemispheric509

asymmetry is in a full agreement with findings of Delcourt et al. (2000), who found that510

the pitch angle scattering strengthens or weakens depending on the mutual relationship511

between the directions of the particle propagation (and gyration) and the sign of the guide512

component at the field reversal. Note that the spread of the Kcr scatter due to Bϕ vari-513

ation is comparable to the range of variation caused by the variation of the loss cone size.514

Figure 11 shows the histograms of K low
cr (black) and iKup

cr (red) for all times and515

MLT bins. Figures 11a and 11b are obtained using different models of the loss cone size516

dependence on AACGM latitude. The minimum value of the ionospheric magnetic field517

(lower blue curve in Figure 5) is used for Figure 11a and maximum value (upper blue518

curve in Figure 5) for Figure 11b. Since the loss cone size depends inversely on the iono-519

spheric field magnitude, it is not surprising that the histograms in Figure 11b are shifted520

towards higher Kcr values. However, for both models of the ionospheric field, the val-521

ues of K low
cr does not exceed value of 7 and Kup

cr does not exceed value of 8. The peaks522

of the histograms are located between Kcr = 6–7. It is only a bit smaller than Kcr =523

8 value, which is conventionally used in the studies where the isotropic boundaries are524

analyzed (e.g. Shevchenko et al., 2010).525
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Figure 11. Histograms of Klow
cr (black) and K

up
cr (red). Panels a and b correspond to the

results obtained using the minimum and maximum values of the ionospheric field, respectively.

Particles were launched from the northern hemisphere.

6 Discussion526

In this paper, we modelled numerically the loss cone filling by 30 keV protons due527

to FLC scattering during the intense magnetospheric storm. The magnetic configura-528

tion was represented by the SWMF simulation. It was found that even the extreme con-529

figurations do not lead to significant changes of the loss cone filling conditions: the Kcr530

values do not exceed the value of 8. In fact, the Kcr values tend to be lower (Kcr ≈ 4–531

6) during the main phase of the storm, when the Kmin < 8 region can approach the532

Earth as close as r ≈ 5RE , and higher (Kcr ≈ 6–8) during the pre-storm interval and533

recovery. Although our results seem to indicate that all KIB values greater than 8, found534

from the observations by Dubyagin et al. (2018) and Haiducek et al. (2019b), can be at-535

tributed to wave-particle interaction, yet, there is room for doubts. Our modelling has536

a number of serious limitations. The main limitation is that we fully neglect the elec-537

tric field. The large scale electric field inside L = 6 can be as strong as 1.5–4 mV/m538

(e.g. Rowland & Wygant, 1998; Nishimura et al., 2006). Such field can significantly ac-539

celerate a proton even during single current sheet crossing. The analysis of the effects540

related to the electric field is left for the future study. On the practical side, it is con-541
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ceivable that the periods with fast flows in the equatorial region manifest themselves specif-542

ically in the low-altitude observations and the corresponding IBs can be discarded or treated543

accordingly. This topic certainly deserves further investigation.544

One more drawback of our approach is that we use axially-symmetric local approx-545

imation of the SWMF field instead of 3D-interpolation between the simulation grid nodes.546

Figure 4a shows that the median error of our approximation can be as large as ∼20%.547

In addition, the polynomial approximation with a moderate number of terms partly smooths548

the smallest-scale structures of the SWMF field. On the other hand, the advantage of549

our approach is that it provides divergence-free field which is fast to compute and the550

axially-symmetric configuration simplifies the analysis (e.g. calculation of the guide field).551

At the very least, our approximation adequately describes the large-scale configuration552

in the near-Earth region with strong radial magnetic field gradient.553

There are also a couple of minor effects which were also ignored. (1) An effect of554

the non-stationary configuration on the Kcr values is probably insignificant since it takes555

only 5 sec for 30 keV proton to cross 2 RE distance (estimate for field reversal region556

size) and less than 30 sec to reach the ionosphere. (2) The Kcr values depend on the IB557

definition. All our results are obtained for IBs defined as the point where central one third558

of the loss cone is 100% filled. We also tested a few other definitions and concluded that559

reasonable IB definitions do not lead to significant difference in Kcr.560

On the other hand, there is still possibility that at least some fraction of IBs with561

large KIB values found by Dubyagin et al. (2018) and Haiducek et al. (2019b) is accounted562

for by the errors of ionosphere-magnetosphere mapping and the K parameter estima-563

tion. It should be noted that in both studies, special efforts were undertaken to control564

the accuracy of the K estimation and mapping. The in-situ magnetic field measurements565

in the region of expected IB formation were compared with the model magnetic field and566

the correction was applied taking into account the difference between the model and ob-567

servations. However, the corrections were based on a number of assumptions, e.g. lin-568

ear dependence of estimated logKmin on BZ error. It was also assumed that the mag-569

netic field at the spacecraft location and at the point of true IB formation vary in a co-570

herent manner (correlate with each other). In addition, Haiducek et al. (2019a) demon-571

strated that, apart from correction for the errors in equatorial BZ , the correction of RC572

is also needed, and this latter correction requires the probes located close enough to the573
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Figure 12. (a) Kcr versus Kmin gradient (blue error bars) and histogram of Kmin gradient

(red bars). (b) Histogram of the difference between the radial distance to the true IB and the

point with Kmin = 8.

current center (Liang et al., 2013). Such configurations are rather rare and were not avail-574

able for the majority of IBs in Dubyagin et al. (2018) and Haiducek et al. (2019b) stud-575

ies. At the same time, our Figure 9 demonstrates that the curvature radius in the IB vicin-576

ity undergoes strong variations during the course of the storm. This indicates that the577

RC correction is more critical for the storm time than for the quiet period analyzed by578

Haiducek et al. (2019a).579

In order to estimate the sensitivity of the KIB estimation to the mapping error,580

we show Kcr versus the Kmin radial gradient in Figure 12a. The blue error bars show581

the range between lower and upper estimates of Kcr. There is no clear dependence of582

Kcr on ∂Kmin/∂r. Note however that three lowest Kcr values correspond to the weak583

gradient of ∼ −1R−1

E . It is rather surprising because Figures 1 and 8 clearly demonstrate584

that lowest Kcr values can be found during the peak of the storm in the near-Earth re-585

gion where the radial gradients are supposed to be strong. The histogram of Kmin ra-586

dial gradient is shown by red. It can be seen that for the majority of IBs, the absolute587

value of the gradient is in the range of 1–8 R−1

E with the most probable value of ∼ 4–588

5. Thus, if one assumes that the error of the mapping is 1RE, then the corresponding589

error of the Kmin estimate is between 1 and 8. In other words, under such assumption,590

the mapping error can explain KIB ∼ 15, but it is unlikely that it will lead to higher591

values of KIB estimates. Note that IBs with KIB > 15 comprise a prominent share (∼592

20–30%) of the statistical distributions found in Dubyagin et al. (2018) and Haiducek593

et al. (2019b). On the other hand, the mapping error obviously depends on the config-594

uration and is higher in the current sheet-like region. Therefore the aforementioned ar-595

guments should be considered with caution. Note also, that Figure 9 shows that the loss596

cone filling occurs in higher Beq region during the peak of the storm and this might partly597

compensate the mapping error related to worse performance of magnetic field models598

during these dynamic periods.599
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It can be clearly seen in Figure 8 that on the duskside the Kcr values are lower dur-600

ing the main phase and higher during the pre-storm and recovery intervals. In Section 5601

we have shown that it is due to larger size of the equatorial loss cone size at the IB lo-602

cation during the main phase. As a result, stronger scattering is required to fill the loss603

cone and the filling occurs at lower Kcr values. In turn, the larger loss cone size is due604

to larger equatorial magnetic field magnitude and this reflects specific properties of the605

main phase magnetic configuration: the same values of Kmin correspond to the higher606

values of magnetic field magnitude and lower values of RC .607

We confirm the result of Delcourt et al. (2000) that the presence of the guide (az-608

imuthal) component affects the strength of the pitch angle scattering and hence the Kcr609

values. It was found that the Kcr variation caused by Bϕ in the SWMF simulation is610

comparable to that caused by the loss cone size variation. However, it should be noted611

that both effects, loss cone size and guide component variability, only cause Kcr vari-612

ation within narrow range of Kcr = 4–8 and these values are rather close to those ob-613

tained previously for simpler magnetic configurations (Tsyganenko, 1982; Sergeev et al.,614

1983; Delcourt et al., 1996). Since Kcr values of 8 is conventionally used to tie the low-615

altitude IB observations to the equatorial magnetosphere (Shevchenko et al., 2010), we616

evaluate the size of the error in terms of equatorial radial distance which can result from617

using this fixed value instead of true Kcr. In Figure 12b, we show the histogram of the618

difference in radial distance to the points with Kmin = 8 and Kmin = Kcr. It can be619

seen that for most of the cases the error is within 1 RE and only on rare occasions it can620

be as large as 2 or 3 RE .621

7 Summary622

To analyze the conditions of the loss cone filling by the scattering on the curved623

field lines during intense geomagnetic storm, we traced the trajectories of 30 keV pro-624

tons in the magnetic field of the SWMF simulation. The adiabaticity parameter (Kcr)625

corresponding to the boundary between the empty and filled loss cone was determined626

for several nightside MLT sectors throughout the course of the storm. The results are627

summarized as follows:628

1. No Kcr values grater than 8 have been found indicating that the extreme storm629

time magnetic configuration alone (not considering the electric field and non-stationary630
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effects) cannot cause the isotropic boundary formation at the Kcr values grater631

than 8. The result suggests that higher KIB values found in the observational stud-632

ies for stationary periods, if not caused by the mapping error, should be attributed633

to the wave-particle interaction.634

2. The Kcr values tend to be lower (4–6) during the main phase and SYM-H min-635

imum period.636

3. This variation of Kcr is caused partly by variation of the equatorial loss cone size:637

during the main phase, the Kmin values typical for the isotropic boundary cor-638

respond to much higher magnetic field, hence, stronger scattering is needed to fill639

the larger equatorial loss cone size and its filling occurs at lower Kmin values.640

4. Another factor leading to variation of Kcr is the guide component of the magnetic641

field (Bϕ). It affects the strength of the pitch angle scattering and hence Kcr val-642

ues. The effect is comparable quantitatively to that related to the loss cone size643

variation.644
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Büchner, J., & Zeleny, L. (1986). Deterministic chaos in the dynamics of charged671

particles near a magnetic field reversal. Physics Letters A, 118 (8), 395 - 399.672

Retrieved from http://www.sciencedirect.com/science/article/pii/673

0375960186902689 doi: https://doi.org/10.1016/0375-9601(86)90268-9674
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