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Abstract 
 

 

For past decades, research on semiconductor/metal thin films and nanostructures have 

earned a great interest from both scientific and engineering community due to its impact on 

optoelectronic device application. Ability to precisely control the growth and morphology of these 

metal/semiconductor thin films and nanostructures can play a key role in enhancing the 

performance of such device. Various methods like physical vapor depositions (PVD), chemical 

vapor deposition (CVD), or molecular beam epitaxy (MBE) have been extensively studied to 

obtain desired semiconductor / thin films and nanostructures. Regardless of the methods, it is 

difficult to precisely control the growth of nanostructure and thin film as one intended due to 

various reasons like large surface energy difference or lattice mismatch between the substrate and 

the film. The aim of this paper is to explore various growth regimes by controlling the growth 

mode and utilize metal/semiconductor thin films and nanostructures to solve challenging problems 

in optoelectronic and photonic applications. 

The first part of the thesis focuses on controlling the growth of silver (Ag) film by inhibiting 

de-wetting property to make the film continuous down to extremely thin regime (< 5nm). By 

controlling the nucleation sites, extremely thin and smooth Ag film is obtained which can be used 

as a transparent conductor for optoelectronic devices. Detailed study of governing electron 

transport mechanism in extremely Ag film is discussed and its association with optical properties 

are discussed. Then, this film is demonstrated as a transparent anode to solve challenging problems 
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in light emitting devices. Also, methods to further enhance the optical property and environmental 

stability of Ag film as a transparent conductor for its commercialization is detailed. Additionally, 

the transparent conductor film is integrated with amorphous silicon thin-film (via CVD) 

photodiode array to show its potential for in-display optical fingerprint sensor.   

The second part of the thesis focuses on taking advantage of de-wetting property of Ag 

adatom on oxide substrate to create metal-nanocomposite layer having fine-sized Ag nanoparticles 

embedded into silicon nitride dielectric. This can be done in one-step process by using PVD, a 

method widely practiced in industry for thin film deposition. This nanocomposite layer is used to 

enhance the angle-robustness of colored low-emissive coating for window application.  

The last part of the thesis focuses on layer-by-layer growth of highly ordered single 

crystalline InGaN nanostructure with high indium (In) composition by using molecular beam 

epitaxy (MBE). With the aid of nanopatterning lithography, lattice mismatch between InGaN 

ternary and GaN binary structure can be efficiently relaxed thereby enabling the growth of single 

crystalline InGaN semiconductor with high In composition. This semiconductor is used as a 

photoanode to convert solar energy into chemical energy by splitting water molecules. Detailed 

study of charge transport from this single-crystalline semiconductor to liquid junction is studied 

using electrochemical impedance spectroscopy.  
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Chapter 1 Introduction 

 

 

Nanoscale thin films and crystals play a significant role in semiconductor optoelectronic 

devices. Controlling these films/crystals at a nanoscale level to manipulate light-matter interaction 

in a desired way can make us use of these structures for more efficient optoelectronic devices. For 

example, ability to control the metal film’s thickness down below its optical skin depth allows 

transmission of optical waves, which can be beneficial for transparent conductor application. Also, 

by controlling the size of the metal nanoparticle, one can create a composite material that can 

selectively absorb optical light. In such, having a precise controllability of material growth gives 

great flexibility in designing optoelectronic and photonic devices with functionalities. 

 For the past decades, researchers have extensively studied thin films and crystals growth 

in a nanoscale using deposition methods like physical vapor depositions (PVD), chemical vapor 

deposition (CVD) including atomic layer deposition (ALD), or molecular beam epitaxy (MBE). 

Each deposition methods have their own advantage and drawbacks. However, regardless of the 

deposition method, the problem during these depositions is that it is difficult to control the growth 

as one intended due to various reasons such as lattice mismatch or the large surface energy 

difference. As a result, the morphology of film growth can greatly vary depending on deposition 

type or the condition. As shown in Figure 1.1, such film growths can be categorized into three 

different growth modes: (a) “island-like” growth named as Volmer – Weber mode, (b) “layer-plus-
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island” growth known as Stranski-Krastanov mode, or (c) “layer-by-layer” growth called Frank-

van der Merwe mode [1].   

 

Figure 1.1 Cross-sectional schematic of three different modes of thin film growth: (a) Volmer-

Weber (island-like), (b) Stranski-Krastanov (layer-plus-island), and (c) Frank-van der Merwe 

(layer-by-layer). Each mode is shown for several different amounts of surface coverage, Q [K. 

Oura, V. G; et al. SurfaceScience: An Introduction, Springer, Berlin 2003.]. 

 

As a high-level summary of this thesis, I explored the growth modes of metals or 

semiconductors by using novel deposition technique, controlling deposition condition, or 

providing additive methods to the substrate under various deposition methods. As shown in Figure 

1.2, I utilized de-wetting property of metal to make metal nanocomposite for low emissive 

window, used seed-layer to promote layer-plus-island growth to make extremely thin metal films 

for transparent conductor, or even explore layer-by-layer growth of semiconductor nanocrystals 

for solar energy harvesting. 

Here, I start the discussion by introducing PVD technique, which is widely practiced 

method for film deposition in the industry. Specifically, the focus will be on the deposition at a 

room temperature which is compatible with flexible substrates for flexible electronics that requires 

low temperature process. For a growth system performed at a room temperature via PVD which 

(a)

Q < 1 ML*

(b) (c)

1 < Q < 2

2 > Q

* ML: monolayer
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involves small kinetic energy of adatoms, the interfacial energy difference between the substrate 

and the film can result in a different film growth mode taking either Volmer – Weber or Stranski 

– Krastanov modes.  

 

 

Figure 1.2 High-level summary of the work discussed in this dissertation. 

 

In Chapter 2, I focus on engineering Ag film to grow under Stranski-Krastanov regime. 

Despite many effort to produce ultrathin and ultra-smooth metal films using silver, gold, or copper, 

it is difficult to suppress the island-like growth of these films on a widely used oxide based 

substrates due to a large difference in the surface energy of the host and the incoming material. 

This creates a large optical loss within the film which makes it difficult to be used for 

optoelectronic or plasmonic application. Based on the concept of introducing seed-layer which 

Island-like Island + layer Layer-by-layer

Metal nanocomposite for

Low-emissive window

Extremely thin metal-film 

transparent conductor for 

optoelectronic device

Epitaxial III-V for solar 

energy harvest
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provides dense nucleation sites favorable for the metal adatoms to bind, I have produced a silver-

based metal films that is continuous down to extremely thin regime with low optical loss. This 

ability to grow Ag film under Stranski-Krastanov mode in a PVD system holds enormous potential 

for its direct use as a transparent conductor (TC) for flexible electronics. Although seed-layer 

method is practiced by others, the uniqueness of my contribution in this work lies in the systematic 

approach of selecting the seed-layer. Moreover, in a fundamental aspect, I discuss the electron 

transport mechanism in this metal films and discuss the governing scattering mechanism at a film 

thickness range of 10 nm. From this fundamental study, I introduce a model that can fully describe 

the resistivity scaling of thin metal film down to an extremely thin regime by incorporating size 

effect theory into general effective medium theory. The novelty of this theoretical work is that this 

model is the first model that can comprehensively describe the resistivity scaling behavior down 

to near percolation regime. Then, the term critical thickness at which rapid transition in conduction 

mechanism occurs is discussed in terms of its scientific and engineering impact. The film’s 

electrical and optical properties are comprehensively discussed at such extremely thin regime by 

associating it with the film’s figure of merit as a TC. 

Chapter 3 discusses about utilizing extremely thin silver film as a transparent anode for 

organic light emitting device (OLED). This chapter presents simulation and experimental results 

on how optical property of metal-only transparent anode can eliminate the waveguide mode inside 

OLED. Conventional approaches of mitigating the waveguide mode use gratings or corrugated 

structures, causing non-planar surfaces which is detrimental for electrical properties. Moreover, 

these methods involve complex fabrication steps which can increase the cost. With the strategy of 

using extremely thin silver film as a transparent anode, waveguide mode is not even defined in the 

device, hence fundamentally different from previous approaches. Although metal film-based 
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transparent conductor for OLED have been demonstrated by others, previous works lacked in 

thorough studies of the effects of TCs on light outcoupling aspect in OLEDs. The uniqueness of 

the work presented in this chapter lies in the optical analysis to prove the benefit of using thin 

metal anode in enhancing outcoupling efficiency in OLEDs. In specific, the concept of waveguide 

mode removal is demonstrated by optical simulation which is supported by experimental results. 

In operating silver-film as an electrode, the practical problem of silver migration through the 

device under the presence of a high electric field during device operation is presented and solutions 

to solve this problem is suggested. This simple yet novel approach is demonstrated as a solution 

to better extract light from the OLED which can never be achieved by conventional transparent 

conductive oxides. Moreover, this approach can be easily integrated into display mass-production 

lines which makes it far more superior to any other existing methods. 

In Chapter 4, I focus more on the practical aspect of using silver-based thin film as a TC 

application. I introduce criteria to choose anti-reflective coatings for silver-based film by taking 

so called dielectric-metal-dielectric (DMD) structure to further enhance the transmittance for TC 

application. Moreover, I discuss ways to minimize the color contrast of this DMD-type TC, which 

is a crucial factor for touch panel application. The optical multilayer stack strategy of minimizing 

color contrast without compromising the optical transmittance is presented in this thesis which is 

never dealt in other literature. I also show that such DMD structure can be tailored to show 

maximum transmittance at a specific desired range of wavelength giving flexibility in engineering 

DMD for red, green, and blue emitting devices. Next, methods to improve the stability of silver 

film is discussed, which is a critical step for its commercial use. As silver film is known to be 

prone to oxidation at atmospheric environment, I suggest methods that could stabilize this silver 
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based DMD TC from oxidation process and adopt impedance spectroscopy to quantify the efficacy 

of the coating.  

In Chapter 5, I introduce amorphous silicon (a-Si) thin film heterojunction photodiode 

technology for in-display optical fingerprint detection, which is deposited using low temperature 

CVD. Owing to its structure involving active layer sandwiched by charge transporting layers, 

which is analogous to that of OLED, photodiodes can be integrated together with OLED for multi-

functional display technology. Also, as the device requires transparent conductor, it can be 

integrated with the thin Ag film technology mentioned in the previous chapters. First part of this 

chapter presents simulation and experimental results on identifying the cause of reverse bias 

current under dark and optimizing a-Si thin film deposition condition to suppress this reverse bias 

current without compromising other device performance. In the process of scaling up of device 

into an array for its integration on a display in-cell pixel circuitry, the origin of leakage current 

path in the patterned device is identified and a solution to solve this issue is suggested. In total, 

successful demonstration of optical fingerprint detection was achieved after integrating more than 

20,000 a-Si photodiodes each onto a sensing circuitry for the detection. Moreover, Cu-Ag film was 

demonstrated as transparent anode of a-Si photodiode to demonstrate its potential application in 

flexible display technology.  

In Chapter 6, by taking the advantage of the island-like growth nature of silver on a 

dielectric substrate, metal-nanocomposite layer consisting of silver nanoparticle (Ag-NP) 

embedded dielectric layer can be fabricated in a one-step process using PVD system. While Ag 

films are widely used in low emissive (low-e) coatings for windows application, silver as a form 

of Ag-NP are never been used for such application. The uniqueness of the approach discussed here 

is using novel process named rotation sputtering method that can create metal-nanocomposite 
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medium in a single step. Moreover, by utilizing the property of light extinction by Ag-NP at 

specific wavelength, this meta-material layer can enhance the angle-insensitivity in low-e coating 

allowing it to exhibit its original color for large degree of angle. The approach of using meta-

material to hold desired optical properties in multilayer optical stack can be widely used to any 

optical coatings where absorption at a specific wavelength is beneficial. 

 

Finally, in Chapter 7, I explore the regime of Frank-van der Merwe mode or as known as 

epitaxial growth where the focus of material will be on a III-V semiconductor. For a growth system 

like MBE involving large kinetic energy of adatoms that allows epitaxial growth, lattice mismatch 

between the substrate and the grown film can result in strain in the film causing dislocations and 

defects within the crystal lattice. For a semiconductor film that is used to absorb light, such 

behavior is detrimental as dislocation and defect sites can contribute to the non-radiative 

recombination sites thereby reducing the efficiency of these devices. I use nanolithography 

technique to grow single-crystalline InGaN nanocrystal with high composition of Indium by 

effective strain relaxation. I have compared how such a method is beneficial over conventional 

spontaneous nanowire growth. Then, I used this novel structure as a photoanode to convert solar 

energy into chemical energy by oxidizing water to hydrogen by splitting water. I use 

electrochemical impedance spectroscopy to study the charge transport at this 

semiconductor/electrolyte junction and calculate the surface states at the interface in correlation 

with water oxidation process. Through this process, I show that highly ordered single-crystalline 

InGaN is advantageous over conventional nanowire structure in terms of light absorption and solar 

energy conversion.
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Chapter 2 Controlling Growth of Ultrathin 

Ag Film and Its Electrical/Optical Property 

 

 

2.1 Introduction 

 Thin silver (Ag) films have many applications in optoelectronic and plasmonic devices 

provided that they have excellent conductivity and low optical loss at visible wavelength. The 

performance of thin Ag films is largely dependent on the thickness and the morphology of the film. 

If the Ag films’ thickness can be reduced below optical skin depth (~ 20 nm for Ag at 530 nm) [2, 

3] it can transmit significant portion of light wave. Furthermore, as Ag is known to have lowest 

loss at a visible wavelength among metals, making it as an excellent candidate for transparent 

conductor application.  

 However, it is known that a thin Ag film is prone to grow in 3D island-like (Volmer-Weber) 

modes on oxide substrates, leading to high electrical resistance and optical scattering loss [4]. A 

film with such type of growth can induce large extinction coefficient due to scattering of light or 

LSPR induced absorption reducing the overall transmittance, which is detrimental for transparent 

conductor application. Researchers have spent much effort to suppress such 3D island growth by 

introducing inorganic [5-7] or organic [8] seed-layer prior to the Ag growth or co-deposition of 
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alloy during the Ag deposition [9]. Among these approaches, widely practiced method is to use 

Ge [5] or Cu [7] as a seed-layer, which reduces the surface roughness by an order of magnitude 

for ultrathin Ag films. Unlike other methods like organic seed-layer or co-deposition of alloy, this 

approach is simple and compatible with widely used roll-to-roll commercial sputtering tools which 

is suitable for flexible electronic fabrication process. Therefore, comprehensive study of the 

inorganic seed-layer is key to obtain high performance Ag film for optoelectronic and plasmonic 

devices.  

 Moreover, studying the electron conduction at ultrathin metal film and unraveling the 

governing scattering mechanism is not only scientifically interesting but can attain important 

engineering merit. Despite numerous studies were conducted to better understand the conduction 

mechanism at relatively thicker regime (>20 nm), such studies at ultrathin regime is relatively 

unexplored. It was only recent that the advent of techniques like engineering nucleation site made 

it possible to reach film thickness below 10nm which has enormous use for optoelectronic and 

plasmonic application. By understanding electron transport mechanism in ultrathin film allows us 

to not only quantify the quality of the film but also allows to design better metal thin films. 

 In this chapter, various types of inorganic seed-layer (Ge, Cu, Al) will be explored to study 

the efficacy in terms of growing subsequent Ag layer. This will be investigated in terms of the 

optical loss, surface roughness, and resistivity. Electrical properties of Ag ultrathin films will be 

studied in detail by adopting various electron transport models from literature to unravel the 

governing mechanism. Based on the transport mechanism, I define two distinguishing carrier 

transport mechanism near the percolation threshold and relate this with the mathematical model of 

mean-field theory. With introducing a model that can comprehensively describe the resistivity 
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scaling of metal film down to extremely thin regime, I will explore the scientific and engineering 

implication of the model. 

 

2.2 Selection Criteria of Seed-Layer 

Among commonly used inorganic seed layers, Ge, Cu, and Al were selected to compare 

on its efficacy in obtaining low electrical and optical loss Ag film. When selecting appropriate 

materials for nucleation site, several criteria needs to be considered: seed layer must have high 

bond strength energy (BSE) with substrate as well as with Ag atom; atomic diffusion barrier of Ag 

on the nucleation site should be large in order to prevent Ag from agglomerating with each other; 

standard electrode potential needs to be low to maintain durability of the film; material should 

have low optical loss at visible/NIR wavelength.  

 Table 2.1 shows BSEs of the seed layer atoms with oxygen (-O) and -Ag, which can 

provide the mechanism of seed site. The seed layer should have high BSEs with Ag atom and 

underlying oxide substrate to bind well with Ag and oxide atoms, thus preventing Ag 

agglomeration. However, the BSE of the seed should not be too high since it can alter the film 

morphology over time due to out-diffusion of atoms toward oxygen-rich environment. In this 

aspect, all Al, Ge, and Cu atoms show reasonable BSEs.  

Also, a seed layer should have high diffusion-barrier for Ag atoms as it should act as an 

adhesive layer where incoming adatom can adsorb onto the surface. As shown in Table 2.1, 

activation energies of Ag diffusion on Al, Ge, and Cu surfaces are 1.21, 0.45, and 0.76 eV, 

respectively [10], which are higher than the glass (0.32 eV) [11] and thus make them an ideal 

choice for seed layers. 
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Table 2.1 Binding strength energy of seed layer atoms with -O or -Ag 

Seed layer 

Binding strength energy [kJ/mol] Activation energy of Ag diffusion [eV] 

- O - Ag 

Al 512 184 1.21 

Ge 657 175 0.45 

Cu 343 172 0.76 

 

 

In terms of the durability aspect, seed layer with higher standard electrode potential will 

likely go through oxidation process (prone to the environmental effect). In this aspect, Cu or Ge 

may be preferred over Al when considering the stability of the film, as shown in Figure 2.1. Finally, 

thickness of the seed layer was engineered to reduce the optical loss induced by it. 

 

 

Figure 2.1 Standard electrode potential of various atoms including Al, Ge, and Cu. 

 

2.3 Experimental Result of Seed Layer Comparison 

Seed layer effect was experimentally verified by depositing 1 nm Al, Ge, or Cu layers on 

a silica substrate followed by subsequent deposition of 8 nm Ag. Figures 2.2a-c show the atomic 
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force microscope (AFM) images and root-mean-square surface roughness (Ra) (RMS) values of 

the Ag films with Al, Ge, and Cu seed layers, respectively. Cu and Ge seed layers suppress Ra of 

the Ag films below 0.25 nm whereas the Al seed gives Ra = 0.6 nm, indicating better seed 

characteristic at Cu and Ge than Al. 

 

 

Figure 2.2 AFM surface image and RMS surface roughness (Ra) of Ag film with (a) Al, (b) Ge, 

and (c) Cu as a seed layer. (d) Absolute transmittance and (e) resistivity of 8 nm Ag films with 1 

nm Al, Ge, and Cu seed layers.). 

 

Figure 2.3a shows measured transmittance of the seed-Ag samples, where the transmittance 

was obtained including the substrate. The Cu-Ag film shows higher transmittance than the Ge-Ag 

or A-Ag films. Note the Al-Ag film shows the spectral dip around 450 nm which is attributed to 

localized surface plasmon resonance by quasi-particle behavior of the film. This is consistent with 

the AFM result of Al-Ag where the surface shows nanoparticle-like clusters of Ag rather than 

smooth film. Lower transmittance of Ge-Ag film is likely due to large optical loss of Ge at visible 

wavelength. Electrical resistivity, which is resistance normalized with film thickness, is plotted in 

Figure 2.3b, and the lowest resistivity was achieved in the Cu-Ag film. Detailed analysis on the 

resistivity of Ag films will be discussed in the later part of this chapter. 

 

Al-Ag (9.3nm) Ge-Ag (9.9nm) Cu-Ag (9.0nm)

Ra = 0.184nmRa = 0.647nm Ra = 0.237nm

a b c
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Figure 2.3 (a) Absolute transmittance (including substrate) and (b) resistivity of 8 nm Ag films 

with 1 nm Al, Ge, and Cu seed layers.). 

 

 To verify how low of thickness can continuous Ag-film be formed with the seed layer, total 

thickness of ‘seed layer + Ag film’ was kept at around 4nm and the resulting AFM surface analysis 

were performed as shown in Figure 2.4. It was confirmed that Al-Ag showed discontinuous film 

behavior where agglomerate of Ag nanoparticles were observed whereas Ge-Ag and Cu-Ag 

showed a continuous film with RMS surface roughness values kept below 0.3nm for a 4nm thin 

film. This result indicates that Cu and Ge functions as superior seed layer compared with Al. 

 

 

Figure 2.4 (a)-(c) AFM images 4nm of Ag film with seed layer of Al, Ge, and Cu, respectively. 
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 Further studying microscopic evolution of Ag film growth on a seed layer by observing 

under the top-down view of scanning electron microscopy (SEM) images for Al-Ag, Ge-Ag, and 

Cu-Ag samples as shown in Figure 2.5 where the images are depicted in a matrix form. It is clearly 

shown that Al is not as effective as Cu or Ge as a seed layer to grow Ag film.  

 

Figure 2.5 Top-down scanning electron microscopy (SEM) images of  Al-Ag, Ge-Ag, and Cu-Ag 

films for seed layer only film or those with various thickness of Ag films. 

 

 As the thickness of the films dealt here are extremely thin, it is extremely important to 

gather accurate information of the thin film. In this aspect, high resolution X-ray Reflectivity 

(XRR) measurements were acquired because it tells comprehensive information on thin film’s 

thickness, surface roughness, and density. In Figure 2.6, measured and simulated (fitted) XRR 

spectra for different types of seed layers is plotted. The sharper features and higher modulation of 

oscillations in the XRR intensity is a characteristic of a smooth film when the film thickness is in 

a similar range. Also, a rapid decrease of intensity in reciprocal space is observed for a film with 
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greater interfacial roughness. In this respect, Ag film with Al seed layer shows highest roughness 

followed by that of Cu and Ge. From the simulated (fitted) spectra, Ag-film’s thickness, surface 

roughness, and film density values were extracted and compared with those data measured from 

ellipsometer and AFM which are summarized in Table 2.2. 

 

 

Figure 2.6 X-ray Reflectivity data for Ag thin film with (a) Al, (b) Ge, and (c) Cu as a seed layer 

plotting measured data (black line) and fitted simulation data (red symbol). 

 

 In general, the extracted film thickness and surface roughness from XRR matches well with 

the data obtained from ellipsometer and AFM with exception to the Ag film with Cu as a seed 

layer. Slight discrepancy in the data for Ag film with Cu as a seed layer may be attributed to the 

evolutionary change of film morphology as a result of exposure in air over a span of time before 

measuring XRR. Further discussion of film stability will be discussed in next chapter. Considering 

the density of Ag is 10.5 g/cm3, extracted Ag film’s density from XRR spectra can give us 

information on how porous or densely packed Ag atoms are inside the film. In this aspect, seed 

layer of Ge can give highest density of Ag film which indicates that this film is densely packed 

whereas those with Al or Cu shows slightly more porous behavior. 
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Table 2.2 Ag film’s thickness, RMS roughness, and density extracted from XRR data in 

comparison with those from Ellipsometer and AFM. 

 

 

 For these layers to be used as a plasmonic device application, quality factor (Qs) is an 

important criterion to determine the efficiency of the device. Two figures-of-merit plot depicting 

Qs are plotted in Figure 2.7 for both LSPR in (b) and surface plasmon polaritons (SPPs) in (b). 

The Qs represents how effective films/particles resonate with the incoming light wave. Therefore, 

it is beneficial to have ε1 as large as possible while ε2 as small as possible. From these aspect, Cu-

Ag film shows the highest Qs for both LSPR and SPP followed by Ge-Ag and Al-Ag. This indicate 

that for designing efficient plasmonic devices, type of seed layer should be chosen carefully. 

 

 

Figure 2.7 Measured Qs for (a) LSPR and (b) SPPs of 9 nm of Al-Ag, Ge-Ag, and Cu-Ag films. 
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Al-Ag 9.32 10.91 0.891 1.03 8.29

Ge-Ag 7.44 7.92 0.312 0.335 10.03

Cu-Ag 8.99 7.58 0.233 0.682 8.30
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Stability is one of the most important properties for a transparent conductor (TC) 

application, and a seed layer impacts stability of an Ag film. Film stability can be quantified with 

standard electrode potential (SEP), with larger SEP indicating higher likelihood of oxidation 

process. SEPs of Cu, Ge, and Al are -0.52, -0.12, and 1.66 V, respectively, therefore Cu or Ge are 

preferred as these atoms are less likely to oxidize. 

 

  

Figure 2.8 (a)-(c) Relative transmittance and (d)-(f) Sheet resistance (RSh) of Al, Ge, or Cu seeded 

Ag films over a span of time exposed in air, respectively. Arrows in the relative transmittance 

curves indicate time evolution. 

 

Figures 2.8a - c show relative transmittance, a value normalized over the substrate, of Al-

Ag, Ge-Ag, and Cu-Ag films over a span of 113.5 days exposed in air. 1 nm seed layer and 8 nm 

Ag films were deposited in this experiment for comparison. The transmittance shows noticeable 

change in Al-Ag and Ge-Ag, whereas Cu-Ag is relatively more stable, meaning that it more 
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immune to the air exposure. The transmittance of Ge-Ag dramatically changes with time due to 

the migration of Ge atoms toward surface of the Ag film through the grain boundaries [12]. The 

similar phenomenon in co-sputtered Al-Ag film was reported by Gu et al. that diffusion of Al 

atoms toward interface with air creates gradient of Al content in a film depth direction [9]. These 

migration behaviors can be explained by their BSE and SEP. In terms of BSE, both Al and Ge 

have a strong tendency to bind with oxygen, thus these atoms can migrate toward the outer surface 

of the Ag films where oxygen is abundant. Cu, on the other hand, has much lower BSE with oxygen 

and lower SEP which explains lower degradation of the Cu-Ag film over time as shown in Figure 

2.8c.  

Figures 2.8d - f shows sheet resistance (RSh) change of the Al-Ag, Ge-Ag, and Cu-Ag films 

over time, respectively. The Al-Ag film shows the largest increase in RSh from 17.7 to 25.4 /sq 

which is 43.5% change from the initial value, but the Ge-Ag and Cu-Ag films show little change 

in RSh. Summing up, Cu was chosen to be the most effective seed layer in obtaining highly stable 

ultra-smooth Ag film with low optical loss and electrical resistance. 

 

2.4 Optimization of Cu and Ge Seed Layer 

The thickness of Ge and Cu seed layers were selected and further optimized to maximize 

the transmittance at a visible wavelength while maintaining the continuous film behavior with 

minimum surface roughness. Figure 2.9 shows the result of sheet resistance (Rs), average absolute 

transmittance (T%), and surface roughness values as a function of Ge (black symbol) and Cu (red 

symbol) seed layer thickness. For all the samples, 4nm of Ag film was subsequently deposited 

after varying seed layer. Rs values were compared instead of resistivity because these all had same 

Ag film thickness. As evident in Figure 2.9a, decreasing the seed layer from 20 Å down to 5 Å 
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increases the T% which is expected as Ge or Cu has insignificant optical loss at visible wavelength. 

Further decreasing it down below 5 Å reduces T% which is due to the discontinuous film behavior 

where the agglomerate of Ag films scatters/absorbs light and reduces T% due to the insufficient 

amount of seed layers that can anchor incoming Ag atoms. 

 

 

Figure 2.9 (a) Sheet resistance (Rs) and average Transmittance (T%), (b) RMS roughness of 4nm 

Ag thin film with varing Ge or Cu seed layer. Photographic (top) and AFM images (bottom) of 

4nm Ag thin film with different seed layers for (c) Ge and (d) Cu where seed layer thickness is 

specified. 

 

 For the case with Rs, the film showed a constant value with decreasing seed layer thickness 

down to 2 Å for Ge and 5 Å for Cu. Once it decreases beyond that regime, the film’s Rs drastically 

increases and eventually becomes discontinuous. From these aspects, Ge acts as a more effective 

seed layer compared to Cu purely in terms of making the subsequent Ag film continuous. RMS 

surface roughness values of Ge-Ag and Cu-Ag films plotted in Figure 2.9b shows roughening of 
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Ag film surface as seed layer thickness decreases, which may be expected. Photographic images 

and AFM images in Figure 2.9c and d further clarify this behavior. One can easily think that there 

would be a tradeoff between the Rs or T% and the surface roughness especially for this Ag film to 

be used as a transparent conductor or photonic device application. Based on these parameters, seed 

layer thickness of 5 Å, which is equivalent to about 1-2 monolayer of seed-layer, was selected as 

an optimum thickness for subsequent studies. 

 

2.5 Modeling of Electron Conduction in Thin Films 

2.5.1 Introduction 

Classical resistivity scaling: Understanding and modeling of electron conduction 

mechanism in thin metal film has great scientific and engineering merit. Models to describe 

classical size effect of resistivity (surface or grain boundary scattering) as film thickness reduces 

have been used to identify the governing scattering mechanism in metal films. Active research on 

this field was carried out providing means to characterize metal film’s electrical properties and 

attaining insight to further improve it for various applications [13-17], although much of these 

dealt with sufficiently thick films (few tens of nanometers or above).  

Advancement of ultrathin film and lack of theoretical framework: More recently, 

metal film with thickness in the ultrathin (< 10 nm) or even extremely thin (~ 5 nm) scale has 

caught great interest due to its potential use for various optoelectronic and plasmonic application. 

For example, metals such as gold or silver (Ag) are known to have excellent optoelectronic or 

plasmonic property due to their low resistivity and optical loss. In order to obtain continuous and 

ultrathin films of these metals, efforts were made to lower the percolation thickness of these 

materials by overcoming their intrinsic de-wetting problem [4, 18, 19]. These efforts enabled 
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numerous applications like transparent conductor [20, 21], EMI shielding [22, 23], or other 

nanophotonic applications [24-26]. As the resistivity gets more strongly coupled to the film’s 

thickness at this ultrathin regime, understanding the mechanism of electron conduction at such 

ultrathin regime may provide scientific insight and engineering guidance. Despite its significance, 

research on ultrathin metal films so far mostly involve experimental observation of resistivity 

scaling [7, 8, 20] with much less or no emphasis put on the theoretical framework. It is still of a 

question whether the classical size effect theory can fully describe the conduction mechanism in 

metal film down to ultrathin or extremely thin regime. 

Percolation model: Approaching from the lower thickness limit, metal film is often 

regarded as an inhomogeneous medium where the film’s property is affected by the coalescence 

of metal clusters. In such a regime the medium can be treated as a metal-insulator composite where 

the insulator domain is air. Extensive amount of effort was made to formulate electrical conduction 

of metal-insulator composite medium by using electrical percolation theory [27-31], effective 

medium theory (EMA) [32-34] or general effective medium (GEM) theory [35] that combines 

percolation and EMA effect together. Despite these theories provide critical aspect on the 

transition behavior of the inhomogeneous medium from insulator to conductor state, previous 

works involving these theories typically involve resistivity modeling in the vicinity of percolation 

threshold. The composite materials dealt in these studies are closer to the random cluster of 

conductor networks rather than film-like behavior. Therefore, a closer look is needed on how these 

theories can interface with classical size effect models or whether these theories are responsible 

for conduction mechanism at ultrathin metal films. 

Lack of theory in ultrathin regime: In metal film with ultrathin or extremely thin regime 

where its thickness can be slightly above the percolation threshold, the carrier transport mechanism 
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may involve mixture of classical size effect and EMA/percolation effect. Relatively less efforts 

were put in theoretically describing the conduction mechanism of metal film at ultrathin thickness 

regime. Despite the values that each work provides in analyzing conduction mechanism, these 

works each has limitations in providing a comprehensive model that captures all the above-

mentioned effects in a physically relevant way, to the best of our knowledge. For example, Vancea 

et al [36] demonstrated that their experimental resistivity data can be described by Fuch-Namba 

model down to the onset thickness of 10 nm where film becomes island-like morphology. 

However, as the model does not include percolation effect nor the effective medium effect, this 

model cannot fully describe the conduction especially as the thickness further reduces to near 

percolation threshold. Maaroof et al., on the other hand elegantly elaborated the change in 

electrical conduction of the film with respect to the critical thickness [37]. Despite the work 

provides valuable insight on how conduction mechanism evolves as metal film grows, discretizing 

the transitioning of conduction mechanism from percolation theory to size effect theory is 

impractical (for the continuous change of film thickness and yet with rapid transitions). As I will 

elaborate in the next section, it is physically more plausible to think that the effect of size effect 

does not vanish but is interlinked together with effective medium theory in determining the 

resistivity even in the vicinity of percolation threshold. Also, as the power-law nature of 

percolation theory show offset in the resistivity with respect to metal’s resistivity as metal fraction 

reaches unity, their approach of using percolation theory to describe the resistivity transitioning to 

the size effect theory may show inaccuracy.  

More recent results on studying metal film’s resistivity scaling at ultrathin regime attempt 

to conceptually explain the conduction mechanism but deficient in theoretical calculation to verify 

their hypothesis [7, 38]. For example, Zhang et al. described the film’s resistivity showing two 
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different slopes where conduction at thinner region is governed by tunneling mechanism. As the 

resistivity values calculated from tunneling models are at least few orders of magnitude higher, 

which is typically used for describing conduction at discontinuous metal films [39-42], Zhang’s 

description of conduction via tunneling can be misleading. Also, it is of a question whether the 

resistivity in thicker region (stage II) can be described solely by surface scattering (Fuch-

Sondhiemer) model. Formica et al. observed the rapid increase in electrical resistivity of ultrathin 

silver film as thickness shrinks in which they attributed to surface scattering as the dominant 

mechanism [7]. However, this was not supported by any theoretical calculation and so their basis 

is unclear. As recent work by Sun et al. showed that contribution of surface scattering portion is 

insignificant [15] also consistent with calculation in this work, is clearly contradicting assumption 

made by Formica. Moreover, rapid increase in the resistivity at an extremely low thickness in 

Formica’s work cannot be explained solely by classical size effect theory.  

Recent studies on ultrathin metal films involving theoretical frameworks discuss the 

resistivity behavior only in context to the classical size effect model [43, 44] excluding the 

percolation effect. For example, Lin et al. used grain boundary scattering model to show that a 

strong scattering is happening at the boundary in Iridium film down to sub nanometer thickness 

[43]. However, such analysis of using size effect theory is applicable only for a thickness above 

which percolation effect no longer plays a role (or for the films free of percolation effect). This is 

a limitation as the film growth of most metals involve percolation problem. In total, there is an 

urge for theoretical framework that can comprehensively grasp the entire physical picture of film’s 

resistivity scaling property from classical size effect regime down to near percolation regime. 

In this section, I provide a theoretical framework of resistivity scaling in ultrathin or 

extremely thin metal film to identify the governing conduction mechanism with respect to film 
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thickness. Experimentally, I observe the distinct transition of carrier conduction mechanism from 

classical size-effect dominated regime to metal-insulator composite medium dominated regime as 

film thickness reduces to an extremely thin regime. Measured resistivity scaling at ultrathin metal 

film can be theoretically described only via incorporating size effect model into the GEM theory, 

a theory which grasps both essence of percolation and EMA models. Bruggeman’s theory is used 

to model the film’s optical dielectric function near the metal-to-insulator transition regime which 

optically verifies the film’s transitioning from homogeneous (continuous) to inhomogeneous 

(quasi-continuous) state. On the verge of this transition, I introduce a critical thickness 𝑑𝑐 defined 

by the onset thickness below which the resistivity contribution due to classical size effect theory 

rapidly diminishes while effective medium effect starts to dominate. I observe that the meaning 

and implication of this critical thickness is not only scientifically interesting but also practically 

beneficial in engineering aspect. First, below this critical thickness, electrical property of the film 

undergoes a drastic change where carrier's mobility drops, resulting in rapid decrease in scattering 

time of electrons. Physically, it is the onset point at which the electron mean free path becomes 

smaller than the film’s size. Second, optical absorption of the film increases while optical 

transmission reaches a plateau. Finally, when using such extremely thin metal film as a transparent 

conductor (TC), the film’s maximum figure-of-merit was theoretically determined at its critical 

thickness using extended GEM model.  

I begin the theoretical modeling of the Ag (Cu) thin metal film by first exploring models 

that describe the resistivity scaling due to size effect. Specifically, I will investigate resistivity 

contribution due to surface scattering and grain boundary scattering as film’s size reduces and see 

if these models can describe the empirical data. Then, I will explore percolation model and 

effective medium models to see how the resistivity data can be analyzed in context to these models. 
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The aim of this section is to provide a theoretical model that can comprehensively describe the 

physics of electron conduction in Ag film as thickness shrinks to extremely thin regime. 

 

2.5.2 Experimental Properties of Ag Film 

First, Ag film was deposited on a fused silica substrate where 5Å of Cu was used as a seed-

layer to promote the wetting of Ag film. This seed approach of Ag (Cu) film enables smooth and 

continuous Ag film down to extremely thin regime. The optimum thickness of Cu was chosen that 

guarantees Ag film with low electrical and optical loss with minimum surface roughness. The Ag 

(Cu) films were deposited using physical vapor deposition under base pressure of 1e-7 Torr at 

room temperature (Kurt J. Lesker Co, LAB 18 & PVD-75). The film’s resistivity was measured 

using 4-point-probe method (Miller Design & Equipment FPP-5000) and was cross-checked with 

Hall measurement (Ecopia HMS-3000) where the values were consistent within 10% of range. 

Minimum of three samples were prepared for a given thickness where the resistivity value of each 

sample was obtained from the average of five different measurement data. The film’s thickness 

was measured via ellipsometer (Woollam M-2000), which was consistent with the result obtained 

from calculated thickness extrapolated from deposition rate. The thickness was further verified 

using X-ray reflectivity (XRR, Rigaku SmartLab) which also showed consistent result with that 

obtained from ellipsometer. Film’s transmission and reflection spectra was obtained using 

ellipsometer and reflectometer (F20, Filmetrics), respectively. The film’s root-mean-square 

(RMS) surface roughness values were obtained from atomic-force-microscopy (AFM, Bruker 

ICON) analysis under the tapping mode, in which the extracted film’s average RMS roughness 

value was used as a parameter in surface roughness models. X-ray diffractometer (XRD, Rigaku 

SmartLab) measurement was performed using Cu-K radiation and estimated grain size was 
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extracted using Scherrer equation for varying Ag thickness. Transmission electron microscopy 

(TEM, JEOL 2010F) and scanning transmission electron microscope (STEM, JEOL 3100) images 

of Ag (Cu) films were obtained and processed to extract the projected area fraction ratio of metal-

insulator composite films for an extremely thin film regime. For each thickness value, images were 

taken from at least 8 different locations of the film and the area fraction value was averaged over 

these images.  

Thin metal film’s resistivity often follows an exponential increase with decreasing film 

thickness. Figure 2.10a shows the log-log plot of measured Ag (Cu) film’s resistivity as a function 

of average (effective) thickness 𝑑 in open symbol. Note the resistivity shows two distinct linear 

regimes in a log-log scale (two lines are drawn as a guide only), in which the rapid resistivity 

scaling at lower thickness can be easily overlooked if plotted under linear scale. This double-sloped 

behavior is also observed on Ag film with Ge as seed-layer or even without any seed layer (Figure 

2.10b and c). In fact, this double-sloped behavior can be found in other literatures for Ag film [45, 

46], and in other metal films like Au [19], Cu [47], or NiCr [48]. I aim to understand this behavior, 

and in particular to elucidate the meaning of the critical thickness at which the transition occurs. 
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Figure 2.10 Resistivity ρ of (a) Cu, (b) Ge, or (c) no-seeded Ag films as a function of film thickness 

d plotted in log-log scale. The open symbols are the measured data while dotted lines extrapolating 

double-slope behavior of resistivity scaling are not based on any physical model. 

 

Ultrathin Ag (Cu) film’s physical properties like surface roughness, grain size, and metal 

fraction of film were extracted from the measured data to be used as physical parameters in size 

effect model and generalized effective medium model. First, Figure 2.11a is the plot of Ag (Cu) 

film’s root-mean-square (RMS) surface roughness as a function of film’s effective thickness 𝑑𝑒𝑓𝑓. 

The film maintains a relatively smooth surface for thickness range from 4 to 8 nm but then rapidly 

increases below 4 nm due to the inhomogeneous film property. In the calculation of size effect 

models involving surface roughness scattering, film roughness of 𝑅𝑎 = 0.263 nm was used which 

is the average roughness of film with 𝑑𝑒𝑓𝑓 ranging from 5 – 8 nm. Next, Ag (Cu) film’s X-ray 

diffractometer (XRD) analysis was performed, and estimated crystallite grain size 𝐷 was extracted 

using Scherrer equation for varying 𝑑𝑒𝑓𝑓 as shown in Figure 2.11b and c. As the crystallite grain 

size extracted from XRD is only good to show the trend while it may not represent the actual size, 

𝑑 ~ 𝐷 proportionality relation was used as an approximation in the M-S model. This should be a 

good approximation as I have confirmed for the case of 10 nm thickness film, grain size was 

confirmed to be in the range of 10 nm under transmission electron microscopy (TEM) image (inset 

of Figure 2.11c). Lastly, to extract metal fraction (projected area) 𝜙 of Ag (Cu) film as a function 

of film’s 𝑑𝑒𝑓𝑓, multiple of top-down TEM and scanning transmission electron microscope (STEM) 

images were extracted for each thickness. Figure 2.11d - h shows the selected TEM images for 

each thickness (𝑑𝑒𝑓𝑓 from 2.0 - 8.5 nm) after performing image processing to calculate the void 

area. The region that appear to be bright in TEM images are voids whereas that appear as dark 

spots in the STEM image (inset of Figure 2.11f) are voids. To reduce the measurement error, 𝜙 
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values were averaged over at least 8 different TEM images from different spots and was cross-

checked with that obtained from STEM image for each thickness. 

 

  

Figure 2.11 Ag (Cu) film’s (a) RMS surface roughness values as a function of 𝑑𝑒𝑓𝑓. (b) XRD 

intensity curve over 2- theta for different film thickness. (c) Extracted film’s crystallite grain size 

as a function of 𝑑𝑒𝑓𝑓 showing linear relationship. Inset figure is TEM image of the film with 10 

nm of thickness, which show approximate grain sizes in the range of D ~ 10 nm. Top-down TEM 

images of Ag (Cu) film with effective thickness of (d) 8.5 nm, (e) 5.5 nm, (f) 4.1 nm, (g) 2.7 nm, 

and (h) 2.0 nm. All images have scale bar of 50 nm. Inset of (f) is the STEM image taken as an 

example where black dots show void areas. 

 

2.5.3 Modeling by Classical Size Effect Model 

 The first comprehensive analysis of size effect in metal thin film was suggested by Fuch, 

and later known as Fuchs-Sondheimer (F-S) model which takes into account resistivity increase 

30 35 40 45 50

Ag (200)

7.7 nm

10.0 nm

17.1 nm

36.3 nm

 

 

In
te

n
s

it
y

 (
a

.u
.)

2 - Theta (degrees)

Ag (111)

0 10 20 30 40
0

50

100

150

 

 

C
ry

s
ta

ll
it

e
 S

iz
e
 (

A
)

deff (nm)

(a) (b) (c)

2 4 6 8
0.0

0.3

0.6

0.9

 

 

S
u

rf
a
c
e
 r

o
u

g
h

n
e
s
s
 (

n
m

)

deff (nm)

 R
a

5.5 nm

(e)

4.1 nm 2.7 nm 2.0 nm

(f) (g) (h)

deff = 8.5 nm

(d) STEM

deff = 10 nm (~ D) 



 

 29 

due to surface scattering as film’s thickness becomes comparable to the electron mean free path 

[49]. The resistivity of a thin metal film described by this model is calculated as: 

𝜌𝐹𝑆 = 𝜌𝑖 [1 − (
3

2𝑘
) (1 − 𝑝) ∫ (

1

𝑡3
−

1

𝑡5
)

1−exp (−𝑘𝑡)

1−𝑝∙exp (−𝑘𝑡)
𝑑𝑡

∞

1
]
−1

       (2.1) 

where 𝜌𝑖  is the bulk resistivity of the metal, 𝑘(=𝑑 𝑙0⁄ ) is the ratio between the film’s average 

thickness 𝑑 and the electron’s mean free path in bulk 𝑙0, 𝑝 is the specularity parameter describing 

the degree of specular reflection at the surface, and 𝑡 is the integral variable. Although F-S model 

has been widely used to analyze experimental results, it has few limitations and so is often regarded 

as a model that underestimates the resistivity increase as thickness shrinks, especially at thinner 

regime [36]. As one example of limitation, the model considers the degree of surface scattering by 

using specularity parameter p, but it fails to take into account the effect of surface roughness of 

the actual deposited films. To better express this surface roughness, Ziman [50] and Soffer [51] 

improved the model by incorporating surface roughness into specularity parameter so that the 

value 𝑝 is based on a physically relevant parameter. This model allows for comparison without 

needing of fitting parameters when the surface roughness of top 𝑟1  and bottom 𝑟2  interface is 

known, in which the specularity parameters are given by:  

𝑝1(𝑐𝑜𝑠𝜃) = exp [− (
4𝜋𝑟1

𝜆𝐹
)
2

𝑐𝑜𝑠2𝜃]        (2.2a) 

𝑝2(𝑐𝑜𝑠𝜃) = exp [− (
4𝜋𝑟2

𝜆𝐹
)
2

𝑐𝑜𝑠2𝜃]        (2.2b) 

𝑝(𝑐𝑜𝑠𝜃)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ =
1

2
[𝑝1(𝑐𝑜𝑠𝜃) + 𝑝2(𝑐𝑜𝑠𝜃)]        (2.2c) 

where 𝜃 is the angle of incidence on electrons to the surface, 𝑝1 and 𝑝2 are specularity parameters 

for top and bottom surface respectively, the average specularity is 𝑝(𝑐𝑜𝑠𝜃)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅,  and 𝜆𝐹 is the electron 

wavelength at a Fermi surface (typically ~ 6Å for Ag). The resulting resistivity by Soffer model is 

then: 
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𝜌𝑆𝑜𝑓𝑓𝑒𝑟 = 𝜌𝑖 [1 − (
3

2𝑘
) ∫

(𝑢−𝑢3)[1−exp(−
𝑘

𝑢
)] {1−𝑝̅(𝑢)+[𝑝̅(𝑢)−𝑝1(𝑢)𝑝2(𝑢)]exp (−

𝑘

𝑢
)}

[1−𝑝1(𝑢)𝑝2(𝑢)exp (−
2𝑘

𝑢
)

𝑑𝑢
1

0
]

−1

   (2.2d) 

Soffer’s model assumes that the scattering at the surface is only attributed to the roughness. The 

limitation of this model is that the contribution of roughness to resistivity is minute unless 

roughness 𝑟1 or 𝑟2 is close to 𝜆𝐹 [36]. 

Later, Namba represented 1-dimentional geometrical roughness using Fourier series has 

proposed the inclusion of geometrical film cross section due to roughness into F-S model’s 

expression for resistivity [52]. This leads to a stronger increase in resistivity which better estimates 

experimental resistivity compared to other existing surface scattering models especially at a low 

thickness regime of 40 nm [41, 53]. The resulting expression for the roughness incorporated 

thickness 𝑑(𝑥) is given as: 

𝑑(𝑥) = 𝑑0 + ℎ sin(2𝜋𝑥/𝐿)         (2.3a) 

where 𝑥 is one-dimensional position coordinate, 𝐿 is sample length, 𝑑0 is average film thickness, 

and ℎ is a measure of surface roughness. Then the resistivity of the film is: 

𝜌𝑁𝑎𝑚𝑏𝑎 = 𝜌𝑖
𝑑0

𝐿
∫

𝜌𝐹𝑆[𝑑(𝑥)]

𝑑(𝑥)
𝑑𝑥

𝐿

0
    (2.3b) 

where 𝜌𝐹𝑆[𝑑(𝑥)] is the resistivity according to F-S theory. Despite its limitation that sinusoidal 

expression of the real film’s roughness is an oversimplification of a problem, Namba model gives 

a strong resistivity scaling with respect to the thickness. In this work, Soffer and Namba’s models 

will be used for surface scattering models. 

A typical metal film deposited via commonly used physical vapor deposition will be 

polycrystalline and have a finite grain size. The effect of grain boundary scattering on the 

resistivity is well described in Mayadas-Shatzkes (M-S) model [54]. M-S model treats electron as 

a wave traversing the grain boundary as a periodic potential well, and the probability that electron 
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wave gets reflected is represented by reflection coefficient 𝑅. The expression of grain-boundary 

scattering on the resistivity of thin film is 𝜌𝑀𝑆: 

𝜌𝑀𝑆 = (𝜌𝑖/3) [
1

3
−

1

2
𝛼 + 𝛼2 − 𝛼3 ln (1 +

1

𝛼
)]

−1

   (2.4a) 

𝛼 =
𝑙0

𝐷

𝑅

1−𝑅
      (2.4b) 

where 𝑙0 is the mean free path of a single crystal material, 𝐷 is the grain size. Grain boundary 

scattering is known to be one of the most dominant scattering mechanisms of electron transport in 

thin metal films [15, 44]. Typically in metal films deposited via physical vapor deposition 

technique, grain boundary is known to scale proportional to the film thickness and so the decrease 

in the grain size increases grain boundary scattering [55, 56]. Our calculation shows that grain 

boundary model can approximate the resistivity scaling of Ag film at ultrathin thickness regime 

while surface scattering model severely underestimates as shown in Figure 2.12, which shows that 

grain boundary scattering plays a dominant role as film thickness reduces. 

 

Figure 2.12 Theoretically calculated 𝜌 - 𝑑 plot in (a) linear-linear and (b) log-log scale of Ag (Cu) 

thin film using surface (F-S) or grain boundary (M-S) scattering models each model with varying 

specularity parameter p and reflection coefficient R, respectively. The open symbols are the 

measured data. F-S and M-S models are plotted in dotted-black and red-solid lines, respectively. 
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Theoretical values calculated for sweeping parameters where arrows indicate the direction of 

parameters (with ranges 0 ≤ 𝑝 ≤ 1 and 0 < 𝑅 < 1) in decreasing order. 

 

 

Mayadas and Shatzkes further derived the resistivity model for the case where there is 

interplay between the grain boundary and surface scattering [57]. This model, so called Mayadas 

Shatzkes Surface (MSS) model, takes into account the grain boundary scattering as well as those 

electrons scattered at this boundary subsequently redirected to the film surface and gets scattered 

there. The expression of MSS model is: 

𝜌𝑀𝑆𝑆 = [
1

𝜌𝑀𝑆
− (

6

𝜋𝑘𝜌𝑖
) (1 − 𝑝) ∫ 𝑑𝜙

𝜋/2

0
∫ 𝑑𝑡 

𝑐𝑜𝑠2𝜙

𝐻2(𝑡,𝜙)
(

1

𝑡3 −
1

𝑡5)
1−exp [−𝑘𝑡 𝐻(𝑡,𝜙)]

1−𝑝∙exp [−𝑘𝑡 𝐻(𝑡,𝜙)]

∞

1
]
−1

 (2.5a) 

𝐻(𝑡, 𝜙) = 1 +
𝛼

cos𝜙 √1−1/𝑡2
     (2.5b) 

In principle, MSS model is a violation of the Matthiessen’s rule which states that each of the 

scattering sources are independent of each other. It is only at a low temperature regime where the 

thermal energy is low enough to depopulate the phonon density at the film surface that the 

mechanism in MSS model will likely to come into play. The summary and the essence of all the 

models discussed here are summarized in flow diagram as shown in Figure 2.13. 
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Figure 2.13 Schematic chart describing theoretical models of electron transport in thin metal film. 

 

In practice, it is more likely that surface (or roughness) scattering and grain boundary 

scattering both take role in decreasing the conductivity, which is determined by the rate limiting 

step. To further quantify the contribution of each scattering event, Matthiessen’s rule can be 

applied for various combinations of surface (roughness) scattering models and grain boundary 

model: 

𝜌𝑠𝑖𝑧𝑒 = 𝜌𝑆𝑢𝑟𝑓 + 𝜌𝐺𝐵 − 𝜌𝑖         (2.6) 

The total resistivity is the summation of 𝜌𝑆𝑢𝑟𝑓, resistivity contribution determined by the surface 

scattering models and 𝜌𝐺𝐵 , that from the grain boundary scattering model, minus intrinsic 

resistivity of a bulk material 𝜌𝑖 (as this portion was each included in 𝜌𝑆𝑢𝑟𝑓 and 𝜌𝐺𝐵). I applied 

MSS model to see if it would suffice to describe the empirical data. Also, each scattering model 

was used alone to see whether each of these models can fit the empirical data.  
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In the calculation of models, bulk resistivity of 𝜌𝑖 = 1.59 μΩ∙cm and electron mean free 

path of 𝑙0 = 53 nm was used for silver film [58]. Surface roughness models by Soffer (eq 2.2) and 

Namba (eq 2.3) were adopted to calculate the resistivity. Ag film’s RMS surface roughness values 

of 𝑅𝑎 = 0.263 nm (Figure 2.11a) was used to extract physically meaningful 𝑟1 and ℎ values for 

these models. The extracted roughness amplitude was 𝑟1 = ℎ = √2 × 𝑅𝑎 = 0.37 nm. 𝑟2 of 0.71 

nm was used to reflect the possible roughness caused by the seed layer.  For M-S model, the grain 

size 𝐷 is set equal to the film’s thickness 𝑑, which is a reasonable approximation for physical 

vapor deposited metal films within relatively thin regime [55, 56, 59]. Grain size extracted from 

the film’s XRD analysis scaled linearly with respect to the film’s average thickness (𝐷 ≈ 𝑑), which 

confirms the validity of this approximation (Figure 2.11b and c). 

To determine which combination of models best describe the experimental resistivity data, 

the deviation 𝛿  of theoretical resistivity (𝜌𝑡ℎ𝑒𝑜𝑟𝑦 ) from experimental resistivity (𝜌𝑒𝑥𝑝 ) was 

quantified by the following equation: 

𝛿 =  ∑ {(𝜌𝑡ℎ𝑒𝑜𝑟𝑦(𝑑) − 𝜌𝑒𝑥𝑝(𝑑)) × 𝑑}
2

𝑑        (2.7) 

where the deviation of resistivity at each thickness was weighed by 𝑑  to depreciate the large 

resistivity deviation at lower thickness. For each or combinations of theoretical models, optimum 

fitting parameters that minimizes 𝛿  were selected to best represent experimental data. For the 

combination of models involving one or two fitting parameters, 1-dimensional plot or 2-

dimensional plot of deviation was calculated for the entire range of parameters to find the optimum 

point. For example, applying Matthiessen’s rule, the best combination of fitting parameters when 

using Namba and M-S models were p = 0.1 and R = 0.2, respectively (Figure 2.14a). In this manner, 

the optimum fitting parameters for each given theoretical model were found and the resulting 

resistivity-thickness curves for the selected combinations of models are plotted altogether in Figure 
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2.14b where 𝑑 is the total average thickness of the Ag (Cu). Experimentally measured resistivity 

values are plotted in open symbol while theoretical models are plotted in lines. 

 

Figure 2.14 (a) Colormap of deviation (eq 2.7) in theoretical model (Namba [eq 2.3] + M-S [eq 

2.4] models) from experimental data involving two parameters, 𝑝 and 𝑅 where optimum point is 

at 𝑝 = 0.1 and 𝑅 = 0.2. Colormap scale is plotted in log scale. (b) Comparison of resistivity data 

predicted by all the combinations of surface or grain boundary models. Data in symbol is measured 

data while that in lines are calculated from a single or sets of models. 

 

First, among all discussed models, applying Matthiessen’s Rule by summing Namba model 

(p = 0.1, h = 0.37 nm) for surface scattering model and M-S model (R = 0.2) for grain boundary 

scattering best describes the actual resistivity-thickness data of Ag (Cu) film at least above 𝑑 = 5 

nm regime. Other models either poorly underestimates the resistivity or fails to follow the exact 

slope of measured data points. Namba model shows stronger scaling compared to that described 

by the Soffer model as the film thickness reduces known to well reflect experimental data by 

considering film roughness [36, 53]. Portion of surface scattering induced by grain boundary 

scattering described in MSS model is quite insignificant (p = 0.7, R = 0.42). This is because the 

interaction between the two becomes substantial only at low temperature [15], which is why 

resistivity described by MSS model shows similar behavior as grain-boundary-only MS model (R 
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= 0.44). Overall, the decoupling of surface and grain boundary scattering by using Matthiessen’s 

rule best explains our empirical data which is consistent with other works [15, 16]. Nevertheless, 

none of these models succeed to describe the resistivity for 𝑑 < 5 nm. This leads to a hypothesis 

that a completely different mechanism governs the transport at extremely thin regime which cannot 

be explained by existing size effect theories of thin metal films. 

 

2.5.4 Modeling by Mean-field Theories 

At the lower thickness limit of metal film near percolation threshold, the resistivity scaling 

encounters a phase transition problem, often described as percolation effect. In such extreme limit 

of reduced thickness where the film is no longer continuous but instead behaves as a random 

network of conductors (so called metal-insulator composites), rapid change in resistivity occurs in 

the vicinity of percolation threshold following a power-law behavior. Electrical percolation model 

has been widely used to describe the resistivity scaling in metal-insulator composite materials [60, 

61]. However, the key limitation of this model is that it applies only to near the conductor-insulator 

transition region [62]. EMA of electrical conductivity such as Landauer’s theory [32] is also a 

commonly accepted model to describe the resistivity of metal-insulator composites. Despite EMA 

models can predict the resistivity for a relatively wide range of composite volume fraction, they 

fail to predict the resistivity of a composite material close to the conductor’s percolation threshold 

[63]. In view of these problems within the framework of both percolation and effective medium 

theories, GEM equation was proposed by McLachlan et al. where effective conductivity 𝜎𝐺𝐸𝑀 is 

expressed as [35]: 

(1 − 𝜙) ∙
𝜎𝑚

−𝑡−𝜎𝐺𝐸𝑀(𝜙)−𝑡

𝜎𝑚
−𝑡+𝐴∙𝜎𝐺𝐸𝑀(𝜙)−𝑡

+ 𝜙 ∙
𝜎0

−𝑡−𝜎𝐺𝐸𝑀(𝜙)−𝑡

𝜎0
−𝑡+𝐴∙𝜎𝐺𝐸𝑀(𝜙)−𝑡

= 0     (2.8a) 
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𝐴 =  
1−𝜙𝑐

𝜙𝑐
       (2.8b) 

where 𝜙 is the metal fraction,  𝜎0 is the bulk conductivity of metal, 𝑡 is the critical exponent of 

conductivity, 𝜙𝑐 is percolation threshold fraction, 𝐴 is the constant, 𝜎𝑚 is the conductivity of the 

medium which can be approximated as ~ 0 (for insulator). This equation includes both effective 

medium approximation with the critical exponent of conductivity which can describe the resistivity 

(inverse of conductivity) for a wide range of composite volume fraction including that near the 

percolation threshold which is known to well describe resistivity for various composite materials 

[64-67]. Here, I attempt to use this model to describe the resistivity scaling of Ag (Cu) film.  

There are few parameters that need to be extracted to see if GEM model can express the 

experimental resistivity scaling for extremely thin regime. First, percolation threshold fraction 𝜙𝑐 

and critical exponent of conductivity 𝑡 need to be determined. To determine 𝑝𝑐 and 𝑡, the data have 

been fit to the power law: 

𝜌 =  𝜌0[(𝜙 − 𝜙𝑐)/(1 − 𝜙𝑐)]
−𝑡    (2.9) 

where 𝜌0 is the resistivity scaling factor. Metal fraction of each metal films was extracted from 

TEM images (Figure 2.11d - f).  
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Figure 2.15 (a) Log plot of normalized resistivity 𝜌/𝜌0  as a function of metal fraction for 

measured and theory. Percolation theory of conductivity with 𝜌/𝜌0 = (𝜙 − 𝜙𝑐)
−𝑡 for  𝜙 > 𝜙𝑐 and 

𝜌/𝜌1 = (𝜙𝑐 − 𝜙)𝑠  for  𝜙  < 𝜙𝑐  was used as a model for theoretical calculation. Percolation 

threshold 𝜙𝑐 of 0.59 (indicated as dotted line), critical exponent values of 𝑡 and 𝑠 of 3.06 and 1.0, 

respectively, metal-insulator resistivity ratio of 𝜌0/𝜌1 = 108 was used where resistivity scaling 

factors 𝜌0 and 𝜌1 are the resistivity of metal and insulator, respectively. Inset graph shows a plot 

of 𝜌/𝜌0 as a function of (𝜙 − 𝜙𝑐)/(1 − 𝜙𝑐) in log-log scale where the negative of the slope Δ 

represent 𝑡 found here as 3.06 ± 0.2. (b) The measured metal fraction 𝜙 of Ag (Cu) film as a 

function of film’s effective thickness 𝑑𝑒𝑓𝑓  shown as a symbol. Its empirical relationship was 

extracted using logic function plotted in dotted line where its equation is in the inset. 

 

The negative of the slope in the inset figure of Figure 2.15a is the critical exponent of conductivity 

𝑡 [68], which was extracted as 𝑡 = 3.06 ± 0.2, with a percolation threshold value 𝜙𝑐 of 0.59 and 

resistivity factor 𝜌0 of 7.66  cm (value at which film becomes completely free of voids). The 

R-Square value for the fit is 0.9932, indicating a reasonable fit. It has been verified experimentally 

that the critical exponent of a metal-insulator composite follows a three-dimensional network with 

theoretical universal value of 𝑡 = 2 [62, 69, 70] although non-universal behavior of values close to 

3 have been commonly observed [68, 71], which is explained in terms of the mean-field behavior 

[72]. For our film’s case, the critical exponent of conductivity follows more of the mean-field 

value that may be affected by the existence of the underlying seed-layer. In case of percolation 

threshold 𝜙𝑐, a theoretically calculated value for bond percolation for a disk shape (which may 

resemble a typical metal cluster) is 0.6763 [73]. However, wide range of values from 0.47 [27] to 

0.63 [70] were experimentally reported for a metal film’s case. For our film’s case, with 𝜙𝑐= 0.59 

and 𝑡 = 3.06, electrical percolation model [62] of  𝜌/𝜌0 = (𝜙 − 𝜙𝑐)
−𝑡 for  𝜙 > 𝜙𝑐  and 𝜌/𝜌1 =

(𝜙𝑐 − 𝜙)𝑠 for 𝜙 < 𝜙𝑐 well represents the experimental resistivity data as shown in Figure 2.15a.  

Here, critical exponent value s at lower metal fraction of s = 1 and metal-insulator resistivity ratio 
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of 𝜌0/𝜌1  = 108 was used [62]. Asa a further evidence, I observed the real part of the optical 

dielectric function changing its sign from negative to positive in the vicinity of 𝜙𝑐= 0.59 (Figure 

2.16) which is indicative of metal-to-insulator transition [69].  

 

 

Figure 2.16 (a) Real part 𝜀1 and (b) imaginary part 𝜀2 of Ag (Cu) film’s dielectric function for 

different film thickness 𝑑𝑒𝑓𝑓. Black arrows indicate the curve change behavior as decreasing 𝑑𝑒𝑓𝑓. 

(c) Measured 𝜀1 (in symbol) at wavelength of 1500 nm as a function of film’s metal fraction 𝜙, 

where 𝜙 for a given film thickness was obtained from empirical relationship in Figure 2.15b. 

Modeled 𝜀1 (dashed line) using percolation model [M. Hovel et al. Phys. Rev. B 81, 035402]. 

Percolation threshold 𝜙𝑐 of 0.59 is indicated in vertical black dotted line. 𝜙𝑐 coincide with the 

metal fraction at which 𝜀1 crosses 0 indicative of metal-insulator transition.  

 

From these results, the extracted values of 𝜙𝑐 and 𝑡 best represent the physical nature of our film 

and so are reasonable values to use for GEM model in representing percolation effect. Next, 

relationship between effect thickness 𝑑𝑒𝑓𝑓 versus metal fraction 𝜙 is needed to use GEM model 

to express resistivity as a function of thickness. Although effective thickness may be more 

appropriate to use for inhomogeneous type of film but both average and effective thickness hold 

identical meaning and so will be interchangeably used to represent the film’s thickness of entire 

thickness range throughout the text. Figure 2.15b shows the empirical relationship obtained for 
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effective thickness versus metal fraction using logistic function which is a reasonable 

approximation as the metal fraction will saturate to either 0 or 1 as film thickness goes to lower or 

upper extreme. 

Using 𝜙(𝑑𝑒𝑓𝑓),  𝜙𝑐, and 𝑡 values, resistivity value from GEM model was calculated using 

eq 2.8 (𝜌𝐺𝐸𝑀 = 1 𝜎𝐺𝐸𝑀⁄ ) which is plotted as blue dotted line in Figure 2.17. Percolation threshold 

𝜙𝑐  of 0.59 which corresponds to 𝑑𝑒𝑓𝑓 = 2.4 nm is marked as a grey dotted line in the figure. 

Despite the power law in GEM model allows rapid increase of resistivity in the proximity of 

percolation threshold 𝜙𝑐 (grey dashed line), the GEM model alone is insufficient to accurately 

describe the resistivity at 𝑑𝑒𝑓𝑓 near 5 nm regime. The discrepancy between the model and the 

measured value remains even if the resistivity factor 𝜌0  is set to a higher value where 𝜙~1 

approximation holds. This discrepancy arises from the fact that the model assumes a constant 

resistivity throughout the entire range of 𝜙(𝑑𝑒𝑓𝑓) which may be an oversimplification of the 

problem. In practice, as the resistivity due to classical size effect 𝜌𝑠𝑖𝑧𝑒  is a strong function of 

thickness, the resistivity factor in GEM model needs to be treated as a variable instead of ideal 

bulk property. The resistivity size effect can be incorporated into GEM model by substituting  𝜌0 

with 𝜌𝑠𝑖𝑧𝑒 in eq 2.8, which is the extended version of GEM model noted as 𝜌𝑒𝑥𝑡.  𝐺𝐸𝑀.  
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Figure 2.17 Resistivity 𝜌 of Ag (Cu) film as a function of film’s effective thickness 𝑑𝑒𝑓𝑓. The 

open symbols are experimental resistivity values and lines are calculated values from the 

theoretical models based on size effect (𝜌𝑠𝑖𝑧𝑒 [eq 2.6], black solid line), GEM (𝜌𝐺𝐸𝑀 [eq 2.8], blue 

dotted line), extended GEM (𝜌𝑒𝑥𝑡.𝐺𝐸𝑀 [eq 2.8 with replacing 𝜎0 with 𝜎𝑠𝑖𝑧𝑒= 1/𝜌𝑠𝑖𝑧𝑒], red dashed 

line), or applying Matthiessen’s rule (∆𝜌𝐺𝐸𝑀+𝜌𝑠𝑖𝑧𝑒 [eq 2.6 and eq 2.8], green dashed-dot line). 

Thickness that corresponds to the percolation threshold 𝜙𝑐 is shown as vertical grey dashed line 

for reference. 

 

The result is plotted in Figure 2.17 with red short-dashed line which excellently represent 

the empirical data for the entire thickness range including the 𝑑𝑒𝑓𝑓 < 5 nm regime. For the range 

of film thickness sufficiently large where the film is free of voids (𝜙 = 1), 𝜌𝑒𝑥𝑡.  𝐺𝐸𝑀 converges to 

𝜌𝑠𝑖𝑧𝑒. One can argue if Matthiessen’s Rule can be applied instead, where the total resistivity can 

be represented as a summation of resistivity portion due to composite medium effect only noted 

as ∆𝜌𝐺𝐸𝑀 (= 𝜌𝐺𝐸𝑀 − 𝜌0) and size effect noted as 𝜌𝑠𝑖𝑧𝑒. This is plotted as green dash-dot line in 

Figure 2.17 which shows a slight under-estimation of the resistivity in the 𝑑𝑒𝑓𝑓 slightly below 5 

nm. In principle, Matthiessen's rule applies only when scattering events are assumed to be 

independent of each other. As the film thickness decreases, the size effect of resistivity will 

increase the scattering rate (governed by surface and grain boundary scattering) of an electron that 
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is traveling inside metal-insulator medium where its effective path scales by a power law described 

by GEM model. As the scattering due to size effect theory directly influence the conduction within 

metal-insulator medium, these two events cannot be decoupled. Therefore, Matthiessen’s rule is 

not applicable in this case but extended GEM model, which couples size effect with GEM model 

is physically more relevant.  

Also, only the GEM model can correctly follow the resistivity change with respect to 𝑑𝑒𝑓𝑓 

while neither effective medium approximation (by Landuaer’s model [32]) nor electrical 

percolation model [62] alone are sufficient in describing the experimental result. Let us investigate 

these models. Electrical percolation model (𝜌𝑝𝑒𝑟𝑐𝑜𝑙𝑎𝑡𝑖𝑜𝑛) approaching from higher metal fraction 

𝜙 [62]: 

𝜌𝑝𝑒𝑟𝑐𝑜𝑙𝑎𝑡𝑖𝑜𝑛/𝜌0 = (𝜙 − 𝜙𝑐)
−𝑡    (2.10) 

where 𝜌0 is the resistivity scaling factor, 𝜙𝑐 is the percolation threshold fraction, 𝑡 is the critical 

exponent of conductivity. This electrical percolation theory which uses power law to describe the 

transition of conductivity applies only to near the conductor-insulator transition region. Next, I 

look into the effective medium approximation (EMA) by Landauer model (𝜌𝐸𝑀𝐴) which describes 

the electrical conduction in inhomogeneous medium [32, 33] given as: 

𝜌𝐸𝑀𝐴 𝜌0⁄ = (1 − 𝜙𝑐) (𝜙 − 𝜙𝑐)⁄     (2.11) 

Theoretically predicted resistivity values from each above-mentioned model was calculated with 

setting 𝜙𝑐  a 0.59, 𝑡 as 3.06, 𝜌0 as 7.66  cm. Also, empirical relationship between 𝑑𝑒𝑓𝑓 and 𝜙 

described in Figure 2.15b was used to transform these models into 𝑑𝑒𝑓𝑓 domain. The result from 

all four models are plotted in Figure 2.18.  
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Figure 2.18 𝜌 − 𝑑𝑒𝑓𝑓 plot from theory by percolation model [𝜌𝑝𝑒𝑟𝑐𝑜𝑙𝑎𝑡𝑖𝑜𝑛, eq 2.10], Landauer 

model [𝜌𝐸𝑀𝐴, eq 2.11], GEM model [𝜌𝐺𝐸𝑀, eq 2.8] and extended GEM model [𝜌𝑒𝑥𝑡.𝐺𝐸𝑀, eq 2.8 

with 𝜌0 = 𝜌𝑠𝑖𝑧𝑒]. Grey horizontal line indicates resistivity scaling factor (or baseline resistivity) of 

𝜌0 = 7.66 cm. Experimental resistivity values are plotted in symbol for reference. 

 

From this result, extended GEM best describes the resistivity scaling near or below 5 nm. 

In case of percolation model, the power-law nature of the model gives good approximation near 

the percolation threshold of 2.4 nm. However, the resistivity scaling factor to the power of 𝑡 

prevents it from converging to 𝜌0 at high metal fraction. For the case of EMA model, despite its 

convergence to 𝜌0  at larger 𝑑𝑒𝑓𝑓 , it gives poor approximation near the percolation threshold 

thickness, which is the limitation of this model. GEM model which excludes the size effect theory, 

better represent the overall resistivity scaling compared to former two models but still showing a 

level of insufficiency (due to the absence of size effect theory). By considering size effect into 

GEM, extended GEM shows good prediction to the experimental data which is a more physically 

correct and relevant picture for our ultrathin Ag (Cu) film. In sum, to the best of my knowledge, 

this extended version of GEM model is the only theoretical model that can comprehensively 
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express the resistivity scaling of thin metal film down to ultrathin or extremely thin regime 

including percolation region. 

 

2.6 Verification and Implication of Model 

2.6.1 Dielectric function of inhomogeneous medium 

Dielectric function of Ag film at ultrathin regime was modeled using Bruggeman’s 

effective medium theory (BEMT) to optically verify the inhomogeneous behavior of metal film 

near film thickness of 5 nm. According to BEMT, dielectric function of inhomogeneous metal film 

𝜀𝑒𝑓𝑓 can be solved by solving the following equation [74]: 

𝑓𝑚 ∙
𝜀𝑚−𝜀𝑒𝑓𝑓

𝜀𝑒𝑓𝑓+𝐿(𝜀𝑚−𝜀𝑒𝑓𝑓)
+ 𝑓𝑎𝑖𝑟 ∙

𝜀𝑎𝑖𝑟−𝜀𝑒𝑓𝑓

𝜀𝑒𝑓𝑓+𝐿(𝜀𝑎𝑖𝑟−𝜀𝑒𝑓𝑓)
= 0   (2.12) 

Here, 𝑓𝑚 and 𝑓𝑎𝑖𝑟 ( = 1 - 𝑓𝑚) are the volume fractions of metal and air (or void) in inhomogeneous 

metal film, respectively and 𝜀𝑚  and 𝜀𝑎𝑖𝑟  (= 1) are dielectric functions of metal and air, 

respectively. 𝐿 is the depolarization factor where in BEMT, it is identical to the critical filling 

factor at the percolation threshold [75]. 𝐿  was approximated as 0.59 for our film. Dielectric 

function of void-free 13 nm thick Ag (Cu) film was chosen as 𝜀𝑚 in the calculation. Measured real 

part of dielectric function 𝜀1 of inhomogeneous metal films with air fraction 𝜙𝑎𝑖𝑟  ( = 1 - 𝜙) ranging 

from 0 to 48.3 ± 4.7 % is plotted as solid lines in Figure 2.19.  
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Figure 2.19 Ag (Cu) film’s real part of dielectric function 𝜀1 as a function of wavelength for 

different air fraction. Solid lines are the measured 𝜀1  for varying projected air fraction 𝜙𝑎𝑖𝑟 . 

Dashed curves are 𝜀1  (real part of 𝜀𝑒𝑓𝑓 ) calculated from BEMT model (eq 2.12) for varying 

volumetric air fraction 𝑓𝑎𝑖𝑟. For each curve, corresponding film thickness 𝑑𝑒𝑓𝑓 are noted as well. 

The curves show a trend of increase in 𝜀1 for entire wavelength range as air fraction increases. 

 

Note there is a minute change in 𝜀1 at the visible to near-infrared wavelength range when 

the thickness of the film is reduced from 13 nm to 8.5 nm as long as the metal fraction much larger 

than the air fraction. It is around the thickness of 5 nm or below at which 𝜀1 dramatically changes, 

which indicates that 𝜀1 is strongly influenced by 𝜙𝑎𝑖𝑟 as air fraction portion becomes substantial. 

Also, it is within the 𝜙𝑎𝑖𝑟 range of 32.4 ~ 48.3 % at which 𝜀1 changes its sign from negative to 

positive (Figure 2.16) which indicates metal-to-insulator transition [28, 69]. This transition point 

is consistent with the electrical percolation model discussed above. BEMT was used to model such 

change in the dielectric function and explain inhomogeneity of the metal film. Measured 𝜀1 were 

compared with 𝜀𝑒𝑓𝑓  calculated from eq 2.12 where the value of 𝑓𝑎𝑖𝑟  was selected that best 

represent the measured result. Then, 𝑓𝑎𝑖𝑟  was compared with 𝜙𝑎𝑖𝑟  to see if BEMT reflects the 
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physical nature of the film. Only real part of the dielectric function was modeled as the imaginary 

part involves loss terms such as plasmonic extinction which is not considered in BEMT model. 

The calculated 𝜀𝑒𝑓𝑓  for each 𝜙𝑎𝑖𝑟  case is plotted with dotted lines in Figure 2.19 with 

corresponding 𝑓𝑎𝑖𝑟 (in %) indicated in the label. In general, 𝑓𝑎𝑖𝑟 from the BEMT model matches 

well with the empirically obtained air fraction 𝜙𝑎𝑖𝑟 of the film. A slight difference in these values 

were observed for the film thickness of 𝑑𝑒𝑓𝑓 = 2.7 nm where empirical 𝜙𝑎𝑖𝑟 was 32.4 ± 5% while 

extracted 𝑓𝑎𝑖𝑟  from BEMT was 27.5 %. This slight difference (within error bound) may be 

attributed to the absence of percolation effect in the BEMT. Nevertheless, consistency in 𝜀𝑒𝑓𝑓 with 

the measured dielectric function clearly indicates the inhomogeneous behavior of the film at 

extremely thin regime. This further justifies the validity of treating film’s inhomogeneity into our 

extended GEM model in describing the resistivity scaling at such thickness regime. 

 

2.6.2 Implication of critical thickness in 𝝆𝒆𝒙𝒕.  𝑮𝑬𝑴 

 As discussed in Figure 2.10a, Ag film’s measured resistivity-thickness plot in log-log 

scale showed a clear double-sloped behavior where the intersection occurs at 𝑑𝑒𝑓𝑓 of 5 nm. This 

resistivity scaling was theoretically modelled by using extended GEM model which 

comprehensively described the transition in the conduction mechanism from size effect dominated 

regime to effective medium dominated regime. Although this transition should be a continuous 

process rather than discrete one as described by the extended GEM model, it is convenient to 

quantify the onset of this transition by defining critical thickness 𝑑𝑐 (5 nm for our film’s case) as 

the thickness at which two slopes intersect in Figure 2.10a. In the context of extended GEM model, 

this critical thickness can be understood by looking at the contribution of size effect in determining 

the total resistivity. From the model, 𝑑𝑐  occurs at a thickness that satisfies 𝜌𝑠𝑖𝑧𝑒 𝜌𝑡𝑜𝑡𝑎𝑙⁄  = 0.8 
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(where 𝜌𝑡𝑜𝑡𝑎𝑙 = 𝜌𝑒𝑥𝑝.  𝐺𝐸𝑀 ). Physically, this implies that the size effect dominates the total 

resistivity only down to thickness of 𝑑𝑐.  

 

 

Figure 2.20 (a) Ag (Cu) film’s total resistivity 𝜌𝑡𝑜𝑡𝑎𝑙 ( = 𝜌𝑒𝑥𝑡.𝐺𝐸𝑀, dashed black line) on the left 

axis and contribution of size effect model over total resistivity, 𝜌𝑠𝑖𝑧𝑒/𝜌𝑡𝑜𝑡𝑎𝑙 (dashed-dot red line) 

on the right axis both as a function of film thickness 𝑑𝑒𝑓𝑓. Symbols on left axis are measured 

experimental resistivity values. (b) Experimental (symbol) and theoretical (from 𝜌𝑒𝑥𝑡.𝐺𝐸𝑀, dashed 

line) scattering time 𝜏 of Ag (Cu) film as a function of 𝑑𝑒𝑓𝑓. Inset figure plots the film’s predicted 

effective mean free path 𝑙 (symbol) as a function of 𝑑𝑒𝑓𝑓 where proportionality relation of grain 

size D with 𝑑𝑒𝑓𝑓 is plotted (red dashed line). (c) Film’s measured average transmission (TAVE) and 

absorption (AAVE) over visible wavelength (380 – 780 nm) plotted as a function of 𝑑𝑒𝑓𝑓 . (d) 

Haacke’s figure-of-merit 𝜙𝑇𝐶  (= 𝑇10 𝑅𝑠⁄ ) of Ag (Cu) film as a function of 𝑑𝑒𝑓𝑓  where 𝑇  is 
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transmission at 550 nm wavelength and 𝑅𝑠  is sheet resistance. Symbols and dotted line are 

experimental and modelled 𝜙𝑇𝐶, respectively. For the modelling of 𝜙𝑇𝐶, 𝑅𝑠 was calculated from 

extended GEM model and 𝑇 is calculated from measured Ag (Cu) film’s optical constants using 

transfer-matrix method. In all four figures, Ag (Cu) film’s critical thickness 𝑑𝑐 (= 5nm) is indicated 

as a vertical solid line. 

 

 This is shown in Figure 2.20a where left axis is the modelled resistivity and the right 

axis is the contribution of size effect over total resistivity shown as 𝜌𝑠𝑖𝑧𝑒 𝜌𝑡𝑜𝑡𝑎𝑙⁄  as a function of 

𝑑𝑒𝑓𝑓. In the graph, 𝑑𝑐 is represented as a solid vertical line. Note that, log scale plot of 𝜌𝑠𝑖𝑧𝑒 𝜌𝑡𝑜𝑡𝑎𝑙⁄  

(%) shows a rapid decrease below 𝑑𝑐, conversely indicating that the electron conduction is strongly 

dominated by percolation and effective media effect due to inhomogeneity of the film. From 

morphological view, the film can be considered a continuous “film” above 𝑑𝑐 (possibly with the 

existence of voids) and “Quasi-film” below 𝑑𝑐. Interestingly, 𝑑𝑐 coincides with the thickness that 

gives minimum value of 𝜌 × 𝑑𝑒𝑓𝑓 (Figure 2.21b) which is consistent with observation by others 

[36]. I observe interesting change in electrical and optical properties of metal film with respect to 

this critical thickness.  

  

Figure 2.21 Ag (Cu) film’s (a) mobility 𝜇, carrier concentration 𝑁𝑐, (b) scattering time 𝜏, and 

𝜌 × 𝑑𝑒𝑓𝑓 plotted as functions of film’s effective thickness 𝑑𝑒𝑓𝑓 . Solid black lines in each figure 
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indicates the critical thickness 𝑑𝑐. Dashed line in (b) shows theoretical 𝜏 calculated from extended 

GEM model (eq 2.8). 

 

 First, below 𝑑𝑐, electrical and optical properties of the film undergo a drastic change 

where free carrier's mobility 𝜇 drops while its concentration 𝑁𝑐 remains constant (Figure 2.21a). 

From this, electron scattering time 𝜏 (= 𝜇 ∙ 𝑚𝑒/𝑞, where 𝑚𝑒 is free electron mass and 𝑞 is charge) 

is extracted and plotted in Figure 2.20b. For the film thickness above 𝑑𝑐, gradual decrease in the 

scattering time is attributed to the increase in the scattering of electrons described by size effect 

models. The scattering times extracted here falls within the reasonable range of 𝜏 reported by other 

works [56, 76]. When the film’s thickness reduces to below 𝑑𝑐, 𝜏 rapidly diminishes. This trend is 

well predicted by 𝜏 calculated from extended GEM model using 𝜏−1 = 𝜌𝑒𝑥𝑝.  𝐺𝐸𝑀 ∙ 𝑁𝑐 ∙ 𝑞2/𝑚𝑒 

relationship, where 𝑁𝑐  of 5.85×1022cm-3 was used [77]. Predicted theoretical scattering time 

calculated from 𝜌𝑒𝑥𝑝.  𝐺𝐸𝑀 at 𝑑𝑐 is 3.4 fsec, which also rapidly decays below this critical thickness. 

Optically extracted scattering time also showed a similar behavior further consolidating this 

observation (Figure 2.22).  
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Figure 2.22 Comparison of Ag (Cu) film’s optical (black circle) and electrical (red square) 

scattering time 𝜏 as a function of 𝑑𝑒𝑓𝑓. 

 

 Taking a step further to understand the physical meaning of 𝑑𝑐 in extended GM model, 

effective mean free path of electron 𝑙  (= 𝜏 ∙ 𝑣𝐹 , ) was calculated from the model with fermi 

velocity 𝑣𝐹  set as 14.5x105 m/sec [58]. If simplify the problem by approximating that grain 

boundary is the dominant scattering mechanism in size effect model (valid approximation to a 

certain extent, see Figure 2.12), the effective mean free path will be determined by the grain size 

𝐷 because electron will scatter at each grain boundary. Also, as assumed earlier in M-S model, the 

proportionality of film thickness with grain size (𝑑𝑒𝑓𝑓 ~ 𝐷) is what induces strong resistivity 

scaling as film thickness decreases in the grain boundary scattering model. Therefore, it is the point 

at which 𝑙 becomes smaller than 𝐷 (or 𝑑𝑒𝑓𝑓) that the scattering event is no longer fully described 

by size effect model. As shown in the inset of Figure 2.20b, 𝑙 coincides with 𝑑𝑒𝑓𝑓~𝐷 relation (red 

dotted line) for deff above 𝑑𝑐 which implies that the scattering event can be described by size effect 

model. However, 𝑙 starts to deviate from 𝑑𝑒𝑓𝑓 ~ 𝐷 relation as the film thickness goes below 𝑑𝑐. 

This may be explained by the increase in the insulator (air) voids in the metal film where in 

specific, metal-insulator boundaries that are perpendicular to the direction of electric field can 

result in a complete reflection of electron wave. As the measured electrical resistivity is the 

measure of average scattering events of electrons traveling over a given path, increase of such 

metal-insulator boundaries can significantly impede the electron travel and decrease the scattering 

time, thereby lowering the effective mean free path (see schematic in Figure 2.23) to below the 

size of grain boundary. In such, physical picture of the transition in the conduction mechanism 

with respect to the critical thickness is explained using extended GEM model. 
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Figure 2.23 Film’s predicted effective mean free path 𝑙 (symbol) as a function of 𝑑𝑒𝑓𝑓  where 

proportionality relation of grain size D with 𝑑𝑒𝑓𝑓 (red dashed line) is plotted as well. The figure is 

identical to the inset figure of Figure 2.20b but with top-down schematic view to illustrate the 

film’s morphology in relation with the 𝑙 and 𝐷 under the presence of electric field (𝐸⃗ ). 

 

 Second, optical property of Ag film experiences a transition in behavior with respect 

to 𝑑𝑐. Figure 2.20c shows the average absolute transmission (TAVE) and absorption (AAVE) of the 

Ag (Cu) film with the substrate in the visible wavelength range (380 – 780 nm). Note the film’s 

optical transmission gradually increases as the film’s thickness is reduced to 𝑑𝑐. This is anticipated 

because metal film can transmit electromagnetic wave when its thickness comparable to the skin 

depth (~30nm for Ag [78]). As the film’s thickness is further reduced to below 𝑑𝑐, TAVE reaches a 

plateau followed by increase in the film’s absorption. This may be due to the increased absorption 

of light by quasi-particle like metal cluster network via localized surface plasmon resonance. 

Depending on the type of application involving metal film, one can design the range of metal film’s 

thickness to be above 𝑑𝑐 to maximize optical transmission while suppressing the loss. 
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 Aside from scientific implication of the film’s critical thickness associated with the 

transitioning of film’s electrical and optical properties, it also has practical engineering impact. 

One good example of application of metal film that involves both electrical and optical properties 

is a transparent conductor (TC), in which the objective is to minimize electrical resistance while 

maximizing optical transmission (minimize loss). This performance of TC is characterized by 

Haacke’s figure-of-merit 𝜙𝑇𝐶 (= 𝑇10 𝑅𝑠⁄ ) [79] where 𝑇 is the transmittance at wavelength of 550 

nm and 𝑅𝑠 is the sheet resistance. It will be shown that 𝜙𝑇𝐶 shows maximum value at the critical 

thickness where extended GEM model is used as a theoretical framework in modelling ultrathin 

Ag (Cu) film’s electrical sheet resistance (𝑅𝑠 = 𝜌𝑒𝑥𝑝.𝐺𝐸𝑀 𝑑𝑒𝑓𝑓⁄ ). 𝑇 is simulated from the measured 

refractive index of Ag (Cu) film by using transfer matrix method. Figure 2.20d shows the measured 

and modeled 𝜙𝑇𝐶  of Ag (Cu) film on a substrate as a function of film thickness. 𝜙𝑇𝐶  reaches 

maximum at 𝑑𝑒𝑓𝑓 near 𝑑𝑐 (= 5 nm). This is anticipated because below this critical thickness, the 

resistivity rapidly increases while the film’s optical transmittance reaches plateau. As one 

additional remark, I observed significant hysteresis in resistivity over a span of time for metal films 

with thickness below 𝑑𝑐 (Figure 2.24), in which stability of the electrical property is critical for its 

practical application. In these aspects, the definition of 𝑑𝑐 is not only scientifically interesting but 

also can serve as a metric for optimizing the film’s property for applications including but not 

limited to transparent conductor. 
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Figure 2.24 Change in resistivity Δ𝜌 of Ag (Cu) film for different 𝑑𝑒𝑓𝑓 after exposure in air for 

30 days. 

 

 Lastly, it is worth emphasizing that the theoretical modeling of the film’s resistivity 

via extended GEM model becomes handy in accurately modeling 𝜙𝑇𝐶  as a function of film 

thickness. This is important because research on metal film-based TC so far deals only with 

measured 𝜙𝑇𝐶  while lacking theoretical basis that reflects film’s electrical property. For this 

reason, determining optimum thickness that gives highest FOM values based on measured data 

may be subjected to ill-defined values due to either discretized points [21, 80-83] or the fluctuation 

in the measurement especially at a ultrathin thickness regime [84] showing difficulty in accurate 

comparison among TCs. Although Ellmer showed theoretical FOM curve for metal-film based 

transparent conductor [85], it was stated that this FOM curve was calculated from experimental 

conductivity data and so the basis of theoretical model is unclear which may be absent of 

percolation effect. On the other hand, as our extended GEM model is strictly based on a theoretical 

model which comprehensively describes the film’s electrical property for a thickness down to near 
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the percolation, using this model enables accurate modeling of 𝜙𝑇𝐶 which can serve as a basis for 

systematically engineering. 

 

2.7 Conclusion 

In conclusion, various seed layer materials were studied to obtain continuous and smooth 

film down to ultrathin regime where Cu of 5Å was shown to be most effective in obtaining low 

electrical and optical loss films. Next, resistivity scaling behavior in this ultrathin metal film was 

discussed. In specific, electron conduction in ultrathin Ag (Cu) film was fully described using a 

theoretical model that combines classical size effect theory with generalized effective medium 

theory, so called extended GEM. So far, this model is the only model that can comprehensively 

describe the resistivity scaling of the film with thickness all the way down to near the percolation 

threshold. As the model implies, transition in conduction mechanism occurs with respect to the 

critical thickness 𝑑𝑐 which was found to be 5.0 nm for Ag (Cu) film’s case. The critical thickness 

is defined in the extended GEM model as the thickness that satisfies 𝜌𝑠𝑖𝑧𝑒 𝜌𝑡𝑜𝑡𝑎𝑙⁄  = 0.8. Above 𝑑𝑐, 

the film can be considered as homogeneous film and the model converges to 𝜌𝑠𝑖𝑧𝑒  where the 

resistivity is described via size effect of grain boundary (M-S model, R = 0.2) and surface 

roughness (Namba model, p = 0.1) induced scattering. Below 𝑑𝑐, the conduction of electron is 

strongly influenced by the inhomogeneous nature of metal film. Bruggeman’s effective medium 

theory was used to optically model the metal-insulator composite nature of the film which showed 

consistent result with the film’s measured dielectric function and the composite ratio. The 

definition of critical thickness of the Ag (Cu) film was found to have both scientific and 

engineering values. First, the film’s electrical mobility and optical scattering time significantly 

decrease below this critical thickness. This was explained via diminishing of electron’s mean free 
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path in extended GEM model. Second, the film’s optical transmittance plateaus while absorption 

increase below the critical thickness. Finally, it was shown via extended GEM model that the 

calculation of Ag(Cu) film’s figure-of-merit as a transparent conductor peaks at 𝑑𝑐  which 

originates from above discussed electrical and optical properties with respect to 𝑑𝑐. This work of 

understanding and modeling of electrical/optical behavior of thin metal film down to extremely 

thin regime is not only scientifically meaningful but also can provide us a valuable framework in 

designing the film for various photonic and electronic application. 
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Chapter 3 Flexible Transparent Conductor 

for Organic Light Emitting Device 

3.1 Introduction 

 In this chapter, I will discuss how extremely thin Ag as a transparent anode can 

fundamentally solve light trapping problem in organic light emitting devices (OLED). In specific, 

light management and extraction in organic light-emitting diodes (OLEDs) are the key issues to 

address in obtaining high external quantum efficiency (EQE).  

There are three major factors that limit the EQE of OLEDs [86, 87]. First, a portion of the 

generated photons from the emission layer (EML) are lost at the interface between contact metal 

and the organic stacks due to the excitation of surface plasmon-polariton (SPP) mode. Here the 

organic stack includes the organic emitting layers and the electron and hole transporting layers. 

Second, light residing in the substrate cannot escape the device due to total internal reflection at 

air/substrate interface. Third, a significant amount of generated light in OLED exists in the form 

of guided mode, and hence trapped within the waveguide layers formed by organic stacks and 

thick transparent conducting electrode (TCE). There have been extensive research and reports to 

suppress plasmonic mode and extract trapped light from the substrate [4, 88, 89], but extracting or 

minimizing guided mode in the waveguide still remains the biggest challenge, because the organic 
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stack requires certain thickness for optimal emission performance,  and the transparent conductive 

oxides (TCO) based anode needs sufficient thickness to ensure low film resistivity.  

Previously, several strategies were introduced to efficiently outcouple the waveguide mode 

by inserting additional layers into OLEDs such as low-index materials, gratings, or corrugated 

structures. For example, Sun [90] and Qu.[91] embedded low-index and sub-anode grids near 

organic stacks, respectively. Koo. [92] and Y. Li [93] showed decoupling methods using buckling 

patterns and reactive ion etching-induced nanostructures, respectively. However, all these previous 

approaches are either wavelength dependent due to the existence of coupling resonance or intrusive 

to the OLEDs device structure , e.g. embedding grid or introducing corrugation [89, 94]. Some 

require complex fabrication steps that not only increases cost but also incompatible with large-

area manufacturing. Therefore, there is a strong need for a simpler, more scalable, and effective 

solution that is compatible with the conventional OLED structure and fabrication. Such a solution, 

if developed, can have immediate impact to commercial display products. 

Here, we introduce a novel and simple approach of using an ultrathin Ag film as an anode 

to completely eliminate waveguide modes and enhance outcoupling efficiency of OLEDs. 

Previous research on various TCEs such as carbon-based materials [95-97], metal 

nanostructures[98-100], or thin metal-films[101, 102] to replace indium-tin-oxide (ITO) showed 

excellent optical and electrical properties with superior flexibility, but there have not been 

thorough studies of the effects of these TCEs on light outcoupling aspect in OLEDs [95, 96, 99, 

100, 102]. We show that the negative permittivity, extremely thin thickness (~ 5 nm), and highly 

conductive properties achieved by a uniform Cu-seeded Ag film as a transparent electrode enhance 

EQE without compromising any other characteristics of OLEDs. This simple yet effective method 

of suppressing waveguide modes formation will pave the way for cost-effective high efficiency 
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OLEDs in future displays and lightings industry. The work was conducted with a close 

collaboration with Changyeong Jeong from Professor L. Jay Guo’s group. 

 

3.2. Figure of Merit and Anti-reflective Effect of Ag Film inside OLED 

3.2.1 Ag Film’s Electrical and Optical Properties versus dFilm 

Based on the optimum thickness of the Cu seed layer, electrical and optical properties of a 

Cu-Ag film (Ag film on the Cu seed layer) in comparison with a bare Ag film (without any seed 

layer) were thoroughly investigated (as shown in Figure 3.1a and b). Figure 3.1c shows RSh as a 

function of total film thickness (dFilm) for Cu-Ag and bare Ag films. Both the films show significant 

increase with reducing dFilm, however the Cu-Ag film has lower limit of dFilm for low RSh. The 

insertion of the seed layer makes the film electrically conducting even at dFilm ~ 4 nm, which can 

never be achieved with bare Ag.  

Thickness-dependent TAVE of Cu-Ag and bare Ag films is plotted in Figure 3.1d, where the 

spectra were averaged over wavelength range from 380 to 780 nm. The Cu-Ag film experiences 

minimum light absorption and scattering due to the smooth and continuous film morphology 

compared to the bare Ag, resulting in higher TAVE in a sub-10 nm range. In a film thickness range 

of 5 – 6 nm, the Cu-Ag film can achieve TAVE close to 80% but still maintains RSh of 20 /sq or 

below. Simulated TAVE and RAVE also showed similar trends with the measured data. However, 

slight discrepancy was observed at an extremely thin regime below 5 nm in the Cu-Ag film, where 

measured TAVE slightly decreases due to the quasi-particle-like behavior of the films with the 

increased absorption near the percolation threshold [69, 103]. It is consistent the rapid increase of 

RSh below dFilm = 5 nm due to the film discontinuity as shown in Figure 3.1c. This points out that 
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the optimum thickness of an Ag film should be selected above the percolation regime to guarantee 

maximum transmittance. 

Thickness-dependent reflectance (RAVE), and absorbance (AAVE) of Cu-Ag and bare Ag 

films on the glass substrate were measured in Figures 3.1e and f, respectively, where the spectra 

were averaged over wavelength range from 380 to 780 nm. The Cu-Ag film experiences minimum 

light absorption and scattering due to the smooth and continuous film morphology compared to 

the bare Ag, resulting in higher TAVE and significantly lower AAVE in a sub-10 nm range. As will be 

discussed later, significant amount of reflected light can be salvaged via anti-reflective effect of 

hole transporting layer and so RAVE can be reduced down close to 5 % when the film is embedded 

into the device. 

 

 

0 5 10 15 20
0.0

0.5

1.0

1.5

 
 

R
M

S
 r

o
u

g
h

n
e

s
s

 (
n

m
)

Seed layer Thickness (A)

0 5 10 15 20
0

50

100

150

200

 
R

S
h
 (


/s

q
)

 

 

Seed layer thickness (A)

0

20

40

60

80

100
T

A
V

E  (%
)

all with 5 nm of Ag film

0 5 10 15 20
0

20

40

60

80

100

 Ag-only

 Cu-Ag

d
Film

 (nm)

R
S

h
 (


/s

q
)

 

 

 

 

0 5 10 15 20 25
0

20

40

60

80

100
 Ag-only (exp.)

 Ag-only (simul.)

 Cu-Ag (exp.)

 Cu-Ag (simul.)

 

 

 
T

A
V

E
 (

%
)

d
Film

 (nm)

0 5 10 15 20 25
0

20

40

60

80

100
 Ag-only (exp.)

 Ag-only (simul.)

 Cu-Ag (exp.)

 Cu-Ag (simul.)

 

 
R

A
V

E
 (

%
)

d
Film

 (nm)

 

 

0 5 10 15 20 25
0

20

40

60

80

100
 Ag-only (exp.)

 Ag-only (simul.)

 Cu-Ag (exp.)

 Cu-Ag (simul.)

 
A

A
V

E
 (

%
)

d
Film

 (nm)

 

 

 

a b c

d e f



 

 60 

Figure 3.1 (a) Sheet resistance RSh, average optical ( = 380 - 780 nm) transmission TAVE, and (b) 

root-mean-square (RMS) surface roughness of 5 nm Ag film with varied Cu seed layer thickness. 

Inset in (b) is AFM image of Ag film with 5 Å Cu-seed.  (c) RSh of Cu-Ag and Ag-only films as 

functions of film thickness dFilm. Average optical (d) transmittance TAVE, (e) reflectance RAVE, and 

(f) absorbance AAVE as a function of film thickness dFilm for Cu-Ag and Ag-only films. 

Experimental data (in symbol) and simulated data (dotted line) of Ag-only film (black) and Cu-

Ag film (red) are plotted together. 

 

3.2.2 Theoretical Calculation of Sheet Resistance 

For the calculation of sheet resistance of ideal Ag film, film was assumed to be epitaxial 

film. For such a film, grain boundary scattering does not exist and only the surface scattering 

contributes to the resistivity with reduced film size. Thickness-dependent resistivity due to surface 

scattering described by Fuchs-Sondheimer (F-S) model in eq 3.1 was used for the calculation. Bulk 

resistivity of 𝜌𝑖 = 1.59 μΩ∙cm and electron mean free path of 𝑙0 = 53 nm was used for silver film 

[58]. The degree of inelastic scattering that an electron faces at film surface is represented by 

specularity parameter p, where p = 0 means completely diffusive scattering, whereas p = 1 means 

specular scattering. In this calculation, p = 0.9 was used to reflect the ideal Ag film, and RSh was 

calculated by 𝑅𝑆ℎ = 𝜌𝐹𝑆/𝑑. Such an ideal Ag epitaxial film experiencing only surface scattering 

shows excellent conductivity and high TC. The resulting sheet resistance is plotted in Figure 3.2a. 

For the experimental Cu-Ag and Ag-only films, simulated resistance values obtained from 

extended general effective medium discussed in Chapter 3 are used for the calculation.  

The modeling of sheet resistance of ITO was calculated from the following grain boundary 

scattering model [104]:  

𝑅𝑆ℎ =  1/(𝑀𝛿)           
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𝑀 = 
𝑛𝑞2𝑡

√(2𝜋𝑚𝑛𝑘𝑇)
exp (

−𝜙𝐵

𝑘𝑇
)        (3.1) 

where 𝛿 is the grain size, n is the free electron concentration, 𝑞 is the electron charge, 𝑡 is the film 

thickness, 𝑚𝑛 is the electron effective mass, 𝜙𝐵 is the grain boundary potential barrier, 𝑘𝑇 is the 

thermal energy. This model was used to fit the represented state-of-the-art ITO films including the 

commercial ITO (Lumtec), which showed good representation of the empirical data. Left axis of 

Figure 3.2b shows theoretical RSh of the ITO films as a function of its thickness, where 𝛿 = 50 nm 

and 𝜙𝐵 = 40 meV.  

 

3.2.3 Optical Simulation 

ITO refractive index from Konig was used in this work [105]. Refractive index from 

Johnson and Christy was used to represent the ideal Ag film [106], and extracted refractive index 

from Ellipsometry was used to simulate optical properties of the experimental Cu-Ag or bare Ag 

films. Figures 3.2a and b show calculated RSh and T550 (T at 550 nm) for the ideal Ag film and ITO 

films as functions of film thickness, respectively. The fluctuation in T500 with respect to the film 

thickness was observed in the ITO film, which results from the cavity resonance shift of the ITO 

film. Figure 3.2a shows that ideal Ag film has significantly lower Rsh than ITO and comparable 

T550 at dFilm ~ 5 nm, implying that high quality Ag films have great potential for TCs.  
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Figure 3.2 Theoretically calculated sheet resistance RSh as functions of film thickness dFilm for (a) 

ideal Ag film with F-S model (eq 3.1) and (b) ITO film (eq 3.1). Right axis of (a) and (b) shows 

simulated average optical transmittance TAVE for ideal Ag film and ITO film, respectively. 

 

3.2.4 Figure-of-Merit Comparison and Anti-reflective Effect 

In choosing the optimum thickness condition of Ag film for TCE, Haacke’s figure of merit 

(TC = (T550)
10/Rsh) [79]  was calculated for a varying film thickness, where T550 is the transmission 

at wavelength of 550 nm. Figure 3.3a shows measured and calculated TC of TCEs (Cu-Ag, bare 

Ag, and ITO films) as a function of dFilm. Note significant improvement in TC is observed with 

the aid of only 5 Å of Cu, where the value reaches maximum at dFilm = 5.0 nm, with T550 = 80.7% 

and RSh = 21.3 /sq which was chosen as optimum Ag thickness. TC of various state-of-the-art 

ITOs including commercial ITO (Luminescence Technology Corporation)’s experimental and 

theoretical TC are all plotted in Figure 3.3a. TC of the commercial ITO (RSh = 15 /sq and T550 = 

85.0%) is higher than that of the fabricated Cu-Ag film but lower than that of the ideal Ag film 

which only considers surface scattering, indicating that theoretical limit of the Ag film with 

improved film quality can surpass performance of ITO as a TCE. However, as will be discussed 
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later, TCEs located at top-left in Figure 3.3a is expected to bring higher device performances when 

they are embedded in OLEDs due to better outcoupling. 

 

 

Figure 3.3 (a) Haacke’s figure-of-merit TC as a function of film thickness for Cu-Ag, Ag-only, 

and ITO based transparent conductors. Experimental data (in symbol) and simulated data (dotted 

line) of Ag-only film (black) and Cu-Ag film (red) are plotted together. Theoretical TC of ideal 

Ag film is also plotted (blue dotted line) as a reference to show the potential of metal-film based 

TCE. Reference for ITO values used are Ref1 [107], Ref2 [108], and Ref3 [109]. (b) Measured 

(black solid line) and simulated (black dashed line) transmittance (T) and reflectance (R) of Cu-

Ag films in air. Simulated T and R of Cu-Ag films inside an OLED structure is plotted (red dashed 

line) as well showing enhancement of transmittance owing to AR effect of HTL layer. Schematics 

of simulated optical stacks for each case are illustrated in inset for each curves. 

  

The extremely thin Cu-Ag film is highly transparent, reaching measured TAVE = 79.3 % and 

RAVE = 16.1%. This optical property can be further enhanced by hole transporting layer (HTL) and 

hole injection layer (HIL) in OLEDs directly adjacent to the anode, which functions as an effective 

anti-reflective (AR) layer. Figure 3.3b shows calculated transmittance (T) and reflectance (R) of 5 

nm Cu-Ag films on a glass substrate (black dashed) and embedded in an OLED structure as an 

anode (red dashed-dot). Light was incident from the top of the structures in Figure 3.3b. CBP, 
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TAPC, and MoOx were used for EML, HTL, and HIL, respectively. HTL and MoOx were fixed to 

70 and 5 nm, respectively, and acted as effective AR coatings for the Cu-Ag film. The calculation 

showed that RAVE is suppressed from 16.0% to 5.7% (i.e. to a level like that of the substrate) and 

TAVE is enhanced from 77.5% to 86.9%, indicating the effectiveness of the AR effect from the 

HTL. The transmittance can even reach 88.9% at the peak emission wavelength of 530 nm. 

 

3.3. Ag Diffusion Inhibition by AZO 

As silver can easily diffuse, stabilizing Ag film via passivation is important for its practical 

use especially as a transparent anode where Ag can get oxidized. As shown in Figure 3.4, Ag film 

as a transparent anode under device operation experiences high electric field. In such circumstance, 

Ag can get oxidized at the anode surface by losing an electron. The ionized Ag atom is then driven 

toward the cathode side by the electric field. Considering the organic thickness used is around 150 

nm and the operating voltage of 10 V, the electric field can get as high as ~ 0.7 MV/cm. For this 

reason, a layer thin enough to not optically impact the film while effectively suppressing the Ag 

diffusion is needed.  

 

Figure 3.4 Schematic image illustrating the Ag migration process in organic light emitting device 

(OLED) under operation (presence of high electric field). 
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  Any material that has high activation energy of Ag diffusion should be a good candidate 

for this purpose. Wang et. al. carried out first-principle calculation and showed that adding 

aluminum dopant inside zinc-oxide (AZO) complex can increase barrier energy of silver from 0.75 

to 0.89 eV [110]. Based on this result, we tested the inhibition effect of ZnO and AZO. In specific, 

Ag (Cu) anode passivated with 3 nm of ZnO or AZO films deposited by atomic layer deposition 

(ALD) method were prepared along with the control sample having no passivation. Then, 

subsequent device layers were fabricated on top of each transparent anodes.  

 The devices were then put under a constant voltage stress by applying 10 V in between the 

cathode and the anode and the current was monitored over time. As shown in Figure 3.5a, Ag (Cu) 

anode device with AZO passivation showed a stable current even under the high voltage test. On 

the other hand, the device with ZnO passivation or without any passivation showed increase in the 

current which is indicative of the Ag diffusion process resulting in leakage path in the device. The 

Ag diffusion phenomenon was observed via SEM-EDS where the formation of Ag filament was 

shown to penetrate through the active organic layer. Also shown in Figure 3.5b, AZO passivated 

Ag (Cu) device shows a stable operation even after multiple scans of current-voltage curve with 

strong illumination while those devices with ZnO or without passivation showed increased leakage 

current at subthreshold regime. By using ALD coated AZO on Ag (Cu) film, stable operation of 

Ag (Cu) anode is maintained under OLED operation. The passivation of AZO using ALD was 

conducted by collaborator Tae Cho from Neil Dascupta’s group.  
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Figure 3.5 (a) Constant voltage stress test (10V) with measured current as a function of time for 

Ag anode OLED devices without passivation, with ZnO or AZO passivation. (b) Current density 

versus voltage characteristic curve of OLED without any passivation or with 2 nm of ZnO or AZO 

passivation layer. After several cycles of voltage scan, ZnO-passivated Ag anode results in Ag 

migration thereby increasing the subthreshold current. AZO-passivated Ag anode device shows 

stable operation even after multiple voltage scans. Inset picture shows stable device operation with 

strong illumination for AZO-Ag anode device. 

 

3.4. Device Performance of OLED with Cu-Ag Anode 

3.4.1 Modal Power Dissipation Analysis 

 Next, the optical effect of Ag (Cu) anode on OLED is studied. Here to acknowledge that 

the works involving optical simulation of the device as well as measurement were conducted by 

Changyeong Jeong. In specific, modal analysis was simulated to calculate the modal distribution 

power as a function of wavelength vs in-plane wave vector in 2-dimensional color map for ITO 

device and Cu-Ag device in which the structure is shown in Figure 3.6a. In Figure 3.6b for ITO 

device and Figure 3.6c for Cu-Ag device, region between each modes (air, glass, WG, SPP) are 

distinguished in red line, in which the in-plane vector changes as a function of wavelength because 

of the index dependent refractive index. As shown in Figure 3.6b, there is a strong intensity of 

(a) (b)

0 3 6 9 12
10

-6

10
-4

10
-2

10
0

10
2

No passiv.

   Scan 1

   Scan 2

ZnO

   Scan 1

   Scan 2

AZO

   Scan 1

   Scan 5

 

 

C
u

rr
e

n
t 

d
e

n
s

it
y

 (
m

A
/c

m
2
)

Voltage (V)
0 30 60 90 120 150

1E-7

1E-6

1E-5

1E-4

1E-3

Ag only
ZnO-Ag

 

 

C
u

rr
e

n
t 

(A
)

Time (sec)

AZO-Ag

* All with constant voltage of 10V



 

 67 

modal power confined as a WG mode in the wavelength of green emission range (480 – 650 nm). 

This indicates that the green light emitted from the active region can get strongly confined within 

the medium between substrate and the metal cathode, which is within the ITO plus active layers 

(including HTL, EML, and ETL). Commercially available ITO on glass used in this experiment is 

150 nm in thickness where typically ITO of such thickness is used to ensure RS below 15 /sq. If 

adding all the dielectric thickness within the WG mode region with ITO thickness as 150 nm, this 

adds up to 300 nm in total. Even if ITO thickness can be reduced down to 100 nm with a trade-off 

in the RS value, the total thickness that could serve as a medium to confine light as WG mode is 

difficult to be reduced below 250 nm for the case of ITO.  

 

Figure 3.6 (a) Green OLED device structure. Dispersion relation from modal power distribution 

analysis of (b) ITO and (c) Cu-Ag device. (d) Spectrum of green emission material. Light intensity 

distribution from modal power distribution integrated over green emission material spectrum. 
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power is dissipated into glass mode region which indicates that much of the generated light is 

confined in the substrate. Given the emission spectrum of 10% Ir(ppy)2 acac dopant material in 

CBP matrix as shown in Figure 3.6d, modal power distribution map can be integrated by this 

spectrum to give a relevant light intensity distribution in each mode specific to the green emission 

OLED device. The result is shown in Figure 3.6e and f for ITO and Cu-Ag based device, 

respectively. It is very evident that the green light that comes out from active region gets strongly 

confined as WG mode for the ITO device whereas the WG mode is completely eliminated in the 

case of Cu-Ag device. This is a remarkable advantage of using Cu-Ag thin film as an anode which 

cannot be achieved with traditional transparent conductive oxides such as ITO. Then the question 

arises: Is this as a result of having Cu-Ag or is it because of not having thick dielectric layer like 

ITO? In other words, can WG mode be simply suppressed by reducing the total organic layer’s 

thickness or is having ultrathin metal film helps suppression of the confinement? 

 

Figure 3.7 Simulated OLED device structure (a) with and (e) without Cu-Ag anode. Modal power 

distribution map with total thickness of (b) 100 nm, (c) 200 nm, and (d) 300 nm for OLED with 

Cu-Ag and (f) 100 nm, (g) 200 nm, and (h) 250 nm for OLED without Cu-Ag. 
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 To verify this, modal power distribution was calculated for OLED structure with or without 

Cu-Ag anode by varying total active layer’s thickness. In all modal power distribution maps, 

interface between substrate and WG mode is indicated in white dashed lines. As shown in Figure 

3.7b - d, the modal power distribution gets strongly confined at the substrate even up to 200 nm of 

total thickness at a green emission wavelength. Only when the total thickness is further increased 

to 300 nm, light gets trapped as a WG mode which is marked as red dotted circle in Figure 3.7d. 

For the case without Cu-Ag anode, WG mode disappears when the total thickness is 100 nm. 

However, unlike Cu-Ag’s case, WG mode starts to appear at a green wavelength even at 200 nm 

of total thickness and strongly confined at 250 nm. Comparing the case with total thickness of 200 

nm for Cu-Ag, it shows that ultrathin layer of Cu-Ag film does prevent light from getting confined 

as a WG mode in the active region. Further detailed analysis is needed to carefully study this 

phenomenon but this is due to the nature of TE0 mode being guided through the index n. 

Considering n-k property of Ag, it has n close to 0 and k value in the range of 2-3 at a visible 

wavelength which makes the  value negative. As n is close to 0 and so slab waveguide mode 

cannot be supported and so light is more loosely confined within the active region.  
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Figure 3.8 Dissipated modal power in each modes as a function of wavelength for (a) ITO and (b) 

Cu-Ag devices, respectively. (c) Fraction of each mode’s modal power integrated over wavelength 

range for ITO and Cu-Ag devices. 

 

 Dissipated modal power for each modes were plotted as a function of wavelength for ITO 

and Cu-ag devices as shown in Figure 3.8a and b, respectively. Simply put, this result is obtained 

by integrating all dissipated power at in-plane wave vector regions that corresponds to each modes 

for a given wavelength (Figure 3.6e and f). From this result, fraction of light portion at each mode 

can be calculated by summing over entire emission wavelength range, which is shown in Figure 

3.8c. This is a convenient way of depicting how much fraction of light is trapped in each mode. In 

this result, Cu-Ag device clearly shows fraction value close to zero for waveguide mode, although 

the value is nonzero which indicates the portion of light absorbed by ultrathin Cu-Ag film. In case 

of Cu-Ag device, as the waveguide mode is not confined within the device layer, it is further 

extended to the glass substrate and gets confined there. This is why the fraction of glass mode for 

Cu-Ag is much larger than ITO device. In comparison, ITO device shows insignificant portion of 

light fraction trapped as a waveguide mode with smaller fraction of glass mode compared with 

Cu-Ag device. As discussed earlier, researchers have developed novel methods like micro-lenses 

or diffusers to salvage the trapped light inside glass substrate. This indicates significantly larger 

amount of light can be extracted for Cu-Ag device compared to ITO device when excluding glass 

substrate mode. 

 

3.4.2 Fabricated Device EQE Comparison 

To verify this outcoupling simulation, OLEDs with Cu-Ag or ITO as transparent anode 

was fabricated. Figure 3.9a shows the EQE of ITO and Cu-Ag devices with and without applying 
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IMF. In figure 3.9a, Cu-Ag shows EQE of 14% which is lower than ITO’s 18%. This may be due 

to intrinsically lower T of Cu-Ag film compared to ITO despite the effect of utilizing AR effect 

from adjacent HTL and HIL layers. However, when IMF is applied in between the device and the 

photodetector to allow all the light inside the substrate to be extracted, EQE of Cu-Ag device 

showed EQE close to 40% which outperformed that of ITO device that showed 34%. This 

significant boost in the EQE with applying IMF clearly testifies the optical simulation result 

presented in Figure 3.8c. To confirm that this is attributed to the optical outcoupling effect and not 

to the difference in electrical injection of carriers for ITO and Cu-Ag, current density – voltage (J-

V) characteristics were plotted for these devices as shown in Figure 3.9b. As can be seen, good 

overlap of the J-V curve for ITO and Cu-Ag devices without any significant shift in the onset 

voltage indicates that the electrical property is not the major reason. Also, as the work function of 

ITO and Ag are known to range in between 4.5-4.8eV, it is anticipated that the electrical property 

difference is not significant. 
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Figure 3.9 Device performances of ITO and Cu-Ag devices. (a) EQE and (b) current density -

voltage characteristics (J-V) of ITO and Cu-Ag devices with and without IMF. IMF is used to 

extract light trapped in the substrate. 

 

3.4.3 Experimental Observation of Waveguide Mode Elimination 

We prepared organic waveguide samples grown on the ITO and Cu-Ag films to 

experimentally verify that the higher EQE enhancement in Cu-Ag device from Figure 3.9a 

originates from waveguide mode removal. Strip-line organic layers with commercial ITO on a 

glass substrate and sputtered Cu-Ag film (see next section) on fused silica substrate were prepared. 

The structure of the organic layers is identical to the OLEDs designed in the previous section 

except without the top Al cathode. This is because the waveguide mode experiences significant 

loss with Al cladding, the top Al was not deposited for more accurate measurement of waveguide 

mode intensity. Both index-matching fluid and prism for the glass and fused silica substrates were 

used to remove substrate modes out of the samples. Figures 3.10a shows schematics of top-down 

and cross-section views of the experiment setup. The strip-line waveguide sample was placed on 

holders of two silicon pieces having small gap underneath for IMF. A 405 nm Laser is used to 

excite the EML at center of the waveguide line and the mode intensity was measured at one end 

of the line. A bandpass filter with bandwidth of 510 – 560 nm was used to the measure intensity 

of the generated light at the EML that propagates through the waveguide strip while filtering out 

the excitation light source. The strip-line sample made on either ITO or Cu-Ag was measured with 

and without IMF to observe the power portion of the waveguide mode. The Measured light 

intensity without IMF results from sum of the waveguide and substrate modes. However, the use 

of IMF extracts the substrate mode and the index-matched prism completely removes this extracted 

substrate mode out of the sample, leaving only the waveguide mode in the sample to be detected.  
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Figure 3.10b shows measured intensities of the guided light in the waveguides on ITO and 

Cu-Ag films as a function of excitation intensity. Both waveguides showed similar trends without 

IMF (Iwg+sub) since similar amount of power was excited from the laser source and the generated 

light was trapped in the samples in the forms of waveguide and substrate modes. After applying 

IMF (Iwg/Iwg+sub), the measured light intensities dropped to 48.5% for the ITO based waveguide, 

and to a extremely low 1.9% of the original intensity for the Cu-Ag waveguides, in fact for the Cu-

Ag the measured intensity becomes comparable to the noise level. This result shows that the 

significant amount of energy still stores in the ITO waveguide, whereas energy in the Cu-Ag 

waveguide is completely removed by the substrate mode extraction, showing almost flat and 

negligible light intensities regardless of the excitation. This result indicates that most of the excited 

energy was stored in the substrate and thus removed by the IMF and prism from the sample, with 

no energy stored in the waveguide. Figure 3.10c shows observed sample emission from the side-

view of the ITO and Cu-Ag samples without and with IMF. Both samples showed distinct green 

emission without IMF (images ii) and iii)). When substrate mode was extracted after applying 

IMF, only Cu-Ag sample showed no emission (image v)), indicating that no energy propagated 

through the waveguide. 
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Figure 3.10 Experimental investigation of waveguide mode elimination. (a) Top-down and 

cross-sectional views of experiment setup in schematic. The sample was placed on top of holders 

with a small gap away from the prism. The gap was filled with IMF to remove substrate mode 

from the sample. The fabricated waveguide in this experiment consists of organic and anode layers 

used in OLEDs without the top cathode. (b) Measured intensities of waveguide and substrate 

modes as a function of excitation intensity. The Cu-Ag waveguide with IMF showed negligible 

measured light intensities that was similar to the noise level, indicating no optical energy in the 

form of waveguide mode. (c) Photographs of the Cu-Ag and ITO waveguide samples. i) Side-view 

image of the sample under ambient light. Photographs of ii) the ITO and iii) the Cu-Ag waveguide 

samples without IMF. Photographs of iv) the ITO and v) the Cu-Ag waveguide samples with IMF. 

The waveguide mode was observed in the ITO sample but completely disappeared in the Cu-Ag 

sample.  
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3.5. Conclusion 

 In summary, extremely thin Cu-Ag film as anode for OLED was demonstrated to 

completely eliminate light trapping inside the active device as a form waveguide mode. Simulation 

shows that the negative dielectric function of metal film induces this removal of waveguide mode 

which otherwise would appear in case of same device thickness without Cu-Ag film. The 

suppression of these waveguide modes was experimentally verified by measuring the guided light 

intensities using index-matched fluid and prism. With this approach, experimentally measured 

EQE of Cu-Ag device showed much higher performance compared to that of ITO device after 

extracting the substrate and air mode. The novelty of this work lies in the demonstration of 

complete waveguide mode removal, rather than extracting it by external means as previously 

reported approaches. The simple and novel approach taken in this work to eliminate waveguide 

mode will provide a new direction to increase device efficiency in the research area of OLEDs and 

other solid-state LEDs. 
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Chapter 4 Metal-based Transparent 

Conductor's Optical Property and 

Environmental Stability 

4.1 Introduction 

 One of promising application of thin silver film is transparent conductor (TC). TC is a key 

element in current optoelectronic devices. It is widely used in devices for touch panels, solar cells, 

photodetectors, and light emitting diodes. Among these devices, the use of TC is by far dominated 

by the display industry with over 90% being used for displays and touch panels [IDTechEx]. 

Recently, with the emergence of flexible electronics, the market for TC films and materials has 

been rapidly changing. As current display technology is heading toward flexible and rollable 

electronics (Figure 4.1), transparent conductor with high transparency, conductivity, and 

mechanical flexibility is required. Currently ITO dominates most of the TC market, but its 

mechanical property will seriously limit its usage in flexible electronics and flexible displays. 

Though ITO can be deposited on flexible plastic substrate but the high temperature annealing 

required to render low-resistance is incompatible with the plastic substrate. Therefore, there exists 

a strong need for a new flexible transparent conductor (FTC) which could replace conventional 

transparent electrodes. 
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Figure 4.1 Technology roadmap of display industry including that from LG. 

 

 New materials for FTC have been extensively studied such as carbon-based materials 

(Graphene, CNT, conductive polymer, etc.) and metal meshes or metal nanowires. However, these 

are fundamentally limited by material/structural property. For example, carbon-based materials 

are not conductive enough compared to metal. Graphene, which is known to be highly conductive 

has an intrinsic sheet resistance of 30 /sq [111]. Metal meshes or nanowires on the other hand 

are locally non-conductive, which are unsuitable for optoelectronic devices, such as PV and 

OLED. 

 As an alternative, researchers have widely investigated on the Ag-film based FTC. As with 

any metal films, reducing the reflection from thin metal film to enhance transmittance is crucial 

for FTC. This chapter will focus on using this Ag-based film to design FTC so that it shows good 

optical property and environmental stability. First part will focus on optical design of top and 

bottom anti-reflective coatings on a Ag-film (structure called dielectric-metal-dielectric, DMD) to 

maximize transmittance. Second part will focus on the optimization of dielectric layers to reduce 

this color contrast of Ag-film based FTC for touch panel application. Aside from the absolute 

transmittance, also equally important and yet often neglected parameter is a color contrast. This is 

especially important for touch panel application where FTCs are patterned and so reducing the 

color contrast those regions with and without patterns is critical. Third part will focus on strategies 

➢ Display Market Roadmap ➢ LG Roadmap
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to design FTC having sheet resistance of 1/sq. Such low resistance FTC can be used for ultrahigh 

density pixel displays or even transparent antenna with colored properties if desired. Fourth part 

will focus on tuning the DMD optical stack to tune its transmittance to specific red, blue, or green 

wavelength for light emitting device application. Final part will focus on discussing methods to 

enhance the environmental stability of Ag-based FTC which is extremely important criteria for 

practical application. 

 

4.2 Criteria for Anti-reflective coating 

 Ultrathin Ag film has been widely studied for its use as a TC. Despite the strategies to make 

Ag film extremely thin so that light wave can penetrate, it is still prone to the significant amount 

of reflection. As an example, ultrathin Ag film of around 8nm in thickness reflects average of 

approximately over 20% visible wavelength. Therefore, researchers have studied certain dielectric 

coatings as an anti-reflective coatings sandwiching the Ag-film to reduce the reflection. Some of 

the commonly used top/bottom dielectric materials are ITO, TiO2, WO3, IZO and etc. However, 

so far there was no systematic study providing design rules for selecting top and bottom dielectrics 

that gives maximum transmittance. In this section, top and bottom dielectric layers of different 

index values were used to determine under what criteria the transmission can be maximized. The 

stack structure consists of top dielectric / metal (Cu-Ag) / bottom dielectric (DMD) on a flexible 

substrate PET (Poly-ethylene terephthalate). Transfer matrix method M, was used to calculate the 

reflection and transmission of light propagating through this DMD stack which is given as: 

𝑀 = ∏ 𝑐𝑛𝑛         (4.1) 

where characteristic matrix, cn is calculated for each layer as: 
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 𝑐𝑛 = [
exp (𝛽𝑛) 𝑟𝑛,𝑛+1exp (𝛽𝑛)

𝑟𝑛,𝑛+1exp (−𝛽𝑛) exp (−𝛽𝑛)
]      (4.2) 

Here, rn,n+1 is Fresnel reflection coefficient between layer n and n+1 and  is a phase factor each 

given as: 

𝑟𝑛,𝑛+1 =
𝑘𝑛−𝑘𝑛+1

𝑘𝑛+𝑘𝑛+1
     (4.3a) 

𝛽0 = 0         
𝛽𝑛 = 𝑖𝑘𝑛𝑑𝑛

      (4.3b) 

where kn and dn are wavevector and thickness of layer n. From this M, the reflection R and 

transmission T of light from the can be calculated as: 

𝑅 = |
𝑀01

𝑀00
|
2

      (4.4) 

𝑇 =
𝑘𝑛−1

𝑘0

1

|𝑀00|2
      (4.5) 

The total medium is composed of 6 layers starting from air/D/M/D/substrate/air where air is as a 

medium. For the calculation, unpolarized light was considered for the light reflected and 

transmitted through each layers meaning that TE polarization and TM polarization were averaged 

out. Also, for the mediums that have much larger thickness than the wavelength of light such as 

air or substrate, the light in this medium was treated as an incoherent light. For dielectric materials, 

those with refractive index values ranging from 1.46 to 2.95 were selected for the calculation. Each 

material’s optical index values (n and k) were referred from the Complete EASE library database 

provided by J.A. Woollam. First, bottom dielectric material and its thickness were changed while 

fixing the top dielectric to be HfOx with its thickness as 54.7 nm. For the metal layer, Cu-Ag index 

was used with a fixed thickness of 8 nm. Substrate of PET was used with a thickness of 100m. 

Average transmittance (Tave%) was calculated for a wavelength range of 400-700 nm. As the effect 

of anti-reflective coating will be reflected onto increase in the Tave% value, Tave% value was used 
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as a measure to quantify the effectiveness of anti-reflective coating. Figure 4.2 shows the optical 

simulation result of varying the bottom dielectric’s material and its thickness while keeping top 

dielectric and metal layer to be HfOx and Cu-Ag with 54.7 and 8 nm in thickness, respectively. 

Figure 4.2a shows the Tave% value as varying dielectric thickness. Anti-reflection coatings work 

by producing two reflections which interfere destructively with each other. In other words, the 

thickness at which this destructive interference occurs is when two reflective waves at the top and 

bottom interface of the dielectric differs by  in phase, fulfilling dielectric thickness to be multiple 

of the wavelength plus a quarter wavelength: 

 𝑑 ∗ 𝑛 = (m + λ/4)      (4.6) 

where n is refractive index, m is integer, and  is the wavelength of light wave. From this equation, 

as the n increases, the thickness d at which Tave% is at maximum gets reduced (this is summarized 

in Figure 4.2d). Figure 4.2b plots the transmittance spectra of the DMD for dielectric with 

optimized bottom dielectric thickness. It is evident that the bottom dielectric as TiO2 shows the 

best Tave% showing 87.8%. One interesting aspect is that for varying bottom dielectric layer, the 

Fabry-Perot resonance either blue shifts or red shifts depending on the value of index.  
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Figure 4.2 (a) Tave% as a function of dielectric thickness for different bottom dielectric materials. 

Inset shows the DMD structure with bottom dielectric as a variable for simulation. (b) Tave% - 

wavelength spectra for selected oxide materials each with optimum thickness. (c) Tave% and (d) 

optimum bottom dielectric as a function of average index. 

 

 When plotting Tave% as a function of average refractive index as shown in Figure 4.2c, it 

clearly shows a concave down trend with peak at a index of ~2.4. Intuitively speaking, from index 

matching point of view, index matching condition for bottom dielectric in between PET substrate 

and CuAg metal layer is: 

𝑛𝑑 = √𝑛𝑃𝐸𝑇 × 𝑛𝑚     (4.7) 
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where nPET is PET substrate index (~1.65) and nm is index of CuAg layer. Since CuAg metal layer 

has nm ~ 3.34 (n̂~k) in the optical range as measured from ellipsometry, nd = 2.35 should give 

index matching condition with reduced reflection. Although this may be an oversimplification of 

the problem, it still can give rough estimate of the index matching condition for bottom dielectric. 

Next, by fixing the bottom dielectric’s thickness and index to be 30 nm and 2.4, respectively, the 

top dielectric layer’s effect on the transmittance was simulated using TMM. Figure 4.3a shows the 

effect of changing the top dielectric thickness on the Tave% value. Compared with varying the 

bottom dielectric case, changing the top dielectric thickness has more significant impact on the 

Tave% value. For each dielectric’s case, the minimum dielectric thickness that fulfills quarter 

wavelength condition in eq 4.6 is also plotted in Figure 4.3d, in which d and n shows inverse 

relation for a given wavelength . 
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Figure 4.3 (a) Tave% as a function of dielectric thickness for different top dielectric materials. Inset 

shows the DMD structure with top dielectric as a variable for simulation. (b) Tave% - wavelength 

spectra for selected oxide materials each with optimum thickness. (c) Tave% and (d) optimum top 

dielectric as a function of average index. 
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trend such as Cr2O3 or SnO2 is due to the existence of loss inside the dielectric. Excluding for the 

dielectric with loss, similar approximation of index matching condition for top dielectric’s index 

can be found as well using eq 4.7 but this time replacing nPET with nAIR which is 1. From this 

approximation, nd for top dielectric is ~ 1.83, which is consistent with the red dotted curve in 

Figure 4.3c. 

 By exploring the index and thickness of top and bottom dielectric materials, choosing 

bottom dielectric with index of nd,b ~ 2.4 such as TiO2 with a thickness of 30 nm and top dielectric 

with index of nd,t ~ 1.8 such as HfOx or AlOx with a thickness of 55 nm sandwiching 8 nm of Cu-

Ag on PET should guarantee a maximum transmittance at a visible wavelength range.  

 

Figure 4.4 Effect of anti-reflection coating in a DMD structure on PET substrate. 
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structure, average transmittance can be boosted up to 89% and reflectance suppressed to 6.5% 

showing the dramatic effect of anti-reflection coating. This dramatic improvement in the 

transmittance allows metal-based transparent conductors to compete against ITO. 

 

4.3 Issue with reducing color contrast 

 Metal-based FTC using DMD structure on a flexible substrate has been extensively studied. 

Most of these studies focus on merely increasing the absolute transmittance of the DMD stack. 

Equally as important parameter in the FTC is the color contrast. For a typical application of these 

transparent conductors such as touch panels, patterning is required to make it into a matrix 

connected with peripheral circuitry. In such instances, it is likely that there exist a color contrast 

between those regions with and without DMD layers. Before introducing the term color contrast, 

it is important to define color in International Commission on Illumination (CIE) LAB color space. 

It expresses color as three values: L* for the lightness from black (0) to white (100), a* from green 

(−) to red (+), and b* from blue (−) to yellow (+). These values are calculated from the XYZ color 

space in CIE 1931 with the following equation: 

𝐿∗ = 116 𝑓 (
𝑌

𝑌𝑛
) − 16     (4.8a) 

𝑎∗ = 500 ( 𝑓 (
𝑋

𝑋𝑛
) − 𝑓 (

𝑌

𝑌𝑛
))    (4.8b) 

𝑏∗ = 200 ( 𝑓 (
𝑌

𝑌𝑛
) − 𝑓 (

𝑍

𝑍𝑛
))    (4.8c) 

𝑓(𝑡) = {
 √𝑡
3

,   if 𝑡 > 𝛿3

       
𝑡

3𝛿2 +
4

29
,   otherwise

with 𝛿 =  
6

29

    (4.8d) 
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For a given spectra,  X, Y, and Z are called tristimulus values for red, green, and blue color, 

respectively. Xn, Yn, and Zn are the normalized tristimulus values to the reference white light for 

each corresponding color. These values are calculated using the following equation: 

𝑋 𝑜𝑟 𝑌 𝑜𝑟 𝑍 =  ∑ (𝑥̅ 𝑜𝑟 𝑦̅ 𝑜𝑟 𝑧̅) ∙ (𝑅(𝜆) 𝑜𝑟 𝑇(𝜆)) ∙ (𝑤ℎ𝑖𝑡𝑒 𝑙𝑖𝑔ℎ𝑡)𝜆   (4.9a) 

𝑋𝑛 𝑜𝑟 𝑌𝑛 𝑜𝑟 𝑍𝑛 = ∑ (𝑥̅ 𝑜𝑟 𝑦̅ 𝑜𝑟 𝑧̅) ∙ (𝑤ℎ𝑖𝑡𝑒 𝑙𝑖𝑔ℎ𝑡)𝜆    (4.9b) 

where 𝑥̅, 𝑦̅, and 𝑧̅ are CIE XYZ standard observer color matching functions as plotted in Figure 

4.5a. For the white light spectrum, c-white light as shown in Figure 4.5b was used for the 

calculation. For a given transmittance or reflectance spectra, L*, a*, b* can be calculated for the 

case with or without DMD on PET substrate. The color difference E, formula in the CIELAB 

coordinates is defined as: 

Δ𝐸 =  √Δ𝐿∗2 + Δ𝐶𝑎𝑏
∗ 2

     (4.10a) 

Δ𝐿∗ =  √(𝐿2
∗ − 𝐿1

∗ )2  and  Δ𝐶𝑎𝑏
∗ =  √(𝑎2

∗ − 𝑎1
∗)2 + (𝑏2

∗ − 𝑏1
∗)2   (4.10b) 

Here, C*
ab corresponds to the difference in color value and L* corresponds to the degree of 

difference in light for two colors. Table 4.1 shows  

 

Figure 4.5 (a) CIE XYZ standard observer color matching functions and (b) c-white light spectra. 
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E is a metric for understanding how the human eye perceives color difference. Table 4.1 gives a 

general guide on how human eye perceives two difference in colors given the range of E values. 

Generally, if E is less than 2, it would be difficult for a human eye to perceive the difference of 

two colors. Hence, it would be ideal to design a patterned transparent conductor with this value of 

less than 2. 

 

Table 4.1 General guide on E table with respect to human eye perception. 

E Perception 

<= 1.0 Not perceptible by human eyes 

1-2 Perceptible through close observation 

2-10 Perceptible at a glance 

11-49 Colors are more similar than opposite 

100 Colors are exact opposite 

 

 As mentioned earlier, there exist a E value for both transmittance and reflectance spectra. 

It is important to suppress this color contrast for both spectra although in practice there could be a 

trade-off. The result from Figure 4.2b and 4.3b merely focused on maximizing transmittance 

values at a visible wavelength. Now calculating the E values from the spectra for varying bottom 

and top dielectric materials is plotted in Figure 4.6a and b, respectively. In the figure, region with 

cyan shade is where E value is below 1. For the case of transmittance, having bottom dielectric 

as TiO2 and top dielectric as HfOx or any other dielectric with n reside in between 1.8-2.2 shows 

low E value. The contribution of C*
ab and L* are not plotted in the figure due to the limited 

space, but majority of E comes from the C*
ab value for the optimum stack’s case, which is due 

to the slight difference in the spectra shape between the region with and without DMD. This result 

shows that by selecting the optimum top and bottom dielectrics to suppress the reflection (or 

increasing transmission), color contrast was also effectively minimized for the case of 
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transmittance spectra. This is somewhat obvious because boosting the transmission should make 

the stack appear “less visible” so the contrast should not be small. 

 

 

Figure 4.6 Calculated E values from transmittance spectra of varying (a) bottom and (b) top 

dielectrics. 

 

 Now, taking a look at the color contrast from the reflectance spectra for various bottom 

and top dielectrics are shown in Figure 4.7a and b, respectively. Unlike for the case with the 

transmission, having bottom dielectric to be TiO2 shows very high E value over 12. Same for the 

case with setting top dielectric to be HfOx for example, still shows around 12. Taking a closer look 

at the contribution of C*
ab or L* on E shows that majority of the color contrast is due to L*. 
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Figure 4.7 E from film side reflection for varying (a) bottom and (b) top dielectric layers where 

black bar represents L* and red bar represent Cab*. Rave% and |Rf-Rsub|% over 400-700nm 

wavelength for various candidates of (c) bottom and (d) top dielectric materials. 

 

 To see what causes this large contrast, average film side reflectance (Rfave %) as well as its 

difference with the reflection from the PET substrate (Rsub %) are plotted in Figure 4.7c and d. 

Considering the average reflection from the PET substrate is Rsub % = 11.3%, in attempt of 

minimizing the reflection to boost the transmission aggravated the reflection contrast. This is 

evidently shown in blue curve in Figure 4.7c and d where optimum dielectric that gave maximum 

transmission has very high |Rf -Rsub| %. It is very clear that there exists a trade-off in the color 

contrast problem.  
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4.4 Non-linear Optimization to Minimize Color Contrast  

4.4.1 Optimization Method 

 DMD stack’s thickness can be optimized to meet the target specification of a transparent 

conductor. Especially with the trade-off problem and without knowing whether this could result 

in a non-linear optimization problem makes the task difficult to achieve just by sweeping 

parameters. Here, Michael Waters’s code developed in python for optimizing optical stack was 

used to optimize the DMD stack for transparent conductor application. In brief, this code imports 

open source code packages like tmm and sciPy to perform transfer matrix calculation and nonlinear 

optimization method, respectively. The optimization process flow is shown in Figure 4.8. In this 

code, thickness of each layers are given as an input variable into the sciPy.optimize.minimize 

function with certain constraints imposed, while other parameters such as optical properties (n, k) 

and total number of layers are fixed. Then, so called penalty of merit (POM) values are assigned 

for each target specifications like Y %, which is the transmittance normalized to human eye 

response, Rf %, an average reflectance, and E for Rf % and T%. POM is a quantification of how 

much current stack performance is deviating from the target specification.  

 For each target specifications, appropriate weighting function is imposed onto each POM 

values so that when it deviates from the target value, it puts significant weight onto the POM value 

penalizing it. Example of these weighting functions are shown in Figure 4.8. For example, I set 

(Y%, Rf%, E Rf, E T) = (87%, 7%, 2, 2) so that for a given thickness set of values if the stack 

performance deviates from any of these values, then I penalize that criteria. The total POM would 

be merely a summation of each of these POM criteria. After defining the target specification of 

the stack, the code uses minimize function available in sciPy package to minimize the POM value 

by varying the thickness. It will go through iterations of TMM by utilizing so called sequential 
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least squares programming (SLSQP) method in a way to minimize the POM value. This is a 

gradient based method in which the optimization will stop when the POM, which is the difference 

in the POM value of current iteration to the previous one becomes within the tolerance value. As 

a final output, the code will give the optimum set of (t1, t2, t3) values that guarantees the minimum 

POM value indicating possible fulfilling of target criteria. For this optimization, the number of 

layers in the stack is not limited to 3 but can have any finite integer values. 

 

 

Figure 4.8 Optimization process flow of transparent conductor to meet various target 

specifications. 
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4.4.2 Optimization of 3-layered stack 

 For a 3-layered DMD stack transparent conductor, the stack was optimized to satisfy both 

the transmittance (Tave %) and color contrast. Black solid and dotted curves in Figure 4.9 shows 

the transmittance (T) and reflectance (R) spectra obtained from the optimization that focused only 

to maximize the Tave %, respectively. As shown on the left bottom of inset figure, this stack with 

optimum thickness as indicated shows Tave % of 89.1% but with a significantly large E R of 10.1. 

When I optimize the stack with respect to both Tave% and color contrast parameters as how it is 

described in step 2 of Figure 4.8, the T and R spectra are plotted with solid and dotted red lines, 

respectively. This stack with corresponding thickness and stack properties are shown at the right 

bottom section of inset figure. The Tave % is compromised down to 86.4% with a slight reduction 

of E R down to 4.8. This is induced by a change in the thickness of top and bottom dielectric 

layers. At the expense of attempting to reduce the E R down to 4.8, almost 3% of Tave % was 

compromised, which is undesirable for a transparent conductor.  

 

Figure 4.9 T and R spectra for the DMD stack optimized only for Tave % or for Tave % and E. 
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4.4.3 Optimization of 4-layered stack 

 As seen in the 3-layered DMD stack, there is a fundamental trade-off between trying to 

balance the color and increase the T. Owing to the fact that the reduction of E R is done in a way 

to balance the reflection from DMD to be close to that from bare PET which is Rave = 11.3%, 

compromise in the T seems indispensable. However, if I can introduce another optical layer that 

has a good etching selectivity under DMD patterning thereby remains on top of PET to act as an 

anti-reflective layer, then the decoupling of Tave % and E R would be possible. As PET substrate 

has an index of ~1.65, index matching layer of SiO2 was chosen as an underlying layer in between 

DMD and PET substrate as shown in the inset of Figure 4.10a. SiO2 has a good etching selectivity 

thereby will remain while patterning DMD layer. Figure 4.10a shows the simulated spectrum of  

T and R for the case of optimizing T% only (black) and T% and E (red). The inset schematic 

shows the optimized stack condition for each optimization case when the specifications shown at 

the bottom. As shown on the bottom left of inset schematic where the stack is optimized for 

maximizing Tave %, having low index material like SiO2 is not beneficial and so the optimizer 

forced the SiO2 layer thickness to be zero. In such case, the stack reduces to 3-layered stack as 

shown in Figure 4.9. On the other hand, as shown in the bottom right of inset schematic, inserting 

SiO2 layer and optimizing for both Tave % and color contrast results in E T and R to be less than 

2 while not significantly jeopardizing Tave% = 87.7% which is drastically different from the 3-

layered stack’s case. Significant reduction of E is not only due to the balancing of R% between 

the etched (only SiO2/PET) and unetched (HfOx / CuAg / TiO2 / SiO2 / PET) regions but also due 

to the balancing of a* and b* to be close to zero (The set of [a*, b*] values are  [0.3, -1.2] for T and 

[0.3, 0.5] for R). This is due to the fine tuning of the T and R spectra so that it shows a neutral 

color. From eq 4.8b and eq 4.8c, a* and b* value each quantifies how much of red and blue spectrum 
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take part in the total spectrum compared to the green spectrum. Figure 4.10b shows optimized 4-

layer stack’s T and R along with 𝑥̅, 𝑦̅, and 𝑧̅ spectra. It is interesting to note that T has two peaks 

near 450nm and 660nm.  

  

Figure 4.10 (a) T and R spectra for the 4-layered stack optimized for high Tave% and low E. (b) 

T and R spectra of optimized 4-layered stack with 𝑥̅, 𝑦̅, and 𝑧̅ spectra. 
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spectrum so that neutral color can be obtained. This design rule should provide a good strategy 

when designing a transparent conductor especially almost all of the work focuses on merely 

increasing the Tave %.  
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4.5 Metal-Dielectric Photonic Crystal for Low Resistance FTC 

4.5.1 1-dimensional photonic crystal structure 

 When the sheet resistance of a transparent conductor is as low as 1/sq, it has enormous 

potential for ultrafast responsive touch panel for large area device. Unfortunately, conventional 

ITO based transparent conductive oxide materials require too thick of a layer to achieve such sheet 

resistance, which is impractical in terms of the cost as well as for the throughput. On the other 

hand, metal films can achieve much lower sheet resistance due to its intrinsically low resistivity. 

Despite its low resistivity, sufficiently thick film is still needed to guarantee sheet resistance as 

low as 1/sq. High reflectance arising from such a thick metal film cannot be completely salvaged 

by using anti-reflective coating only. In this section, 1-dimensional metallo-dielectric photonic 

crystal (1-D MDPC) structure is introduced to achieve 1/sq with reasonable visible 

transmittance. First, the impact of Ag film’s thickness on the transmittance of DMD transparent 

conductor was studied as shown in Figure 4.11a. For this case, top and bottom dielectric layers 

that were used in Figure 4.4 were used in this case as well with adjusting thickness for each Ag 

film’s thickness to maximize the transmittance. As the Ag film’s thickness increased from 8 nm 

to 40 nm, the transmittance in the visible wavelength significantly decreased. The average T (TAVE) 

and R (RAVE) along with Y% (transmittance normalized to human eye response) as a function of 

Ag film thickness are plotted in Figure 4.11b. For Ag film thickness up to 11 nm, RAVE is 

maintained well within 5 - 6%. However, beyond 11 nm, it increases almost linearly with the Ag 

film thickness which causes the TAVE to reduce. This indicates that there is only so much that the 

top and bottom dielectric layers can salvage the reflection from the Ag film.  
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Figure 4.11 (a) Transmittance spectra of DMD structure with increasing Ag film layer thickness. 

(b) Tave, Rave, and Y% as a function of Ag film layer thickness. 

 

 From the resistivity-thickness curve, 40 nm of Ag film should be sufficient to achieve sheet 

resistance of 1 /sq. However, with conventional DMD structure with Ag film thickness of 40nm 

would have over 60% of average reflectance and slightly over 20% of transmittance, which would 

be too opaque for it to serve as a transparent conductor. 1-D MDPC structure can be used to 

significantly increase the transmittance of this optical stack. 1-D MDPC consists of alternating 

layers of metal and dielectric layers where the periodicity of these alternating layers creates a 

photonic bandgap for a light propagating through it. In this case, I will use thin Ag film for the 

metal layer and transparent conductive oxide like aluminum-doped zinc oxide (AZO – 3:97 = 

AlOx:ZnOx ratio) as a dielectric layer to ensure both high transmittance and conductivity. In 

visible wavelength range, Ag has a index value close to 0 and AZO has index value near 2. The 

alternating layers of this low and high index contrast can produce a photonic bandgap with a stop 

band in the visible region. These 1-D MDPCs have photonic properties in the transmission mode 

where the change of the displacement field of the first and second band by the inserted Ag layers 

results in the extension of bandwidth, while interference can enhance the transmission in visible 

400 500 600 700
0.0

0.2

0.4

0.6

0.8

1.0
T

ra
n

s
m

it
ta

n
c

e

Wavelength (nm)

 8nm

 11nm

 14nm

 16nm

 20nm

 25nm

 30nm

 40nm

10 20 30 40
0

20

40

60

80

100

 

 

T
A

V
E
, 
R

A
V

E
, 

Y
%

 (
%

)

Ag thickness (nm)

 T
AVE

 R
AVE

 Y%

(a) (b)



 

 97 

spectra [112]. In specific, the structure of 1-D MDPC is shown in Figure 4.12a. Transmittance 

spectra for 1-D MDPC with varying number of Ag layers inside the structure was calculated while 

maintaining the total Ag thickness to be 40 nm for each structure. The number of Ag layer was 

varied from having just one layer sandwiched by AZO layers up to 4 layers of Ag layer each 

sandwiched by AZO layers. The resulting average transmittance (Tave %) value in the visible range 

and Y% are plotted in Figure 4.12b. As the number of Ag layers inside increases, the Tave % and 

Y% increases up to 53% and 67.7%, respectively. Compared with having just one Ag layer of 

40nm in thickness, when having 4 layers of 10 nm of Ag film shows significant improvement in 

the transmission in visible wavelength range. Not only the transmittance, but also the bandwidth 

throughout the visible range is broadened as the number of the layer increases. This 1-D MDPC 

strategy should provide a guideline for improving transmittance of a transparent conductor that 

requires extremely low sheet resistance. 
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Figure 4.12 (a) Schematic of Ag-AZO based 1-D MDPC structure. (b) Average T% and Y% with 

respect to the number of Ag layers used in the 1-D MDPC where total thickness of Ag used in 

each case is fixed to 40nm. (c) Transmittance spectra of 1-D MDPC with varying number of Ag 

layer thickness. 

 

4.5.2 Colored-Transparent Antenna 

This 1-D MDPC is not limited to transparent interconnect for high density transparent 

display application but can be used to design semi-transparent antennas. Metal films can be 

patterned to configure resistance and capacitance to form antennas. Moreover, having a colored 

antenna to tailor transmission and reflection light spectrum through the film can be useful for 

aesthetic purposes. Such low-resistance FTC can be tuned to transmit only a desired wavelength 

at optical frequency. As shown in Figure 4.13, 1-D MDPC consisting of alternating layers of TiO2 

and Ag can be tuned simply by adjusting the thickness of each layers to transmit blue, green, or 

red spectrum. The color at which this stack appears becomes very sensitive to the environment 

(depending on how much of intensity difference between T and R). Depending on the purpose, 

such a trait can be found quite interesting. 
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Figure 4.13 Low resistance 1-D MDPC transparent conductor with tunable property. By adjusting 

the metal and dielectric thickness, the stack can be designed to show bandpass filter properties at 

(a) blue, (b) green, and (c) red wavelength. Corresponding film-side transmission (Tf) and 

reflection (Rf) color calculated from the spectral curves are shown to illustrate the color of stack. 

 

 

4.6 DMD for Highly Efficient OLED 

 One important aspect of designing DMD as a TC for OLED is to design layers so that it is 

optimized in terms of maximizing transmittance (T%) under the presence of OLED stack structure. 

However, research on TC so far focused on maximizing T of itself freestanding on a substrate. It 

is very likely that the optically optimum point of freestanding TC can be different from that of TC 

placed under OLED stack structure. To verify this, transfer-matrix method (TMM) calculation was 

performed for DMD-substrate structure when placed in air-air medium, organic-air medium, and 

organic-substrate medium as shown in 2D map of Figure 4.14a, b, and c, respectively. OLED 

structure of Figure 4.6a was considered for the calculation. For DMD, top and bottom ITO 

dielectric’s thickness indicated as T1 and T2 were varied from 0 to 90 nm while fixing Cu-Ag 
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thickness as 8 nm. For the case with TC inserted inside the OLED device configuration as in Figure 

4.14b and c TAPC thickness was fixed to 40nm. Considering freestanding DMD-substrate in air 

medium, the 2D map shows that the optimum top and bottom ITO dielectric thickness that gives 

highest T% at green wavelength (430-630nm) is T1 = 41.8 nm and T2 = 51.8 nm. However, when 

this TC is interfaced with the emission layer and HTL layer, the optimum thickness that gives 

maximum T% shifts to T1 = 38.6 nm and T2 = 37.7 nm. In practice, scatterer or microlense [113] 

are used at the interface of the substrate to extract the light that is trapped at the substrate thereby 

maximizing the overall light extraction. Considering this aspect, TMM simulation for the case of 

excluding light trapping at the substrate was conducted by setting bottom medium as an index 

matching medium with the substrate as shown in Figure 4.14c. For this case of having top medium 

as organic layer and bottom medium as medium with same index as the substrate, the optimum 

point resides at T1 = 39.0 nm and T2 = 38.1 nm. These results indicate that the DMD based TC for 

OLED application needs to be optimized not for itself but needs to consider entire device stack as 

a whole in achieving maximum T%. 

 

 

Figure 4.14 Average T% of DMD under (a) air-air medium (b) organic-air medium, and (c) 

organic-substrate medium. 
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are also plotted in dotted lines. The measured electrical sheet resistance of DMD and ITO are 12.8 

and 10.0 /sq, respectively. One argument which may weaken the metal-based TC over 

counterparts is that metal films are usually very reflective and so reflection gets aggravated 

especially at a large angle of incidence. To verify this point, TMM calculation for angle of 

incidence range from 0 to 80° was calculated for ITO and DMD as shown in Figure 4.3b. 

Surprisingly, simulation results show that metal-based DMD TC shows lower R intensity 

compared to ITO even up to 80° angle of incidence. This can be understood in context of top and 

bottom dielectric layers serving as anti-reflective coating layers which induce destructive 

interference for reflectance intensity. 

 

 

Figure 4.15 (a) Simulated/measured T and R of ITO and DMD. (b) R as a function of angle of 

incidence. 

 

To demonstrate the DMD as FTC for OLED, device was fabricated with using ITO or 

DMD as an anode. Figure 4.16a shows current density (J) versus EQE plot for ITO and DMD 

device with and without using IMF in between the substrate and the detector. Without using the 

index matching fluid which is only considering light intensity in the air mode, ITO and DMD 

device shows EQE of 15.5% and 13.8%, respectively.  
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Figure 4.16 (a) External quantum efficiency (EQE) and (b) current density-voltage (J-V) 

characteristics of ITO and DMD devices with and without index-matching fluid (IMF). (c) DMD 

device on flexible substrate after bending with 2mm bending radius. 

 

 However, when accounting for both air mode and glass mode by using IMF, DMD device 

shows 40.2% whereas ITO device shows 32.7% of EQE. This is attributed to the better light 

outcoupling by using DMD. This is owing to the intrinsic property of the Ag film as discussed in 

Chapter 4. J-V curve is plotted in Figure 4.16b where it shows an overlap with ITO device. This 

indicates that using DMD as anode does not negatively affect the hole injection property. Figure 

4.16c shows the DMD device fabricated on a PET substrate in operation under bending radius of 

2mm showing excellent flexibility of DMD as FTC.  

 According to the simulation in Figure 4.15b, metal-based DMD does not necessarily show 

higher reflection at a higher angle of incidence owing to the top and bottom anti-reflective coating. 

To experimentally verify this point, angle dependent electroluminescence (EL) spectral data was 

collected for ITO and DMD device as shown in Figure 4.17a. First, as the angle was varied from 

0 to 50°, the intensity of the spectrum decreased with increasing angle of incidence but there was 

no observable change in the spectral shape of EL. As it is desirable for light emitting device for 

display application to maintain same color with respect to viewing angle, the result signifies that 

DMD TC is a promising candidate for OLED for display application. Figure 4.17b shows the 
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angular emission profile of ITO device and DMD device where black line shows the Lambertian 

profile. Although both the devices show very similar profile, the one with DMD is slightly closer 

to the Lambertian shape which makes DMD a strong candidate to replace ITO for FTC application. 

 

Figure 4.17 (a) Angle-dependent EL analysis and (b) polar radiation pattern of ITO and DMD 

device. 

 

 Finally, for display application, each pixel should have blue and red light emitting device 

(LED) as well. Depending on the emission wavelength, DMD can be optimized so that it shows 

the best transmittance at a target wavelength. For example, DMD for blue and red LED can be 

optimized as shown in Figure 4.18a and b, respectively. These simulations were conducted for the 

case of DMD-substrate placed in the air medium instead of in the OLED for a potential exclusion 

of difference coming from difference in emission / HTL layers. Figure 4.18c shows the comparison 

of DMD spectrum optimized for green, blue, and red emission range, where by changing the top 

and bottom dielectric thickness, resonance of destructive interference for reflection spectrum can 

be tuned at a visible wavelength range. This clearly shows the versatility of DMD as a FTC for 

maximizing transmittance at a target emission wavelength. 
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Figure 4.18 2D map of DMD optimization for (a) blue and (b) red emission. (c) T and R spectrum 

for DMD optimized for green, blue, and red emission. 

 

 

4.7 Stability of transparent conductor 

4.7.1 Stability Issue of Ag-based Transparent Conductor 

 Stability of metal-based transparent conductor is a fundamental issue that needs to be 

overcome for its commercialization. Silver (Ag) is known to have poor stability under ambient 

condition. Stability issue in this case includes oxidation of Ag atoms, tarnishing of the surface due 

to sulfide [114], or migration of the atoms or dopants over time or at elevated temperature 

condition. These issues are aggravated when the film size is reduced to a thin film regime where 

the surface boundary plays a crucial role and the recrystallization temperature is reduced. Also, 

introduction of humidity may accelerate oxidation reaction of Ag atoms which can lead to potential 

failure of the device as a transparent conductor application. Methods to enhance Ag film’s stability 

under harsh environment condition (i.e. high humidity or high temperature) will be introduced. 

Also, electrochemical impedance spectroscopy will be used to evaluate the dielectric’s passivation 

property under wet condition. 
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4.7.2 NiCr for Ag Atom Diffusion Barrier and Self-Assembled-Monolayer (SAM) for Humidity 

Resistance 

 In practice, transparent conductors should withstand harsh environmental conditions like 

highly humid and high temperature conditions. Under such condition, what is not easily observed 

in Ag-film at ambient condition can be pronounced at this accelerated condition. For example, 

grain boundaries in Ag film contain sufficient stored energy in the form of stress, large areas of 

grain boundaries with high concentration of vacancies, lattice defects and chemical free energy. 

Diffusion of Ag atoms through grain boundaries can happen at a room temperature due to the large 

energy stored in these boundaries. This can be significantly accelerated at a high temperature 

condition. Ag atoms migration could result in agglomeration of Ag into particles making film 

discontinuous and make the film electrically insulating. Barrier materials can be used to prevent 

metal atoms from migration. Careful choice of this material is needed so that optical transparency 

of the layer is not significantly compromised. In this section, NiCr (80:20 wt%) metal film is used 

as a barrier layer to prevent Ag from agglomeration. Widely used barrier materials like NiCr is 

known to act as a good adhesion layer to any substrate meaning that it can form a continuous film 

even at extremely thin film. Figure 4.19 shows the effectiveness of having 1.5 nm of NiCr on top 

of Cu-Ag in preventing Ag agglomeration at high temperature. After annealing of Cu-Ag film at 

450 °C, the film no longer becomes continuous and agglomerates to form clusters of Ag particles 

as shown in Figure 4.19c. While the initial film shows 12.55 /sq, the RS is unmeasurable after 

annealing due to discontinuous film behavior. As shown in Figure 4.19d, non-uniformity in the 

film can be clearly indicated by visual inspection. On the other hand, having 1.5 nm of NiCr layer 

on top of Cu-Ag film keeps the film continuous inhibiting the Ag from agglomeration. The value 

of RS changes from 14.24 to 17.60 /sq after annealing, maintaining its integrity as a conductor.  
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Figure 4.19 (a) and (e) are film stack schematic of Cu-Ag and Cu-Ag-NiCr film, respectively. 

Top-down SEM image of film surface before ((b) and (f)) and after ((c) and (g)) annealing of Cu-

Ag film and Cu-Ag-NiCr film, respectively. (d) and (h) are photograph of sample surface after 

annealing of Cu-Ag and Cu-Ag-NiCr film, respectively. 

 

 Next, these films were put into the humidity chamber to test the stability. Under the present 

of humidity which could act as an electrolyte, silver can get ionized in which the mobility of silver 

is facilitated. Such reaction can result in dissolution of silver atoms or turns into an agglomeration 

of silver particles. The chamber condition was put at 80 °C with relative humidity of 85% where 

sample’s change in resistance (RS) was monitored over span of time as shown in Figure 4.20a. 

As a result, Cu-Ag showed over 20% in RS after 60 hrs in the chamber. On the other hand, Cu-

Ag film with 1.5 nm of NiCr layer shows less than 20% of RS after 170 hr in the humidity 

chamber. This may be explained in terms of two aspects. First, NiCr is acting as a thin layer 

preventing the moisture from entering the underlying Ag film, leading to a failure in the film. Even 

if there exist a non-uniformity in the NiCr film and so humidity can interface with underlying Ag 

film, NiCr layer still acts as a blocking layer to prevent majority of Ag atom from agglomeration 
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due to humidity. Second, NiCr has higher oxidation potential than Ag meaning that when two 

materials are present under humidity condition, oxidation process is likely to happen at NiCr and 

reduction process at Ag. If ionization of Ag into Ag+ is suppressed, then the migration of Ag atom 

can be suppressed despite the existence of humidity. 

 

 

Figure 4.20 (a) Humidity cycle test result and (b) oxidation effect of NiCr layer on transmittance. 

 

Despite NiCr film’s effectiveness in increasing Ag film’s stability, it has a significant optical loss 

as it absorbs light. As shown in Figure 4.20b, even 1.5 nm of NiCr layer can significantly decrease 

the transmittance at a visible wavelength range. For this reason, partial oxidation method was used 

to partially oxidize the surface of NiCr film into NiCrOx to minimize the loss while maintaining 

the electrical property as too thick of an oxidation layer could increase the electrical resistance. 

For oxidation process, Cu-Ag-NiCr film was put into plasma chamber with oxygen flow of 100 

sccm and RF power of 800W, with a substrate temperature of 60°C for 120 seconds. Then the 

sample was put on 200°C hot plate for 10min to oxidize the surface. As a result of this, the 

transmittance is recovered to a level very close to the original Cu-Ag film. RS value slightly 

decreased as shown in the inset of Figure 4.20b after this partial oxidation step which is likely 

attributed to the reduced resistivity of Ag film by annealing at high temperature. This approach of 
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increasing the stability can be readily applied to the PVD system along with the transparent 

conductor fabrication process with just additional NiCr sputtered target source.  

A more innovative approach would be to use thiol-based self-assembled monolayer (SAM) 

to passivate the Ag film surface. It is known that thiol compound adhere onto the Ag surface where 

anions provided from this compound can stabilize Ag ions despite the presence of electrolyte 

condition [115]. Such a monolayer of coating on Ag film is known to be effective in anti-corrosion 

of Ag film [116] while it has negligible impact on the optical property of Ag film unlike NiCr 

layer. Here, thiol-based 1-Hexadecanethiol (HT) and 1-Dedecanethiol (DT) were chosen as a SAM 

layer to passivate the surface of Cu-Ag film. For HT treatment, Cu-Ag film was immersed in 

0.15M of HT in IPA solution for 1 hour. For DT treatment, Cu-Ag film was immersed in 0.01M 

of DT in ethanol-based solution for 30 minutes. Then, these samples were immersed in DI water 

to observe the resistance change (R) over time as shown in Figure 4.21. For the film without any 

SAM, R rapidly increased after 20 hrs of immersion and eventually became discontinuous at 23 

hrs. The resulting microscope image of this film is shown in the inset figure. On the other hand, 

HT or DT coated Cu-Ag sample showed no change in resistance even after 240 hours. Visual 

inspection of the sample surface showed no sign of degradation even at any localized spot. Further 

verification of SAM formation on Ag film will be verified in the next section but this simple 

experiment demonstrates the how effectively thiol-based SAM can stabilize Cu-Ag film.  
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Figure 4.21 Change in R of SAM coated Cu-Ag film under DI water immersion test. 

 

4.7.3 Electrochemical Evaluation of Passivation Dielectric Layer 

 Electrochemical analysis can be used as a tool to analyze the microscopic interface between 

the film and the electrolyte. Impedance spectroscopy can give frequency dependent response of 

the charge transfer process that is happening at this interface. As the degradation of Ag film is 

accompanied by the charge transfer process, impedance measure can be used to quantify this 

process. Also, polarization curve measurement can give information on the corrosion behavior of 

the film. In this sub-section, potentiostat and frequency response analyzer is used to quantify the 

efficacy of dielectric or SAM as a passivation layer in preventing Ag corrosion under salt-water 

condition. Schematic of the experiment is shown in Figure 4.22a where Ag coated with passivation 

layer is used as a working electrode (WE) where epoxy is used to define the active area exposed 

to the 0.51M NaCl solution. Ag/AgCl or Saturated Caromel Electrode (SCE) was used as a 

reference electrode (REF) and sufficiently large size (1 cm x 2 cm) of platinum mesh was used as 

a counter electrode (CE). Equivalent circuit model of having metal film coated with dielectric 
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coating is shown in Figure 4.22b where description of each elements are described in the figure as 

well. 

 

Figure 4.22 (a) Schematic of experiment for analyzing passivation of Ag film. (b) Equivalent 

circuit of Ag-film with passivation dielectric immersed in electrolyte solution. 

 

 Impedance analysis measures the change in the output impedance (Z) response when small 

perturbation of alternating current (AC) signal is given as an input. In this measurement, input AC 

voltage amplitude of 10 mV was used and the frequency f was swept from 10 Hz up to 100 kHz. 

Before each measurement, the working electrode cell was immersed in the solution until the open 

circuit potential (OCP) is stabilized so that OCP is within 10 mV for a span of 5 min. From this 

impedance measurement, both Nyquist plot and bode plot can be obtained. Nyquist plot is 

composed of real and imaginary part of Z value where the 4-th quadrant region represents the 

capacitive behavior of the reaction in cell. Although frequency dependence is not so obvious in 

this plot, the capacitive and resistive nature of charge transport reaction is obvious at a glance. For 
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a typical electrochemical cell consisting of parallel R-C element is shown as a semi-circle in 

Nyquist plot. Figure 4.23a shows the change in the Nyquist plot of 30 nm ITO coated-CuAg sample 

inside the NaCl solution during 0 to 2 hrs of immersion time. Initially, the arc has a large radius of 

curvature indicating that the coating resistance (Rcoat) is large for a given coating capacitance 

(Ccoat) meaning the semi-circle has large radius. As the sample is more exposed inside the NaCl 

solution, the electrolyte infiltrates deeper through the ITO then interfaces with the underlying Cu-

Ag film causing charge transfer reactions to happen in which corrosion resistance (Rcorr) and 

double layer capacitance (Cdl) starts to take place. This results in the overall reduced impedance 

of the electrochemical reaction between the metal film and the electrolyte. During this process, 

dissolution or agglomeration of Cu-Ag film can induce the ITO film peeling off, which is shown 

in the inset figure. Bode plot, which is also a popular method plots the magnitude and phase of Z 

as a function of frequency. This plot gives frequency information of the equivalent circuit and is 

suitable to analyze the electrochemical elements that have frequency dependent components. For 

the same example, Bode plot of magnitude and phase curve is plotted in Figure 4.23b and c, 

respectively.  
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Figure 4.23 (a) Nyquist plot and (b) amplitude and (c) phase of Bode plot as a function of 

frequency for 30nm ITO-coated Cu-Ag film sample immersed under 0.51M NaCl for different 

time period. 

 

Table 4.2 Types of passivation dielectrics used for experiment. 

Passivation Dielectric Deposition Method Thickness [nm] 

Al2O3 PVD: E-beam evaporation 26.8 

ITO PVD: Sputter 31.0 

Si3N4 PECVD 29.5 

Polymer IIR 4% Spin coating 1500 

 

 Various types of dielectric layers were then evaluated to compare passivation effect where 

each of dielectric’s thickness and deposition methods are described in Table 4.2. Impedance 

measurement and the parameters for each element are extracted for each sample as shown in Figure 

4.24. Figure 4.24a and b shows bode plot of dielectric layers described in Table 4.2 immersed in 

NaCl solution after stabilization. The magnitude |Z| (Figure 4.24a) at low frequency can indicate 

how well the passivation coating “impedes” the electrolyte penetration through the dielectric layer. 
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From this result, it shows efficacy in the order of IIR 4% > SiN > AlOx > ITO. As IIR 4% has a 

thickness 50 times thicker than other inorganic dielectrics, IIR 4% is anticipated to show the best 

passivation efficacy. Also, as PECVD is anticipated to show denser film than PVD, SiN shows 

better result than ITO or AlOx deposited by PVD. The phase diagram in Figure 4.24b is as a result 

of rather a complicated mixture of R and C components so direct analysis is not easy but it can be 

understood that if passivation coating is acting as an ideal layer, it would have theta difference of 

90o throughout the frequency range. Figure 4.24c shows the Rs (solution resistance) and Rcoat for 

each dielectrics. Rs value is the x-intercept in the Nyquist plot indicating resistance at high 

frequency in which electrical series resistance or electrolyte solution resistance may take part in 

this. As same Cu-Ag film and electrolyte was used, it should show very similar values. Rcoat 

indicates the ion’s resistance in penetrating through the dielectric layer. For ideal dielectric coating, 

this value should have value close to infinity. The trend of Rcoat for each coating are in line with 

the Bode plot’s magnitude in the order of IIR 4% > SiN > AlOx > ITO.  

 

 

Figure 4.24 (a) Bode plot’s Z magnitude, (b) phase, and (c) extracted Rs and Rcoat for various 

dielectric layers after 0 hrs of immersion in NaCl. (d) change in Ccoat as a function of immersion 

time in NaCl. 
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 For a non-ideal (i.e. surface roughness) electrochemical capacitance, constant phase 

element (CPE) is used where its impedance is defined as: 

Z =  
1

𝑄 ∙(𝑗 ∙𝑤)𝑝
      (4.11) 

where Q is frequency independent impedance value, w is angular frequency, and p is ideality 

factor. With extracted Rcoat, physically relevant Ccoat can be extracted based on the following 

equation: 

C =  
(𝑄 ∙𝑅𝑐𝑜𝑎𝑡)

1/𝑃

𝑅𝑐𝑜𝑎𝑡
     (4.12) 

Generally, when passivation coating degrades, it is accompanied by an increase in the surface area 

due to increase in the electrolyte infiltrating through the pores which gets reflected as a 

capacitance. However, at the same time if underlying Cu-Ag gets dissolved, then coating dielectric 

can get delaminated which reduces the active area therefore decrease in the capacitance. In such 

instance, the fractal dimension D given as D = (1+p)/p, which is a measure of the degree of how 

contorted the surface can indicate whether surface roughening is occurring. For ideal smooth 

surface, p = 1 and so D = 2. Based on above principle, Ccoat values were extracted over a period 

immersion hours. Then the change in capacitance Ccoat and corresponding D is plotted over 

immersion time as shown in Figure 4.24d. As shown, ITO shows a significant reduction of Ccoat 

and increase in D value meaning both the delamination of the coating as well as the roughening of 

the surface is happening at the same time. PVD deposited AlOx shows increase in the Ccoat after 

1 hr of immersion but then starts to decrease. This indicates that up to 1 hr, the coated layer 

increased surface area due to roughening of the surface. However, when past 2 hrs of immersion, 

the delamination of the coated dielectric also started happening. SiN and IIR 4% coatings, on the 

other hand, shows very robust behavior even after 2 hrs of immersion in NaCl solution, which is 
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a harsh condition for ordinary electronic components to withstand. To further verify that the 

capacitance value extracted from the impedance measurement is in the order of physically 

reasonable range, capacitance value was calculated from considering the dimension and the 

permittivity assuming ideal parallel capacitor model. The calculated values are shown in Table 

4.3. Except for ITO, extracted Ccoat values agree well with the calculated values. For the case 

with ITO, this large discrepancy could be because of the film already undergoing degradation 

during the process of 30 min of stabilization. 

 

Table 4.3 Comparison table of calculated and extracted Ccoat. 

 
 

 As discussed in the previous section, coating of SAM on Cu-Ag surface is a powerful 

method to increase the stability of the film. In this section, polarization curve and impedance 

measurement is performed for Cu-Ag film coated with 1-dodecanethiol as a SAM layer. 

Polarization curve is widely used in corrosion industry to extract the corrosion rate of a material 

under certain electrolyte environment. Detailed discussion of this subject will not be discussed in 

here and only a brief explanation of the technique is sufficient in this scope of thesis. In brief, it 

scans through a very narrow voltage range (±20mV) near the corrosion potential (Ecorr) and study 

the anodic and cathodic current with a slow scan rate. By plotting this in a E vs log (I) Tafel plot, 

Dielectric Area [cm2] Thickness [nm]  0

Ccoat [F]

Calculated Extracted

Al2O3 0.38 26.8 8.5 1.1e-7 1.2e-7

ITO 0.40 31.0 3.3 3.8e-8 6.1e-7

Si3N4 0.17 29.5 6.2 3.2e-8 4.0e-8

IIR 4% 0.47 1500 3.5 9.7e-10 7.0e-10

C = 
𝜀𝑟 𝜀0 𝐴

𝑡 C =
( 0 ∗ 𝑅)

(
1
𝑝)

𝑅
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anodic (a) and cathodic (c) exponent can be extracted from the Tafel slope by using the Butler-

Volmer equation given as: 

𝐼 = 𝐼𝑐𝑜𝑟𝑟 ∗  (exp (
𝐸−𝐸𝑐𝑜𝑟𝑟

𝛽𝑎
) + exp (−

𝐸−𝐸𝑐𝑜𝑟𝑟

𝛽𝑐
))   (4.13) 

where Icorr is the corrosion current. Corrosion rate MPY (mils per year) can be calculated from this 

using: 

𝑀𝑃𝑌 =
𝐼𝑐𝑜𝑟𝑟 (𝐴/𝑐𝑚2) ∙𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑊𝑒𝑖𝑔ℎ𝑡 (𝑔/𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡) ∙393.7(𝑚𝑖𝑙𝑠/𝑐𝑚)

𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝑔/𝑐𝑚3) ∙96500(𝑐𝑜𝑢𝑙𝑜𝑚𝑏/𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡)
  (4.14) 

Figure 4.25a shows the polarization curve of bare Cu-Ag and Cu-Ag with SAM coated sample 

inside 0.51M of NaCl electrolyte solution. The voltage was scanned at a rate of 0.5 mV/sec. With 

respect to Ecorr where anodic and cathodic current are at balance, right side of the potential indicates 

anodic reaction and left side a cathodic reaction. Cu-Ag film with SAM shows significantly 

suppressed anodic and cathodic current compared to that with bare Cu-Ag film. Slight shift in the 

Ecorr to more positive potential is shown for SAM treated Cu-Ag film, which is usually an 

indication of the passivation of electrode surface[117]. Using CView from Scribner Associates, 

Inc. corrosion parameters were calculated using FIT AutoTafel option by selecting only the data 

points in the potential range of ±20mV with respect to Ecorr, in which these parameters are 

summarized in Table 4.4. It is evident that parameters like I0, a, and c have been suppressed by 

at least two-fold after SAM treatment indicating effective suppression of corrosion reaction. 

Calculating the corrosion rate as given in eq 4.14 gives 2.29×10-10 for Cu-Ag and 1.14×10-10 

mils/year for Cu-Ag with SAM indicating two-fold decrease in the corrosion rate.  
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Figure 4.25 (a) Polarization curve and (b) Nyquist plot of Cu-Ag film without and with SAM 

treatment. 

 

 Figure 4.25b shows the Nyquist plot for Cu-Ag film with and without SAM treatment 

where large semi-circle radius is observed for the film with SAM. This is a direct evidence that 

the magnitude of the impedance value impeding the corrosion behavior is greatly increased with a 

SAM coating. This also shows a direct evidence of successful formation of SAM layer on a Cu-

Ag film. 

 

Table 4.4 Corrosion parameters extracted from polarization curve of Cu-Ag and Cu-Ag-SAM. 
 Cu-Ag Cu-Ag - SAM 

E0 (V) w.r.t. NHE 0.196 0.206 

I0 (A/cm2) 1.24e-8 6.20 e-9 

Ba (mV/dec) 29.0 63.9 

Bc (mV/dec) 33.2 154.9 

Corrosion Rate (MPY) 2.29e-10 1.14e-10 

 

 Stability of dielectric coatings deposited by various deposition methods were evaluated by 

using electrochemical impedance spectroscopy analysis. Each coating’s resistance to the corrosion 

of underlying Cu-Ag film and the coating capacitance values were quantified by extracting 
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parameters from the Nyquist plot. Evolution of change in capacitance value indicates the coating’s 

degradation under immersion in NaCl solution. Also, using polarization curve and Nyquist plot, 

effect of SAM treatment on suppressing the corrosion of Cu-Ag film is evaluated. This metrology 

can be used as a method to better quantify and evaluate the stability of a metal-based transparent 

conductor and gives a guideline on choosing suitable top dielectric layer that could passivate Cu-

Ag film from any environmental degradation. 

 

4.8 Conclusion 

Optical property of metal-film based transparent can be significantly enhanced by 

engineering anti-reflective coatings via DMD structure. Also, careful selection of such optical 

stack can greatly minimize color contrast issue while not compromising transmission, which is a 

crucial factor in DMD based FTC for touch panel application. Further expanding metal-dielectric 

structures into a photonic crystal structure allows us to achieve low resistance FTC in which the 

stack can be tuned not only to maximize visible transmittance but also to selectively filter desired 

wavelength range. Also, the design guideline of DMD as a transparent anode for OLED was 

suggested and DMD-based OLED was fabricated, which exhibited high light extraction efficiency 

with excellent mechanical flexibility. Finally, methods to enhance the durability of metal-film 

based FTC was suggested and electrochemical metrologies were used to quantify the degradation 

process of metal-based FTCs. 
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Chapter 5 Thin Film-Based Photodetector 

for Optical Fingerprint Sensor 

 

5.1 Introduction 

 Embedding fingerprint sensor into the display pixel is a technology roadmap that display 

industry is pursuing (Figure 5.1). This enables the displays in mobile phones to dominate the form 

factor allowing end-users to fully immerse in the display. The practicality of in-cell fingerprint 

sensor depends on the cost, compatibility, and its readiness in terms of integration into the 

conventional display manufacturing process. Three major sensing schemes being considered in the 

industry are using capacitive, ultrasonic, or optical methods. Among these, optical sensing via 

photodetector is considered as the most practical solution due to its low cost, good compatibility 

with display process, and easy material integration. As the display technology is heading toward 

flexible display, this urge photodetector components including its transparent electrode to be 

mechanically flexible and its process to be compatible with the flexible substrate.  
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Figure 5.1 Technology roadmap of fingerprint sensor in display technology. 

 

The application of ultrathin Ag film as a flexible transparent conductor is not limited to 

organic light emitting diodes (OLED) as discussed in the last chapter but can be widely used in 

photodiodes for flexible display technology. In this chapter, I focus on a heterojunction type of 

photodiode sensor that enables in-display (in-cell) optical sensor for fingerprint detection. The 

heterojunction photodiode is composed of active layer sandwiched by carrier transporting layers 

each with contacts in which one side needs to be transparent. Here, amorphous silicon (a-Si) was 

used as a photo-absorbing active layer with using metal-oxides as electron and hole transporting 

layers. Such a-Si based heterojunction photodiode is advantageous over conventional silicon-

based p-n or p-i-n homo-junction photodiodes because it can accommodate wide range of photo-

active materials including inorganic or organics. With a careful choice of the active layer, all the 

process can be done at a room temperature showing excellent process compatibility with flexible 

substrates. Moreover, as the basic device structure is similar to the OLED structure, replacing 

active region to organic material allows for monolithic integration of light emitting component and 

photo sensing component at a single display pixel area. As both components require transparent 

Source: Isorg company
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conductor to either transmit or receive light, ultrathin Ag film-based transparent conductor can be 

used for these devices. Excellent process compatibility of ultrathin Ag film-based technology 

makes it a great choice for display device application.  

 In this chapter, I will focus on developing thin film-based heterojunction photodiode 

including the transparent electrode component to enable optical sensing using low temperature 

process. In specific, first part of the chapter will discuss on the issue of leakage current at reverse 

bias and suggest a way to solve the problem. The uniqueness of my contribution to this work is in 

using the device simulation software to verify the dominant leakage path in the device and engineer 

the device to suppress leakage current. The optoelectronic characteristic of the heterojunction 

photodiode is simulated using SILVACO to identify the issue and alter the film deposition 

condition to improve the device condition. Then, the problem arising from patterning photodiode 

into an array for fingerprint detection will be discussed and finding the origin of suppressing the 

leakage path in the array of patterned devices will be dealt. Then, more than 20,000 photodiodes 

are integrated on a thin-film-transistor (TFT) circuitry to test the actual fingerprint detection, in 

which the TFT circuitry and fingerprint detection methods were provided from the funding 

sponsor. Finally, Cu-Ag film is used as a transparent anode for the photodiode array to demonstrate 

its feasibility for photodiode application. 

 

5.2 Leakage in a-Si Heterojunction Photodiode Device 

 Thin film-based heterojunction photodiode is composed of a 10/60 nm of Mo/Al as 

cathode, 50 nm of TiO2 as electron transporting layer (ETL), varying thickness of a-Si as photo-

absorbing active layer, 40 nm of MoOx as hole transporting layer (HTL), and ITO as transparent 

anode (Figure 5.2a) on a substrate. The device is illuminated from the top (top illumination device) 
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and so the light enters the device through the transparent electrode. The device layers excluding 

the photo-absorbing layer were all optimized to show maximum external quantum efficiency 

(EQE) although not much emphasis will be put onto this topic. Instead, logic of determining the 

thickness of the active layer will be discussed in detail.  

 

 

Figure 5.2 (a) Device structure of top illumination-type a-Si thin film heterojunction photodiode 

structure. (b) Current-voltage characteristic of conventional a-Si photodiode device under dark or 

light illumination. (c) Energy level of a-Si heterojunction photodiode with possible leakage paths 

marked in red arrows. 

 

Especially for its use in fingerprint sensing where single light source with fixed wavelength 

is used, the key specification narrows down to low dark current at reverse bias and high EQE at 

low light intensity (due to the configuration of the in-pixel optical sensing). Especially when 

embedding the device with the pixel read-out circuitry, suppressed leakage especially at large 

negative voltage can be beneficial.  

One major problem with heterojunction-type photodiode is that there are multiple current 

leakage paths owing to the existence of multiple interfaces at each junction. For this reason, initial 

performance of the device (a-Si layer thickness of 300 nm) showed high reverse current at dark 

state as shown in Figure 5.2b. Especially for a voltage of -4V or below, the dark current increases 
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to a level comparable to the photocurrent (excitation source of 460 nm blue led was used). For a 

proper sensing operation of the photodiode device, the difference between the dark and light 

response should be at least few orders of magnitude higher. Despite, this ratio depends on the light 

intensity, ideal photodiode would need extremely low dark current level at reverse bias voltage. 

Few possible paths of leakage are possible. Indicated as red arrows in Figure 5.2c, multiple leakage 

path of electrons directly from ITO anode to the Al/Mo cathode can take place. Although 

specifically identifying each current path may be challenging in practice, device simulation 

software can be used to simulate the factors that can lead to the verification of the dominant paths.  

First, speculation of leakage current behavior with respect to the voltage in Figure 5.2b 

suggests that the leakage increases exponentially at a significant band bending state. At a severe 

band bending, band-to-band tunneling (BTBT) can become quite significant especially when there 

exists a significant density of traps within the bandgap of a semiconductor. Despite the existence 

of Schottky junction at a multiple interface in our structure, most of the voltage drop will occur at 

the a-Si layer as other junctions like ETL or HTL are usually heavily doped materials. Considering 

this aspect, tunneling via a-Si layer (corresponding to path 2, 3, 4 in Figure 5.2c) either as a form 

of direct BTBT or trap-assisted tunneling at the a-Si/ETL (or HTL) interface can be a dominant 

factor. Also, experimental/simulation result of varying ETL and HTL thickness did not impact the 

leakage current much, further supporting above argument. 

To test the impact of a-Si’s quality (defects & traps) on the leakage current, simulation was 

performed by putting defect into the a-Si layer. Material parameters of a-Si like bandgap, carrier 

lifetime, and mobility were taken from various literatures for the simulation [118, 119]. The 

refractive index of a-Si was extracted from the measured Ellipsometer for simulating optical 

response. Material parameters of ETL and HTL layers were chosen from literatures which the film 
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deposition condition was closest to ours [120, 121] which is a good approximation. For the case 

of inserting defect into the bandgap of a-Si, defect density was varied from 0 to 2e17 cm-3 for a 

single-energy donor and acceptor level traps. The energy level of donor trap was set to 0.8 eV 

above the valence band while that of acceptor trap was set to 0.8 eV below the conduction band. 

The commonly used acceptor and donor state profile of a-Si layer was also used to show the impact 

of trap level on the leakage current. Figure 5.3a shows that the leakage current increases as the 

defect density increases from 0 to 2e17 cm-3. Also, adding trap-assisted tunneling into the model 

further increased the leakage current. This trend signifies the importance of reverse current 

especially at a larger bias voltage. As putting each donor and acceptor energy level at a single 

energy level can be an over-simplification of the problem (despite significant advantage in terms 

of computation power and convergence of mesh), defect state profile resembling the actual a-Si 

was adopted for a comparison. Density of state (DOS) of defect profile consists of tail and bump 

states for both acceptor and donor states which is plotted in Figure 5.3b. With such DOS, the 

resulting reverse current at dark is also plotted in Figure 5.3a. It is evident that the defect in a-Si 

significantly impacts the leakage current. This points out that the suppression of the leakage current 

in our device is expected upon improving the quality of a-Si by passivating dangling bonds. 
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Figure 5.3 (a) Reverse dark current of a-Si heterojunction photodiode with varying trap density 

for both acceptor and donor traps. The result named “Actual” represents the donor and acceptor 

defect profiles resembling actual a-Si material used in the literature. (b) Density of state (DOS) 

profile as a function of energy level respect to the valence band edge of a-Si. Red curve represents 

acceptor state which includes tail and bump states and black cure represent donor state which also 

includes tail and bump states. This DOS was used for simulating “Actual” curve in (a). 

 

The defect in can be impacted by various deposition conditions like deposition rate, deposition 

temperatures, or radiofrequency (RF) power in the case of chemical vapor deposition (CVD) [122]. 

Also, passivating the dangling bonds of a-Si can significantly reduce the defect level within the 

bandgap of a-Si. Among such wide scanning range of parameter spaces, our process is limited in 

terms of the process temperature (< 230⁰C) which needs to be considered for the integration into 

underlying fingerprint sensing circuitry. Moreover, the defect density is kept minimal at a 

deposition temperature of 250⁰C which rapidly increase below and above this point [122]. 

Considering all these aspects, deposition condition was varied to find the optimum condition that 

gives lowest level of leakage current as shown in Table 5.1. Compared to the conventional 

deposition condition, both pressure and temperature were adjusted with adding extra hydrogen gas 

during the deposition to further passivate dangling bonds. Modified deposition condition resulted 

in faster deposition rate (1.2 ~ 1.4 nm/sec) compared to the conventional one (0.1 nm/sec). 

Table 5.1 Deposition condition of conventional and optimized a-Si material 

Sample Temperature (⁰C) Pressure (Torr) RF Power (W) SiH4:He:H2 (sccm) 

Convent. 260 1 25 45:4:0 

250⁰C (with H2) 250 3 30 60:478:22 

220⁰C (with H2) 220 3 30 60:478:22 
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Device was then fabricated for different a-Si layer deposition conditions while fixing a-Si 

thickness as 300 nm. Cathode, ETL, and a-Si layers were blank deposited without patterning while 

HTL and ITO was deposited by shadow mask to define the active region. The result of current-

voltage characteristic of dark and light response (100mW/cm2, 1 sun) of the device is shown in 

Figure 5.4. Compared to the conventional deposition condition, the modified condition with 

flowing H2 at 250⁰C showed significant reduction in the reverse bias current. As mentioned earlier, 

this can be understood in terms of the optimum deposition temperature to give lowest defect 

density in a-Si. Unfortunately, the process temperature is limited to below 230⁰C and so the 

deposition temperature of 220⁰C was also tested. Although not as remarkable as the 250⁰C, close 

to two-fold decrease in the reverse current at negative bias was observed for the device with a-Si 

deposited at 220⁰C. As a result, a-Si deposition condition at 220⁰C was selected for the optimum 

a-Si material deposition condition. 

 

 

Figure 5.4 Current-voltage characteristic of a-Si photodiodes with varying deposition conditions 

of a-Si layer (specified in Table 5.1) with and without light response.  
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5.3 Thickness Choice of a-Si Layer 

Next, optimum thickness of a-Si layer was selected based the simulation and verified by 

device fabrication and measurement. In specific, the photon-absorption rate and photogeneration 

rate of photodiode with a-Si thickness of 300 nm is plotted in Figure 5.5a. As the light in incident 

from the top anode, the photogeneration rate will peak at the HTL/a-Si interface. This is a great 

advantage because hole mobility in a-Si is significantly lower than that of electron. Therefore, 

populated concentration of holes near HTL interface can be extracted without significantly losing 

these photogenerated carriers. Also, plotted photon absorption rate also rapidly diminishes toward 

a-Si region closer to the ETL interface. By varying the a-Si layer thickness from 150 nm to 700 

nm, the photon absorption rate inside a-Si layer (with respect to the HTL interface) is plotted in 

Figure 5.5b. Considering photon absorption rate, 150 nm of a-Si may be insufficient in thickness 

to fully absorb the incoming photons. With a-Si’s thickness of 300 nm or thicker, the a-Si layer 

seems to be sufficient in absorbing the light. While having a thicker light absorbing layer seems 

beneficial in terms of light absorption, it can be limited by the electrical quality of the material in 

practice, in which all the details may not be expressed by simulator. For this reason, actual device 

with a-Si thickness of 150, 300, 500, and 700 nm were fabricated and tested. 

 
a-Si thickness direction from HTL interface (m)

MoOx a-Si TiO2anode Cathode

(a) (b)
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Figure 5.5 (a) Plot of photogeneration rate and photon absorption rate inside a-Si photodiode. (b) 

Plot of photon absorption rate as a function of a-Si thickness with respect to the HTL interface. 

The plot has an overlap of curves for varying a-Si thickness from 150 to 700 nm. 

 

 Figure 5.6a and b shows the simulated and measured current-voltage curve of a-Si 

photodiode with varying a-Si thickness, respectively. The light intensity of 50 lux was used for the 

measurement. In case of the simulation result, there is a clear thickness dependence on the leakage 

current. For 150 nm thick a-Si, the reverse bias current at dark rapidly increases for bias below -

1V. At a bias of -3V or below, reverse bias current converges to the photocurrent meaning that the 

current is no longer dominated by the photocurrent. Similar trend is observed in the measured data. 

In Figure 5.6b, the device with 150 nm thick a-Si shows clear trend of increase in leakage current 

as more negative bias voltage is applied. Such behavior is anticipated because of the larger electric 

field applied over the a-Si with reduced thickness. However, thicker a-Si is not necessarily 

beneficial in practice because as the measured 500 nm thick a-Si shows, the device starts to become 

too resistive. Although not plotted here, the 700 nm’s case was too resistive for the device to show 

any noticeable light response. Despite the benefit of suppressing reverse current at dark, increasing 

the film thickness too much will significantly deteriorate the electrical property of photodiode. 
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Figure 5.6 (a) Simulated and (b) measured dark and light response of a-Si photodiode with 

different a-Si thickness. 

 

Another important factor to consider in determining the thickness is the response speed of 

the photodiode. This is important for the fingerprint sensor because the light pulse is applied to the 

detector and its photocurrent is integrated over the duration of the pulse. For this reason, switching 

speed is determined by the capacitance of the device where having a small capacitance is 

advantageous considering the RC delay. As our photodiode is operating at a reverse bias, diffusion 

capacitance does not exist and only the depletion capacitance plays a role in determining the total 

capacitance of the device. As our a-Si is undoped, this layer can be assumed to be fully depleted 

with having most of the voltage drop across the a-Si layer. Therefore, the thickness of the a-Si will 

most likely determine the capacitance of the device where having a thicker layer is beneficial. As 

shown in Figure 5.7, capacitance of the simulated and measured devices both decreases as a-Si 

thickness increases. Also, at a-Si thickness of 150 nm, both simulated and measured capacitance 

values are comparable in terms of the magnitude. And yet, the measured capacitance is slightly 

lower than simulated one. As a-Si thickness further increases, the difference between the simulated 

and measured capacitance becomes even larger. This discrepancy may be due to the existence of 
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parasitic capacitance as well as the non-ideal capacitive behaviors of the deposited films. 

Considering all aspects mentioned above, a-Si thickness of 300 nm was chosen as an optimum 

thickness for photodiode device. 

 

 

Figure 5.7 (a) Simulated and (b) measured capacitance of a-Si photodiode with different a-Si 

thickness as a function of reverse bias voltage. Applied frequencies are indicated in the figures. 

 

5.4 Process Optimization to Suppress Leakage 

 For the integration of our a-Si heterojunction photodiode onto TFT panel, the device was 

patterned into 10 by 10 array of cells for the test. Unlike the un-patterned device where the active 

area was defined by using a shadow mask to selectively deposit HTL and ITO, patterned device 

consists of patterning of each layers. The current-voltage characteristics of un-patterned and 

patterned devices are shown in Figure 5.8a where the light excitation of 460 nm LED with 50 lux 

(~40 W/cm2). Despite all the material depositions were done simultaneously, stark difference in 

the current level was observed especially at dark. Unlike the un-patterned device, the patterned 

device showed significantly increased leakage current which is not suitable for the optical sensor 
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application. For better understanding of the possible difference between the two cases, cross-

sectional schematic was drawn for un-patterned and patterned devices as shown in Figure 5.8b and 

c, respectively. For un-patterned device, MoOx was deposited via thermal evaporation with 

shadow mask to define the active area. Immediately after this, ITO was deposited via DC 

sputtering. As sputtered films have better step coverage than evaporated films, direct contact of 

ITO with a-Si layer at the periphery of the pattern can occur. This will cause the leakage of electron 

flowing to the anode from the a-Si layer. In fact, we have observed a significant increase in reverse 

bias current at dark when the device is fabricated without MoOx HTL layer. As HTL layer also 

serves a purpose to not only transport holes but block electrons from the a-Si, the absence of 

electron blocker will result in increased current. This possible leakage path named as “Path 2” is 

indicated as red arrow in Figure 5.8b. For the patterned device, as MoOx and ITO are deposited in 

a same manner except for the patterning (pattern via photoresist with lift-off process), “Path 2” 

will still exist as well. Despite both devices share the same “Path 2”, the contribution of this edge 

effect may diminish as the active device area becomes larger compared to the edge. Therefore, I 

cannot neglect this “Path 2” in patterned device. Another possible additional leakage path is via 

silicon nitride (SiN) layer which is marked as “Path 1” in Figure 5.8c. Despite SiN (150 nm) is 

used to electrically passivate the array devices, limited process temperature of SiN deposition may 

result in leakage current from ITO to Al/Mo via SiN layer. In addition, as drawn in Figure 5.8c, 

the patterning of TiO2 and a-Si were all done at one step. The reason being not only to reduce the 

number of mask layer but also to account for the possible misalignment error after each sample in 

which the spacing between adjacent active device areas were too small to tolerate multiple levels 

of misalignment at each lithography steps. As the etching of TiO2/a-Si was done via dry etching, 

there are regions at the sidewall of active device where TiO2 is in direct contact with the SiN layer. 
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Figure 5.8 (a) Current-voltage characteristic of unpatterned and patterned device. Cross-sectional 

schematic of (b) unpatterned and (c) patterned device with possible leakage paths for each case. 

 

Considering two possible reverse current leakage paths at dark (“Path 1” and “Path 2”), 

control devices were fabricated to eliminate each one of the paths or both. To eliminate “Path 1”, 

TiO2 pattern was defined smaller than a-Si by using Al/Mo mask layer during photolithography 

step. To avoid misalignment of TiO2 and Al/Mo, Al/Mo pattern was slightly over-etched using 

wet etching to make sure the TiO2 covers the entire cathode contact in the active region despite 

the case of misalignment. Then, a-Si was patterned (larger than TiO2 pattern) to cover the entire 

area of TiO2 as shown in the schematic of device cross-section in Figure 5.9a. This way, “Path 1” 

is effectively eliminated. To eliminate “Path 2”, MoOx was deposited via sputtering to ensure no 

direct contact of a-Si with ITO for the subsequent ITO deposition as shown in Figure 5.9b.  
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Figure 5.9 Schematic showing elimination of (a) “Path 1” via separating TiO2 and a-Si patterning 

process and (b) “Path 2” via sputtered MoOx. (c) Current density – voltage characteristic of 

patterned devices with elimination of “Path 1”, “Path 2”, or both. (d) Measured EQE of the 

optimized device as a function of bias voltage. (e) Calculated transit time of the photo-generated 

hole inside 300 nm of a-Si. (f) Measured EQE – wavelength plot of the device for each applied 

reverse bias voltage. 

 

The current density – voltage curve of the device with eliminating “Path 1”, “Path 2”, or 

both are plotted in Figure 5.9c. Control sample represents the unmodified reference device where 

both “Path 1” and “Path 2” exist. From this result, it is very clear that the dominant leakage path 

in the patterned device is via “Path 1” while the device with intending to eliminating “Path 2” only 

aggravates the reverse bias leakage current at dark. This could be because of the uncontrolled 

stoichiometry of sputtered MoOx compared to the evaporated MoOx resulting in a poor electron 
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blocking capability. Although the quality of the sputtered MoOx can also be tuned to show better 

electrical performance, the difficulty in doing lift-off process of sputtered film prompts us to use 

the evaporated film as long as “Path 2” is not a dominant factor. The device that eliminated “Path 

1” shows a good light on-off ratio even at large negative bias considering only 50 lux of light is 

used as an input. EQE of this device is calculated from the photocurrent minus the dark current, 

which is plotted as a function of bias voltage in Figure 5.9d. As more negative bias voltage is 

applied, large increase in the EQE is observed. Larger increase in the EQE value is observed 

especially at smaller absolute reverse bias voltage. This can be explained in terms of the transit 

time of holes as shown in Figure 5.9e. As hole mobility is known to be much smaller than that of 

electron in a-Si, the transit time of holes through a-Si will become a bottleneck. Assuming the hole 

mobility in i-region of 9.2 x 10-3 cm2/V·sec and lifetime of 0.34 sec [123], the field at 0 bias is 

too weak for holes to transit a-Si before getting annihilated. At a voltage below -0.3V, the field is 

sufficiently large enough for holes to transit within its lifetime. This can roughly explain a big 

jump in the EQE as the bias is changed from 0 to -1 V. Below -1V, the EQE gradually increases 

as the voltage is further reduced. Figure 5.9f shows the EQE as a function of wavelength for 

different bias voltages. Our a-Si material shows a higher EQE at shorter wavelength meaning that 

the device can be used with blue or green light source inside the display pixel for efficient 

photodetector. 

One thing to pay attention to is that the EQE exceeds 100% at a bias of -5 V.  EQE of above 

100% is commonly observed in photodiodes although various mechanism can be used to explain 

this phenomenon [124-127]. One possible scenario is by the carrier multiplication via impact 

ionization under the presence of high electric field. Another possible explanation discussed among 

community is the photoinjected carriers from the metal contact side [125]. All these explanations 
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may be responsible for EQE higher than 100%. In addition, owing to the heterojunction nature of 

our a-Si photodiode, it is possible for photo-generated carriers to populate the trap/interface states 

in a-Si layer thereby lowering the barrier energy for electrons to travel from anode to cathode as 

shown in Figure 5.10. Due to the barrier lowering of heterojunction interfaces by photo-generated 

carriers, the current previously described as “leakage” current is increased compared to the dark 

case. The photo-excitation of carriers from the contact may not be a suitable explanation because 

such transport would also require energy from the photon. As energy is conserved, energy gets 

consumed even for a photo-excitation process which still makes it difficult to explain EQE above 

100%. The mechanism of diode current increase by photo-assisted barrier lowering may be more 

conspicuous in our heterojunction structure, which may be beneficial if engineered carefully.  

  

 

Figure 5.10 Possible mechanism of carrier transport in a-Si heterojunction photodiode under dark 

and light condition. 
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5.5 Array Level for Fingerprint Detection and Potential of Cu-Ag Anode 

 With optimized device structure and process discussed above for patterned a-Si 

photodiode, the arrays were integrated onto a TFT pixel circuitry (chip) provided by the sponsor. 

This consists of over 20,000 photodiodes each in a pixel where single device area was 50 m x 30 

m. The photodiode array fabricated on a TFT chip with glass substrate is shown in Figure 5.11a.  

 

   

Figure 5.11 (a) Photograph of arrays of a-Si photodiode integrated on a TFT pixel circuitry chip 

for fingerprint detection. (b) Image processed result of the fingerprint mark detected by our a-Si 

photodiode. (c) Current density – voltage characteristic of dark and light (50 lux) response of a-Si 

photodiode with Cu-Ag as top transparent anode. 

 

Figure 5.11b shows the image processed result of the fingerprint ridges and valleys 

detected using our a-Si photodiode. The measurement algorithm and sensing scheme circuitry are 
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not disclosed. Owing to the suppressed reverse bias current at dark and high EQE of our device, 

the fingerprint detection was successfully accomplished. Moreover, it is important to note that our 

thin film a-Si photodiode is highly compatible with the display manufacturing process and can be 

done in a large-area with high throughput. The maximum process temperature for the current 

device structure is limited to 220⁰C and so compatible only with certain polymer substrates like 

polyimide. However, as discussed earlier, our structure can easily accommodate other types of 

photo-sensitive active layer like perovskite or organic molecules as all these share similar device 

structures. By doing so, the device fabrication can be done at a room temperature, showing 

excellent flexibility in terms of substrate requirements. Moreover, our device is compatible with 

emerging transparent conductors like thin metal-based films. As an initial attempt, ultrathin Cu-

Ag film as a transparent anode was used to replace ITO (Figure 5.11c). All the device structures 

were kept the same except replacing 150 nm of brittle ITO with 7 nm of Cu-Ag. The a-Si 

photodiode with Cu-Ag anode shows excellent dark current as well as high light response even at 

50 lux of light illumination. This also suggests Cu-Ag film as a promising candidate as a 

transparent anode for photodiode application. 

 

 

5.6 Conclusion 

In conclusion, thin film-based a-Si (via CVD) heterojunction photodiode for in-display 

fingerprint detection was demonstrated. The device was optimized in terms of suppressing the 

reverse bias current at dark to achieve high dark/light response contrast at negative bias voltage. 

In the process of integrating arrays of a-Si photodiode into the TFT pixel circuitry chip, possible 

leakage current paths were eliminated, thereby leading to a successful demonstration of in-display 
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(in-cell) fingerprint detection with our device. As our heterojunction photodiode structure can 

easily accommodate other types of photo-sensitive layer like perovskite or organic molecules, this 

gives us flexibility in terms of material choice and integration into manufacturing process. 

Moreover, as the basic device structure is common to OLED, monolithic integration of both light 

emitting device and light sensing device within a single pixel in display can easily be achieved.  

Finally, our device showed good compatibility with using Cu-Ag film as a transparent anode, 

which signifies that our photodiode is compatible with emerging flexible transparent conductors 

showing potential for mechanically flexible photodiode array. This suggests a potential of using 

a-Si photodiode with metal-transparent conductor for in-display optical fingerprint detection in 

flexible display technology. 
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Chapter 6 Silver Nanoparticle to Tailor 

Sunlight for Low-e Application 

6.1 Introduction 

 Silver (Ag) thin films are widely used in the low-emissivity (low-e) coating. This is owing 

to Ag thin film’s excellent property of transmitting visible wavelength while rejecting infrared 

(IR) wavelength range. The reflection of infrared radiation linked to the conductivity of the 

material which is given by the Hagen-Rubens relation [128]: 

𝑅 ≅ 1 − 2√
2𝜀0𝑤

𝜎
       (6.1) 

where  is the conductivity of metal, 0 is the permittivity, and w is the frequency of the 

electromagnetic radiation at IR. For the case of thin film, this form can be further developed as  

  𝑅 ≅ 1 −
4𝜀0𝑐

𝜎𝑑
       (6.2) 

where c is the speed of light and d is the thickness of the film. Typically for a 12 nm of Ag film, 

reflectance of  at 30 m is R = 0.986 showing extremely effective IR rejection capability [56]. 

For this reason, Ag film-based low-e coatings are widely used to improve the energy balance of 

buildings, houses and automobiles by reflecting infrared radiation. As shown in Figure 6.1, low-e 

coatings can prevent the radiant heat from escaping out during the cold weather while it can also 
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block the solar heat from entering during the warm weather thereby cool environment can be 

maintained inside the building. 

 

Figure 6.1 Schematic illustrating the concept of low-e coating window for cold and warm weather. 

 

 The basic concept of low-e coating window is to transmit visible light while rejecting IR 

portion of light which is the major source of heat. The working principle of low-e coating can be 

thought under the context of 1-dimensional metallo-dielectric photonic crystal (1-D MDPC). 

Having multiple number of alternating layers of metallo-dielectric can enhance the sharp increase 

in the reflection at IR wavelength range while not significantly jeopardizing transmittance at a 

visible wavelength range as shown in Figure 6.2. Transmittance (T), film-side reflectance (Rf), and 

glass-side reflectance (Rg) are also plotted for the number of alternating layers to show the change 

in the spectral shape as layer numbers increase. The thickness of Ag films inserted in these layers 

range from 10-20 nm. The specific dielectric’s type and thickness are not specified for proprietary 

reason.  

Cold weather Warm weather
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Figure 6.2 Commercial Ag-based low-e coating with 1, 2, and 3 alternating 1-D MDPC layers 

case and their T, Rf, and Rg spectra. 

 

 Among multiple factors that determine the specification of the low-e coating, one important 

aspect which will be dealt here in this chapter is the angle insensitivity of the low-e coating. There 

is a large demand especially for building windows application in making the color of low-e coating 

windows to be insensitive to the viewing angle. For example, Figure 6.3 shows an example of 

typical low-e coating window’s Rg a* and b* values as a function of viewing angle. As Rg a* and 

b* indicate the color of the reflection from the glass substrate side, the measure of the a* and b* 

as a function of angle should indicate the change in the color with change in viewing angle. Taking 

a look at a* value, it oscillates with relatively small amplitude from -4 to 2 as from angle of 

incidence changes from 0 to 85°. On the other hand, b* starts with -16.5 at normal incidence but 

rapidly increases above angle of 50°. Among a* and b*, the dominant pole that determines the 

color is b* as the magnitude of b* is much larger than a*. At normal incidence, this will show 

bluish color. However, beyond incident angle of 50 ° it will turn into greenish color due to rapid 

decrease in the magnitude of b*. Such a change in color with respect to viewing angle is 

undesirable especially for building construction application. 
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Figure 6.3 Example of a color-shift with respect to viewing angle in a blue-colored low-emissive 

window. Plot shows calculated a* b* from a simulated glass-side reflection (Rg) spectrum as a 

function of viewing angle. 

 

 In this chapter, meta-material layer composed of metal-nanostructure embedded inside the 

host dielectric will be studied to tackle this angle-sensitivity issue. To screen which material will 

be suitable for this application, parameter space of 11 different metals (Ag, Al, Au, Be, Cr, Cu, Ni, 

Pd, Pt, Ti, W) in 3 dielectric matrices (SiO2, Si3N4, TiO2) were explored and stack simulation was 

performed for each set of metal-matrix to screen the best performing meta-materials. By this way, 

two final candidates of metal-matrix were chosen. In specific, chromium (Cr) metal nanodisk (ND) 

inside the TiO2 dielectric layer is demonstrated to fabricate high refractive index material that is 

intended to enhance light refraction even at high angle of incidence. Second, silver nanoparticle 

(NP) embedded in Si3N4 is demonstrated to induce absorption at a specific target wavelength so 

that it becomes less sensitive to the angle as LSPR-induced scattering of light is insensitive to 

angle. The resulting refractive index values of these materials are shown in Figure 6.4 which was 

simulated by finite-difference time-domain (FDTD) method. For these two leaderboard meta-
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materials, metal NP size of 2nm in diameter and volume inclusion percentage of 2-5% showed the 

best stack performance in terms of minimizing the angle-sensitivity of colored window. 

 

Figure 6.4 Simulated refractive index of (a) Cr-TiO2 and (b) Ag-Si3N4 meta-material matrix. 

 

6.2 Fabrication of Meta-Material  

6.2.1 Cr-TiO2 Meta-Material 

 Cr ND embedded in TiO2 dielectric matrix is fabricated by using anodized-aluminum oxide 

(AAO) as a shadow mask to create Cr ND first and then followed by TiO2 deposition as shown in 

Figure 6.5a. The resulting feature size is obtained from scanning electron microscope (SEM) and 

atomic force microscope (AFM) images as shown in Figure 6.5b and c, respectively, where the Cr 

ND has a diameter of 30 - 35 nm, thickness of 14 nm, and volume density of 22% inside the 34 

nm thick TiO2 matrix. One fundamental problem with using AAO as a shadow mask to pattern Cr 

ND is that the feature size is limited by AAO and that it is not scalable to a large size. To overcome 

this problem, so called laser ablation method will be briefly introduced at the later part of this 

chapter as a facile way to pattern nanostructures with high controllability and throughput. 

 

(a) (b)
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Figure 6.5 (a) Fabrication process of Cr-TiO2 meta-material using lift-off process. Top-down (b) 

scanning electron microscope (SEM) and (c) atomic force microscope (AFM) images of Cr ND. 

 

6.2.2 Ag-Si3N4 Meta-Material 

 Next, fabrication of Ag NP inside the Si3N4 matrix is demonstrated by controlling the 

underlying nucleation layer. Among various seed-layer materials (which will be discussed in 

Chapter 4) to create a smooth Ag film, the choice of aluminum (Al) as a seed layer was least 

effective in forming continuous and smooth Ag film. Originating from this idea, Al can be used as 

a nucleation layer to create well-controlled Ag NPs by depositing significantly thin Ag film. In 

specific, Al thickness was varied from 2Å to 10 Å and subsequent Ag of thickness ranging from 6 

Å to 15 Å was deposited. The resulting transmittance (T), reflectance (R), and absorbance (A) 

spectra of these AlAg NPs are shown in Figure 6.6c - e, respectively. AFM and SEM image of one 

specific sample with Al of 5Å and Ag of 12Å are shown in Figure 6.6a and b as a representative 

morphology of fine-size Ag NPs where the average NP diameter was in the range of 10-15 nm. 
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Figure 6.6 Fabricated nucleation layer assisted Ag NP’s (a) AFM and (b) SEM image. (c) T, (d) 

R, and (e) A spectra of AlAg-Si3N4 meta-material matrix various AlAg thickness condition. 

 

 As shown in Figure 6.6c – e, there is an obvious dip in the T spectra at 450-500nm 

wavelength range which corresponds to the absorption of light by LSPR resonance due to metal 

NPs. This absorption clearly gets reduced as the thickness of the Al-Ag layer gets reduced. 

However, below Al-Ag thickness of 5 Å / 12 Å, the absorbance value does not change much. As 

this meta-material layer will be inserted in the low-e coating stack where absolute transmittance is 

crucial, it is important for these layers to be not too absorptive. The simulated leaderboard samples 

shown in Figure 6.4 all showed less than 10% volume inclusion of metal inside the dielectric with 
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particle size being 2nm in diameter. Experimental demonstration of Al-Ag shows that the 

nanoparticle size can be reduced down to 10nm diameter in size, but still as this is being deposited 

using blank deposition of Al and Ag, the density is difficult to be reduced and the absorbance 

cannot be maintained low enough. For this reason, a new method of further reducing the density 

and diameter of Ag NP embedded into dielectric is proposed as shown in Figure 6.7. 

 

Figure 6.7 Rotation sputtering method for the fabrication of Ag-Si3N4 matrix. 

 

 This so-called rotation sputtering method is developed with Guardian Industries where the 

coating was done at a sputtering production line at Guardian Industries. Ag is sputtered onto the 

Si target in which Ag atoms will be adhered to the Si target. As Ag target is being sputtered onto 

Si target, Si is sputtered onto the fused silica substrate with nitrogen as a reactive gas to form Si3N4. 

As Ag wetting on Si is not facile, Ag will form small islands on Si which is then sputtered to the 

substrate thereby forming Ag NPs embedded inside the Si3N4 matrix. For this experiment, the ratio 

between Si and Ag’s sputtering power was varied from 90/10, 80/20, to 70/30. Higher sputtering 

power of Ag target is expected to show higher density of Ag inside Si3N4 matrix. The rest of the 

parameters were kept identical. 

+ nitrogen gas
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Figure 6.8 HAADF-TEM images of Si/Ag power ratio of (a), (d) 90/10, (b), (e) 80/20, and (c), (f) 

70/30. 

 

 Total thickness of each sample was aimed to be approximately 90 - 100 nm. Figure 6.8 

shows the result of High Angle Annular Dark Field (HAADF) - Transmission electron microscopy 

(TEM) for different Si/Ag power ratios. As the Si/Ag power ratio decreased from 90/10 to 70/30, 

the Ag NP size gradually increased as well as the density of Ag NP. As shown in Figure 6.8d, Ag 

NP diameter ranges from 1-3 nm which is close to the simulated result shown in Figure 6.4b. Next, 

the volume fraction needs to be determined. As shown on the simulation result, it is ideal to have 

volume fraction of 2 - 5% of Ag inside the Si3N4 matrix. Volume fraction can be calculated by 

analyzing the electron energy loss spectroscopy (EELS). Figure 6.9 shows the EELS result from 

the HAADF TEM image for varying Si/Ag power ratio. Average thickness for each sample is 

FFT

(Si/Ag) = (90/10) (Si/Ag) = (80/20) (Si/Ag) = (70/30)
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given in the inset EELS spectra. For a given volume, the number of particles were counted, and 

the resulting density of Ag NP was calculated to be 5.65e-3 #/nm3 and 7.16e-3#/nm3 for Si/Ag 

power ratio of 90/10 and 80/20, respectively. For the case with Si/Ag ratio of 70/30, the density 

could not be extracted as the density was too high and the data was difficult to extract. From this 

density, assuming the average Ag NP diameter is 2nm, the volume inclusion is calculated to be 

2.4% and 8.8% for Si/Ag power ratio of 90/10 and 80/20, respectively. For the case of Si/Ag power 

ratio of 90/10, Ag NP’s physical dimension is very close to that in the Ag-Si3N4 metal-material 

from simulated leaderboard in Figure 6.4b. TEM and EELS analysis were performed by our 

collaborator Benjamin Derby from Professor Amit Misra’s group. 

 

 

Figure 6.9 EELS spectra from HAADF-TEM for Si/Ag power ratio of (a) 90/10, (b) 80/20, and 

(c) 70/30. 

 

 Next, T, R, and A spectra for above three samples are plotted in Figure 6.10. With increase 

in Ag power from Si/Ag=90/10 to 70/30, transmittance spectra significantly decrease. As the 

reflectance spectra remains unchanged, this decrease in transmittance is attributed to the 

absorbance of light by dense Ag NP inside the Si3N4 matrix. For the sample with Si/Ag power 

ratio of 90/10, there is an absorption at 400 nm wavelength which gradually decreases as 

wavelength is increased to 500 nm. As this meta-material layer will be inserted in the low-e coating 
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window where having high visible transmittance is a crucial parameter, it is unrealistic to use a 

layer that is too absorptive. In this aspect, Si/Ag power ratio of 90/10 would be a suitable choice 

for Ag-Si3N4 based meta-material. 

 

  

Figure 6.10 (a) T, (b) R, and (c) A spectra of Ag-Si3N4 meta-material samples with Si/Ag power 

ratio of (a) 90/10, (b) 80/20, and (c) 70/30 deposited on fused silica substrate. 

 

6.3 Optical Properties of Meta-Material  

 Complex refractive index of meta-material can be fitted to film stack spectra using open 

source software package named TRANK [129] provided by Michael J. Water. TRANK is 

implemented purely in Python 3 using SciPy/NumPy, and the tmm simulation package of Steve 

Byrnes [130]. Using TRANK package, complex refractive index of Cr-TiO2 and Ag-Si3N4 meta-

material was fitted from T, R, and A spectra as shown in Figure 6.11. Important thing to note is 

that for both meta-materials, there is an enhancement of real part of refractive index values 

throughout the broad or partial wavelength range as intended, in which the n-k values of bare 

dielectrics are also plotted as a comparison. Despite the overall tendency follows the simulation 

result shown in Figure 6.4, there is a slight discrepancy between the n-k values of fabricated and 

simulated meta-material. For Cr-TiO2 sample, fitted n-k spectra in Figure 6.11a differs from the 
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simulated target spectra in Figure 6.4a which is likely due to significantly large Cr ND compared 

to the dimension of simulated Cr NP which has diameter of 2 nm. This is reflected in higher k 

value across the visible and near-IR wavelength range. This results in higher n values throughout 

the broad spectral range in which n and k are linked by Kramers–Kronig relations. Also, for the 

case of experimental Ag-Si3N4, fluctuation of n happens throughout broader wavelength due to 

broad absorption compared to the simulated result shown in Figure 6.4b. This may be due to the 

broad distribution of Ag NP size in the fabricated meta-material (Figure 6.8a and d) as opposed to 

the simulated case where the diameter of simulated Ag NP was fixed to a single size of 2 nm in 

diameter. As will be discussed in the later section, this broad absorption at a shorter visible 

wavelength turns out to remarkably improve angle-sensitivity issue in low-e coating. 

 

 

Figure 6.11 Refractive index of (a) Cr-TiO2 and (b) Ag-Si3N4 meta-materials. 

 

 

6.4. Application of Meta-Material on Commercial Low-e Stack 

 Low-e coating for window application needs to fulfill several criteria that determine the 

performance of the stack. The feasibility check of meta-material on improving the angle-
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are met as well. Figure 6.12 shows six different categories used to optimize for low-e coating 

window with prioritizing each category. These six categories are composed of parameters related 

to glass-side reflection Rg0, color-sensitivity of glass-side reflection Rg, thickness sensitivity 

factor Sa*, transmission T0, film-side reflection Rf0, and ratio between transmission and g-factor 

T/g. Each category is composed of Y, a*, b*, RMS a*, RMS b*, or combinations of these 

parameters. The target specifications for the compositions of each categories are indicated as x. 

As already discussed in chapter 5.4, this involves non-linear optimization where sweeping multiple 

dimensions of parameter sweep is necessary to find the solution that meets all these criteria. Please 

refer to Chapter 6.4 for details on how each criterion are considered into defining penalty of merit 

(POM). For every parameter in each criterion, priority values are defined in the rating from 0 to 4 

where priority of 0 shows parameters that deserves highest priority henceforth puts highest weight 

on the POM value of that category. The weights are imposed by dividing the total POM with 2𝑛 

where n is the priority number and having larger n means putting lesser weight on that category. 

 

 

Figure 6.12 Six major criteria for low-e coating windows and its priority during optimization is 

shown. The target specifications are not shown for proprietary reasons. 
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 For example, hypothetically Rg0 of 0°Y with x = 10 and tolerance of 1.5 with priority of 2 

indicates that the stack has a target specification of Rg0 Y=10% at a normal incidence which can 

tolerate deviation of at most Y=11.5%. This POM value will be divided by 4 (= 22) as it has a 

priority of 2. The most important criteria is Rg where RMS a* or b* given as eq 6.3 

representing the angle-sensitivity of the reflection color: 

 𝑅𝑀𝑆 Δ𝑎∗ = √
∑ [𝑎∗(𝜃)−𝑎∗(0°)]2𝜃

𝑁𝜃
     (6.3) 

The highest priority of 0 is assigned to this criterion as the scope of this project is to design less 

angle- sensitive low-e window. Aside from this, another important parameter is T/g where T is the 

transmission in the visible wavelength normalized to human eye and g is the solar energy 

transmittance which is total solar heat gain over incident solar radiation. The key of low-e coating 

lies in maximizing T/g value. Setting these target specifications, stack optimization was conducted 

for meta-materials in which this layer was inserted in between the Ag film and dielectric film 

composing 1D-MDPC structures. 
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Figure 6.13 Plot of a* b* of Rg as a function of viewing angle for low-e coating with various 

meta-materials. 

 

 With inserting meta-materials into the original stack, optimization of the thickness was 

conducted based on the POM to meet the target specification and most of all to obtain stack having 

large angle-insensitivity while meeting other target criteria. Then, Figure 6.13 shows the plot of 

Rg’s a* and b* as a function of viewing angle when different types of meta-materials are used for 

low-e coating. First, taking a look at the b* of Cr-TiO2 sample which is intended to enhance the 

angle-insensitivity by using increased refractive index value, its absolute value remains constant 

for wider range of viewing angle and starts to decrease rapidly beyond 50°. Compared with original 

stack, this can be considered non-negligible improvement. But when compared with the case of 

putting TiO2 into the “Meta” layers as TiO2 material is known to have large index value, the angle-

insensitivity of b* value for Cr-TiO2 is slightly better than that of TiO2. This weakens the argument 

of necessity of using Cr NP into the TiO2 matrix as the angle-insensitivity of b* is improved by 

only a slight amount. This indicates that enhancing the index value over the entire visible 

wavelength by using meta-material shows only a limited improvement in the angle-insensitivity 

of low-e stack. Next, looking at the low-e coating with having Ag-Si3N4 layer, there is a remarkable 

improvement in the angle-insensitivity of b* value where the value somewhat remains unchanged 

until 65°. This could be attributed to having absorption at a specific range of visible wavelength 

in which this LSPR extinction (absorption + scattering) due to Ag NPs does not depend of incident 

angle. It is noteworthy to take a closer look into the behavior of Rg spectra for these samples as a 

function of viewing angle as shown in Figure 6.14 to better understand this phenomenon. For the 

case of original low-e coating stack and meta-material with enhanced index value using Cr-TiO2, 

the peak at wavelength around 550 nm becomes more conspicuous beyond incident angle of 55° 
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and 60°, respectively. Beyond this incident angle, the intensity of spectral peak at 550 nm increase 

further where the total spectral shape at a visible wavelength significantly deviates from that at 

incident angle of 0°. This appearance of peak at 550 nm is attributed to the appearance of greenish 

color of low-e window when viewing from large angle of incidence. However, looking at the case 

with Ag-Si3N4 meta-material layer in Figure 6.14c, it is evident that this peak at 550 nm is not 

conspicuous at a larger viewing angle. In fact, the overall spectrum at a visible wavelength range 

maintains its spectral shape even at a large angle of incidence (or same as viewing angle). 

 

 

Figure 6.14 Rg as a function of angle of incidence (or viewing angle) with respect to normal 

incidence of low-e stack window of (a) original stack and with (b) Cr-TiO2 and (c) Ag-Si3N4 

inserted as a meta-material layer. 

 

 The angle insensitive spectral shape is attributed to the n-k spectral shape of Ag-Si3N4 

meta-material layer as shown in Figure 6.11b where at the wavelength range between 450-600 nm, 

the refractive index n value increases due to the existence of extinction coefficient k value. A 

typical dielectric layer shows a dispersion relation where refractive index changes as a function of 

wavelength. When using typical dielectric layers for this specific low-e coating window, there is 

a higher reflection at 550 nm as angle of incidence increases. This may be thought of as typical 

trait for this low-e coating product. Now, if the meta-material layer can be designed with the 

400 500 600 700
0.0

0.2

0.4

0.6

R
g

Wavelength (nm)

 0

 20

 40

 50

 55

 60

 65

 70

 75

 80

400 500 600 700
0.0

0.2

0.4

0.6

 0

 20

 40

 50

 55

 60

 65

 70

 75

 80

R
g

Wavelength (nm)

400 500 600 700
0.0

0.2

0.4

0.6

 0

 20

 40

 50

 55

 60

 65

 70

 75

 80

R
g

Wavelength (nm)

(a) (b) (c)



 

 155 

refractive index enhancement only in the green wavelength such that the light gets refracted even 

at a large angle of incidence instead of being reflected, the window appearing as a greenish color 

can be circumvented. Ag-Si3N4 shows high index value at green wavelength which indicates that 

more portion of this wavelength light can be guided into the stack even at large angle of incidence. 

 

 

Figure 6.15 Low-e coating’s Rg color as a function of viewing angle (a) 0° – 85° and (b) 50° – 

85° for each type.  

 

 Figure 6.15 shows how the low-e coating’s Rg appear in color as a function of viewing 

angle for original stack as well as that with various meta-materials. L, a*, and b* are converted to 

r, g, and b values which are plotted as function of viewing angle. For all the stacks except Ag-

Si3N4, glass that appears to be blue at a 0° viewing angle starts to turn into turquoise color beyond 

60° in which the color transforms more into greenish color. Interestingly, the low-e coating stack 

with Ag-Si3N4 sample does not show any turquoise color even up to 75° or beyond which is a 

remarkable difference compared to original stack or those using high refractive index. Figure 6.15b 
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shows the color change for a narrow range of angle from 50 - 85°, which shows more noticeable 

difference. 

 

6.5 Conclusion 

Two candidate sets of meta-materials (metal nanoparticle inside dielectric) of Ag-Si3N4 

and Cr-TiO2 were simulated and fabricated to solve angle-sensitivity problem in colored windows 

for low-e coating application. The approach of enhancing the refractive index at a entire visible 

wavelength via Cr-TiO2 shows minute improvement in the angle-insensitivity. On the other hand, 

Ag-Si3N4 meta-material layer was shown to significantly improve the angle-robustness of colored 

low-e windows. By taking advantage of the de-wetting property of Ag atom on a dielectric layer, 

close to 2 nm of Ag nanoparticle was formed inside the Si3N4 matrix via rotation sputtering 

method. Inducing a specific light absorption peak at green wavelength even at high angle of 

incidence, the angle-robust low-e stack was achieved. 
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Chapter 7 Growth and Characterization of 

Single Crystalline III-V Nanostructure for 

Solar Energy Harvesting Application 

 

 

7.1 Introduction 

 Growth of highly crystalline In-rich InxGa1-xN is one of the most important technologies 

for III-nitride semiconductor devices. The tunability of its direct bandgap energies from ~0.65 to 

3.4 eV makes it a very promising material for a broad range of optoelectronic devices including 

light emitting diodes (LEDs) [131, 132] lasers, solar cells [133, 134] and photoelectrochemical 

cells [135-137] as well as electronic devices such as high mobility transistors [138-140]. However, 

creating highly crystalline In-rich InxGa1-xN heterostructures is difficult due to defects, threading 

dislocations, and stacking faults caused by the lattice mismatch between InN and GaN (-11%) 

[141-143]. To solve this problem, nanowire [144], nanoridge, and nanowall [145, 146] structures 

have been created that incorporate indium into GaN crystal. These nanostructures have low 

densities of extended defects and efficient surface stress relaxation in lattice-mismatched 
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heterojunctions [147] so they can incorporate high In-content in their structures, thereby tuning 

the wavelength in the entire visible and near-infrared spectrum [144]. 

 While nanowire structures have been extensively studied, there have been very few reports 

on the growth of InGaN nanoridge or nanowall structures. Compared to conventional nanowires, 

the unique structure of nanoridges or nanowalls make them well suited for edge-emitting lasers 

and fin field effect transistors [148]. As wall thickness approaches a few nanometers, In(Ga)N can 

exhibit unusually large exciton binding energy (up to 1.4 eV) [149], which rivals that of the 

extensively studied single-layer transitional metal dichalcogenides and therefore offers a new 

quantum material platform. 

 To date, however, the fabrication, synthesis, and characterization of InGaN nanoridge or 

nanowall structures is still in its nascent stage. Recently, Chouksey et al. reported well-ordered 

InGaN nanowall structure, but their approach to fabrication relies solely on top-down etching of 

InGaN film, which is fundamentally limited by the aforementioned difficulties in planar structures 

showing peak emission below 500 nm wavelength [150]. Random InGaN nanowall networks can 

be formed during epitaxy of InGaN epilayers on a Si substrate, but these networks exhibit 

uncontrollable size, morphology and properties [151]. To date, there has been no demonstration of 

the controlled synthesis of InGaN nanoridge or nanowall arrays using a bottom-up approach.  

 We have combined top-down etching and bottom-up molecular beam epitaxy to create a 

new method of fabricating well-ordered InGaN nanoridge arrays. We also investigated the effects 

of the growth conditions on the structural and optical properties of these nanoridge arrays. InGaN 

nanoridges are formed on a Ga-polarity c-plane. Initial growth of InGaN on a patterned 

GaN/sapphire substrate is limited by the dominant formation of the (101̅1) plane.  Increasing the 

growth duration leads to the formation of a very narrow (~50 nm) fin-shaped InGaN nanoridge 
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structure above the InGaN nanoprism array. The resulting fin-shaped InGaN nanoridge structure 

shows strong photoluminescence (PL) intensity with wavelength centered at 524-560 nm and a 

narrow linewidth, as compared to previously reported InGaN nanowire structure. High-resolution 

high-angle angular-dark-field (HAADF) suggests that the InGaN nanoridge exhibits single 

crystalline structure largely free of phase separation or dislocations with homogeneous In-

distribution throughout the growth direction. These improvements over previously reported 

nanowire [144] or nanoridge/nanowall structures [145, 146] are attributed to the combination of 

the top-down and bottom-up method, which will be useful for device fabrication.  

In the last section, as one promising application of InGaN-based optoelectronic devices, 

we will study the impact of InGaN nanoridge’s material quality on the performance of its use as 

photoanode for photoelectrochemical cell. We will compare this property with widely used InGaN 

nanowire structure to show the superior property of InGaN nanoridge for solar energy application. 

This study provides not only a better understanding of InGaN epitaxial growth, but also benefits 

the development of nanostructured InGaN-based electronic devices. 

 

7.2 Fabrication/Growth of InGaN Nanoridge 

 GaN nanowall structures were formed by projection lithography and etching on an n-type 

GaN template on a sapphire substrate. First, a stripe pattern of silicon dioxide (SiO2) was patterned 

on the GaN template parallel to the [112̅0] a-direction. With the SiO2 as a masking layer, 1 m of 

n-type GaN was etched by reactive ion etching (RIE) with Cl2 gas as shown in Figure 7.1a.  
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Figure 7.1 Schematic illustration of fabrication process of InGaN nanoridge/nanoprism with 

integration of top-down and bottom-up approach. Top-down: (a) RIE etching and (b) KOH 

crystallographic wet etching of GaN nanowall array. Bottom-up: (c) MBE growth of InGaN on 

GaN nanowall array. (d) Cross-sectional view and (e) Top view illustration of the 

nanoridge/nanoprism dimension. (f) SEM of cross-section of InGaN nanoridge/nanoprism array. 

 

 

 Second, the sample was immersed in 30 wt% KOH solution at elevated temperature of 120 

℃ for 5 min to reveal the crystal plane and to achieve smooth and vertical sidewall as shown in 

Figure 7.1b [152, 153]. Finally, the SiO2 masking layer was removed using HF solution. SEM 

images of the GaN nanowalls after each step are shown in Figure 7.2.  
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Figure 7.2 SEM images of top view of GaN nanowall after (a) Reactive Ion Etching (RIE) with 

500 nm of SiO2 masking layer and (b) subsequent crystallographic etching using 30 wt% of KOH. 

 

 In this study, the GaN nanowall template had a wall width, spacing, and height of 500 nm, 

400-500 nm, and 1m, respectively (Figure 7.1d). Smaller sizes can be readily achieved using e-

beam lithography. The length of each segment of GaN nanowall was 0.5mm as indicated in Figure 

7.1e. The sample was subsequently loaded in a Veeco Gen II MBE system equipped with a radio 

frequency plasma-assisted nitrogen source for InGaN growth. To study the growth conditions of 

the InGaN, the III-N ratio was varied by altering nitrogen flow rate from 1.5 sccm down to 0.45 

sccm. In beam equivalent pressure (BEP) was maintained at 9.8×10-8 Torr, Ga BEP at 2.7×10-8 

Torr, and growth temperature at 755 ℃. Samples A, B, and C had nitrogen flow rates of 1.5, 0.8, 

and 0.45 sccm, respectively, as listed in Table 7.1. Due to the In desorption above 540 ℃ [154], 

an accurate III-V ratio is difficult determine, so the boundary between the metal-rich condition and 

the nitrogen-rich condition was determined by the presence the metal-droplets on the sample.  

Table 7.1 MBE growth condition for InGaN nanoridge. 

Sample Ga flux / Torr In flux / Torr N2 flow / sccm III-V ratio 

A 2.7e-8 9.8e-8 1.5 N2 – rich 

B 2.7e-8 9.8e-8 0.8 N2 – rich 

After RIE (Top view) After KOH etch (Top view)(a) (b)
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C 2.7e-8 9.8e-8 0.45 Metal – rich 

 

 We investigated the effect of N flow rate on the epitaxy of InGaN nanostructures. For 

Sample A, the abundance of nitrogen plasma induces 3-dimensional growth of the InGaN grown 

on GaN nanowall template, shown in Figure 7.3a and b. As the plasma flow was reduced to 0.8 

sccm, we observed less roughness on the InGaN but nanoscale roughness is still present on the 

surface, as illustrated in Figure 7.3c and d. Once the nitrogen flow reached 0.45 sccm in sample 

C, the InGaN surface became smooth, as seen in Figure 7.3e and f, resembling what is typically 

observed for high quality InGaN epilayers grown by plasma-assisted MBE under a nearly metal 

rich condition [155]. The most interesting feature of this growth regime is the emergence of a very 

narrow, fin-shaped InGaN nanoridge on top of the triangular InGaN nanoprism, which is the focus 

of our results. 

 

Figure 7.3 Bird’s-eye view SEM image of InGaN/GaN structure grown in MBE under (a) Sample 

A, (c) Sample B, and (e) Sample C condition. The inset shows the cross-sectional schematic 

illustration of surface roughness after growth. High resolution top-down view of SEM image of 
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InGaN/GaN nanowall grown in MBE under (b) Sample A, (d) Sample B, and (f) Sample C 

condition. Refer to Table 7.1 for the growth condition of each sample. (g) Room temperature 

micro-PL emission comparison of InGaN nanowall with Sample A (black solid line), Sample B 

(red dashed line), Sample C (blue short dash line) conditions, and InGaN planar grown with 

Sample C condition (green dash dotted line). The peak wavelength is at 468, 452, 545, and 575 

nm for InGaN nanowall with Sample A, B, C, and InGaN planar with Sample C condition, 

respectively. 

 

7.3 Growth Morphology and Photoluminescence 

 PL emission spectra of Samples A, B and C were measured at room-temperature, and are 

given in Figure 7.3g. A 405 nm laser source was used as the excitation source with a 100× objective 

and a beam approximately 1μm in diameter. For Samples A and B, the peak wavelengths of InGaN 

nanostructures were 468 and 452 nm, respectively. For Sample C, the PL emission of InGaN 

nanoridge/nanoprism showed a peak at 545 nm with intensity nearly two orders of magnitude 

stronger than that of Samples A and B. In addition, a weak emission of ~450 nm was measured 

from Sample C. For comparison, optical emission from the planar region for Sample C is also 

shown. This shows that the emission from the InGaN nanoridge/nanoprism under optimum growth 

conditions is significantly stronger than that from InGaN epilayers. These studies suggest that 

under optimum growth conditions (nearly metal-rich epitaxy conditions), the optical quality can 

be significantly enhanced for InGaN nanoridge/nanoprism structures. Furthermore, the presence 

of two emission peaks suggest nonuniform indium distribution.  
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Figure 7.4 Cross-sectional SEM image of single GaN nanowall segment with InGaN growth 

duration of (a) 0, (b) 2, (c) 4, and (d) 6 hrs. In (b)-(d), InGaN region is shown with arrow to indicate 

the growth length along c-axis. All scale bars represent 500 nm unless specified. (e) High 

magnification cross-sectional SEM image of very narrow fin-shaped InGaN nanoridge elongated 

on top of InGaN nanoprism after 6 hours of growth. (f) Measured InGaN height (black square) and 

calculated [0001] direction growth rate (red circle) with respect to growth time. 

 

 To further study the formation of InGaN nanoridge structures, we observed the evolution 

of InGaN structure grown on top of the single GaN nanowall segment using the growth conditions 

from Sample C. Illustrated in Figures 7.4a, b, c, and d are cross-sectional SEM images of the GaN 

nanowall template and InGaN nanostructure after 2, 4, and 6 hrs of growth, respectively. InGaN 

grows on top of the c-plane GaN nanowall in the form of a prismatic shape for up to 4 hrs, as seen 

in Figures 7.4a, b and c. This InGaN forms a nanoprism structure that is bound by r-planes. In 

crystal growth, the slowest growing facet will eventually determine the crystal plane [156]. From 

observation, growth in the [0001] direction is faster than that in the [101̅2] or [101̅1] directions. 
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Therefore, the (0001) facet will diminish and the r-plane will dominate resulting in pyramidal 

shape as growth proceeds [157]. The angle between inclined side planes and the (0001) plane was 

63° (Figure 7.5), which indicates that the r-plane of InGaN nanoprism has a (101̅1) facet [156, 

157]. 

 

Figure 7.5 Cross sectional SEM image of 4 hrs of InGaN nanoridge/nanoprism growth with 

measured angle between (0001) c-plane and inclined side plane of 63° 

 

 The formation of a semipolar (101̅1) r-plane facet in the nanoprism is consistent with the 

hexagonal pyramid formation in self-assembled growth (SAG) of wurtzite GaN nanowires [157, 

158]. The only difference is that SAG nanowires have 6 r-plane facets of equal size on top of 

perfect hexagonal pyramid, whereas our structure shows elongated prismatic shape along the 

[112̅0] a-direction. Growth interface of SAG nanowire and nanoprism are represented in Figure 

7.6.  

 

63⁰

SAG nanowire Nanoridge / nanoprism

[-1010]

[11-20]
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Figure 7.6 Schematic illustration of growth interface in self-assembled growth (SAG) nanowire 

and nanoridge/nanoprism representing hexagonal pyramid and prismic shape, respectively, after 

long time integration showing facetted morphology. The x-axis and y-axis represent the [112 ̅0] 

and [1 ̅010] direction, respectively. SAG nanowires have 6 equal-sized r-plane facets, whereas 

nanoridge/nanoprism sample has 6 r-plane facets with elongated (101 ̅0) and (1 ̅010) planes along 

[112 ̅0] direction. The schematic is illustrated only to depict the growth contour over time scale 

and has been referred to work by V. Jindal et al. 

 

 After 4 hrs of growth, the structure evolves into a fin-shaped nanoridge on top of the 

nanoprism which starts to elongate proportional to the growth duration. This fin-shaped nanoridge 

structure has the growth along [0001] direction with their sidewalls being m-planes (101̅0) and 

(1̅010) planes. This narrow fin-shaped InGaN nanoridge has not been observed in any other work. 

Figure 2.4e shows the magnified cross-sectional SEM image of a nanoridge segment on top of the 

InGaN nanoprism. As shown in Figure 7.4f, the growth rate along the c-axis decreases from an 

average growth rate of 140 nm/hr in the first 2 hrs of growth to 109 nm/hr from the 2nd to 4th hr of 

growth. We attribute this to the reduced probability of Ga and In adatoms reaching the top of the 

nanoprism [159, 160]. When the narrow fin-shaped InGaN nanoridge starts to form, the chance of 

Ga and In adatoms migrating to the tip lowers even farther, reducing the growth rate to 91 nm/hr 

from the 4th to 6th hr of growth. This growth rate reduction is consistent with the previous studies 

of reduced axial growth rate of self-assembled GaN nanowires over time [159]. In SAG nanowires, 

Ga adatoms supplied by diffusion on a Mo mask need to diffuse to the top of GaN nanocolumns 

to contribute to the axial growth [158]. Similarly, in InGaN nanoridge, both Ga and In adatoms 

will need to diffuse to the tip of the nanoridge, which will be more challenging as the growth along 

the axial direction proceeds. 
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 In this study, we did not observe any significant growth (>20 nm/hr) along the lateral 

direction on the sidewall of the GaN nanowall. The epitaxy proceeds in a way to reveal the plane 

that has the lowest surface energy. The surface energy of the m-plane is lower than that of other 

nonpolar crystal planes [158, 161, 162]. Therefore, the m-plane, which is the slowest growing 

plane, will be what forms the nanowall sidewall, which is supported by our observations. This is 

analogous to the previously reported SAG nanowire going through morphological evolution 

toward a thermodynamically stable hexagonal shape with m-planes [158].  

 

Figure 7.7 Room temperature micro-PL of InGaN nanoridge/nanoprism with duration of 0 (black 

solid line), 2 (red dashed line), 4 (green short dash line), and 6 hrs (blue dash dotted line). The 

peak wavelength position for duration of 2, 4, and 6 hrs are 540, 560, and 524 nm, respectively. 

 

 Room-temperature micro-PL spectra of the InGaN nanostructure grown on GaN nanowall 

with various growth durations are shown in Figure 7.7. As the growth duration increased from 2 

to 6 hrs, we observed an increase in the intensity of the peak emission above 500 nm. After 4 hrs, 

the narrow fin-shaped InGaN nanoridge structure emerged and we measured extremely strong PL 

emission. The indium incorporation is further derived using the following equation, 

𝐸𝐼𝑛𝑥𝐺𝑎1−𝑥𝑁 = 𝑥𝐸𝐼𝑛𝑁 + (1 − 𝑥)𝐸𝐺𝑎𝑁 − 𝑏𝑥(1 − 𝑥)     (7.1) 
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InGaN nanostructure sample is shown to have x~0.3, where we used b=1.10 eV as the average 

bowing parameter [163]. To further verify that the emission is coming from the narrow fin-shaped 

InGaN nanoridge structure, we compared the signal from InGaN grown on a planar region near 

nanoridge/nanoprism. The PL from the planar region showed negligible intensity compared to that 

from the nanoridge/nanoprism region suggesting that the signal is coming from the InGaN grown 

on the GaN nanowall array template. This leaves two possible cases: the signal is from the 

nanoridges or the signal is from the InGaN between the nanowalls. If the emission originates from 

the InGaN between the GaN nanowall segments, these samples would show a strong PL emission 

at around 524-560 nm regardless of the GaN nanowall width. On the other hand, if the emission is 

coming from the InGaN nanoridge/nanoprism, the emission will depend on the presence of the 

nanoridge/nanoprism because InGaN growth atop wider GaN nanowalls does not have the InGaN 

nanoridge. To confirm that the signal is not from the InGaN grown between GaN nanowall 

segments, we prepared GaN nanowall templated samples with widths of 500, 800, and 1200 nm 

but the same spacing between walls. InGaN was grown on the GaN nanowall templates for 4 hours. 

For this growth time, we only expect to see an InGaN nanoridge on the 500nm-width sample. From 

Figure 7.8 a and b, emission from samples with wall widths of 800 and 1200nm shows a negligible 

peak around 524-560 nm, indicating that the strong emission at 524-560 nm is coming from the 

InGaN nanoridge. These studies also indicate that the weak emission measured below 500 nm is 

likely from InGaN nanoprism and/or InGaN layer grown on the bottom in between the GaN 

nanowall spacing. 
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Figure 7.8 (a) Micro-PL of 4 hours of InGaN grown on GaN nanowall with nanowall spacing of 

500 (black solid line), 800 (red dashed line), and 1200 nm (blue dotted line). Out of three samples, 

only the sample with 500 nm spacing showed peak at 540 nm indicating that the emission at this 

wavelength is coming from the narrow InGaN nanoridge emerging on top as shown in Figure 7.4e. 

All three samples showed peak in the range of 420-480 nm indicating the emission at this 

wavelength is coming from the bulk InGaN grown either on top of GaN nanowall or on the bottom 

in between the nanowall segments. (b) Logarithmic PL intensities of three samples for better 

intensity comparison. All samples were excited with 405 nm laser source with using 100X 

objective under room temperature. 

 

 PL emission was also measured for InGaN nanowire arrays with peak emission at 546 nm, 

as shown in Figure 7.9d. We found that the InGaN nanoridge structures exhibit intensity nearly 4 

times higher than that of spontaneously formed InGaN nanowires, despite the relatively small 

surface area of nanoridge structures. Moreover, the emission of the nanoridge sample is sharper 

with a full-width-at-half-maximum (FWHM) value of 40 nm when compared to FWHM value of 

101 nm for the nanowire sample. 
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7.4 Transmission Electron Microscopy of InGaN Nanoridge 

 InGaN crystals were grown with hierarchical order that spans the nano- to atomic- scale 

through lithographic templating (Figure 7.9a-c). Cross-sectional electron microscopy shows the 

periodic GaN nanowalls (width ~500 nm, height ~1 um, spacing ~400-500 nm) that template 

confined InGaN growth (Figure 7.9a). The single crystallinity of the InGaN nanoridge (~50 nm 

width) that forms along the top of each InGaN nanoprism is reflected in the sharply faceted 

termination of <100> sidewalls and <001> top (Figure. 7.9c) of the 6 hour-grown sample. In 

confined geometry heteroepitaxy, increased In incorporation can occur due to the onset of strain 

relaxed growth [164]. In the 4 hour sample, the InGaN nanoridge was formed with smaller width 

and height than that of the 6 hour sample. In addition, this nanoridge was highly crystalline but 

lacked the sharp facets and contained a partially amorphous surface termination—suggesting that 

with further growth the nanoridge may crystallize and facet. An energy dispersive x-ray (EDS) 

map shows a well-defined InGaN nanoridge after 6 hours of growth, homogeneously composed of 

Ga, In, and N without phase segregation (Figure 7.9b). This homogeneous distribution of Ga and 

In elements in our InGaN nanoridge is superior to that of InGaN growth on a randomly oriented 

c-axis GaN nanowall, where Rodriguez et al. observed strong fluctuation of the In composition in 

their structure.[146] Energy dispersive X-ray (EDX) spectra collected from four InGaN nanoridge 

regions estimates In occupies 27 ±  5% of Ga sites (i.e. x=0.27±0.05). Pure GaN regions 

confirmed EDX quantification of Ga concentration to within ~10%. This In occupancy result is 

consistent with the PL result estimated to having x~0.3 for InGaN. Atomic resolution dark field 

scanning transmission electron microscopy (STEM) show lattice spacing of 2.85 Å and 2.95 Å 

(Figure 7.9e) and confirms an In-rich InGaN crystal (GaN and InN spacing are 2.75 and 3.06 Å, 

respectively). This corresponds to the (100) lattice plane of InGaN with an orientation that 
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indicates preferred growth along the [0001] c-axis direction. Lastly, the highly ordered 1D InGaN 

provides strong PL emission (Figure 7.9d). 

 

Figure 7.9 Single crystal 1D InGaN nanoridge grown on GaN nanowall array (a) Side-view SEM 

(b) HAADF STEM image on cross-sectional fin-shaped InGaN nanoridge from one of the InGaN 

nanoridge/GaN nanowall array in a and simultaneous STEM EDS spectroscopic mapping showing 

the grown InGaN tip primarily comprised of Ga (red), In (blue), and N (green). (c) High resolution 

HAADF STEM on the sharply-faceted InGaN nanoridge in c indicating highly single crystalline. 

(d) Room temperature micro-PL of InGaN nanoridge (black solid line), planar (red dashed line), 

and nanowire (blue dotted line) measured with 405 nm laser source. Peak wavelength position and 

full-width at half maximum (FWHM) values for 6 hrs InGaN nanoridge and InGaN nanowire 

sample are 40 and 101 nm, respectively. € Atomic resolution HAADF STEM on the termination 

of the InGaN tip in c indicating the lattice constant that is consistent with InGaN. 
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7.5 InGaN Nanoridge for Solar Energy Conversion Application 

7.5.1. III-nitride for Solar Energy Conversion 

The production of hydrogen via water-splitting using photoelectrochemical (PEC) device 

has attracted tremendous research work in recent years, with the hope of fulfilling demands for 

environmentally-friendly energy. III-nitride is a promising candidate for solar water splitting 

because of its direct band gap, which can be tuned to cover the entire solar spectrum through band 

gap engineering [137]. In specific, InGaN and GaN are good candidates to serve as a photoanode 

as their adequate band-edges can straddling the water redox potentials. The performance of these 

devices is impacted by unavoidable surface-states present at the semiconductor-liquid junction as 

well as the crystal quality of the material itself [165]. 

 In this section, InGaN nanoridge is used as a photoanode for converting solar energy into 

chemical energy through the oxidation of water molecules. Electrochemical impedance 

spectroscopy is used to study the semiconductor-liquid junction and the charge transfer kinetics 

occuring at this interface. Steady-state photocurrent of InGaN nanoridge is compared with InGaN 

nanowire structures or GaN planar or nanowall structrues. Owing to highly crystalline nature of 

InGan nanoridge, high photocurrent and fill factor of InGaN nanoridge is explained in junction 

with reduced charge recombination. 

7.5.2. Photoelectrochemical Cell Measurement 

A schematic of the PEC experimental setup is presented in Figure 7.10a. Only the active 

area of InGaN photo-anode is exposed to the electrolyte while the rest of the sample area is covered 

by epoxy. The sample is immersed in electrolyte solution of either 1M of hydrogen bromide (HBr) 

or 0.2M of potassium chloride (KCl) with 0.1 phosphate buffer (pH7) solution. The InGaN photo-

anode is used as a working electrode. For counter electrode and reference electrode, Pt mesh and 
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Ag/AgCl were used, respectively. These electrodes are connected to the Bio-logics SP-200 

potentiostat in a three-electrode configuration. For the illumination source, Newport LCS-100 

Solar Simulator with Xenon arc lamp was used. 

 The charge transfer process at the photo-anode happens by the transfer of photo-generated 

holes to the water oxidation potential at the electrolyte as described in Figure 7.10b. This process 

can happen via two routes: a direct transfer of holes from the valence band of semiconductor or 

surface state-assisted transfer of holes. It is discussed Klahr et. al. that the surface states of photo-

anode plays a significant role in the water oxidation process [166]. To study this charge transfer 

process, widely used equivalent circuit shown in Figure 7.10c is used. Here, Cbulk is composed of 

series connection of Helmholtz double layer capacitance and depletion capacitance at the 

semiconductor junction. As depletion capacitance is much smaller than the Helmholtz capacitance, 

this Cbulk is dominated by the depletion capacitance of the semiconductor material. Next, Css is the 

capacitive charging of the holes at the surface states during the oxidation process. It will be shown 

later that the carrier annihilation time in the surface state may vary depending on the material 

quality. Regarding resistance components, Rs, Rtrap, and Rct,SS are the electrolyte solution 

resistance, hole resistance trapped at surface state, and hole transfer resistance from surface state 

to the electrolyte, respectively.  
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Figure 7.10 (a) Schematic of experimental setup for photoelectrochemical cell under light 

illumination. (b) Band-diagram of semiconductor-liquid junction illustrating the charge transfer 

process of photo-generated hole from semiconductor anode to the redox potential of electrolyte.  

(c) Equivalent circuit representing charge transfer process in semiconductor-liquid junction. 

  

Above discussed elements in the equivalent circuit can be extracted by electrochemical 

impedance spectroscopy analysis (refer to previous chapter for details). By varying the frequency 

of ac small signal, one can see the impact of reaction rate dependence on the frequency which will 

be reflected in the complex impedance value. The frequency ranged was varied from 10k Hz down 

to 0.5 Hz. From the Nyquist plot, we can extract circuit elements defined in equivalent circuit of 

Figure 7.10c. One can carry out frequency sweep measurement with varying dc bias which will 

give information on the kinetics of reaction under different band bending condition in 

semiconductor.  
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7.5.3. Photoelectrochemical Performance Comparison 

A linear sweep voltammetry was performed for PEC cells by sweeping the working 

electrode’s voltage from 0 or below to the 1.2 V, with respect to the reference electrode. The 

amount of current corresponds to the oxidation process. The current-voltage plot of InGaN 

nanowire and nanoridge samples under HBr and KCl solution are shown in Figure 7.11a and b, 

respectively. Oxidation process of HBr solution is a one-hole transfer process and is much faster 

compared to the true water splitting (i.e. PBS solution with KCl) which involves 4-hole process 

[167]. PEC performance in the HBr solution is a fast process which mostly involves process via 

valence band transfer of holes and so may be a good indicator to show the potential capability of 

the material.  

 

Figure 7.11 Current density (J) versus voltage (V) plot of InGaN photo-anode with nanowire or 

nanoridge structure under 1-sun illumination with electrolyte being (a) 1M HBr or (b) 0.2M KCl 

with 0.1M of phosphate buffer (pH7) solution.  

 

As shown in Figure 7.11a, InGaN nanoridge sample shows a much larger current density 

and higher fill factor (sharper rise in slope) compared to conventional nanowire structure. 

Considering the higher surface coverage with high density of nanowires compared to the 
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nanoridge, this signifies that photo-generated holes in InGaN nanoridge efficiently participate in 

the reaction process while those in InGaN nanowires may get lost due to the poor material quality. 

We attribute higher performance in InGaN nanoridge structure do to highly crystalline nature 

compared to InGaN nanowire which has lower recomb. rate. By testing these samples at a slightly 

more complex charge transfer process in the PBS solution with KCl (as shown in Figure 7.11b), 

reaction kinetics of actual water oxidation process in these materials are better studied. In case of 

PBS solution with KCl, InGaN nanoridge sample show a decreased level of current density as well 

as less steep slope showing reduced performance compared to HBr oxidation’s case. For the PBS 

solution with KCl, charge transfer process involves 4-holes which is a slow reaction process in 

nature and so carriers that are in the queue of participating in the reaction are stored as a form of 

capacitive charging in the surface states. In specific, photo-holes are not transferred directly to the 

electrolyte but likely to be trapped in the surface states before participating in the reaction. 

Depending on the quality of the material, carrier lifetime in the surface state can be too short for 

holes to get annihilated at the defect sites before participating in the reaction.  

From the impedance measurement of InGaN nanowire and nanoridge samples, Rtrap, Rct,SS, 

CSS, and 𝜏𝐼𝑆  which is the lifetime of carrier in surface state are plotted in Figure 7.12a-d, 

respectively. First, lower Rtrap value for nanowire sample compared to the nanoridge sample 

indicates easier trapping of carriers into the traps, including to the surface state. This trap resistance 

value for nanoridge is approximately 2-fold higher than that of nanowire which supports the above 

statement that the major charge transport of nanoridge sample is via valence band (Nevertheless, 

low current density is due to the complex 4-hole process of oxidation in which the bottle-neck may 

be coming not from material property but elsewhere). Second, Rct,SS indicating the charge transfer 

resistance of holes from semiconductor to the electrolyte shows much lower value for nanoridge 
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compared to nanowire. This shows that the charge transfer of carriers via surface states for 

nanoridge is facile. While the exact reason behind lower Rct,SS of nanoridge sample needs further 

attention, it can be inferred that the lesser level of defects or dangling bonds at the incomplete 

surface atoms can promote this charge transfer process. Third, surface state capacitance CSS for 

InGaN nanowire and nanoridge samples are plotted as a function of potential. As the applied 

voltage corresponds to the difference in the fermi potential in the semiconductor-liquid Schottky 

junction, CSS at a given potential indicates the density of surface states in the energy band diagram 

(dividing CSS by charge gives density of surface states). At an extreme case of applying high 

voltage to the working electrode, semiconductor junction in the Figure 7.10b will severely bend 

upward supplying more than enough of over potential for the photo-generated holes to participate 

in the reaction with high energy. Having this physical picture in mind, sample with higher CSS at 

lower potential (or having higher surface states closer to the conduction band) will result in lower 

onset potential of oxidation reaction. Having a low onset potential in PEC is always advantageous 

because the oxidation reaction of photoanode can be induced even at a small bias voltage. The key 

message we would like to deliver here is the carrier lifetime at this surface states. From the RC 

time constant, the lifetime of carriers residing at this surface state is given as 𝜏𝐼𝑆 = (𝑅𝑆 + 𝑅𝑡𝑟𝑎𝑝) ⋅

𝐶𝑆𝑆. Simply speaking, it can be viewed as the time it takes for carriers to get annihilated while 

residing at the surface state. This 𝜏𝐼𝑆  extracted from the impedance measurement is plotted in 

Figure 7.12d. Interestingly, 𝜏𝐼𝑆  of nanowire is much smaller than that of nanoridge. Having a 

longer carrier lifetime is beneficial as it gives more time for the carriers to participate in the 

reaction, especially at a water oxidation reaction which involves 4-holes where the bottleneck of 

kinetic reaction may come elsewhere other than material quality itself. In case of nanowire, low 

Rtrap and high Rct,SS indicates that carriers easily fallen into surface states quickly gets annihilated. 
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The reason for annihilation may be understood in terms of having poor material quality. On the 

other hand, the carrier lifetime of InGaN nanoridge is shown to be few times larger than that of 

nanowire especially at a lower bias voltage which may be originating from a better material quality. 

 

 

Figure 7.12 Extracted elements of (a) Rtrap, (b) Rct,SS, (c) CSS, and (d) 𝜏𝐼𝑆 of InGaN nanowire 

(black) and nanowire (red) photo-anode cells under 1-sun illumination with varying voltage. The 

measurements were done with samples immersed under 0.2M of potassium chloride (KCl) with 

0.1 phosphate buffer (pH7) solution.  
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7.6 Conclusion 

In summary, we have investigated the epitaxy and structural and optical characterization 

of InGaN nanoridge structures grown on a Ga-polarity GaN nanowall template. It is observed that 

a nearly defect-free fin-shaped InGaN nanoridge emerges from the c-axis InGaN bulk nanoprism 

structure, which can exhibit superior structural and optical properties. Under optimized growth 

conditions, PL emission from this InGaN nanoridge structure exhibits much higher intensity than 

InGaN grown on a planar structure or spontaneously formed InGaN nanowire arrays. Detailed 

structural study of this growth regime over the growth time clearly shows the structural evolution 

of the bulk triangular InGaN nanoprism into a very narrow, fin-shaped InGaN nanoridge. Atomic 

resolution HAADF STEM and simultaneous STEM EDS spectroscopic mapping also suggests that 

this InGaN nanoridge structure is single crystalline with homogeneous In distribution. We envision 

that our integration of top-down and bottom-up approaches to obtain single crystalline InGaN 

nanoridges with high In content will emerge as a viable architecture for designing a broad range 

of III-nitride devices. Moreover, further reducing the dimensions to the nanometer range may 

provide an extremely scaled quantum material platform for next-generation ultrahigh efficiency 

electronic, photonic, and solar energy devices and systems. 

We have also demonstrated the use of InGaN nanoridge as a photo-anode to oxidize water 

for solar energy conversion application. Compared to the widely studied spontaneously grown 

InGaN nanowire structures, this highly ordered single crystalline InGaN nanoridge structure is less 

susceptible to the charge recombination owing to its high material quality. Electrochemical 

impedance spectroscopy analysis was conducted to study the charge transfer behavior in water 

oxidation process and show the superior material property of nanoridge structure over spontaneous 

nanowire structure. 
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Chapter 8 Conclusion and Outlook 

 

 In this thesis, we have explored methods to control the growth of metal / semiconductor 

thin films and nanostructures that can provide solutions to various engineering problems. All three 

growth modes were discussed throughout the thesis by either using PVD, CVD, or MBE technique. 

In chapter 2, meta-material layer comprised of silver (Ag) nanoparticle in silicon nitride dielectric 

was fabricated in a one-step process by taking the advantage of low surface tension of silver. This 

resulted in a growth regime of “island-like” growth under PVD system. By targeting to having 

absorption at a green wavelength, this meta-material was embedded inside the commercial low-

emissive coating to make the colored stack angle-robust, which resulted in enhancing the angle 

sensitivity to about 20 degrees higher than that of commercial stack. In chapter 3, Ag film growth 

mode was controlled to take as a form of “island plus layered” growth by using seed-layer method, 

which enabled the Ag film to become continuous down to extremely thin regime. The selection 

criteria of the seed-layer was discussed in detail, which plays a crucial role in impacting the pre- 

and post-film growth condition. As a result of using copper (Cu) as a seed-layer, the percolation 

threshold was significantly reduced down to 2.4 nm. The electron conduction mechanism at such 

extremely thin regime was comprehensively discussed by using general effective medium theory 

in combination with the classical size effect theory. The scientific and engineering implication of 

metal film’s critical thickness was discussed, in specific for its transparent conductor application. 

In chapter 4, extremely thin Ag film was used as a transparent anode to completely eliminate 
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waveguide mode in organic light emitting diodes. Owing to the intrinsic optical property of Ag 

film having negative permittivity (refractive index close to 0) at visible wavelength was found to 

be responsible for the elimination of waveguide mode in the device. In chapter 5, optical and 

stability properties of Ag film-based transparent conductor was examined. In specific, top and 

bottom dielectric layers were explored to minimize the reflection of Ag film and maximize the 

overall transmission of the film. Also, Ag film-based transparent conductor’s color contrast issue 

was address by carefully selecting the anti-reflective coatings, which is an important criteria for 

applications like touch panel. Then, methods like using NiCr barrier layer or thiol-based self-

assembled monolayer were introduced as a solution to enhance the stability of Ag film. Moreover, 

electrochemical impedance spectroscopy was used to quantify the passivation effect of top 

dielectric coatings under salt water to mimic environmental test conditions. In chapter 6, extremely 

thin Ag film was used as a transparent conductor for amorphous silicon thin film photodiode 

device. As a starting point, amorphous silicon photodiode device was optimized to suppress the 

reverse bias current under dark condition. This was achieved by choosing the optimum deposition 

condition of the active layer under CVD by flowing hydrogen to passivate the dangling bonds. As 

a result, significant reduction in leakage current was observed. Using this method for fabricating 

array of amorphous silicon based photodiode array onto TFT pixel chip, successful demonstration 

of optical fingerprint detection was achieved. Furthermore, utilizing ultrathin Ag film was 

demonstrated as a transparent anode for this amorphous silicon-based photodiode, which shows 

this approach as a promising solution for flexible in-display fingerprint sensor application.  In 

chapter 7, using ultrahigh vacuum system via MBE, single-crystalline indium-gallium-nitride 

(InGaN) nanoridge semiconductor was grown. This so-called “layer-by-layer” epitaxial growth of 

material was possible due to the pre-patterned substrate which effectively enabled relaxation of 
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the lattice strain despite large lattice mismatch with incorporation of indium in gallium nitride. 

This InGaN nanoridge was demonstrated as a photoelectrochemical cell for solar energy 

conversion application. Compared to conventional InGaN nanowire, InGaN nanoridge showed 

superior performance as a photoanode which is attributed to better quality of the material.  

 For a future plan, we will further study methods to enhance the quality of silver film by 

varying growth conditions or changing the underlying substrate. Despite the film can be made 

continuous down to less than 5 nm, the electrical property of the film is very much susceptible to 

scattering events due to the small grain size of the film. Our preliminary results show that a high 

quality Ag film can be grown on a zinc-oxide substrate where the film’s electrical resistivity is 

superior to that of the film with using germanium or copper as a seed layer. This was originating 

from the increased grain size of the Ag film when grown on a zinc-oxide underlayer. If there are 

ways to grow Ag film with high quality and yet significantly reduce the percolation threshold to 

2.4 nm or even below, this would have a significant impact for its application in optoelectronic or 

plasmonic application. In regard to the photodiode application, our current process temperature is 

limited by the deposition of amorphous silicon layer. By changing this active layer with other 

photo-sensitive materials that can be done at a room temperature such as organic or perovskite, it 

may be possible to fabricate our device all at a room temperature. Moreover, as the current device’s 

response time is limited by the material quality, if this can be replaced by highly crystalline 

material like perovskite, the significant improvement in response time may be expected too. 

Finally, as introduced in Chapter 6, metal-film based transparent conductor can be designed to 

show low sheet resistance of 1 /sq by adopting metal-dielectric 1 dimensional photonic crystal 

structure. This alternating layers of metal and dielectrics can hold enormous benefit in tailoring 

the light transmission and reflection at a visible wavelength for functional properties. Moreover, 
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such low electrical resistance films can even be used as interconnect lines for ultra-high resolution 

large area fully-transparent displays where these lines need to be transparent and yet require to 

have low resistance to minimize RC delay in the matrix circuit.  
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