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Abstract
A new notion of equilibrium, which we call strong equi-
librium, is introduced for time-inconsistent stopping
problems in continuous time. Compared to the existing
notions introduced in Huang, Y.-J., & Nguyen-Huu, A.
(2018, Jan 01). Time-consistent stopping under decreas-
ing impatience.Finance and Stochastics, 22(1), 69–95 and
Christensen, S., & Lindensjö, K. (2018). On finding equi-
librium stopping times for time-inconsistent markovian
problems. SIAM Journal on Control and Optimization,
56(6), 4228–4255, which in this paper are called mild
equilibrium and weak equilibrium, respectively, a strong
equilibrium captures the idea of subgame perfect Nash
equilibrium more accurately. When the state process is
a continuous-time Markov chain and the discount func-
tion is log subadditive, we show that an optimal mild
equilibrium is always a strong equilibrium. Moreover,
we provide a new iterationmethod that can directly con-
struct an optimal mild equilibrium and thus also prove
its existence.
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INTRODUCTION

On a filtered probability space (Ω, , (𝑡)𝑡∈[0,∞), ℙ) consider an optimal stopping problem in con-
tinuous time

sup
𝜏∈

𝔼𝑥[𝛿(𝜏)𝑋𝜏], (1)
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where 𝑋 = (𝑋𝑡)𝑡∈[0,∞) is a time-homogeneous Markov process taking values in some space 𝕏 ⊂
ℝ,  is a set of stopping times, 𝛿 is a discount function, and 𝔼𝑥 is the expectation given 𝑋0 =
𝑥. It is well known that when 𝛿 is not exponential, the problem (1) may be time-inconsistent.
That is, the optimal stopping strategy obtained today may not be optimal in the eyes of future
selves. There are mainly three ways to approach such time inconsistency: precommitted strategy,
naive strategy, and consistent planning strategy, dating back to Strotz (1955). Our paper focuses
on consistent planning, which is formulated as a subgame perfect Nash equilibrium: once an
equilibrium strategy is enforced over the planning horizon, the current self has no incentive to
deviate from it, given all future selves will follow the equilibrium strategy. For discussions on
different approaches, see Pollak (1968), Ekeland and Lazrak (2006), Björk and Murgoci (2014),
Björk, Khapko, andMurgoci (2017), Christensen and Lindensjö (2018), Huang, Nguyen-Huu, and
Zhou (2020), Huang and Nguyen-Huu (2018), and references therein.
There are two general notions of equilibrium stopping strategies in continuous time in the lit-

erature. The first notion is proposed in Huang and Nguyen-Huu (2018) and further studied in
Huang et al. (2020), Huang and Zhou (2020), and Huang and Yu (2019), which we will call mild
equilibrium in this paper. Following Huang and Nguyen-Huu (2018, Definition 3.3) and Huang
and Zhou (2020, Definition 2.2), we have the following definition of mild equilibrium.

Definition 1.1. Ameasurable set 𝑆 ⊂ 𝕏 is said to be a mild equilibrium, if{
𝑥 ≤ 𝔼𝑥[𝛿(𝜏𝑆)𝑋𝜏𝑆 ], ∀ 𝑥 ∉ 𝑆, (2)

𝑥 ≥ 𝔼𝑥[𝛿(𝜏
+
𝑆 )𝑋𝜏𝑆 ], ∀ 𝑥 ∈ 𝑆, (3)

where

𝜏𝑆 ∶= inf {𝑡 ≥ 0 ∶ 𝑋𝑡 ∈ 𝑆}, and 𝜏+𝑆 ∶= inf {𝑡 > 0 ∶ 𝑋𝑡 ∈ 𝑆}. (4)

In the above 𝑆 is the stopping region, and the economic interpretation for Definition 1.1 is
clear, there is no incentive to deviate. That is, in (2) when 𝑥 ∉ 𝑆, it is better to continue and
get 𝔼𝑥[𝛿(𝜏𝑆)𝑋𝜏𝑆 ], rather than to stop and get 𝑥; on the surface a similar statement applies to (3).
However, when the time of return for 𝑋 is 0 (i.e., ℙ(𝜏+

{𝑥}
= 0 |𝑋0 = 𝑥) = 1), which is satisfied for

continuous-timeMarkov chain andmany one-dimensional diffusion processes, 𝜏𝑆 = 𝜏+𝑆 and thus
(3) trivially holds. In other words, when the time of return is 0, there is no actual deviation cap-
tured by (3) from stopping to continuing, and Definition 1.1 is equivalent to the following.

Definition 1.2. Ameasurable set 𝑆 ⊂ 𝕏 is said to be a mild equilibrium, if

𝑥 ≤ 𝔼𝑥[𝛿(𝜏𝑆)𝑋𝜏𝑆 ] =∶ 𝐽(𝑥, 𝑆), ∀ 𝑥 ∉ 𝑆. (5)

Consequently, with the time of return being 0, the notion of mild equilibrium cannot fully
capture the economic meaning of equilibrium. It is easy to see that 𝑆 = 𝕏 is always a mild equi-
librium, and it is not clear why always stopping immediately is a reasonable strategy. Note that in
discrete time there is no such degeneration issue for equilibriumbecause 𝜏+𝑆 = inf {𝑡 ≥ 1 ∶ 𝑋𝑡 ∈ 𝑆}
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in discrete time setting (see Bayraktar, Zhang, & Zhou, 2019, Definition 2.2; Huang & Zhou, 2017,
Remark 2.3).
As can be seen from Huang and Nguyen-Huu (2018), Huang et al. (2020), Huang and Zhou

(2020), and Huang and Yu (2019), there is often a continuum of mild equilibria in many natural
models, which naturally leads to the question of equilibrium selection. InHuang andZhou (2020),
optimal mild equilibrium in the sense of point-wise dominance is considered. In particular, from
(Huang & Zhou, 2020, Definition 2.3) we have the following definition.

Definition 1.3. Amild equilibrium 𝑆∗ is said to be optimal, if for any other mild equilibrium 𝑆,

𝑥 ∨ 𝐽(𝑥, 𝑆∗) ≥ 𝑥 ∨ 𝐽(𝑥, 𝑆)(⟺ 𝐽(𝑥, 𝑆∗) ≥ 𝐽(𝑥, 𝑆)), ∀ 𝑥 ∈ 𝕏.

Note that 𝑥 ∨ 𝐽(𝑥, 𝑆) represents the value associated with the stopping region/strategy 𝑆. In
Huang and Zhou (2020), the existence of optimal equilibrium is established. A discrete-time ver-
sion is in Huang and Zhou (2017).
The second notion of equilibrium, which we call weak equilibrium in this paper, is proposed in

Christensen and Lindensjö (2018) and further investigated in Christensen and Lindensjö (2020).
Following Christensen and Lindensjö (2018), we have the definition of weak equilibrium (we
adapt the definition slightly for our setting).

Definition 1.4. Ameasurable set 𝑆 ⊂ 𝕏 is said to be a weak equilibrium, if

⎧⎪⎨⎪⎩
𝑥 ≤ 𝔼𝑥[𝛿(𝜏𝑆)𝑋𝜏𝑆 ], ∀𝑥 ∉ 𝑆,

lim inf
𝜀↘0

𝑥−𝔼𝑥[𝛿(𝜏
𝜀
𝑆)𝑋𝜏𝜀

𝑆
]

𝜀
≥ 0, ∀𝑥 ∈ 𝑆,

(6)

where

𝜏𝜀𝑆 = inf {𝑡 ≥ 𝜀 ∶ 𝑋𝑡 ∈ 𝑆}. (7)

Compared to (2), the first-order condition (6) does capture the deviation from stopping to con-
tinuing. However, similar to that for time-inconsistent control (see, e.g., Björk et al., 2017, Remark
3.5; Huang& Zhou, 2020), the first-order criterion does not correspond to the equilibrium concept
perfectly: when the limit in (6) equals zero, it is possible that for all 𝜀 > 0, 𝑥 < 𝔼𝑥[𝛿(𝜏

𝜀
𝑆)𝑋𝜏𝜀𝑆

], in
which case there is an incentive to deviate.
To sum up, the economic interpretation of being “equilibrium” for mild and weak ones is inad-

equate. There are similar issues in continuous-time time-inconsistent stochastic control problems
as mentioned in Björk et al. (2017, Remark 3.5). In response to Björk et al. (2017, Remark 3.5), a
new definition of continuous-time equilibrium control is introduced in Huang and Zhou (2020).
In time-inconsistent optimal stopping problems, we introduce the following concept of strong
equilibrium, which is inspired by Huang and Zhou (2020).

Definition 1.5. Ameasurable set 𝑆 ⊂ 𝕏 is said to be a strong equilibrium, if{
𝑥 ≤ 𝔼𝑥[𝛿(𝜏𝑆)𝑋𝜏𝑆 ], ∀𝑥 ∉ 𝑆,

∃ 𝜀 = 𝜀(𝑥) > 0, s.t. ∀ 𝜀′ ∈ (0, 𝜀), 𝑥 ≥ 𝔼𝑥[𝛿(𝜏
𝜀′

𝑆 )𝑋𝜏𝜀
′
𝑆
], ∀𝑥 ∈ 𝑆. (8)
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Compared to (3) and (6), condition (8) not only captures the deviation from stopping to contin-
uing but also more precisely indicates the disincentive of such deviation. Consequently, a strong
equilibrium delivers better economic meaning as being an “equilibrium.”
In this paper, when 𝑋 is a Markov chain we show that an optimal mild equilibrium is a strong

equilibrium (see Theorem 2.4). (Obviously, a strong equilibrium is also weak, and a weak equi-
librium is also mild.) We also provide examples showing that a strong equilibrium may not be an
optimal mild equilibrium, and a weak equilibrium may not be strong. Therefore, we thoroughly
obtain the relation between mild, weak, strong, and optimal mild (and thus optimal weak, opti-
mal strong) equilibria. Moreover, we provide a new iterationmethod which directly constructs an
optimal mild equilibrium and thus also establish its existence (see Theorem 2.5). In Huang and
Zhou (2017) and Huang and Zhou (2020), an optimal equilibrium is constructed by the intersec-
tion of all (mild) equilibriums. In principle, this requires us to first find all (mild) equilibria in
order to get the optimal one, which may not be implementable in many cases. The new iteration
method proposed in this paper is much easier andmore efficient to implement. Examples are pro-
vided to demonstrate the application of the new iteration method (see Examples 3.1 and 3.2). It
would be interesting to see whether such results can be extended to diffusion models, which we
will leave for future research.
As in reality people often discount nonexponentially, our results can be applied to stopping

problems in finance and economics. Generally, we can use 𝑋 = 𝑓(𝑌) for some nonnegative pay-
off function 𝑓 and some price process of underlying asset 𝑌. Our results still hold and the proofs
still work when replacing 𝑋 with 𝑓(𝑌). For instance, in Example 3.2, 𝑌 is a stock price process
and 𝑋 = 𝑓(𝑌) is the payoff of an American put option. This can be viewed as an example of exer-
cising an American option when the investor tries to maximize the expected payoff yet subject to
hyperbolic discounting.We refer to Huang and Zhou (2017, Section 5) andHuang and Zhou (2020,
Section 6.3) for more such examples. The two-state example provided in Section 4 of this paper
can also be thought of as an application of stopping (e.g., selling a house) when the economy
(e.g., property market) is good/bad. Our paper is in-line with the work of Grenadier and Wang
(2007), where equilibrium stopping strategies are considered in an entrepreneur’s investment-
timing problem under time-inconsistent preferences due to quasi-hyperbolic discounting. People
have considered to incorporate nonexponential discounting into decision making including opti-
mal stopping. However, this leads to time inconsistency as argued by Grenadier andWang (2007).
They proposed the time-consistent modeling framework and our result can be seen as making
advances on proposing better equilibrium concepts in this line of work. Let us also mention that
the notion of strong equilibria also applies to other types of time-inconsistent stopping, such as
mean-variance stopping problems and stopping under probability distortion.1
This paper provides very novel and conceptual contributions in the topic of time-inconsistent

stopping. First, we analyze existing notions of equilibrium and their inadequacy in continuous
time. A new notion of equilibrium, strong equilibrium is introduced. It captures the economic
meaning of being “equilibrium” more accurately. Second, we show that an optimal mild equi-
librium is also a strong equilibrium, which is far from obvious. This result together with the
examples in this paper completely shows the relations between mild, weak, strong, and optimal
mild/weak/strong equilibria. No such result has been obtained before. Moreover, we completely
obtain the existence and (non)uniqueness results of these equilibria. Third, we provide an itera-
tion method, which directly constructs an optimal equilibrium and is muchmore implementable
than the existing method in Huang and Zhou (2017) and Huang and Zhou (2020). Moreover,
although the proofs are relatively short, by no means they are trivial, routine, or easy to come up
with. Those key ideas provide some novel proof approaches in the literature of time-inconsistent
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control/stopping. Let us mention the recent work of He and Jiang (2020), where the authors also
discuss notions of equilibrium control based on condition (1.3) in Huang and Zhou (2020). The
focus of their paper is to distinguish between weak and strong (and regular) equilibrium controls.
It is intuitively like distinguishing between local maxima and critical point. In our paper we not
only distinguish between strong, weak, and mild equilibrium stopping times but also obtain that
an optimal mild equilibrium is a strong equilibrium. The notions of mild equilibrium and optimal
mild equilibrium only make sense for stopping problems not control problems. Thus, the focus
of our paper is different from He and Jiang (2020) and our intuitively unexpected result makes a
novel contribution to the literature.
The rest of the paper is organized as follows. Section 2 collects the main results of the paper.

An optimal mild equilibrium is proved to be a strong equilibrium, and can be directly constructed
via a new iteration method. Section 3 provides examples to illustrate the iteration method in The-
orem 2.5. Section 4 focuses on a concrete two-state model, which demonstrates the differences
between these equilibria.

THEMAIN RESULTS

In this section, we apply the concepts in Section 1 to a continuous-timeMarkov chain and present
our main results under this setting. Let 𝑋 = (𝑋𝑡)𝑡≥0 be a time-homogeneous continuous-time
Markov chain. It has a finite or countably infinite state space 𝕏 ⊂ [0,∞). Let 𝜆𝑥 be the transi-
tion rate out of the state 𝑥 ∈ 𝕏, and 𝑞𝑥𝑦 be the transition rate from state 𝑥 to 𝑦 for 𝑦 ≠ 𝑥. Then we
have that 𝜆𝑥 =

∑
𝑦≠𝑥 𝑞𝑥𝑦 . The discount function 𝑡 ↦ 𝛿(𝑡) is assumed to be nonexponential and

decreasing, with 𝛿(0) = 1 and lim𝑡→∞ 𝛿(𝑡) = 0. Let the filtration (𝑡)𝑡∈[0,∞) be generated by 𝑋.
Furthermore, we make the following assumptions on 𝑋 and 𝛿(⋅).

Assumption 2.1.

(i) 𝐶 ∶= sup𝕏 < ∞ and 𝜆 ∶= sup𝑥∈𝕏 𝜆𝑥 < ∞.
(ii) 𝑋 is irreducible, that is, for any 𝑥, 𝑦 ∈ 𝕏, inf {𝑡 ≥ 0 ∶ 𝑋𝑡 = 𝑦 |𝑋0 = 𝑥} < ∞, a.s.

Assumption 2.2.

(i) 𝛿 is log-subadditive, that is,

𝛿(𝑠)𝛿(𝑡) ≤ 𝛿(𝑠 + 𝑡), ∀ 𝑠, 𝑡 > 0. (9)

(ii) 𝑡 ↦ 𝛿(𝑡) is differentiable at 𝑡 = 0, and 𝛿′(0) < 0.

Remark 2.3. Assumption 2.2 (i) is closely related to decreasing impatience (𝐷𝐼) in Behavioral
Finance and Economics.2 Following Prelec (2004, Definition 1) and Noor (2009), the discount
function 𝛿 induces 𝐷𝐼 if

𝑠 ↦
𝛿(𝑠 + 𝑡)

𝛿(𝑠)
is strictly increasing, ∀ 𝑡 > 0. (10)

Observe that (10) implies (9), because 𝛿(𝑠 + 𝑡)∕𝛿(𝑠) ≥ 𝛿(𝑡)∕𝛿(0) = 𝛿(𝑡) for all 𝑠, 𝑡 ≥ 0.
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Note that hyperbolic, generalized hyperbolic, quasi-hyperboic, pseudo-exponential discount
functions all induce DI, and thus satisfy Assumption 2.2(i). Consequently, (9) is often used when
studying problems involving nonexponential discounting; see, for example, Huang and Nguyen-
Huu (2018), Huang and Zhou (2017), and Huang and Zhou (2020).

The following is the first main result of this paper, which shows that an optimal mild equilib-
rium is a strong equilibrium. The proof is provided in Section 2.1.

Theorem 2.4. Let Assumptions 2.1 and 2.2 hold. If 𝑆 is an optimal mild equilibrium, then it is a
strong equilibrium.

As all mild equilibria are strong equilibria, an optimal mild equilibrium will generate larger
values than any strong equilibrium as well. With Theorem 2.4, we can conclude that any optimal
mild equilibrium is a strong equilibrium and in fact is an optimal strong equilibrium.
The following is the second main result of this paper. It provides an iteration method that

directly constructs an optimal mild equilibrium, and thus also establishes the existence of weak,
strong, and optimal mild equilibria. The proof of this result is presented in Section 2.2.

Theorem 2.5. Let 𝑆0 ∶= ∅, and

𝑆𝑛+1 ∶= 𝑆𝑛 ∪

{
𝑥 ∈ 𝕏 ⧵ 𝑆𝑛 ∶ 𝑥 > sup

𝑆∶𝑆𝑛⊂𝑆⊂𝕏∖{𝑥}
𝐽(𝑥, 𝑆)

}
. (11)

Let

𝑆∞ ∶= ∪∞
𝑛=0𝑆𝑛. (12)

If Assumptions 2.1(i) and 2.2(i) hold, then 𝑆∞ is an optimalmild equilibrium. If in addition Assump-
tion 2.2(ii) holds, then 𝑆∞ is a strong equilibrium.

Proof of Theorem 2.4

Recall 𝜏𝑆, 𝜏𝜀𝑆, 𝐽(⋅, ⋅) defined in (4),(7),(5) respectively. We have the following characterization of (6)
in Definition 1.2.

Proposition 2.6. Let Assumptions 2.1 and 2.2(ii) hold. Then 𝑆 ⊂ 𝕏 is a weak equilibrium if and
only if 𝑆 is a mild equilibrium and for all 𝑥 ∈ 𝑆,

𝑥(𝜆𝑥 − 𝛿′(0)) ≥ ∑
𝑦∈𝑆∖{𝑥}

𝑦𝑞𝑥𝑦 +
∑
𝑦∈𝑆𝑐

𝐽(𝑦, 𝑆)𝑞𝑥𝑦.

Proof. By definition, we only need to check condition (6) in Definition 1.2 is equivalent to the
above inequality.
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Denote 𝑇𝑥 ∶= inf {𝑡 ≥ 0 ∶ 𝑋𝑡 ≠ 𝑥, 𝑋0 = 𝑥} as the holding time at state 𝑥, which has exponential
distribution with parameter 𝜆𝑥. Then

𝔼𝑥[𝛿(𝜏
𝜀
𝑆)𝑋𝜏𝜀𝑆

] = 𝔼𝑥[𝛿(𝜏
𝜀
𝑆)𝑋𝜏𝜀𝑆

𝟏{𝑇𝑥>𝜀}] +
∑

𝑦∈𝕏∖{𝑥}

𝔼𝑥[𝛿(𝜏
𝜀
𝑆)𝑋𝜏𝜀𝑆

𝟏{𝑇𝑥≤𝜀,𝑋𝑇𝑥=𝑦,𝑇𝑦+𝑇𝑥>𝜀}] + 𝑂(𝜀2)

= 𝛿(𝜀)𝑥𝑒−𝜆𝑥𝜀 +

{ ∑
𝑦∈𝑆∖{𝑥}

𝛿(𝜀)𝑦
𝑞𝑥𝑦
𝜆𝑥

+
∑
𝑦∈𝑆𝑐

𝔼𝑦[𝛿(𝜀 + 𝜏𝑆)𝑋𝜏𝑆 ]
𝑞𝑥𝑦
𝜆𝑥

}
(𝜆𝑥𝜀 + 𝑂(𝜀2)) + 𝑂(𝜀2).

Note that 𝛿(𝜀) = 1 + 𝛿′(0)𝜀 + 𝑜(𝜀). Therefore we have

𝔼𝑥[𝛿(𝜏
𝜀
𝑆)𝑋𝜏𝜀𝑆

] = 𝑥 +

⎧⎪⎨⎪⎩−𝑥(𝜆𝑥 − 𝛿′(0)) +
∑

𝑦∈𝑆∖{𝑥}

𝑦𝑞𝑥𝑦 +
∑
𝑦∈𝑆𝑐

𝑞𝑥𝑦𝔼𝑦[𝛿(𝜀 + 𝜏𝑆)𝑋𝜏𝑆 ]

⎫⎪⎬⎪⎭𝜀 + 𝑜(𝜀).

Therefore, (6) is equivalent to

𝑥(𝜆𝑥 − 𝛿′(0)) ≥ ∑
𝑦∈𝑆∖{𝑥}

𝑦𝑞𝑥𝑦 +
∑
𝑦∈𝑆𝑐

𝔼𝑦[𝛿(𝜏𝑆)𝑋𝜏𝑆 ]𝑞𝑥𝑦.

□

Corollary 2.7. Let Assumptions 2.1 and 2.2(ii) hold. If 𝑆 is a mild equilibrium and satisfies

𝑥(𝜆𝑥 − 𝛿′(0)) >
∑

𝑦∈𝑆∖{𝑥}

𝑦𝑞𝑥𝑦 +
∑
𝑦∈𝑆𝑐

𝔼𝑦[𝛿(𝜏𝑆)𝑋𝜏𝑆 ]𝑞𝑥𝑦,

then it is a strong equilibrium.

For the rest of the paper, we will sometimes use the notation

𝜌(𝑥, 𝑆) ∶= inf {𝑡 ≥ 0 ∶ 𝑋𝑥
𝑡 ∈ 𝑆}

in the place of 𝜏𝑆 to emphasize the initial state 𝑋0 = 𝑥 (𝑋𝑥 here is theMarkov chain starting at 𝑥).

Lemma 2.8. Let Assumption 2.2(i) hold. For 𝑥 ∈ 𝑆, denote �̂� = 𝑆∖{𝑥}. If 𝑆 is an optimal mild equi-
librium, then for any 𝑦 ∉ 𝑆,

𝐽(𝑦, �̂�) − 𝐽(𝑦, 𝑆) ≥ 𝔼𝑦[𝛿(𝜏𝑆)𝟏{𝑋𝜏𝑆
=𝑥}](𝐽(𝑥, �̂�) − 𝑥).

Proof. As �̂� ⊂ 𝑆, we have 𝜌(𝑦, 𝑆) ≤ 𝜌(𝑦, �̂�). Then

𝐽(𝑦, �̂�) − 𝐽(𝑦, 𝑆)

= 𝔼𝑦[𝛿(𝜌(𝑦, �̂�))𝑋𝜌(𝑦,�̂�)𝟏{𝑋𝜌(𝑦,𝑆)=𝑥}] + 𝔼𝑦[𝛿(𝜌(𝑦, �̂�))𝑋𝜌(𝑦,�̂�)𝟏{𝑋𝜌(𝑦,𝑆)∈�̂�}
] − 𝔼𝑦[𝛿(𝜌(𝑦, 𝑆))𝑋𝜌(𝑦,𝑆)]

= 𝔼𝑦[𝛿(𝜌(𝑦, �̂�))𝑋𝜌(𝑦,�̂�)𝟏{𝑋𝜌(𝑦,𝑆)=𝑥}] + 𝔼𝑦[𝛿(𝜌(𝑦, 𝑆))𝑋𝜌(𝑦,𝑆)𝟏{𝑋𝜌(𝑦,𝑆)∈�̂�}
] − 𝔼𝑦[𝛿(𝜌(𝑦, 𝑆))𝑋𝜌(𝑦,𝑆)]
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= 𝔼𝑦[𝛿(𝜌(𝑦, �̂�))𝑋𝜌(𝑦,�̂�)𝟏{𝑋𝜌(𝑦,𝑆)=𝑥}] − 𝑥𝔼𝑦[𝛿(𝜌(𝑦, 𝑆))𝟏{𝑋𝜌(𝑦,𝑆)=𝑥}]

≥ 𝔼𝑦[𝛿(𝜌(𝑦, 𝑆))𝟏{𝑋𝜌(𝑦,𝑆)=𝑥}𝔼[𝛿(𝜌(𝑦, �̂�) − 𝜌(𝑦, 𝑆))𝑋𝜌(𝑥,�̂�)|𝜌(𝑦,𝑆)]] − 𝑥𝔼𝑦[𝛿(𝜌(𝑦, 𝑆))𝟏{𝑋𝜌(𝑦,𝑆)=𝑥}]

= 𝔼𝑦[𝛿(𝜏𝑆)𝟏{𝑋𝜏𝑆
=𝑥}](𝔼𝑥[𝛿(𝜏�̂�)𝑋𝜏�̂�

] − 𝑥),

where we use (9) for the inequality above. □

Lemma 2.9. Let Assumption 2.2(i) hold. If 𝑆 is an optimal mild equilibrium, then for any 𝑥 ∈ 𝑆 we
have that

𝑥 ≥ 𝐽(𝑥, �̂�), where �̂� = 𝑆∖{𝑥}.

As a result, 0 ∉ 𝑆 and 𝐽(𝑦, 𝑆) > 0 for all 𝑦 ∈ 𝕏.

Proof. If �̂� is also a mild equilibrium, then

𝑥 ≤ 𝐽(𝑥, �̂�) ≤ 𝐽(𝑥, 𝑆) = 𝑥,

and thus 𝑥 = 𝐽(𝑥, �̂�).
If �̂� is not a mild equilibrium, then there exists 𝑦 ∉ �̂� such that 𝐽(𝑦, �̂�) < 𝑦 ≤ 𝐽(𝑦, 𝑆). By

Lemma 2.8,

0 > 𝐽(𝑦, �̂�) − 𝐽(𝑦, 𝑆) ≥ 𝔼𝑦[𝛿(𝜏𝑆)𝕀{𝑋𝜏𝑆
=𝑥}](𝐽(𝑥, �̂�) − 𝑥),

which implies that

𝑥 > 𝐽(𝑥, �̂�). (13)

Now suppose 0 ∈ 𝑆. By the above result, we have 0 ≥ 𝐽(0, 𝑆∖{0}). As𝑋𝜏𝑆∖{0} > 0, 𝐽(0, 𝑆∖{0}) > 0,
which is a contraction. As a result, 0 ∉ 𝑆 and 𝐽(𝑦, 𝑆) > 0 for all 𝑦 ∈ 𝕏. □

Proof of Theorem 2.4. By Assumption 2.2, 𝛿(𝑡) ≥ 𝑒𝛿
′(0)𝑡 for all 𝑡 ≥ 0. Moreover, there exist 𝑡0 > 0

such that for 𝑡 > 𝑡0, 𝛿(𝑡) > 𝑒𝛿
′(0)𝑡 because 𝛿 is nonexponential. As a result, for any 𝑥 ∈ 𝕏,

𝔼𝑥[𝛿(𝑇𝑥)] = ∫
∞

0
𝜆𝑥𝛿(𝑡)𝑒

−𝜆𝑥𝑡𝑑𝑡 > ∫
∞

0
𝜆𝑥𝑒

(𝛿′(0)−𝜆𝑥)𝑡𝑑𝑡 =
𝜆𝑥

𝜆𝑥 − 𝛿′(0)
.

Denote 𝑐𝑥 ∶=
𝜆𝑥

𝜆𝑥−𝛿′(0)
.

If 𝑆 = {𝑥}, then as 𝑥 ≠ 0 by Lemma 2.9 we have that∑
𝑦≠𝑥

𝐽(𝑦, 𝑆)𝑞𝑥𝑦 ≤ 𝑥
∑
𝑦≠𝑥

𝔼𝑦[𝛿(𝑇𝑦)]𝑞𝑥𝑦 < 𝑥𝜆𝑥 < 𝑥(𝜆𝑥 − 𝛿′(0)),

which implies that 𝑆 is a strong equilibrium.
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For the rest of the proof, we assume 𝑆 contains at least two points. Fix any 𝑥 ∈ 𝑆, we have

𝐽(𝑥, �̂�) =
∑

𝑦∈𝑆∖{𝑥}

𝑞𝑥𝑦
𝜆𝑥

𝔼𝑥[𝛿(𝜏�̂�)𝑋𝜏�̂�
|𝑋𝑇𝑥 = 𝑦] +

∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

𝔼𝑥[𝛿(𝜏�̂�)𝑋𝜏�̂�
|𝑋𝑇𝑥 = 𝑦].

As for 𝑦 ∈ 𝑆 ⧵ {𝑥},

𝔼𝑥[𝛿(𝜏�̂�)𝑋𝜏�̂�
|𝑋𝑇𝑥 = 𝑦] = 𝑦𝔼𝑥[𝛿(𝜏�̂�)|𝑋𝑇𝑥 = 𝑦] = 𝑦𝔼𝑥[𝛿(𝑇𝑥)|𝑋𝑇𝑥 = 𝑦] = 𝑦𝔼𝑥[𝛿(𝑇𝑥)],

and for 𝑦 ∈ 𝑆𝑐,

𝔼𝑥[𝛿(𝜏�̂�)𝑋𝜏�̂�
|𝑋𝑇𝑥 = 𝑦] ≥ 𝔼𝑥[𝛿(𝑇𝑥)𝛿(𝜏�̂� − 𝑇𝑥)𝑋𝜏�̂�

|𝑋𝑇𝑥 = 𝑦]

= 𝔼𝑥[𝛿(𝑇𝑥)|𝑋𝑇𝑥 = 𝑦] ⋅ 𝔼𝑥[𝛿(𝜏�̂� − 𝑇𝑥)𝑋𝜏�̂�
|𝑋𝑇𝑥 = 𝑦] = 𝔼𝑥[𝛿(𝑇𝑥)] ⋅ 𝐽(𝑦, �̂�),

we have that

𝐽(𝑥, �̂�) ≥
⎛⎜⎜⎝

∑
𝑦∈𝑆∖{𝑥}

𝑞𝑥𝑦
𝜆𝑥

𝑦 +
∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

𝐽(𝑦, �̂�)
⎞⎟⎟⎠ ⋅ 𝔼𝑥[𝛿(𝑇𝑥)]. (14)

Denote

I ∶=
∑

𝑦∈𝑆∖{𝑥}

𝑞𝑥𝑦
𝜆𝑥

𝑦, II ∶=
∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

𝐽(𝑦, 𝑆), ÎI ∶=
∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

𝐽(𝑦, �̂�).

By Lemma 2.9, 𝑦 > 0 for all 𝑦 ∈ �̂� and 𝐽(𝑦, �̂�) > 0 for all 𝑦 ∉ �̂�, thus I + ÎI > 0. This together with
𝔼𝑥[𝛿(𝑇𝑥)] > 𝑐𝑥 implies that

𝐽(𝑥, �̂�) > (I + ÎI)𝑐𝑥.

Then

𝑥 − 𝐽(𝑥, �̂�) < 𝑥 − (I + ÎI)𝑐𝑥

= 𝑥 − (I + II)𝑐𝑥 + (II − ÎI)𝑐𝑥

= 𝑥 − (I + II)𝑐𝑥 + 𝑐𝑥
∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

(𝐽(𝑦, 𝑆) − 𝐽(𝑦, �̂�))

≤ 𝑥 − (I + II)𝑐𝑥 + 𝑐𝑥
∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

(𝔼𝑦[𝛿(𝜏𝑆)𝟏{𝑋𝜏𝑆
=𝑥}](𝑥 − 𝐽(𝑥, �̂�)),

where the last line follows from Lemma 2.8. Thus(
1 − 𝑐𝑥

∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

(𝔼𝑦[𝛿(𝜏𝑆)𝟏{𝑋𝜏𝑆
=𝑥}])

)
(𝑥 − 𝐽(𝑥, �̂�)) < 𝑥 − (I + II)𝑐𝑥. (15)
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Note that

𝑐𝑥
∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

(𝔼𝑦[𝛿(𝜏𝑆)𝟏{𝑋𝜏𝑆
=𝑥}] ≤ 𝑐𝑥

∑
𝑦∉𝑆

𝑞𝑥𝑦
𝜆𝑥

≤ 𝑐𝑥 < 1.

Then by Lemma 2.9,

𝑥 − (I + II)𝑐𝑥 > 0, ∀ 𝑥 ∈ 𝕏,

which implies 𝑆 is a strong equilibrium. □

Proof of Theorem 2.5

We start with the following lemma, which in particular indicates that a smaller mild equilibrium
generates larger values.

Lemma 2.10. Let Assumption 2.2(i) hold. If 𝑆 is a mild equilibrium, then for any subset 𝑅 ⊂ 𝕏with
𝑆 ⊂ 𝑅, we have

𝐽(𝑥, 𝑆) ≥ 𝐽(𝑥, 𝑅), ∀𝑥 ∈ 𝕏.

Proof. As 𝑆 ⊂ 𝑅, 𝜌(𝑥, 𝑆) ≥ 𝜌(𝑥, 𝑅) for all 𝑥 ∈ 𝕏.

𝐽(𝑥, 𝑆) = 𝔼𝑥[𝛿(𝜌(𝑥, 𝑆))𝑋𝜌(𝑥,𝑆)]

= 𝔼𝑥[𝔼𝑥[𝛿(𝜌(𝑥, 𝑆))𝑋𝜌(𝑥,𝑆)|𝜌(𝑥,𝑅)]]

≥ 𝔼𝑥[𝛿(𝜌(𝑥, 𝑅))𝔼𝑥[𝛿(𝜌(𝑥, 𝑆) − 𝜌(𝑥, 𝑅))𝑋𝜌(𝑥,𝑆)|𝜌(𝑥,𝑅)]]

= 𝔼𝑥[𝛿(𝜌(𝑥, 𝑅))𝔼𝑋𝜌(𝑥,𝑅)
[𝛿(𝜌(𝑋𝜌(𝑥,𝑅), 𝑆))𝑋𝜌(𝑥,𝑆)]]

≥ 𝔼𝑥[𝛿(𝜌(𝑥, 𝑅))𝑋𝜌(𝑥,𝑅)] = 𝐽(𝑥, 𝑅).

The last inequality holds because 𝑆 is a mild equilibrium and by definition,

𝔼𝑋𝜌(𝑥,𝑅)
[𝛿(𝜌(𝑋𝜌(𝑥,𝑅), 𝑆))𝑋𝜌(𝑥,𝑆)] ≥ 𝑋𝜌(𝑥,𝑅).

□

Corollary 2.11. Let Assumption 2.2(i) hold. If 𝑆 is the smallest mild equilibrium, that is, 𝑆 ⊂ 𝑆 for
any mild equilibrium 𝑆, then 𝑆 is an optimal mild equilibrium.

Thanks to this corollary, in order to show 𝑆∞ defined in (12) is an optimal mild equilibrium, it
suffices to show that 𝑆∞ is the smallest one.
Recall 𝑆𝑛 defined in (11). We have the following lemma.

Lemma 2.12. For any mild equilibrium 𝑅, we have that 𝑆𝑛 ⊂ 𝑅 for all 𝑛 ∈ ℕ.
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Proof. We prove this lemma by induction. First 𝑆0 ⊂ 𝑅. Suppose 𝑆𝑛 ⊂ 𝑅 for 𝑛 ≥ 0. As 𝑅 is a mild
equilibrium, for any 𝑥 ∉ 𝑅,

𝑥 ≤ 𝐽(𝑥, 𝑅) ≤ sup
𝑆∶𝑆𝑛⊂𝑆⊂𝕏∖{𝑥}

𝐽(𝑥, 𝑆).

Therefore 𝑥 ∉ 𝑆𝑛+1. As a result, 𝑆𝑛+1 ⊂ 𝑅 for all 𝑛 ∈ ℕ. □

Lemma 2.13. Let Assumption 2.1(i) hold. For 𝑦 ∉ 𝑆∞, denote

𝑉𝑛 ∶= sup
𝑆∶𝑆𝑛⊂𝑆⊂𝕏∖{𝑦}

𝐽(𝑦, 𝑆), 𝑉∞ ∶= sup
𝑆∶𝑆∞⊂𝑆⊂𝕏∖{𝑦}

𝐽(𝑦, 𝑆),

then we have 𝑉𝑛 ↘ 𝑉∞, 𝑛 → ∞.

Proof. As 𝑆∞ =
⋃

𝑛≥1 𝑆𝑛, we have 𝜌(𝑦, 𝑆∞∖𝑆𝑛) → ∞, 𝑛 → ∞. Then for any 𝜀 > 0, there exists𝑁 =
𝑁(𝜀, 𝑦) such that for 𝑛 > 𝑁, 𝔼𝑦[𝛿(𝜏𝑆∞∖𝑆𝑛 )] < 𝜀 because lim𝑡→∞ 𝛿(𝑡) = 0.
For any 𝑅𝑛 such that 𝑆𝑛 ⊂ 𝑅𝑛 ⊂ 𝕏∖{𝑦}, denote 𝑅𝑛 ∶= 𝑅𝑛

⋃
𝑆∞, then we have

𝐽(𝑦, 𝑅𝑛) − 𝐽(𝑦, 𝑅𝑛) = 𝔼𝑦[(𝛿(𝜏𝑅𝑛)𝑋𝜏𝑅𝑛
− 𝛿(𝜏𝑅𝑛)𝑋𝜏𝑅𝑛

)𝟏{𝑋𝜏
𝑅𝑛

∈𝑆∞∖𝑅𝑛}]

≤ 𝐶𝔼𝑦[𝛿(𝜏𝑅𝑛)𝟏{𝑋𝜏
𝑅𝑛

∈𝑆∞∖𝑅𝑛}]

≤ 𝐶𝔼𝑦[𝛿(𝜏𝑆∞∖𝑅𝑛)𝟏{𝑋𝜏
𝑅𝑛

∈𝑆∞∖𝑅𝑛}]

≤ 𝐶𝜀.

As 𝑆∞ ⊂ 𝑅𝑛 ⊂ 𝕏∖{𝑦}, by definition, 𝐽(𝑦, 𝑅𝑛) ≤ 𝑉∞. Therefore we have that for any 𝜀 > 0, there
exists 𝑁 such that for any 𝑛 ≥ 𝑁:

𝑉𝑛 = sup
𝑅𝑛∶𝑆𝑛⊂𝑅𝑛⊂𝕏∖{𝑦}

𝐽(𝑦, 𝑅𝑛) ≤ 𝑉∞ + 𝐶𝜀.

Clearly, 𝑆𝑛 ⊂ 𝑆𝑛+1 implies that 𝑉𝑛 is nonincreasing and 𝑉𝑛 ≥ 𝑉∞ for all 𝑛. This completes the
proof that 𝑉𝑛 ↘ 𝑉∞, 𝑛 → ∞. □

Proof of Theorem 2.5. By Corollary 2.11 and Lemma 2.12, to show that 𝑆∞ is an optimal mild
equilibrium, it suffices to show 𝑆∞ is a mild equilibrium.
Suppose 𝑆∞ is not a mild equilibrium. Then

𝛼 ∶= sup
𝑥∈𝕏

{𝑥 − 𝐽(𝑥, 𝑆∞)} > 0.

For any 𝜀 > 0, there exists 𝑦 ∉ 𝑆∞ such that 𝑦 − 𝐽(𝑦, 𝑆∞) ≥ 𝛼 − 𝜀. As 𝑦 ∉ 𝑆𝑛 for all 𝑛 ≥ 0, we have

𝑦 ≤ sup
𝑆∶𝑆𝑛⊂𝑆⊂𝕏∖{𝑦}

𝐽(𝑦, 𝑆), ∀𝑛 ≥ 0.
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By Lemma 2.13,

𝑦 ≤ sup
𝑆∶𝑆∞⊂𝑆⊂𝕏∖{𝑦}

𝐽(𝑦, 𝑆).

Thus, there exists subset 𝑅 with 𝑆∞ ⊂ 𝑅 ⊂ 𝕏∖{𝑦} such that

𝑦 ≤ 𝐽(𝑦, 𝑅) + 𝜀.

Then we have 𝐽(𝑦, 𝑅) − 𝐽(𝑦, 𝑆∞) ≥ 𝑦 − 𝜀 + 𝛼 − 𝜀 − 𝑦 = 𝛼 − 2𝜀. As 𝑆∞ ⊂ 𝑅, 𝜌(𝑦, 𝑆∞) ≥ 𝜌(𝑦, 𝑅). It
follows that

𝐽(𝑦, 𝑅) − 𝐽(𝑦, 𝑆∞) = 𝔼𝑦[𝛿(𝜌(𝑦, 𝑅))𝑋𝜌(𝑦,𝑅)] − 𝔼𝑦[𝔼𝑦[𝛿(𝜌(𝑦, 𝑆∞))𝑋𝜌(𝑦,𝑆∞)|𝜌(𝑦,𝑅)]]

≤ 𝔼𝑦[𝛿(𝜌(𝑦, 𝑅))𝑋𝜌(𝑦,𝑅)] − 𝔼𝑦[𝛿(𝜌(𝑦, 𝑅))𝔼𝑦[𝛿(𝜌(𝑦, 𝑆∞) − 𝜌(𝑦, 𝑅))𝑋𝜌(𝑦,𝑆∞)|𝜌(𝑦,𝑅)]]

= 𝔼𝑦[𝛿(𝜌(𝑦, 𝑅))(𝑋𝜌(𝑦,𝑅) − 𝔼𝑋𝜌(𝑦,𝑅)
[𝛿(𝜌(𝑋𝜌(𝑦,𝑅), 𝑆∞))𝑋𝜌(𝑋𝜌(𝑦,𝑅),𝑆∞)])

≤ 𝔼𝑦[𝛿(𝜌(𝑦, 𝑅))]𝛼

≤ 𝔼𝑦[𝛿(𝑇𝑦)]𝛼.

By Assumption 2.2(i), 𝜆 = sup𝑥∈𝕏 𝜆𝑥 < ∞ and because 𝑦 ∉ 𝑅, we have 0 < 𝔼𝑦[𝛿(𝑇𝑦)] < 𝑐 < 1

where 𝑐 = ∫ ∞

0
𝛿(𝑡)𝜆𝑒−𝜆𝑡𝑑𝑡. By choosing 0 < 𝜀 ≤ 𝛼(1−𝑐)

2
, we obtain a contradiction.

Next let us prove 𝑆∞ is a strong equilibrium. If 𝑋 is irreducible, then 𝑆∞ is a strong equilib-
rium by Theorem 2.4. In general, following the proof for Proposition 2.6, to show 𝑆∞ is a strong
equilibrium, it suffices to show that for any 𝑥 ∈ 𝑆∞ with 𝜆𝑥 > 0,

𝑥(𝜆𝑥 − 𝛿′(0)) >
∑

𝑦∈𝑆∞∖{𝑥}

𝑦𝑞𝑥𝑦 +
∑
𝑦∈𝑆𝑐∞

𝔼𝑦[𝛿(𝜏𝑆)𝑋𝜏𝑆 ]𝑞𝑥𝑦. (16)

Take 𝑥 ∈ 𝑆∞ with 𝜆𝑥 > 0. Following the argument for (14), we have that

𝐽(𝑥, �̂�∞) ≥
⎛⎜⎜⎝

∑
𝑦∈𝑆∞∖{𝑥}

𝑞𝑥𝑦
𝜆𝑥

𝑦 +
∑
𝑦∉𝑆∞

𝑞𝑥𝑦
𝜆𝑥

𝐽(𝑦, �̂�∞)
⎞⎟⎟⎠ ⋅ 𝔼𝑥[𝛿(𝑇𝑥)],

where �̂�∞ = 𝑆∞ ⧵ {𝑥}. Using an argument similar to that for (15), we have that(
1 − 𝑐𝑥

∑
𝑦∉𝑆∞

𝑞𝑥𝑦
𝜆𝑥

(𝔼𝑦[𝛿(𝜏𝑆∞)𝟏{𝑋𝜏𝑆∞
=𝑥}])

)
(𝑥 − 𝐽(𝑥, �̂�∞)) ≤ 𝑥 − (I∞ + II∞)𝑐𝑥,

where

I∞ ∶=
∑

𝑦∈𝑆∞∖{𝑥}

𝑞𝑥𝑦
𝜆𝑥

𝑦 and II∞ ∶=
∑
𝑦∉𝑆∞

𝑞𝑥𝑦
𝜆𝑥

𝐽(𝑦, 𝑆∞).
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As 𝑆∞ is the smallest mild equilibrium, �̂�∞ is not a mild equilibrium. Then 𝑥 > 𝐽(𝑥, �̂�∞) by (13).
Therefore,

𝑥 − (I∞ + II∞)𝑐𝑥 > 0,

which implies (16). □

EXAMPLES ILLUSTRATING THE ITERATIONMETHOD IN THEOREM
2.5

In this section, we provide examples to demonstrate the iteration method in Theorem 2.5.
The next proposition shows that the iterationmethod in Theorem 2.5 will terminate within one

step in the case of time consistency and leads to an optimal stopping time.

Proposition 3.1. If 𝛿(𝑠)𝛿(𝑡) = 𝛿(𝑠 + 𝑡) for all 𝑡, 𝑠 ≥ 0 and Assumptions 2.1 (i) holds, then 𝑆1 = 𝑆𝑛
for all 𝑛 ≥ 2 and 𝑆1 is an optimal stopping strategy.

Proof. By definition, 𝑆0 = ∅ and

𝑆1 = {𝑥 ∈ 𝕏 ∶ 𝑥 > sup
𝑆⊂𝕏∖{𝑥}

𝐽(𝑥, 𝑆)}.

We show that for any 𝑥 ∉ 𝑆1 and any set 𝑅 ⊂ 𝕏∖{𝑥}, we have 𝐽(𝑥, 𝑅) ≤ 𝐽(𝑥, �̃�) where �̃� = 𝑅 ∪
𝑆1 = 𝑅 ∪ (𝑆1∖𝑅).
For 𝑆1 ⊂ 𝑅, 𝑅 = �̃� and 𝐽(𝑥, 𝑅) ≤ 𝐽(𝑥, �̃�) holds trivially.
For 𝑆1 ⊄ 𝑅, denote 𝛾 = 𝜏𝑅 and �̃� = 𝜏�̃�. Then a.s. 𝛾 ≥ �̃�. We have

𝐽(𝑥, 𝑅) − 𝐽(𝑥, �̃�) = 𝔼𝑥[𝛿(𝛾)𝑋𝛾] − 𝔼𝑥[𝛿(�̃�)𝑋�̃�]

= 𝔼𝑥[𝛿(𝛾)𝑋𝛾(𝟏{𝑋�̃�∈𝑅} + 𝟏{𝑋�̃�∉𝑅})] − 𝔼𝑥[𝛿(�̃�)𝑋�̃�]

= 𝔼𝑥[(𝛿(𝛾)𝑋𝛾 − 𝛿(�̃�)𝑋�̃�)𝟏{𝑋�̃�∉𝑅}]

= 𝔼𝑥[𝔼[(𝛿(𝛾)𝑋𝛾 − 𝛿(�̃�)𝑋�̃�)𝟏{𝑋�̃�∉𝑅}|�̃�]]

= 𝔼𝑥[𝔼𝑋�̃�
[𝛿(𝛾)𝑋𝛾]𝛿(�̃�)𝟏{𝑋�̃�∉𝑅} − 𝛿(�̃�)𝑋�̃�𝟏{𝑋�̃�∉𝑅}]

= 𝔼𝑥[𝛿(�̃�)𝟏{𝑋�̃�∉𝑅}(𝔼𝑋�̃�
[𝛿(𝛾)𝑋𝛾] − 𝑋�̃�)]

≤ 0

because on {𝑋�̃� ∉ 𝑅}, 𝑋�̃� ∈ 𝑆1 and 𝑋�̃� > 𝔼𝑋�̃�
[𝛿(𝛾)𝑋𝛾].

As a result, 𝐽(𝑥, 𝑅) ≤ sup𝑆∶𝑆1⊂𝑆⊂𝕏∖{𝑥} 𝐽(𝑥, 𝑆) for all 𝑅 ⊂ 𝕏∖{𝑥}. Thus for any 𝑥 ∉ 𝑆1, 𝑥 ≤
sup𝑅∶𝑅⊂𝕏∖{𝑥} 𝐽(𝑥, 𝑅) ≤ sup𝑆∶𝑆1⊂𝑆⊂𝕏∖{𝑥} 𝐽(𝑥, 𝑆), which implies 𝑆1 = 𝑆2 = 𝑆∞.
Next we show that for all 𝑥 ∈ 𝕏,

𝐽(𝑥, 𝑆1) ≥ 𝐽(𝑥, 𝑆), ∀𝑆 ⊂ 𝕏.
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For 𝑥 ∈ 𝑆1, by definition of 𝑆1, 𝑥 > sup𝑆⊂𝕏∖{𝑥} 𝐽(𝑥, 𝑆). Therefore 𝑥 ≥ sup𝑆⊂𝕏 𝐽(𝑥, 𝑆).
For𝑥 ∉ 𝑆1, for any 𝑆 ⊂ 𝕏, let 𝑆 = 𝑆 ∪ 𝑆1. As 𝑆 ⊂ 𝑆 and 𝑆1 ⊂ 𝑆, we have a.s. 𝜏𝑆 ≥ 𝜏𝑆 and 𝜏𝑆1 ≥ 𝜏𝑆 .

By similar arguments as above, we obtain

𝐽(𝑥, 𝑆) − 𝐽(𝑥, 𝑆) = 𝔼𝑥[𝛿(𝜏𝑆)𝟏{𝑋𝑆∉𝑆}(𝑋𝜏𝑆 − 𝔼𝑋𝜏𝑆
[𝛿(𝜏𝑆)𝑋𝜏𝑆 ])] ≥ 0,

and

𝐽(𝑥, 𝑆1) − 𝐽(𝑥, 𝑆) = 𝔼𝑥[𝛿(𝜏𝑆)𝟏{𝑋𝑆∉𝑆1}(𝔼𝑋𝜏𝑆
[𝛿(𝜏𝑆1)𝑋𝜏𝑆1

] − 𝑋𝜏𝑆 )] ≥ 0.

Therefore 𝐽(𝑥, 𝑆1) ≥ 𝐽(𝑥, 𝑆) ≥ 𝐽(𝑥, 𝑆). □

In the case of time inconsistency, the above result generally does not hold. The next example
demonstrates an application of the iteration method in Theorem 2.5.

Example 3.2. Consider hyperbolic discount function 𝛿(𝑡) =
1

1+𝛽𝑡
for 𝛽 > 0 and 𝕏 =

{𝑥1, 𝑥2, 𝑥3, 𝑥4}, whose generator is given by

𝑄 =

⎡⎢⎢⎢⎢⎣
−𝜆1 𝑞12 𝑞13 𝑞14
𝑞21 −𝜆2 𝑞23 𝑞24
𝑞31 𝑞23 −𝜆3 𝑞34
𝑞41 𝑞42 𝑞43 −𝜆4

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣
−3 1 1 1
0 −1 0 1
0 0.4 −2 1.6
1 1 1 −3

⎤⎥⎥⎥⎥⎦
.

Let 𝛽 = 3, 𝑥1 = 10, 𝑥2 = 40, 𝑥3 = 46, 𝑥4 = 100.
Next we show that by applying the iteration method, we have 𝑆0 = ∅, 𝑆1 = {𝑥2, 𝑥4}, 𝑆2 =

{𝑥2, 𝑥3, 𝑥4} = 𝑆∞.
Denote 𝑇𝑖 ∶= inf {𝑡 ≥ 0 ∶ 𝑋𝑡 ≠ 𝑥𝑖|𝑋0 = 𝑥𝑖}.

(i) As 100 = 𝑥4 > 𝑥3 = 46 ≥ sup𝑆⊂𝕏∖{𝑥4}
𝐽(𝑥4, 𝑆), we have that 𝑥4 ∈ 𝑆1.

(ii) For 𝑥3, consider 𝑆 = {𝑥4}.

𝐽(𝑥3, {𝑥4}) = 𝔼𝑥3[𝛿(𝜏{𝑥4})𝑋𝜏{𝑥4}
]

= 𝑥4

(
𝑞34
𝜆3

𝔼𝑥3[𝛿(𝑇3)] +
𝑞32
𝜆3

𝔼𝑥3[𝔼[𝛿(𝑇2 + 𝑇3)|𝑋𝑇3 = 𝑥2]]

)
= 100

(
0.8∫

∞

0

2
1 + 3𝑡

𝑒−2𝑡𝑑𝑡 + 0.2∫
∞

0 ∫
∞

0

2

1 + 3(𝑡 + 𝑠)
𝑒−𝑡−2𝑠𝑑𝑡𝑑𝑠

)
≐ 100(0.8 × 0.5173 + 0.2 × 0.2539) = 46.46.

Therefore 𝑥3 = 46 < 𝐽(𝑥3, {𝑥4}) ≤ sup𝑆⊂𝕏∖{𝑥3}
𝐽(𝑥3, 𝑆) and 𝑥3 ∉ 𝑆1.

(iii) Note that sup𝑆⊂𝕏∖{𝑥2}
𝐽(𝑥2, 𝑆) ≤ 𝑥4𝔼𝑥2[𝛿(𝑇2)]. We have

𝔼𝑥2[𝛿(𝑇2)] = ∫
∞

0

1
1 + 3𝑡

𝑒−𝑡𝑑𝑡 ≐ 0.3856.

Therefore 𝑥2 = 40 > 0.3856 × 100 = 𝑥4𝔼𝑥2[𝛿(𝑇2)] ≥ sup𝑆⊂𝕏∖{𝑥2}
𝐽(𝑥2, 𝑆) and 𝑥2 ∈ 𝑆1.
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(iv) For 𝑥1, consider 𝑆 = {𝑥2, 𝑥3, 𝑥4}.

𝐽(𝑥1, {𝑥2, 𝑥3, 𝑥4}) = 𝔼𝑥1[𝛿(𝑇1)𝑋𝜏{𝑥2,𝑥3,𝑥4}
]

=
1
3
(𝑥2 + 𝑥3 + 𝑥4)𝔼𝑥1[𝛿(𝑇1)]

= 62 × ∫
∞

0

3
1 + 3𝑡

𝑒−3𝑡𝑑𝑡 ≐ 62 × 0.5963.

Thus 𝑥1 = 10 ≤ 𝐽(𝑥1, {𝑥2, 𝑥3, 𝑥4}) ≤ sup𝑆⊂𝕏∖{𝑥1}
𝐽(𝑥1, 𝑆) and 𝑥1 ∉ 𝑆1.

(v) By (iv), 𝑥1 ∉ 𝑆2 given that 𝑆1 = {𝑥2, 𝑥4}.
(vi) To show that 𝑥3 ∈ 𝑆2, we only need to show that 𝐽(𝑥3, {𝑥2, 𝑥4}) < 𝑥3 because 𝑆1 = {𝑥2, 𝑥4}

and 𝑞31 = 0.

𝐽(𝑥3, {𝑥2, 𝑥4}) =

(
𝑞32
𝜆3

𝑥2 +
𝑞34
𝜆3

𝑥4

)
𝔼𝑥3[𝛿(𝑇3)]

= (0.2 × 40 + 0.8 × 100)∫
∞

0

2
1 + 3𝑡

𝑒−2𝑡𝑑𝑡

≐ 88 × 0.5173 = 45.52.

Thus 𝑥3 ∈ 𝑆2.
(vii) Again by (iv), 𝑥1 ∉ 𝑆3 given that 𝑆2 = {𝑥2, 𝑥3, 𝑥4}. Therefore 𝑆𝑛 = 𝑆2 = {𝑥2, 𝑥3, 𝑥4} for 𝑛 ≥ 2.

Example 3.2

In this example, process 𝑋 has infinite state space and can be viewed as the payoff of some Amer-
ican option. Consider a stock price process𝑌 that takes values in𝕐 ∶= {𝑢𝑖 ∶ 𝑖 ∈ ℤ} for some fixed
𝑢 > 1. There exists 𝜆 > 0 and 𝑝 ∈ [

1

1+𝑢
, 1) such that

𝑞𝑢𝑖𝑢𝑖+1 = 𝑝𝜆, 𝑞𝑢𝑖𝑢𝑖−1 = (1 − 𝑝)𝜆, ∀𝑖 ∈ ℤ.

Let the discount function be 𝛿(𝑡) =
1

1+𝛽𝑡
for some constant 𝛽 > 0 and let the payoff process

be 𝑋 = 𝑓(𝑌) for some payoff function 𝑓(𝑦) = (𝐾 − 𝑦)+, where 𝐾 is a positive constant. As 𝑓 is
bounded and nonnegative, our results still holds when we have 𝑋 = 𝑓(𝑌). Next we will show
how to use the iteration method to find an optimal mild equilibrium in this problem.

Lemma 3.3. 𝑆1 = {𝑢𝑖 ∈ (0, 𝐾) ∶ 𝐾 − 𝑢𝑖 > 𝐽(𝑢𝑖, {𝑢𝑚}), ∀𝑚 < 𝑖,𝑚 ∈ ℤ, 𝑖 ∈ ℤ}.

Proof. As for any 𝑢𝑖 ≥ 𝐾, 𝑓(𝑢𝑖) = (𝐾 − 𝑢𝑖)+ = 0 ≤ 𝐽(𝑢𝑖, (0, 𝐾) ∩ 𝕐), we obtain that 𝑆1 ⊂ (0, 𝐾).
Thus we only consider 𝑢𝑖 ∈ (0, 𝐾) andwe show that 𝑢𝑖 ∈ 𝑆1 if and only if 𝑢𝑖 ∈ (0, 𝐾) and𝐾 − 𝑢𝑖 >
𝐽(𝑢𝑖, {𝑢𝑙}) for all 𝑙 < 𝑖.
“⟹”: Take 𝑢𝑖 ∈ 𝑆1. Then obviously 𝐾 − 𝑢𝑖 > 𝐽(𝑢𝑖, {𝑢𝑙}) for all 𝑙 < 𝑖.
“⟸”: Take 𝑢𝑖 ∈ (0, 𝐾). For any nonempty set 𝑆 ⊂ 𝕐∖{𝑢𝑖}, there are three cases.



BAYRAKTAR et al. 523

Case 1: 𝑆 ∈ 𝐴 ∶= {𝑆 ⊂ 𝕐∖{𝑢𝑖} ∶ 𝑆 ∩ (0, 𝑢𝑖) = ∅ and 𝑆 ∩ (𝑢𝑖,∞) ≠ ∅}. Let 𝑢𝑟 = min(𝑆 ∩ (𝑢𝑖,∞)).
Then 𝐽(𝑢𝑖, 𝑆) = 𝐽(𝑢𝑖, 𝑢𝑟). As 𝑢𝑟 > 𝑢𝑖 , we have 𝑓(𝑢𝑖) = 𝐾 − 𝑢𝑖 > 𝐽(𝑢𝑖, {𝑢𝑟}) = (𝐾 −
𝑢𝑟)+𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑟})]. Then obviously we have that

𝑓(𝑢𝑖) > sup
𝑆∈𝐴

𝐽(𝑢𝑖, 𝑆).

Case 2: 𝑆 ∈ 𝐵 ∶= {𝑆 ⊂ 𝕐∖{𝑢𝑖} ∶ 𝑆 ∩ (0, 𝑢𝑖) ≠ ∅ and 𝑆 ∩ (𝑢𝑖,∞) = ∅}. Note that for any 𝑛 ∈ ℤ
such that 𝑛 < 𝑖,

𝐾 − 𝑢𝑖 > sup
𝑛≤𝑘≤𝑖−1

𝐽(𝑢𝑖, {𝑢𝑘}).

Moreover, lim𝑛→∞ 𝐽(𝑢𝑖, {𝑢𝑛}) = 0. Thus

𝐾 − 𝑢𝑖 > sup
𝑘≤𝑖−1

𝐽(𝑢𝑖, {𝑢𝑘}). (17)

Now let 𝑢𝑙 = max(𝑆 ∩ (0, 𝑢𝑖)). Then 𝐽(𝑢𝑖, 𝑆) = 𝐽(𝑢𝑖, {𝑢𝑙}). Thus by (17),

𝑓(𝑢𝑖) > sup
𝑆∈𝐵

𝐽(𝑢𝑖, 𝑆).

Case 3: 𝑆 ∈ 𝐶 ∶= {𝑆 ⊂ 𝕐∖{𝑢𝑖} ∶ 𝑆 ∩ (0, 𝑢𝑖) ≠ ∅ and 𝑆 ∩ (𝑢𝑖,∞) ≠ ∅}. Let 𝑢𝑙 = max(𝑆 ∩ (0, 𝑢𝑖))
and 𝑢𝑟 = min(𝑆 ∩ (𝑢𝑖,∞)).
If 𝑢𝑟 ≤ 𝐾, observe that 𝑌 is a submartingale, so 𝑢𝑖 ≤ 𝔼𝑢𝑖 [𝑌𝜏{𝑢𝑙 ,𝑢𝑟}

] = 𝔼𝑢𝑖 [𝑌𝜏𝑆 ]. Thus
𝑓(𝑢𝑖) = 𝐾 − 𝑢𝑖 ≥ 𝔼𝑢𝑖 [(𝐾 − 𝑌𝜏𝑆 )

+] = 𝔼𝑢𝑖 [(𝐾 − 𝑌𝜏𝑆 )
+] > 𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑙,𝑢𝑟})(𝐾 − 𝑌𝜏𝑆 )

+].
If 𝑢𝑟 > 𝐾, then

𝐽(𝑢𝑖, 𝑆) = 𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑙})(𝐾 − 𝑢𝑙)+𝟏{𝜏{𝑢𝑙 }<𝜏{𝑢𝑟}}] + 𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑟})(𝐾 − 𝑢𝑟)+𝟏{𝜏{𝑢𝑟}<𝜏{𝑢𝑙 }}]

= 𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑙})(𝐾 − 𝑢𝑙)𝟏{𝜏{𝑢𝑙 }<𝜏{𝑢𝑟}}]

≤ 𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑙})(𝐾 − 𝑢𝑙)]

= 𝐽(𝑢𝑖, {𝑢𝑙})

≤ sup
𝑆∈𝐵

𝐽(𝑢𝑖, 𝑆).

Therefore,

𝑓(𝑢𝑖) > sup
𝑆∈𝐶

𝐽(𝑢𝑖, 𝑆).

This completes the proof. □

Fix𝑚, 𝑖 ∈ ℤ such that𝑚 < 𝑖 < log𝑢 𝐾. 𝐽(𝑢
𝑖, {𝑢𝑚}) = (𝐾 − 𝑢𝑚)𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑚})]. As (𝑞𝑢𝑖𝑢𝑗 )𝑗≠𝑖 are the

same for each 𝑖 ∈ ℤ, we have 𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑚})] = 𝔼𝑢𝑖−𝑘 [𝛿(𝜏{𝑢𝑚−𝑘})] for any 𝑘 ∈ ℕ. Therefore denote
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𝛼𝑖−𝑚 ∶= 𝔼𝑢𝑖 [𝛿(𝜏{𝑢𝑚})]. Note that 𝛼𝑛, 𝑛 ∈ ℕ can be computed explicitly. For example,

𝛼1 =
∞∑
𝑘=1

(2𝑘−1
𝑘

)
𝑝𝑘−1(1 − 𝑝)𝑘

2𝑘 − 1
⋅ ∫

∞

0

1
1 + 𝛽𝑡

𝑔(𝑡, 2𝑘 − 1)𝑑𝑡,

where 𝑔(𝑡, 𝑛) = 𝜆𝑛

(𝑛−1)!
𝑡𝑛−1𝑒−𝜆𝑡 is the density function of gammadistributionwith shape parameter

𝑛 and rate parameter 𝜆.

Proposition 3.4. 𝑆∞ = {𝑢𝑖 ∶ 𝑖 ≤ 𝑛0} where 𝑛0 = ⌈log𝑢( 1−𝛼1𝑢−𝛼1
𝐾)⌉.

Proof. As for any 𝑢𝑖 ≥ 𝐾 and any 𝑆 ⊂ 𝕐∖{𝑢𝑖}, 𝑓(𝑢𝑖) = 0 ≤ sup 𝐽(𝑢𝑖, 𝑆), 𝑆∞ ⊂ (0, 𝐾) ∩ 𝕐. In the
following, we only consider 𝑢𝑖 with 𝑖 ≤ ⌊log𝑢 𝐾⌋. Consider sequence {𝐾−𝑢𝑚

𝐾
}𝑚≤⌊log𝑢 𝐾⌋. It is easy

to check that

𝐾 − 𝑢𝑚−1

𝐾
>

𝐾 − 𝑢𝑚

𝐾
> 0, ∀𝑚 ≤ ⌊log𝑢 𝐾⌋,

and lim𝑚→−∞
𝐾−𝑢𝑚

𝐾
= 1. Then there exists𝑚0 ≤ ⌊log𝑢 𝐾⌋ such that

𝐾 − 𝑢𝑚0

𝐾
> 𝛼1 ≥ 𝐾 − 𝑢𝑚0+1

𝐾
.

Then 𝐾 − 𝑢𝑚0 > 𝐾𝛼1 > (𝐾 − 𝑢𝑚)𝛼𝑚0−𝑚, ∀𝑚 < 𝑚0. By Lemma 3.3, 𝑢𝑚0 ∈ 𝑆1. As 𝐾 − 𝑢𝑚 > 𝐾 −
𝑢𝑚0 > 𝐾𝛼1 for all𝑚 < 𝑚0, by similar argument, 𝑢𝑚 ∈ 𝑆1, ∀𝑚 < 𝑚0. Therefore

{𝑢𝑚 ∶ 𝑚 ≤ 𝑚0} ⊂ 𝑆1.

Consider the sequence
{

𝐾−𝑢𝑛

𝐾−𝑢𝑛−1

}
𝑛≤⌊log𝑢 𝐾⌋. It is easy to check that

𝐾 − 𝑢𝑛−1

𝐾 − 𝑢𝑛−2
>

𝐾 − 𝑢𝑛

𝐾 − 𝑢𝑛−1
≥ 0, ∀𝑛 ≤ ⌊log𝑢 𝐾⌋,

and lim𝑛→−∞
𝐾−𝑢𝑛

𝐾−𝑢𝑛−1
= 1. Then there exists 𝑛0 ≤ ⌊log𝑢 𝐾⌋ such that

𝐾 − 𝑢𝑛0

𝐾 − 𝑢𝑛0−1
> 𝛼1 ≥ 𝐾 − 𝑢𝑛0+1

𝐾 − 𝑢𝑛0
. (18)

Then for any 𝑛 ≥ 𝑛0 + 1, (𝐾 − 𝑢𝑛)+ ≤ (𝐾 − 𝑢𝑛−1)+𝛼1. Thus 𝑢𝑛 ∉ 𝑆1, ∀𝑛 > 𝑛0. That is

{𝑢𝑚 ∶ 𝑚 ≤ 𝑚0} ⊂ 𝑆1 ⊂ {𝑢𝑚 ∶ 𝑚 ≤ 𝑛0}

Next we claim that for all 𝑛 ∈ ℕ, 𝑆𝑛 ⊂ {𝑢𝑚 ∶ 𝑚 ≤ 𝑛0}. We will prove this claim by induction.
By the above discussion, this claim holds for 𝑛 = 1. Suppose 𝑆𝑛 ⊂ {𝑢𝑚 ∶ 𝑚 ≤ 𝑛0} for 𝑛 ≥ 1. Then
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for any𝑚 > 𝑛0,

(𝐾 − 𝑢𝑚)+ ≤ (𝐾 − 𝑢𝑚−1)+𝛼1 ≤ sup
𝑆∶𝑆𝑛⊂𝑆⊂𝕐∖{𝑢𝑚}

𝐽(𝑢𝑚, 𝑆),

which implies 𝑢𝑚 ∉ 𝑆𝑛+1 for all𝑚 > 𝑛0 and 𝑆𝑛+1 ⊂ {𝑢𝑚 ∶ 𝑚 ≤ 𝑛0}. As a result, 𝑆∞ ⊂ {𝑢𝑚 ∶ 𝑚 ≤
𝑛0}.
If𝑚0 = 𝑛0, then we have 𝑆1 = {𝑢𝑚 ∶ 𝑚 ≤ 𝑛0} ⊂ 𝑆∞. Thus 𝑆∞ = {𝑢𝑚 ∶ 𝑚 ≤ 𝑛0}.
If𝑚0 < 𝑛0, let 𝑘 = 𝑛0 − 𝑚0. Consider𝑢𝑚0+𝑖, 𝑖 ∈ {0, 1, 2, … , 𝑘}.We claim that𝑢𝑚0+𝑖 ∈ 𝑆𝑖+1. Then

we obtain {𝑢𝑚 ∶ 𝑚 ≤ 𝑛0} ⊂ 𝑆∞.
Next we will prove this claim by induction. The claim holds for 𝑖 = 0. Suppose 𝑢𝑚0+𝑖 ∈ 𝑆𝑖+1.

Then {𝑢𝑚 ∶ 𝑚 ≤ 𝑚0 + 𝑖} ⊂ 𝑆𝑖+1. Consider the case when 𝑢𝑚0+𝑖+1 ∉ 𝑆𝑖+1. Note that

sup
𝑆∶𝑆𝑖+1⊂𝑆⊂𝕐∖{𝑢

𝑚0+𝑖+1}

𝐽(𝑢𝑚0+𝑖+1, 𝑆) ≤ max
𝑚0+𝑖+2≤𝑘≤𝑛0 𝐽(𝑢

𝑚0+𝑖+1, {𝑢𝑚0+𝑖, 𝑢𝑘}) ∨ 𝐽(𝑢𝑚0+𝑖+1, {𝑢𝑚0+𝑖})

As 𝑌 is a submartingale, 𝐾 − 𝑢𝑚0+𝑖+1 > 𝐽(𝑢𝑚0+𝑖+1, {𝑢𝑚0+𝑖, 𝑢𝑘}) for any 𝑘 satisfying 𝑚0 + 𝑖 + 2 ≤
𝑘 ≤ 𝑛0. This together with (18) implies that

𝐾 − 𝑢𝑚0+𝑖+1 > sup
𝑆∶𝑆𝑖+1⊂𝑆⊂𝕐∖{𝑢

𝑚0+𝑖+1}

𝐽(𝑢𝑚0+𝑖+1, 𝑆).

Thus, 𝑢𝑚0+𝑖+1 ∈ 𝑆𝑖+2.
Therefore the iteration method will terminate within 𝑛0 − 𝑚0 + 1 steps and we obtain 𝑆∞ =

{𝑢𝑚 ∶ 𝑚 ≤ 𝑛0} where 𝑛0 satisfies
𝐾−𝑢𝑛0

𝐾−𝑢𝑛0−1
> 𝛼1 ≥ 𝐾−𝑢𝑛0+1

𝐾−𝑢𝑛0
. Equivalently,

𝑆∞ =

{
𝑢𝑖 ∶ 𝑖 ≤

⌈
log𝑢

(
1 − 𝛼1
𝑢 − 𝛼1

𝐾

)⌉}
.

□

Discussion on how nonstandard discounting affects the value
of the option

Consider the optimal stopping problem

𝑈(𝑦) ∶= sup
𝜏∈

𝔼𝑦

[
1

1 + 𝛽𝜏
(𝐾 − 𝑌𝜏)

+

]
. (19)

Let

𝜏∗ ∶= inf

{
𝑡 ≥ 0 ∶ 𝛿(𝑡)𝑌𝑡 ≥ sup

𝜏∈𝑡
𝔼
[
𝛿(𝜏)(𝐾 − 𝑌𝜏)

+|||𝑡

]}
, (20)
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where 𝑡 is the set of stopping times taking values in [𝑡,∞]. From the classical theory of optimal
stopping we know that 𝜏∗ is an optimal solution for the problem (19). Recall that

𝜏𝑆∞ ∶= inf {𝑡 ≥ 0 ∶ 𝑌𝑡 ∈ 𝑆∞}

is the stopping time corresponding to the optimal mild equilibrium 𝑆∞, where 𝑆∞ is obtained
from the iteration in Proposition 3.4. We have the following.

Proposition 3.5. Suppose log𝑢
(
1−𝛼1

𝑢−𝛼1
𝐾
)
is not an integer. Then

𝜏𝑆∞ ≤ 𝜏∗. (21)

Note that 𝜏∗ is an optimal precommitment strategy. That is, it is a strategy that is carried out
based on the initial preference, and the agent commits to this strategy over the whole planning
horizon and ignores the change of her future preference. On the other hand, 𝜏𝑆∞ is an equilibrium
strategy (sophisticated strategy) that incorporates the change of preference. To be more specific,
using strategy 𝜏𝑆∞ the agent seriously takes the possible change of her future preference into con-
sideration, andworks on consistent planning: a strategy such that once it is enforced over time, all
her future selves have no incentive to deviate from it. Proposition 3.5 indicates that with the recog-
nition of the change of preference, the agent would actually expedite the exercise of the American
put option.
As 𝜏𝑆∞ may not be optimal for the problem (19), the use of the equilibrium strategy 𝜏𝑆∞ will

lower the expected payoff, if such evaluation is based on the initial preference. However, when the
change of future preference is considered, there is no unique/properway to define the dynamically
optimal expected payoff over time. In this case, the equilibrium strategy is carried out such that
the agent’s future selves will not regret the decision.

Proof of Proposition 3.5. By the Markov property of 𝑌, we can rewrite (20) as

𝜏∗ = inf {𝑡 ≥ 0 ∶ 𝑌𝑡 ∈ 𝐴𝑡}, (22)

where

𝐴𝑡 ∶=

{
𝑦 ∈ 𝕐 ∶ 𝑦 ≥ sup

𝜏∈
𝔼𝑦

[
1 + 𝛽𝑡

1 + 𝛽(𝑡 + 𝜏)
(𝐾 − 𝑌𝜏)

+

]}
.

It is easy to see that 𝐴𝑡 ⊂ 𝐴0 for any 𝑡 ≥ 0. We claim that 𝐴0 ⊂ 𝑆∞, which further implies that
𝐴𝑡 ⊂ 𝑆∞ for 𝑡 ≥ 0 and thus (21).
Indeed, take 𝑢𝑛 ∈ 𝐴0. Obviously 𝑢𝑛 ∈ (0, 𝐾). Then we have that

𝐾 − 𝑢𝑛 = 𝑈(𝑢𝑛) ≥ 𝐽(𝑢𝑛, {𝑢𝑛−1}) = 𝛼1(𝐾 − 𝑢𝑛−1),

which implies that

𝑛 ≤ log𝑢

(
1 − 𝛼1
𝑢 − 𝛼1

𝐾

)
+ 1.
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By assumption, we have that

𝑛 ≤ 𝑛0,

which implies 𝑢𝑛 ∈ 𝑆∞. □

Remark 3.6. The assumption in Proposition 3.5, i.e., log𝑢
(
1−𝛼1

𝑢−𝛼1
𝐾
)
not being an integer, is very

weak, because for it holds for a.e. 𝑢 and 𝐾.

Remark 3.7. Here 𝜏∗ considered in (20) is the smallest optimal solution for the problem (19). If it
is replaced by the largest optimal solution, then the assumption in Proposition 3.5 is not needed.

EXACT CONTAINMENT OF EQUILIBRIA: OPTIMALMILD ⫋ STRONG
⫋WEAK ⫋MILD

In this section, we will use an example to illustrate that a mild equilibrium may not be a weak
equilibrium, a weak equilibrium may not be a strong equilibrium, and a strong equilibrium may
not be an optimal mild equilibrium.
Consider a two-state continuous-time Markov chain 𝑋𝑡 ∈ {𝑎, 𝑏} for 𝑡 ≥ 0. Assume 𝑎 > 0, 𝑏 > 0

and without loss of generality we assume 𝑎 > 𝑏. The generator is

𝑄 =

[
−𝜆𝑎 𝜆𝑎
𝜆𝑏 −𝜆𝑏

]
,

where 𝜆𝑎 > 0 and 𝜆𝑏 > 0.
There are four subsets of {𝑎, 𝑏}. Clearly 𝑆 = ∅ and 𝑆 = {𝑏} cannot be mild equilibria and 𝑆 =

{𝑎, 𝑏} is a mild equilibrium. Next, let us check when 𝑆 = {𝑎} is a mild equilibrium.
By definition 𝑆 = {𝑎} is a mild equilibrium if and only if

𝑏 ≤ 𝑎𝔼𝑏[𝛿(𝑇𝑏)] = 𝑎 ∫
∞

0
𝛿(𝑡)𝜆𝑏𝑒

−𝜆𝑏𝑡𝑑𝑡.

Consider the following cases.

(i) If 𝑏

𝑎
= ∫ ∞

0
𝛿(𝑡)𝜆𝑏𝑒

−𝜆𝑏𝑡𝑑𝑡 < 1, then both {𝑎} and {𝑎, 𝑏} are optimal mild equilibria and thus
both are strong equilibria.

(ii) If 𝑏

𝑎
< ∫ ∞

0
𝛿(𝑡)𝜆𝑏𝑒

−𝜆𝑏𝑡𝑑𝑡 < 1, then {𝑎} is the only optimal mild equilibrium, which is also
a strong equilibrium. But the mild equilibrium {𝑎, 𝑏} may not be a weak equilibrium. For
example, when 𝑏

𝑎
<

𝜆𝑏

𝜆𝑏−𝛿′(0)
< 1, the second condition for weak equilibrium is violated at

state 𝑏, thus it is not a weak equilibrium.
(iii) 𝜆𝑎

𝜆𝑎−𝛿′(0)
< 1 <

𝑎

𝑏
holds automatically because 𝑎 > 𝑏 and 𝛿′(0) < 0. If 𝜆𝑏

𝜆𝑏−𝛿′(0)
<

𝑏

𝑎
<

∫ ∞

0
𝛿(𝑡)𝜆𝑏𝑒

−𝜆𝑏𝑡𝑑𝑡 < 1, then {𝑎, 𝑏} is not an optimal mild equilibrium, but it is a weak equi-
librium and also a strong equilibrium.
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(iv) If 𝜆𝑏

𝜆𝑏−𝛿′(0)
=

𝑏

𝑎
< 1, {𝑎, 𝑏} is aweak equilibrium, but itmay not be a strong equilibrium, that is,

condition (8) on strong equilibriummay not hold at state 𝑏. This can be shown by computing
the related term of order 𝜀2.

As

ℙ(𝑋𝜀 = 𝑎|𝑋0 = 𝑏) = 𝜆𝑏𝜀 −
𝜆2
𝑏
+ 𝜆𝑎𝜆𝑏
2

𝜀2 + 𝑜(𝜀2)

and

ℙ(𝑋𝜀 = 𝑏|𝑋0 = 𝑏) = 1 − 𝜆𝑏𝜀 +
𝜆2
𝑏
+ 𝜆𝑎𝜆𝑏
2

𝜀2 + 𝑜(𝜀2),

we have 𝑏 − 𝔼𝑏[𝛿(𝜀)𝑋𝜀]

= 𝑏 − 𝛿(𝜀)[𝑎ℙ(𝑋𝜀 = 𝑎|𝑋0 = 𝑏) + 𝑏ℙ(𝑋𝜀 = 𝑏|𝑋0 = 𝑏)]

= 𝑏 −

(
1 + 𝛿′(0)𝜀 +

𝛿′′(0)
2

𝜀2 + 𝑜(𝜀2)

)[
𝑎

(
𝜆𝑏𝜀 −

𝜆2𝑏 + 𝜆𝑎𝜆𝑏
2

𝜀2 + 𝑜(𝜀2)

)
+ 𝑏

(
1 − 𝜆𝑏𝜀 +

𝜆2𝑏 + 𝜆𝑎𝜆𝑏
2

𝜀2 + 𝑜(𝜀2)

)]

= (𝑏𝜆𝑏 − 𝑎𝜆𝑏 − 𝑏𝛿′(0))𝜀 +

[
𝑏

(
𝜆𝑏𝛿

′(0) −
𝜆2𝑏 + 𝜆𝑎𝜆𝑏

2
−

𝛿′′(0)
2

)
− 𝑎

(
𝛿′(0)𝜆𝑏 −

𝜆2𝑏 + 𝜆𝑎𝜆𝑏
2

)]
𝜀2 + 𝑜(𝜀2).

Therefore when the first-order and second-order terms, respectively, satisfy

𝑏(𝜆𝑏 − 𝛿′(0)) − 𝑎𝜆𝑏 = 0, (23)

and

𝑏

(
𝜆𝑏𝛿

′(0) −
𝜆2
𝑏
+ 𝜆𝑎𝜆𝑏
2

−
𝛿′′(0)
2

)
− 𝑎

(
𝛿′(0)𝜆𝑏 −

𝜆2
𝑏
+ 𝜆𝑎𝜆𝑏
2

)
< 0, (24)

{𝑎, 𝑏} is a weak equilibrium but not a strong equilibrium. Using (23) and (24) can be simplified to

𝜆𝑎 + 𝜆𝑏 <
𝛿′′(0) − 2(𝛿′(0)2)

−𝛿′(0)
. (25)

An interesting case is when 𝛿(𝑡) =
1

1+𝛽𝑡
. Then (25) does not hold: 𝛿′(0) = −𝛽 and 𝛿′′(0) = 2𝛽2.

In this case 𝛿′′(0)−2(𝛿′(0)2)

−𝛿′(0)
= 0, which contradicts 𝜆𝑎 + 𝜆𝑏 > 0. That means if we have hyperbolic

discount function, a weak equilibrium is always a strong equilibrium in the two-state setting.

But when 𝛿(𝑡) = (1 + 𝛽𝑡)
−

1

2 , then it can easily be seen that (25) holds: 𝛿′(0) = −
𝛽

2
, 𝛿′′(0) =

3

4
𝛽2

implies that when 0 < 𝜆𝑎 + 𝜆𝑏 <
𝛽

2
and 𝑏

𝑎
=

2𝜆𝑏

2𝜆𝑏+𝛽
, {a, b} is a weak equilibrium but not a strong

equilibrium. In this case, {𝑎, 𝑏} is not an optimal mild equilibrium.
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ENDNOTES
1 For instance, consider 𝐺(𝑥, 𝜏), where 𝑥 is the initial position for the underlying process 𝑋, and 𝐺 is payoff util-
ity. For example, 𝐺(𝑥, 𝜏) = 𝔼𝑥[𝛿(𝜏)𝑓(𝑋𝜏)] for stopping with nonexponential discounting, 𝐺(𝑥, 𝜏) = 𝔼𝑥[𝑓(𝑋𝜏)] −

𝑐Var𝑥[𝑓(𝑋𝜏)] for mean-variance stopping, 𝐺(𝑥, 𝜏) = ∫ ∞

0
𝑤(ℙ[𝑓(𝑋𝑥

𝜏 ) > 𝑦])𝑑𝑦 for stopping under probability dis-
tortion. Note that 𝐺(𝑥, 0) = 𝑓(𝑥). Then in general strong equilibria can be formulated accordingly as 𝑆 ⊂ 𝕏 is
said to be a strong equilibrium, if{

𝑓(𝑥) ≤ 𝐺(𝑥, 𝜏𝑆), ∀𝑥 ∉ 𝑆,

∃ 𝜀 = 𝜀(𝑥) > 0, s.t. ∀ 𝜀′ ∈ (0, 𝜀), 𝑓(𝑥) ≥ 𝐺(𝑥, 𝜏𝜀
′

𝑆 ), ∀𝑥 ∈ 𝑆.

The mild and weak equilibria can also be defined accordingly, and they still suffer from being short of eco-
nomic meaning.

2 As mentioned in Huang and Nguyen-Huu (2018): “It is well-documented in empirical studies, e.g. Loewen-
stein and Prelec (1992), Loewenstein and Thaler (1989), and Thaler (1981), that people admit 𝐷𝐼: when choos-
ing between two rewards, people are more willing to wait for the larger reward (more patient) when these two
rewards are further away in time. For instance, in the two scenarios (i) getting $100 today or $110 tomorrow, and
(ii) getting $100 in 100 days or $110 in 101 days, people tend to choose $100 in (i), but $110 in (ii).”
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