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THE WYSIWYG COMPACTIFICATION

DAWEI CHEN AND ALEX WRIGHT

Abstract. We show that the partial compactification of a stra-
tum of Abelian differentials previously considered by Mirzakhani
and Wright is not an algebraic variety. Despite this, we use a
combination of algebro-geometric and other methods to provide a
short, unconditional proof of Mirzakhani and Wright’s formula for
the tangent space to the boundary of a GL+(2,R) orbit closure,
and give new results on the structure of the boundary.
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1. Introduction

WYSIWYG. Let κ be a multiset of n non-negative integers that sum
to 2g−2. Define the stratum H(κ) to be the space of genus g Riemann
surfaces X with n-unordered marked points and an Abelian differen-
tial ω ∈ H1,0(X) that vanishes at the marked points with orders of
vanishing given exactly by κ. The multiset κ may contain 0 with some
multiplicity, which corresponds to marked points where the differential
does not vanish, or “zeros of order zero”. (We mark all the zeros of ω so
that the true zeros can be treated on an equal footing with the “zeros
of order zero”.) The stratum is contained in the Hodge bundle over
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2 DAWEI CHEN AND ALEX WRIGHT

the moduli space Mg,n of genus g Riemann surfaces with n unordered
marked points.

Let H(κ) be the closure of H(κ) in the Hodge bundle over the
Deligne-Mumford moduli space Mg,n of stable genus g Riemann sur-
faces.

For (X,ω) ∈ H(κ), define π(X,ω) to be the result of deleting each
component of X on which ω is identically zero, deleting each node,
and filling in any punctures thus created with marked points. Thus
π(X,ω) is a union of Riemann surfaces with marked points, each of
which has a non-zero Abelian differential which is holomorphic away
from the marked points and has at worst simple poles at the marked
points. Notice that (X,ω) and π(X,ω) have finite area under the flat
metric induced by ω if and only if ω has no simple pole at any node of
X.

Define an equivalence relation onH(κ) by (X,ω) ∼ (X ′, ω′) if π(X,ω) =
π(X ′, ω′), and define the What You See Is What You Get partial com-

pactification H̃(κ) to be H(κ)/∼. This comes equipped with the quo-

tient map π : H(κ)→ H̃(κ).

We also define the projectivizations PH(κ) and PH̃(κ) of these spaces
to be the quotient by the C∗ action that rescales the differential.

The WYSIWYG compactification is so named because, when an
Abelian differential is presented via polygons in the plane, and when
these polygons degenerate in a reasonable way, the limit will be given
by the resulting polygons; see [MW17, Definition 2.2, Proposition 9.8].

A non-algebraic, non-analytic space. Our first result cements the
impression that the WYSIWYG compactification is a creation of flat
geometry rather than algebraic geometry; it is in fact not an algebraic
variety at all. For simplicity we restrict to the case where there are no
zeros of order zero.

Theorem 1.1. For g ≥ 3 and every κ consisting of positive integers,
as well as g = 2 and κ = (1, 1), PH̃(κ) does not admit the structure of

an algebraic variety in such a way that π : PH(κ) → PH̃(κ) is a mor-

phism of algebraic varieties. Moreover, PH̃(κ) is not even a complex
analytic space in such a way that π is a morphism of complex ana-
lytic spaces. When PH(κ) is disconnected, the same is true for each
connected component.

This result was inspired by the surprisingly recent result that the set
of birational automorphisms of Pn of degree ≤ d is not a variety in such
a way that the quotient map from the variety of formulas of degree ≤ d
birational maps is a morphism, even though the space of birational



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

THE WYSIWYG COMPACTIFICATION 3

automorphisms of degree exactly equal to d is a variety [BF13]. In
both cases we see that the space is the disjoint union of varieties, but
in order to have any connection to moduli problems these varieties must
be combined using a topology in such a way that the result cannot be
a variety.

Another analogous situation occurs for the topological compactifica-
tion K1Mg,1 of the moduli space of one-pointed genus g Riemann sur-
facesMg,1 used by Kontsevich to prove Witten’s conjecture [Kon92].
Keel showed that the quotient map Mg,1 → K1Mg,1 cannot be an
algebraic morphism [Kee99].

Despite Theorem 1.1, questions about the WYSIWYG compactifica-
tion are amenable to algebraic methods; Theorem 1.1 simply indicates
that some care may be required.

Orbit closures. The finite area locus H̃<∞(κ) of H̃(κ) was studied
in [MW17] in order to facilitate the inductive study of GL+(2,R)
orbit closures. This partial compactification allows one to pass to the
boundary of an orbit closure while staying in the realm of finite area
Abelian differentials (possibly with marked points and possibly with
multiple components).

We define a stratum of multi-component translation surfaces as fol-
lows. Given a multiset κ = {κ1, . . . , κk} of multisets κi as above, define
the stratum H(κ) to be the product H(κ1)× · · · × H(κk) modulo the
subgroup of the symmetric group Sk that fixes (κ1, . . . , κk). An ele-
ment of H(κ) will be called a multi-component surface; the effect of
quotienting by the subgroup of Sk is that the k components are not
ordered. These strata appear in the finite area locus in the boundary of
H(κ) in H̃(κ); a degeneration of connected surfaces may have several
components.

Recall that GL+(2,R) orbit closures may intersect themselves; at
such atypical points there are finitely many branches of the orbit clo-
sure. Later we will discuss invariant subvarieties of multi-component
surfaces; the following result concerns orbit closures of connected (sin-
gle component) surfaces.

Theorem 1.2. Let M be a GL+(2,R) orbit closure in H(κ) and let

∂M<∞ be its boundary in H̃<∞(κ). Suppose that (Xn, ωn) ∈ M con-
verge to (X∞, ω∞) ∈ ∂M<∞.

The intersection M′ of ∂M<∞ and the stratum of (X∞, ω∞) is an
algebraic variety locally described by a finite union of linear subspaces
in local period coordinates.
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After removing finitely many terms, the sequence (Xn, ωn) may be
partitioned into finitely many subsequences such that for each subse-
quence the tangent space to a branch of ∂M<∞ in the boundary stratum
at (X∞, ω∞) ∈ H̃<∞ is equal to the intersection of the tangent space
of a branch of M at (Xn, ωn) and the tangent space of the boundary
stratum, for n sufficiently large.

The tangent space to the boundary stratum naturally sits inside the
tangent space to H at (Xn, ωn) for n sufficiently large; this is explained
in Section 2 and [MW17]. Note that Xn and X∞ denote Riemann
surfaces with a finite set of marked points, and that X∞ may have zeros
of order zero (marked points where the differential does not vanish)
even if the Xn do not.

In the case when X∞ has only one component, Theorem 1.2 was
proven in [MW17]. In the case when X∞ has multiple components, a
proof was given in [MW17] that was conditional on an anticipated but
still unproven generalization of [EM18,EMM15] to multi-component
surfaces. Here we give an unconditional proof using different tech-
niques, thus giving the first complete proof in the multi-component
case, which is crucial for applications.

The new proof is much simpler and completely different, although
it will use a non-trivial foundational result on H̃ from [MW17]. The
main difference is that here we use Filip’s result that orbit closures
are algebraic varieties [Fil16b]. In light of Filip’s work, we may use
“invariant subvariety” as a synonym for GL+(2,R) orbit closure. When
we do so, it is implicit that the invariant subvariety is irreducible.

Other points of view. Theorem 1.2 has an interpretation in terms of
flat geometry. An orbit closureM is locally cut out by linear equations
on period coordinates of the ambient stratum, and period coordinates
of an Abelian differential corresponds to edges of a polygonal presenta-
tion. If some edges of the polygon shrink to length zero, the equations
on the limit surface can be obtained by replacing the variables for any
edges that are collapsed with zero.

A more abstract point of view is also possible in terms of the linear
equations locally defining M. Each equation can be interpreted as a
relative homology class. Theorem 1.2 gives that the linear equations
defining the boundary orbit closure arise from pushing forward those
defining M via a collapse map, which will be introduced in Section 2.

The structure of the multi-component boundary. Strata of the
boundary of M where the translation surfaces have multiple compo-
nents have some especially interesting and useful properties. We will
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show that each stratum of the boundary of M is again an invariant
subvariety, in that it is an algebraic variety that is invariant under a
natural GL+(2,R) action.

Each stratum of multi-component surfaces is a quotient of a product
of strata by a subgroup of a symmetric group. Given an invariant
subvariety of such a stratum, one can “lift” it to a product of strata
by taking an irreducible component of its preimage, and it is often
convenient to do so. This lift is well-defined up to the ordering of the
components.

An invariant subvariety M ⊂ H(κ1) × · · · × H(κk) of a product
of strata is called prime unless, possibly after reordering the compo-
nents, there is some 1 ≤ s < k, and invariant subvarieties M′ ⊂
H(κ1) × · · · × H(κs) and M′′ ⊂ H(κs+1) × · · · × H(κk) such that
M =M′ ×M′′. More generally, an invariant subvariety of a stratum
of multi-component surfaces is prime if its lift is prime. So, any invari-
ant subvariety can (after lifting if required) be written as a product of
primes. The definition is clarified in Section 7, where we also give a
simple linear algebraic characterization.

We provide the following result so that it can be used with Theorem
1.2 in forthcoming work towards the goal of classifying orbit closures.

Theorem 1.3. Let N be a prime invariant subvariety of a product of
strata. Then

(1) if πi is the projection to the i-th component, there is an irre-
ducible invariant subvariety Ni and a finite union N ′i of irre-
ducible invariant subvarieties properly contained in Ni such that

Ni −N ′i ⊂ πi(N ) ⊂ Ni,
(2) locally in N , the absolute periods of any component of a multi-

component surface determine the absolute periods of any other
component,

(3) each Ni has the same rank, and
(4) certain natural factors of the Jacobians of the different compo-

nents of any surface in N are isogenous.

Part of this theorem was anticipated in [MW17, Conjecture 2.10].
We anticipate that the second point will be the most useful for classi-
fication.

Additional context. Compactifications of strata are currently an
area of great interest, see for example [Gen18, Che17, BCG+18,
BCG+19, CC19a, CC19b, FP16]. It would be interesting to un-
derstand the boundary of a GL+(2,R) orbit closure in the larger com-
pactifications studied by these works.
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The study of orbit closures via their boundary is already proving
successful, see for example [MW18,Api18,AN].

A version of H̃ appeared previously in the work of McMullen [McM13].

One could also define a version of H̃ that remembered finitely much
more information, namely which of the marked points were glued to-
gether after the collapse, but we chose not to do so.

Acknowledgments. The authors thank Paul Apisa, Francisco Arana
Herrera, Matt Bainbridge, Brian Conrad, Ben Dozier, Simion Filip,
Francois Greer, Brendan Hassett, Tasho Kaletha, Maryam Mirzakhani,
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Standard Grant DMS-2001040, a Simons Collaboration Grant 635235
and a von Neumann Fellowship at IAS, and the second named author
was partially supported by a Clay Research Fellowship.

2. The partial compactification

Lemma 2.1. A sequence (Xn, ωn) ∈ H converges to (X,ω) in H̃ if
and only if, for every subsequence nk such that Xnk

converges in the
Deligne-Mumford compactification, the sequence (Xnk

, ωnk
) breaks into

a union of finitely many subsequences each of which converges in H
to a limit (X ′, ω′) ∈ H that satisfies π(X ′, ω′) = (X,ω). (The limit
(X ′, ω′) may depend on the subsequence.)

An irreducible component Y of (X ′, ω′) ∈ H has two possible types,
depending on whether ω′ is identically zero or not on Y . We call
the former type a “collapsed component”. The idea of the proof of
Lemma 2.1 is that the data of (X ′, ω′) is the data of π(X ′, ω′) plus
the additional data of the collapsed components and how the compo-
nents are glued together at nodes. This additional data is recorded in
the Deligne-Mumford compactification. In other words, the images of
(X ′, ω′) in H̃ and the Deligne-Mumford compactification almost deter-
mine (X ′, ω′) ∈ H uniquely. The only situation in which (X ′, ω′) ∈ H
is not determined uniquely is when there are multiple components of
the limit in the Deligne-Mumford compactification that are isomorphic.
In this case, there may be finitely many (X ′, ω′) ∈ H, corresponding
to different permutations of non-zero differentials on isomorphic com-
ponents of X.

Proof of Lemma 2.1. For (X,ω) ∈ H̃, we first analyze its preimage
in H. Suppose that (X,ω) consists of (Y1, ω1), . . . , (Ym, ωm), where
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Y1, . . . , Ym are irreducible components of X and ωi is the restriction of ω
to Yi, which is non-zero. Then π−1(X,ω) ⊂ H is a compact subset given
by the union of certain products of Deligne-Mumford compactifications
parameterizing the collapsed components. In particular, all (X ′, ω′) ∈
π−1(X,ω) contain the same set of non-collapsed components (Yi, ωi)
and only the collapsed components can vary.

Suppose that a sequence (Xn, ωn) converges to (X,ω) in H̃. Let
nk be a subsequence such that Xnk

converges to X ′ in the Deligne-
Mumford compactification. Then X ′ and ω determine finitely many
possible limits (X ′, ω(i)) ∈ π−1(X,ω), where ω(i) = ω on the non-
collapsed components, ω(i) = 0 on the collapsed components, and the
ω(i) differ from each other by permuting differentials on isomorphic
non-collapsed components. Thus the sequence (Xnk

, ωnk
) breaks into

finitely many subsequences, each of which converges to one such limit
(X ′, ω(i)).

Conversely, suppose for every subsequence nk such that Xnk
con-

verges in the Deligne-Mumford compactification, the sequence (Xnk
, ωnk

)
breaks into a finite union of subsequences each of which converges in
H and the limit (X ′, ω′) ∈ H satisfies π(X ′, ω′) = (X,ω). Since π is
continuous, this implies that the subsequence of (Xnk

, ωnk
) converges

to (X,ω). Compactness of the Deligne-Mumford compactification now
gives the result, since every subsequence of Xn has a sub-subsequence
that converges. �

Remark 2.2. Lemma 2.1 shows in particular that every sequence in
H has a unique limit in H̃. The same analysis applies to nets, with
the same conclusion, and one can extend the analysis to nets in H̃.
(Without loss of generality, the set of collapsed components can be
assumed to be constant along the net.) Since a space is Hausdorff if and

only if convergent nets have unique limits, this shows H̃ is Hausdorff.
An alternate approach to showing that H̃ is Hausdorff is to show

that π is closed and invoke [Mun00, exercise 7 on page 199]. To see
that π is closed, for each closed set E ∈ H, it is not hard to show that
π−1(π(E)) is closed. (Here it suffices to consider sequences, and without
loss of generality the set of collapsed components can be assumed to
be constant along the sequence.)

Once PH̃ is known to be Hausdorff, it follows that it is metrizable
[Wil04, Corollary 23.2]. Hence H̃ is also metrizable, since it is a C∗
bundle over PH̃. In particular, using nets is not required.

The second criterion for convergence below forms part of our basic
understanding of H̃. It says that a sequence converges if and only if
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the flat metrics converge away from the part of the surfaces that is
shrinking.

Theorem 2.3 (Mirzakhani-Wright). (Xn, ωn) ∈ H converge to (X,ω)

in H̃ if and only if there are decreasing neighborhoods Un ⊂ X of the
set of marked points S with ∩Un = S and maps gn : X \ Un → Xn that
are diffeomorphisms onto their range, such that

(1) g∗n(ωn)→ ω in the compact open topology on X \ S, and
(2) the injectivity radius of points not in the image of gn goes to

zero uniformly in n.

The injectivity radius at a point is defined as the sup of all ε > 0 such
that the ball of radius ε in the flat metric is embedded and does not
contain any marked points or singularities. For the proof, see [MW17,
Definition 2.2, Proposition 9.8].

Corollary 2.4. The action of GL+(2,R) extends continuously to H̃.

If a sequence (Xn, ωn) in H converges to (X,ω) in H̃, then there
are natural collapse maps fn : Xn → X ′, defined for n sufficiently
large. Here X ′ is X with some additional identification between marked
points; passing to a subsequence of (Xn, ωn) that converges in H, we
can describe X ′ as the limit in H with each zero area component col-
lapsed to a point. (The collapse maps are only well defined up to pre-
and post-compositions of automorphisms. This is related to the fact
that all the moduli spaces under consideration are only orbifolds.)

Note that if Σ′ is a finite subset of X ′ containing the nodes, and Σ
is its pre-image on X, then H1(X,Σ) ' H1(X

′,Σ′). This allows us to
conflate X and X ′ when working on the level of relative (co)homology.

The maps fn can be chosen to map zeros of ωn to zeros or marked
points. If Σn is the set of zeros of ωn, we obtain well defined maps

f ∗n : H1(X,Σ)→ H1(Xn,Σn) and (fn)∗ : H1(Xn,Σn)→ H1(X,Σ).

The first map is injective and the second surjective. Hence f ∗n naturally
identifies the tangent space (X,ω) in its stratum with the image of f ∗n,
a subspace of the tangent space of the stratum of (Xn, ωn).

This subspace can also be identified with the annihilator Ann(Vn)
of the subspace Vn = ker((fn)∗) of relative homology. We call Vn the
space of vanishing cycles, although some care should be taken since this
term might equally well be used to refer to a similar object in absolute
homology.

Since so much collapsing can occur, we do not know of a nice way
to describe the local structure of H̃ near a boundary point. However
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we have the following lemma indicating that the situation is not too
pathological from at least one point of view.

Proposition 2.5. Let (X,ω) ∈ H̃<∞. Then Ann(V ) can be defined
on a neighborhood of (X,ω) in H and is locally constant. There is a
neighborhood of 0 in Ann(V ) such that if ξn, ξ are in this neighborhood
and ξn → ξ, then (Xn, ωn)+ξn is well-defined and converges to (X,ω)+
ξ.

Here we use the notation “+ξ” to denote the surface whose period
coordinates differ from the original surface by ξ; this is only defined
for ξ small. This proposition, which appears as [MW17, Proposition
2.6], rules out the pathological possibility that the stratum could get
skinnier and skinner as it approaches the boundary point (X,ω), so
that only increasingly tiny deformations in the Ann(V ) directions are
well defined.

We end the section with a remark.

Remark 2.6. As we hinted at in the introduction, one could state The-
orem 1.2 in a dual form, which would say that the space of equations
defining a boundary invariant subvariety is the image under the collapse
map (fn)∗ of the set of equations defining the invariant subvariety.

3. Complex analytic spaces

We first recall the definition of a complex analytic space [GR84].

Definition 3.1. A C-space is a pair (X,OX), where X is a topological
space and OX is a sheaf of C-algebras on X. A morphism (X,OX)→
(Y,OY ) of C-spaces is a continuous map f : X → Y together with
a collection of C-algebra maps OY (V ) → OX(f−1(V )) for each open
subset V ⊂ Y that commute with restriction maps. The morphism
is called an isomorphism if f is a homeomorphism and all the maps
OY (V )→ OX(f−1(V )) are isomorphisms.

Definition 3.2. A C-space (X,OX) is a complex analytic space if it is
locally isomorphic to the vanishing locus of a finite collection f1, . . . , fk
of holomorphic functions defined on an open subset U of some affine
space Cn, equipped with the sheaf of holomorphic functions on U mod-
ulo the ideal (f1, . . . , fk). A morphism of complex analytic spaces is a
morphism of their underlying C-spaces where the maps on sheaves are
given by pull back of functions.

Example 3.3. Every quasi-projective variety over C is in particular a
complex analytic space. A morphism of quasi-projective varieties is in
particular a morphism of complex analytic spaces.
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Lemma 3.4. Let M and N be connected complex manifolds such that
N is compact, and let X be a complex analytic space. If a morphism
f : M × N → X maps {m} × N to a point for some m ∈ M , then f
factors through the projection M ×N →M .

A version of this result, sometimes called the Rigidity Lemma, holds
for algebraic varieties. Presumably Lemma 3.4 is also known, but we
do not know a reference.

Proof. Let S be the set of m ∈ M such that {m} ×N is mapped to a
point. Note that S is closed in M .

Since M×N is connected, the image of f is contained in a connected
component of X. Hence without loss of generality we can assume that
X is connected. We also assume that X is not a point, for otherwise
the claim is trivial.

Suppose in order to find a contradiction that we can pick m0 ∈
∂S. Since X is a complex analytic space, every point in X has a
neighborhood U such that for any pair of distinct points p, q ∈ U there
exists g ∈ OX(U) (i.e. a holomorphic function g : U → C) such that
g(p) 6= g(q). Let U be such a neighborhood of the point f({m0}×N).
The open set f−1(U) contains {m0} ×N . Since N is compact, we can
find an open set UM of M containing m0 such that UM ×N ⊂ f−1(U).
Pickm1 ∈ UM\S, and pick n1, n2 ∈ N such that f(m1, n1) 6= f(m1, n2).
Choose g ∈ OX(U) such that g◦f(m1, n1) 6= g◦f(m1, n2). The function
g ◦f restricted to {m1}×N is a non-constant holomorphic function on
a connected compact complex manifold, which is a contradiction. �

Proof of Theorem 1.1. We first prove the claim for each stratum, re-
gardless of whether it is connected or not, and then later we will address
the individual connected components.

Let H(κ1, . . . , κs,−2,−2) be the stratum of meromorphic differen-
tials that have zeros zi of type κ and two double poles p1 and p2. As
long as κ 6= (2), by [GT] there exists a differential (C, ξ) in this stratum
such that ξ has zero residue at p1 and p2. Attach C to a fixed genus one
curve E1 at p1, where E1 carries a fixed non-trivial differential ω1. Next
take a pencil B ∼= P1 of plane cubics Eb, where b ∈ B parametrizes the
elliptic curves in the family, and attach to p2 the curve Eb. Then we
obtain a family of genus g nodal curves parameterized by B; see Fig-
ure 3.1. Note that the Hodge bundle H restricted to B is isomorphic

to OP1(1)⊕O⊕(g−1)P1 , as C and E1 do not vary and in the case of genus
one the Hodge bundle on a pencil of plane cubics has degree one; see
e.g. [HM98, Chapter 3 F]. Let σ be a non-trivial global section of the
O(1) part. Then σ has only one zero at a point b0 ∈ B. Let ωb = σ(b)
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Figure 3.1. The underlying nodal curves in the con-
struction

be the corresponding differential on Eb. It follows that ωb is non-trivial
on all Eb but Eb0 (as σ(b0) is zero).

Let [u, v] be the homogeneous coordinates of P1. For each fixed value
of [u, v] 6= [0, 1], define a one-parameter family of stable differentials
given by

(E1, uω1), (C, 0), (Eb, vωb)

where b varies in B. Since the scalings of ω1 and ωb depend on [u, v],
we denote by B[u,v] the base for the parameterization of the above
family. By the zero residue assumption at p1 and p2, we know that
stable differentials parameterized by B[u,v] are contained in PH(κ) ac-
cording to [BCG+18] (as the global residue condition therein holds).
We require [u, v] 6= [0, 1] because the corresponding differential at b0 is
identically zero on every component of the underlying curve (hence not
well-defined in PH). Now varying [u, v] as well in C ∼= P1 \ [0, 1], the
union of these B[u,v] forms a complex two-dimensional family isomor-
phic to C × P1, where the base C has coordinates [u, v] and the fiber
P1 over [u, v] corresponds to B[u,v]. Note that B[u,v] is contracted by
π if and only if [u, v] = [1, 0], as it gets contracted if and only if the
differentials on Eb are identically zero. We thus conclude the proof by
using Lemma 3.4, where in that context M = C, N = P1, X = PH̃(κ),
and m = [1, 0] ∈M .

If H(κ) is disconnected, then the above proof also applies to each
connected component of H(κ). For example, consider H(2g−2), which
has three connected componentsH(2g−2)hyp, H(2g−2)even andH(2g−
2)odd when g > 3. If the genus g− 2 curve C is hyperelliptic and if the
unique zero z and the two poles p1, p2 on C are all Weierstrass points
(or 2-torsion to each other if C is of genus one), then the constructed
family B[u,v] lies in PH(2g − 2)hyp. For the spin components, since the
nodal curves in the family are of compact type, their spin parity will be
determined by the parity of C only, as the parity of the two elliptic tails
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does not vary. Hence one can take the underlying curve (C, z, p1, p2)
from a meromorphic differential in the respective spin components of
H(2g − 2,−2,−2) according to [KZ03, Boi15]. The other cases are
similar and we omit the details. �
Remark 3.5. When PH(µ) is disconnected, the closures of its connected
components in the Hodge bundle or in the Deligne-Mumford moduli
space may intersect each other in the boundary. See [Che17,Gen18]
for some examples. Nevertheless, one can add log structures to help
distinguish the components in the boundary [CC19b].

Remark 3.6. The above proof does not apply to the remaining case
κ = (2) in genus two, because there is no differential on P1 with a
unique zero and at least two poles such that all residues are zero (see
[BCG+18, Lemma 3.6] and [GT]).

Remark 3.7. Following the previous remark, indeed PH̃(2) can be given
a natural variety structure such that it is compatible with the other
algebraic compactifications. To see this, we slightly abuse notation to
denote by PH(2) the compactification in [BCG+18]. Namely, we mark
the unique zero z and take the closure of PH(2) in the projectivized
Hodge bundle over M2,1. Note that PH(2) can be identified via hy-
perelliptic (admissible) double covers with the moduli space M0,1;5 of
stable rational curves with six marked branch points where one of the
markings is distinguished and the others are unordered, and the dis-
tinguished marking z1 corresponds to the image of the unique double
zero z in the domain of the covers.

If (X,ω, z) in PH(2) has a genus one component C containing z,
then ω is identically zero on C. This is because ω restricted to C must
have a double zero (at z), and can have at most a single simple pole
(at the node), and no such non-zero ω exists. Under the hyperellip-
tic (admissible) cover, the image of C in the target is a rational tail
that contains the distinguished marking z1 and two other unordered
markings. Hence forgetting the moduli of C is the same as forgetting
the moduli of the image rational tail that contains z1 and two other
markings (where the moduli corresponds to the cross ratio of the three
markings together with the attaching node). By examining the bound-

ary strata under the map π : PH(2) → PH̃(2), one can see that the
above phenomenon is the only difference between the two spaces.

Let M0,A be the Hassett weighted moduli space M0,A [Has03]
where A assigns weight ε to z1 for 0 < ε� 1 and assigns weight 1

2
− ε

to the other markings. The contraction morphism f : M0,1;5 →M0,A
exactly forgets the moduli of a rational tail that contains z1 and two
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other markings, since the sum of their weights is less than one. Hence
we can identify PH̃(2) withM0,A and identify the map π with f , where
M0,A is an algebraic variety and f is an algebraic morphism.

4. Cautionary examples

Our main cautionary example concerns a discontinuity in the behav-
ior of periods for a certain straightforward degeneration of translation
surfaces. Theorem 1.2 shows in particular that limits of surfaces inM
satisfy limiting equations on their periods, and our main cautionary
example shows that this is far from automatic.

Consider surfaces as in Figure 4.1 that result from gluing in two
horizontal cylinders into slits on a surface in H(2). We will consider

Figure 4.1. A surface with cylinders of large modulus

a family (Xε, ωε) of such surfaces, parameterized by ε ∈ (0, ε0), such
that

a = a′ = b = b′ = iε

and

x =
1

ε
, y − x = d− c.

Here we are using the label of the edge to also refer to the period
coordinate of that edge. All other edges periods are constant along the
family, and we assume c 6= d.

Let (X0, ω0) denote the limit in H̃, and define the periods x, y etc
on the limit by pushing forward the relative homology classes and then
taking the period on the limit (X0, ω0).

All of these surfaces (Xε, ωε) satisfy the equation on period coor-
dinates y − x = d − c. On the limit surface, the periods x and y
are now zero, and since c and d are constant and c 6= d we have
y − x 6= d − c. That is, the limit surface does not satisfy the limit
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equation, even though the equation holds identically on the degenerat-
ing family (Xε, ωε)!

In our situation, we worry that there might be some invariant subva-
rietyM containing all (Xε, ωε) and defined by the equation y−x = d−c
in local period coordinates. The existence of such anM would contra-
dict Theorem 1.2. This contradiction is most immediate from the point
of view of Remark 2.6, because the limit surface does not satisfy the
limit equation. (One can also see the contradiction by noting that the
tangent direction to the boundary orbit closure M′ 3 (X0, ω0) result-
ing from scaling ω0 would not lie in T(Xε,ωε)(M), because that scaling
changes c− d without changing x or y.)

However, it is easy see that no such M exists, as follows.

Lemma 4.1. There does not exist an invariant subvarietyM contain-
ing all (Xε, ωε) such that the equation y − x = d − c holds locally on
M.

Proof. Otherwise, the Cylinder Deformation Theorem of [Wri15], stated
as Theorem 5.3 below, would give a deformation that scaled x and y
while fixing c and d. This contradicts the equation y−x = d−c because
we have assumed that c− d 6= 0.

We now give more details on this argument, using the notation and
terminology defined shortly in Section 5. Because all (Xε, ωε) ∈M, the
two vertical cylinders bounded by {a, a′} and {b, b′} respectively cannot
be M-parallel to any other cylinder. Hence, the union C of these two
cylinders is either a single equivalence class of M-parallel cylinders,
or the union of two equivalence classes. In either case, the cylinder
deformation aCt (X,ω) must remain in M. But this deformation scales
x and y while leaving c and d constant. �

Our next cautionary example is even more basic. Consider the quasi-
projective variety M = {(x, y, t) : y2 = x3 + t, t 6= 0}, whose closure
in affine three-space is given by M ∪ ∂M, where ∂M = {(x, y, 0) :
y2 = x3}. If one defines the tangent space as the space of derivatives of
smooth maps from an interval in R into the variety, than the tangent
space to ∂M at (0, 0, 0) is zero dimensional; it does not contain the
limit of tangent spaces to M along a sequence of points converging
to (0, 0, 0). In our situation, this relates to the possible worry that
the tangent space to the boundary orbit closure might be smaller than
expected. Keep in mind that we do not have any results on whether
the closure of an orbit closure in any strata compactification is smooth.
But in our situation we at least know that the relevant part of ∂M is
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a properly immersed smooth orbifold, which may account for why this
possible worry is comparatively easier to rule out.

5. Cylinder deformations

Recall that two cylinders on (X,ω) ∈M,1 with core curves γ1 and γ2,
are said to beM-parallel if there is some c ∈ R such that

∫
γ1
ω = c

∫
γ2
ω

holds on a neighborhood of (X,ω) in M. We will call c the ratio.
Given a cylinder C on (X,ω) with an orientation of its core curve,

define uCt (X,ω) (resp. aCt (X,ω)) to be the result of rotating the surface
so C is horizontal and the period of the core curve is positive, applying
ut (resp. at) just to C, and applying the inverse rotation. Here

ut =

(
1 t
0 1

)
and at =

(
1 0
0 et

)
.

Define an orientation on a collection of parallel cylinders to be a choice
of orientation on each core curve γi; say that the orientation is consis-
tent if the integrals

∫
γi
ω are positive multiples of each other.

Given an equivalence class C = {C1, . . . , Cn} of consistently oriented
M-parallel cylinders, we define uCt (X,ω) = uC1

t ◦ · · · ◦ uCn
t (X,ω), and

similarly for aCt . The main result from [Wri15] gives the following.

Theorem 5.1 (Cylinder Deformation Theorem). If C is an equivalence
class of M-parallel cylinders on (X,ω) ∈M, then

aCs (u
C
t (X,ω)) ∈M

for all s, t ∈ R.

The rest of this section is devoted to the following theorem, which
may be viewed as a black box. It will be used to avoid the situation of
the first cautionary example.

Theorem 5.2. For each invariant subvarietyM, and each sufficiently
large real number M , there is some M ′ > M such that for all (X,ω) ∈
M, there exists k ≥ 0, a collection of disjoint cylinders E1, . . . , Ek of
modulus at least M , and (t1, . . . , tk) ∈ Rk, such that the path

aE1
t·t1 ◦ · · · ◦ a

Ek
t·tk(X,ω), t ∈ [0, 1]

1This notation works well ifM is an embedded manifold, but in realityM may
have self-crossings. In generalM is a manifold which is immersed into the stratum,
and it is an abuse of notation to write (X,ω) ∈ M. It would be more precise to
write (X,ω, V ) ∈ M, where V ⊂ H1(X,Σ,C) is the image of the tangent space to
M in the stratum. Typically V = T(X,ω)M is determined by (X,ω), but at points
of self-crossing there many be finitely many choices of V . The notion ofM-parallel
of course depends on this choice. As is typical, we now continue with the abuse of
notation.
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is in M, and at the end of the path all the Ei have modulus at least M
and all cylinders on the surface have modulus at most M ′.

The cylinders E1, . . . , Ek need not be parallel. If (X,ω) has no cylin-
ders of modulus greater than M ′, we allow k = 0, so no cylinder defor-
mation is required, and the constant path gives the result.

Theorem 5.2 is closely related to the Cylinder Finiteness Theorem
[MW17, Theorem 5.1], and in fact we use the following version of this
result.

Theorem 5.3 (Cylinder Finiteness Theorem). For any M, the set of
ratios of M-parallel cylinders is finite. Furthermore, the set of equa-
tions which restrict the heights of M-parallel cylinders is also finite.

We use the term “height” of a cylinder to denote the dimension trans-
verse to the circumference. By “equations which restrict the heights”
we mean more precisely the following, which perhaps would be more
fully described by “equations that locally restrict the heights for de-
formations which do not produce new M-parallel cylinders.” For any
equivalence class C = {C1, . . . , Cn} of M-parallel cylinders on any
(X,ω) ∈M and any t1, . . . , tn ∈ R sufficiently close to 0, we have

aC1
t1 ◦ · · · ◦ aCn

tn (X,ω) ∈M
if and only if the heights of the Ci on aC1

t1 ◦· · ·◦aCn
tn (X,ω) satisfy certain

linear equations depending on (X,ω), M and C; these are the linear
equations referred to above, and, up to reordering the basis, they can
be viewed as equations on the vector space Rn. The second part of the
Cylinder Finiteness Theorem says that only finitely many systems of
linear equations arise in this way for each M.

Remark 5.4. We can rephrase in the language of [MW17, Section
4]. Let γi ∈ H1(X − Σ) be the class of the core curve of Ci, and
let γ∗i ∈ H1(X,Σ) be its Poincare dual. If Ci has height hi, then the
Cylinder Deformation Theorem exactly gives that

∑
hiγ
∗
i ∈ T(X,ω)(M).

Conversely if
∑
h′iγi ∈ T(X,ω)(M), then one can deform in a complex

multiple of this direction to change the height of each Ci to hi + δh′i,
for δ ∈ R sufficiently small, and this deformation can be expressed in
terms of the cylinder deformations aCi

ti referred to above. Thus, the
system of linear equations we refer to above is exactly the system of
linear equations determining which linear combinations of the γ∗i are
in T(X,ω)(M).

This statement of the Cylinder Finiteness Theorem is slightly stronger
than [MW17, Theorem 5.1], but it follows from the same proof. We
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will nonetheless give an outline of a different proof here, using thatM
is an algebraic variety.

Proof of Theorem 5.3. Let U be a small neighborhood inH of the locus
in H where there are simple poles. We can pick U so that M ∩ U
contains only finitely many components (compare to the arguments in
Section 8). We can also pick it so that every (X,ω) ∈ U has cylinders
of enormous modulus corresponding to the simple poles of a nearby
point of H.

For each equivalence class C on each (X,ω) ∈M, consider

lim
t→∞

aCt (X,ω) ∈ H.

On this limit, each cylinder of C gives rise to a simple pole. (The ratios
of the residues are exactly the ratios of the cylinders in C.) Hence, for
t large enough, aCt (X,ω) is in one of the finitely many components of
M∩U .

Each component has only finitely many large modulus cylinders,
and there are only finitely many sets of linear equations determining
which deformations of the large cylinders stay in M. There are also
only finitely many equations fixing the ratios of these large modulus
cylinders. �
Remark 5.5. In the previous proof, we warn that limt→∞ aCt (X,ω) may
lie in a higher codimension subvariety of the boundary of M, so the
relationship between finiteness of ratios and finiteness of the number of
components of the boundary is less obvious than it may seem at first.
A related warning is that, for an arbitrary point of the boundary of
M, there may be infinite cylinders (simple poles) that are M-parallel
to finite cylinders. Neither phenomenon occur unless C admits “non-
standard” cylinder deformations (see [MW17] for the definition). The
simplest relevant example is when M is a stratum and C is a pair of
homologous cylinders.

Now we give an elementary lemma.

Lemma 5.6. For each linear subspace V ⊂ Rn, and each H > 1, there
is some H ′ > H such that for every v ∈ V ∩ [0,∞)n, there exists v′ ∈ V
such that every coordinate of v less than H is equal to the corresponding
coordinate of v′, and every other coordinate of v′ is in [H,H ′].

Proof. Consider the set of all v ∈ V ∩ [0,∞)n where a fixed subset of
the coordinates are at most H. For each such v, let v′ be a vector
that minimizes ‖v′‖∞ subject to the condition that every coordinate
of v less than H is equal to the corresponding coordinate of v′. The
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function v 7→ ‖v′‖∞ is easily seen to be upper semi-continuous. Since
this function only depends on a fixed subset of the coordinates of v, all
of which are in [0, H], it can be viewed as a function on a compact set,
and is hence bounded by some number H ′. �

Proof of Theorem 5.2. Let R be the maximum ratio of twoM-parallel
cylinders. Let H ′ be the maximum of the H ′ given by Lemma 5.6 for
each of the finitely many systems of linear equations given by Theorem
5.3, with H = RM . Finally, set M ′ = H ′R.

Let C = {C1, . . . , Cn} be an equivalence class ofM-parallel cylinders
that contains at least one cylinder of modulus at least M , say C1.

Consider the vector ~h ∈ Rn of the heights of these cylinders. Then

consider the normalized vector v = ~h/c(C1), whose first entry is the
modulus m(C1) = h(C1)/c(C1) of C1. Lemma 5.6 with H = RM ,
applied to v, gives a v′ with all coordinates at most H ′ and all of the

changed coordinates at least RM . If we define ~h′ = c(C1)v
′, then

all entries of ~h are at most H ′c(C1), and all the changed coordinates

(compared to ~h) are at least RMc(C1). This shows that we can deform
the cylinders in C with height greater than Hc(C1) = RMc(C1) so that
they have height in [RMc(C1), H

′c(C1)].
Any cylinder in C with height greater than RMc(C1) has, before

the deformation, modulus at least M . After the deformation, it has
modulus in [M,H ′R].

Since cylinders of modulus greater than a universal constant are
disjoint, this gives the result. �

6. The boundary of an orbit closure

Before we discuss Theorem 1.2, we should clarify the basic context for
our discussion. Note that, in the context of multi-component surfaces,
it has not been proven that every GL+(2,R) orbit closure is a variety.

Lemma 6.1. The boundary of an invariant subvarietyM in a stratum
of H̃<∞ is an invariant subvariety, and is defined by linear equations
in local period coordinates in the boundary stratum.

Sketch of proof. We first see that it is an algebraic variety. To start,
consider a point (X,ω) in the boundary ofM in H, and assume ω does
not have any poles. Here X is a nodal Riemann surface, and ω may be
zero on some components.

For each component (Xi, ωi) of (X,ω), let gi be the genus of (Xi, ωi),
and ni be the number of marked points and nodes. Define Pi to be
Mgi,ni

if ωi = 0, and otherwise define Pi to be the stratum of (Xi, ωi).
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There is a natural map G :
∏

i Pi → H whose image contains (X,ω),
defined by gluing the surfaces in the Pi in the same configuration as
(X,ω).

Let M denote the closure of M in H. This is a variety, hence so is
its preimage G−1(M). Let I denote the set of i for which ωi = 0. Then
we may write

∏
Pi =

∏
i∈I Pi×

∏
i/∈I Pi as the product of two varieties,

and we may consider the projection

πnz :
∏

Pi →
∏

i/∈I
Pi.

Then πnz(G
−1(M)) is a component of the boundary ofM in a stratum

of H̃<∞, and all components arise in this way.
Given a subvariety of a product of varieties, its image under pro-

jection to a factor is a constructible set. Since the boundary is by
definition closed, this shows it is a variety.

The boundary is GL+(2,R) invariant since M is, and since the
GL+(2,R) action extends continuously to the boundary. Hence a folk-
lore observation of Kontsevich, recorded in [Möl08, Proposition 1.2],
gives that the boundary is locally defined by linear equations in period
coordinates. �

We start our proof of Theorem 1.2 by applying Theorem 5.2.

Lemma 6.2. Suppose that (Xn, ωn) ∈ M converge to (X∞, ω∞) ∈
H̃<∞. Let M be strictly greater than the modulus of any cylinder on
(X∞, ω∞), and let M ′ be given by Theorem 5.2. Then the (X ′n, ω

′
n)

given by Theorem 5.2 also converge to (X∞, ω∞) in H̃.

Here, for each n, (X ′n, ω
′
n) is the endpoint of the path produced by

Theorem 5.2 that starts at (Xn, ωn).

Proof. Let εn be the largest circumference of a cylinder of modulus
greater than M on (Xn, ωn). It is easy to see that εn → 0; see [MW17,
Section 2.4] for more details.

Since only disjoint cylinders of smaller and smaller circumference are
modified in the passage from (Xn, ωn) to (X ′n, ω

′
n), the two sequences

have the same limit in H̃. �
Corollary 6.3. It suffices to prove Theorem 1.2 under the assump-
tion that there is some M ′ such that the (Xn, ωn) have no cylinders of
modulus greater than M ′.

Proof. First note that, assuming M is large enough, two cylinders of
modulus at least M cannot cross. Thus, passing from (Xn, ωn) to
(X ′n, ω

′
n) removes the large modulus cylinders without creating any new
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ones, since even at the end of the deformation the large modulus cylin-
ders have modulus at least M .

Next, note that the cylinder deformation provides a path inM from
(Xn, ωn) to (X ′n, ω

′
n). Along this path, T (M) and T (M)∩Ann(V ) are

constant. �

We now give a result which, together with the above, will rule out
the problem of the first cautionary example in Section 4.

Theorem 6.4. For any (X∞, ω∞) in the boundary of H̃<∞(κ), there
exist finitely many connected, simply connected, open subsets Si of
CdimH(κ) with continuous maps Si → H(κ) such that:

(1) There is a family of translation surfaces over each Si whose
fiber over each point is the translation surface represented by
the image of that point in H(κ).

(2) There is a locally constant map H1(X,Σ) → H1(X∞,Σ∞) for
each Si from the relative homology of the fibers of this family to
that of (X∞, ω∞), such that for any sequence in Si converging
to (X∞, ω∞), the collapse maps discussed in Section 2 can be
chosen to induce this map on H1.

(3) With respect to this map, the relative and absolute periods ex-
tend continuously from each Si to (X∞, ω∞). (The relative co-
homology of (X∞, ω∞) is a quotient of the relative cohomology
of a translation surface in Si, so the period of each relative ho-
mology class can be defined at (X∞, ω∞).)

(4) Let UM denote the subset of H(κ) without cylinders of modulus
greater than M . Then for M sufficiently large, the image of the
union ∪Si contains the intersection of UM with a neighborhood
of (X∞, ω∞) in H̃(κ).

(5) For each i, any subvariety M ⊂ H(κ) intersects the image in
H(κ) of Si in at most finitely many connected components.

We remark that the above subsets Si arise from neighborhoods of
preimages of (X∞,Σ∞) in a smooth compactification of H(κ). See
Section 8 for an outline of the proof. The main purpose of all the
above is to get the following result.

Lemma 6.5. If a sequence (Xn, ωn) ∈ M converges to (X∞, ω∞) in

H̃(κ), then ω∞ ∈ T (M), using the identification between H1(X∞,Σ∞)
and Ann(V ).

Proof. It suffices to assume that we are in the situation of Corollary
6.3. By partitioning into finitely many subsequences, it also suffices
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to assume that all (Xn, ωn) are in one of the Si of Theorem 6.4, and
moreover in one of the components of M∩ Si.

On this component, T (M) is constant, and is cut out by finitely
many equations on periods. By Theorem 6.4, the periods extend con-
tinuously to (X∞, ω∞), so this gives the result. �
Remark 6.6. The previous lemma is treated rather indirectly in [MW17].
There, it is shown that certain tangent vectors to the orbit closure of
(X∞, ω∞) are contained in T (M). These tangent vectors span a space
that contains ω.

Lemma 6.7. In the situation of the previous lemma, for any suffi-
ciently small ξ ∈ T (M) ∩ Ann(V ), we have that (X∞, ω∞) + ξ is con-
tained in the boundary of M.

Proof. This is handled in the same way as [MW17], by using Propo-
sition 2.5 directly. �
Proof of Theorem 1.2. This follows directly from the previous two lem-
mas. Indeed, the boundary is a variety and is GL+(2,R) invariant. The
previous two lemmas show that its tangent space is “not too big” and
“not too small” respectively. �

7. The structure of the multi-component boundary

In the first part of this section, we discuss to what extent basic
dynamical results on orbit closures extend to the multi-component case.
In the second part, we discuss and prove Theorem 1.3.

The length of this section is due to the proof of the second statement
of Theorem 1.3, and the reader may wish to first consider the case when
there are only two components, when the first subsection is not required
and the technical difficulties in the proof do not appear.

7.1. Preliminary dynamical results. In this subsection we discuss
invariant measures and hyperbolicity of the diagonal Teichmüller geo-
desic flow. We will use these preliminary results in the proof of Theorem
1.3, where we will claim that a basic result on invariant subvarieties of
connected surfaces can partially extend to the multi-component case.
The results of this subsection justify this, and may also be of indepen-
dent interest.

Lemma 7.1. Every invariant subvariety M of multi-component sur-
faces has a GL+(2,R) invariant Lebesgue class measure.

Since this measure is invariant under GL+(2,R), it necessarily has
infinite mass.
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Proof. Let (X,ω) ∈ M. If the monodromy representation π1(M) →
GL+(T(X,ω)(M)) has image contained in the matrices with determi-
nant ±1, we may simply use (any multiple of) the standard Lebesgue
measure on the tangent space to M, which provides local coordinates
for M. So, we will show this is the case.

The identity component of the Zariski closure of the image of the
full monodromy representation on absolute cohomology is semisimple
by [Del71, Corollaire 4.2.9]. Standard Lie theory gives that it acts
on any invariant subspace by matrices with determinant 1, since a
connected algebraic group is semisimple if and only if it is equal to
its derived subgroup [Bor91, Section 14.2, page 182]. In particular,
the identity component of the Zariski closure of monodromy acts on
p(T(X,ω)(M)) by matrices of determinant 1. Since every element of the
monodromy group has a finite power in this identity component, we get
that all of monodromy acts on p(T(X,ω)(M)) by matrices of determinant
±1.

Now, recall that ker(p) is a trivial bundle over a finite cover of M,
and so the same is true for ker(p)∩T (M); see, for example, [LNW17,
Lemma 2.3]. Consider any volume form on ker(p) ∩ T(X,ω)(M), i.e. an
element of the top exterior power. Combining this with a volume form
on p(T(X,ω)(M)) gives rise to a volume form which is locally constant.
Monodromy preserves this volume form. �
Lemma 7.2. The unit area locus of an invariant subvariety M of
multi-component surfaces has a locally finite SL(2,R) invariant mea-
sure, which, for any ε > 0, is finite on the invariant subset where all
components of the surface have area at least ε.

Here unit area means that the sum of the areas of the components is
1. The proof is a slight modification of the proof of [MW02, Corollary
2.6], and we include it for the convenience of the reader.

Proof. Let µ be a measure produced by Lemma 7.1. We define a mea-
sure µ0 on the unit area locus using the standard technique, namely

µ0(S) = µ({(X, tω) : (X,ω) ∈ S, t ∈ (0, 1)}).
Let Aε be the subset of the unit area locus where the area of each

component is at least ε, and let µε be the restriction of µ0 to Aε. We
will now show that µε is a finite measure, proving the lemma. Note that
SO(2) invariance, the fact that there are only countably many saddle
connection directions on a given surface, and Fubini imply that µ0-
almost every surface does not have any horizontal saddle connections.

It suffices to assume M is a subvariety of a product H1 × · · · × Hk

of strata (rather than a quotient of this by a subset of the symmetric
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group), so for notational convenience we will do so. Let

ut =

(
1 t
0 1

)
.

By [MW02, Theorem H2], there is a compact subset Ki of the unit
area locus in Hi so that the ut orbit of every surface without horizontal
saddle connections spends (asymptotically) at least 1 − 1/(2k) of its
time in Ki.

Let K =
∏k

i=1[ε, 1]Ki be the compact subset of H1× · · · ×Hk where
all components have area at least ε and at most 1, and, after normal-
izing the area, each component lies in the appropriate set Ki. We get
immediately that, for the diagonal ut action onH1×· · ·×Hk, any point
in Aε without horizontal saddle connections has ut orbit that spends
at least half of its time in K.

Let f ∈ L1(µε) be a positive, continuous function, which can be
constructed using local finiteness of the measure. Let f(X,ω) denote
the time average of f for the forward ut orbit of (X,ω). The Birkhoff
Ergodic Theorem implies that f is defined almost everywhere and is in
L1(µε); this does not require finiteness or ergodicity of the measure.

Let α be the minimum of f on K. The recurrence results imply that
f ≥ α/2 on a full measure subset for µε, so the fact that f is integrable
implies µε has finite measure. �

Lemma 7.3. Suppose M is a prime invariant subvariety of multi-
component surfaces, and moreover satisfies the second conclusion of

Theorem 1.3. Then the diagonal action of gt =

(
et 0
0 e−t

)
is uni-

formly hyperbolic on compact subsets of the unit area locus in M.

The statement will be clarified in the proof. This proof and the next
assume some familiarity with the theory of the Teichmüller geodesic
flow in the connected case; a suitable introduction is the survey [FM14,
Sections 3,4]. For example, the reader should be familiar with the
fact that each Lyapunov exponent L of the Kontsevich-Zorich cocycle
contributes two Lyapunov exponents to the Teichmüller geodesic flow,
namely L± 1.

Proof. Again we assume M⊂ H1 × · · · × Hk.
We will build on the connected case. Suppose (Y, η) is a connected

unit area translation surface. Then, if ‖ · ‖t denotes the relative Hodge
norm on the relative cohomology of gt(Y, η), then it is known that
‖[Im(η)]‖t = et, and, if λ is a relative cohomology class such that p(λ)
is symplectically orthogonal to Re(η), and the geodesic {gt(Y, η), t ∈
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[0, T ]} starts, ends, and spends at least half its time in a compact set,
then ‖λ‖t ≤ e(1−α)t, where α > 0 depends on the compact set. See
[EMR19, Theorem 7.3] for this statement, which implies the uniform
hyperbolicity on compact sets, and the references in [EMR19] to work
such as [Vee89,For02,AF08] with previous similar statements.

We wish to show a similar statement for (X,ω) = ((X1, ω1), . . . , (Xk, ωk)),
using the norm on relative cohomology which is the sum of the relative
Hodge norms in each component. This will follow formally from the
connected case once we establish the following claim: If (λ1, . . . , λk) ∈
p(T(X,ω)(M)), then for any 1 ≤ i, j ≤ k we have that λi is symplecti-
cally orthogonal to Re(ωi) if and only if λj is symplectically orthogonal
to Re(ωj).

By continuity, it suffices to show this for (X,ω) in a dense set. So,
using Lemma 7.2 and Poincare recurrence, we can assume that the gt
orbit of (X,ω) recurs to a compact set. The maps (λ1, . . . , λk) 7→ λi
are injective by our assumption thatM satisfies the second conclusion
of Theorem 1.3, and on this compact set we can assume that they
distort norms by at most a constant multiplicative factor. If λi is
symplectically orthogonal to Re(ωi), its norm grows at most like e(1−α)t.
The bounded norm distortion then implies that, on the unbounded
returns to this compact set, the norm of λj is O(e(1−α)t). But if λj
were not symplectically orthogonal to Re(ωj), it would be a non-zero
multiple of Im(ωj) plus something orthogonal, and the norm would
grow like a constant times et, giving a contradiction.

Now, to conclude the proof, define a subspace of H1(X,Σ, iR) ∩
T(X,ω)(M) consisting of those v = (v1, . . . , vk) for which p(v1) is sym-
plectically orthogonal to Re(ω1). Any such v is a tangent vector to the
stratum, and will have uniform exponential decay when pushed forward
by the derivative of Teichmüller geodesic flow; it hence is in the stable
manifold of (X,ω). The exponential decay comes from the e−t in the
definition of Teichmüller geodesic flow, which is definitively more pow-
erful than the growth O(e(1−α)t) of v under parallel transport. Note
that the subspace has dimension 1

2
dimR T(X,ω)(M)−1; double this (for

stable and unstable) plus 1 (for the flow direction) is the dimension of
the unit area locus in M. �
Corollary 7.4. Under the same assumptions as in Lemma 7.3, the gt
action on the unit area locus is ergodic. In particular, the ratios of
areas of components is locally constant on the unit area locus.

Proof. We first show ergodicity on the locus where each component has
area at least ε, which is finite measure. There the result follows from
the Hopf argument and Lemma 7.3; see for example [FM14, Sections
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3,4] for an expository treatment. Now, ergodicity on this locus implies
that the ratio of areas must be constant, since the ratio is preserved by
the flow. Since this is true for all ε > 0, the ratios are in fact simply
constant. �
Corollary 7.5. Under the same assumptions as in Lemma 7.3, closed
gt orbits are dense in M. The associated induced monodromy actions
on relative cohomology have that the largest and smallest eigenvalues,
namely et and e−t, have multiplicity 1.

Proof. The first statement follows from Lemma 7.3 and ergodicity, us-
ing a closing lemma, as in the connected case discussed in [EMR19,
Theorem 8]. The multiplicity 1 statement follows from Lemma 7.3. �
Remark 7.6. The above results will be used in the proof of the sec-
ond statement of Theorem 1.3, which is essentially by induction on
the number of components. Once that is concluded, we will know the
above results for all prime invariant subvarieties. Note that a prod-
uct invariant subvariety can never have that the diagonal gt action is
hyperbolic, because it is part of an R2 action.

Furthermore, by Corollary 7.4 and Lemma 7.2, the SL(2,R) invari-
ant measure on any prime invariant subvariety is finite. Since every
invariant subvariety is (essentially) a product of primes, and the mea-
sure is a product, we get that the SL(2,R) invariant measure is always
finite, without need to restrict to the locus where all components of the
surface have area at least ε.

7.2. Theorem 1.3. We begin with the easiest part of Theorem 1.3.

Proof of Theorem 1.3, first statement. Suppose that

N ⊂ H1 × · · · × Hk,

where each Hi is a stratum of single component surfaces.
Set Ni = πi(N ). Note that πi(N ) is a constructible set, so its Zariski

closure is equal to its analytic closure. Set N ′i = Ni \ πi(N ). Both Ni
and N ′i are invariant subvarieties, so this gives the result. �

We now give an example to show that πi(N ) need not be closed.

Example 7.7. Let M denote the set of pairs

((X,ω, {p1}), (X,ω, {p2, p3})) ∈ H(2, 0)×H(2, 0, 0)

such that p1 is equal to p2 or p3, and p2 and p3 are interchanged by the
hyperelliptic involution. Then the projection of M to the first factor
is equal to H(2, 0) minus the locus where the marked point p1 is a
Weierstrass point.
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Remark 7.8. Ni is locally described by a finite union of linear subspaces.
At a generic point, there is just a single linear subspace; the other points
are called self-crossing points. If Ni has no self-crossing points, then
one can show using period coordinates that πi(N ) is open in Ni and
hence is equal to Ni \N ′i . Even if Ni has self-crossings, it is possible to
recover such a statement at the cost of lifting to the smooth orbifold
whose properly immersed image is Ni.
Lemma 7.9. An invariant subvariety M is not prime if and only
if some (equivalently, any) (X,ω) ∈ M can be written as (X,ω) =
(X1, ω1)∪ (X2, ω2), where the (Xi, ωi) are disjoint and are a non-empty
union of components, and we have

T(X,ω)(M) = (T(X,ω)(M) ∩H1(X1,Σ1))⊕ (T(X,ω)(M) ∩H1(X2,Σ2)),

where Σi is the set of zeros of ωi.
In this case, ifM′ is the minimal cover ofM on which we can divide

the components into two subsets consistent with (X,ω) = (X1, ω1) ∪
(X2, ω2), then M′ =M1 ×M2 for invariant subvarieties M1,M2.

More concisely,M is not prime if and only if its tangent space is a di-
rect sum in a way compatible with the decomposition into components,
and it suffices to check this at a single point.

Proof. Suppose we have the direct sum decomposition of T(X,ω)(M).
By definition of M′, we have M′ ⊂ H1 × H2, where Hi are strata of
multi-component surfaces, and (Xi, ωi) ∈ Hi.

Let πi : H1 × H2 → Hi be the coordinate projections, and define
Mi = πi(M′), so M′ ⊂ M1 × M2. Using period coordinates we
can see that M′ contains an open subset of M1 ×M2. Because both
varieties are irreducible and closed, M′ =M1 ×M2. �
Corollary 7.10. Any invariant subvariety M of a product of strata is
a product of prime invariant varieties and the product decomposition is
unique.

Proof. The previous lemma gives that M can be written as a product
if it is not prime, and we can iterate this to get that M is a product
of prime invariant varieties. The uniqueness is an exercise in linear
algebra. �
Example 7.11. Let H be a stratum. Then the diagonal embedding
of H in H×H is prime.

Example 7.12. Let H be a stratum. Consider the locus M of pairs
((X1, ω1), (X2, ω2)) for which there exists some (X,ω) ∈ H such that
(X1, ω1) is a triple cover of (X,ω) simply branched over four points and
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(X2, ω2) is a double cover of (X,ω) simply branched over two points.
The branch points are allowed to be arbitrary points of X that are not
zeros of ω. Then M is a prime invariant variety, but each of the two
coordinate projections fromM are infinite to one. (None of the choices
in this example are important.)

To proceed, we require the following result from [Wri14]. As motiva-
tion, let us mention that the proof of the second statement of Theorem
1.3 will roughly speaking be by induction, and “smaller” prime orbit
closures will appear that are known to satisfy this second statement.

Theorem 7.13. LetM be an (irreducible) invariant subvariety of sin-
gle component translation surfaces, and let M′ be a proper invariant
subvariety (possibly with several components). Then any proper flat
subbundle of T (M) defined over a finite cover of M\M′ is contained
in ker(p).

The same statement holds if M is a prime invariant subvariety of
multi-component translation surfaces satisfying the second conclusion
of Theorem 1.3.

Here “proper” just means that the subbundle is not all of T (M),
and p is the usual map from relative cohomology to absolute coho-
mology, both viewed as bundles over M. In [Wri14] the theorem is
stated for bundles over M rather than M \M′, but the proof gives
the more general statement. Similarly it is not stated for the prime
(multi-component) case, but the proof is identical given the results of
Section 7.1.

Corollary 7.14. Suppose that M is an invariant subvariety of M1 ×
M2 whose projection to each factor is dominant, where M1 is an in-
variant subvariety of single component translation surfaces, and M2 is
an invariant subvariety of multi-component surfaces. Let

(X,ω) = ((X1, ω1), (X2, ω2)) ∈M.

Suppose that the subspace

p(T(X,ω)(M)) ⊂ p(T(X1,ω1)(M1))⊕ p(T(X2,ω2)(M2))

contains a vector which is zero in the second component but non-zero
in the first. Then M =M1 ×M2.

The same statement holds if M1 is a prime invariant subvariety of
multi-component translation surfaces satisfying the second conclusion
of Theorem 1.3.

The proof will using the following topological results from algebraic
geometry, which can be found in [Kol95, Proposition 2.10].
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Proposition 7.15. The following statements hold:

(1) Let Y be a connected normal variety, and let Z ⊂ Y be Zariski
closed. If ι : Y \ Z → Y denotes the inclusion, then i∗(π1(Y \
Z)) = π1(Y ).

(2) Let f : X → Y be a surjective morphism between irreducible
algebraic varieties, with Y normal. Then f∗(π1(X)) is finite
index in π1(Y ).

Proof of Corollary 7.14. The statement gives the existence of a vector
(v1, v2) ∈ T(X,ω)(M) with v1 /∈ ker(p) but v2 ∈ ker(p).

Recall that p(T (M1)) has totally irreducible monodromy. (A group
of matrices is called totally irreducible if every finite index subgroup is
irreducible.) This is implied by Theorem 7.13, and implicitly applies
for to monodromy over the smooth variety whose immersed image is
M1. (The proof does not use monodromy of loops that jump between
branches of M1 along the self-crossing locus.) Recall that smooth
varieties are in particular normal.

We claim that Proposition 7.15 thus implies that there is a loop
in M with monodromy not fixing p(v1). Indeed, using Proposition
7.15, we may delete Zariski closed subsets Z,Z1 ofM andM1 so that
M\ Z,M1 \ Z1 are smooth, and there is a surjective map M\ Z →
M1 \ Z1. Proposition 7.15 (2) gives that the image of π1(M \ Z) is
finite index in π1(M1 \ Z1), and Proposition 7.15 (2) and the totally
irreducibility gives that this finite index subgroup does not fix p(v1).

Recall that ker(p) is a trivial bundle on a finite cover of the stra-
tum, see for example [LNW17, Lemma 2.3]. Modifying the previous
argument to use finite covers (or more concretely lifts to strata with
zeros labelled), we may obtain a loop inM whose monodromy doesn’t
fix p(v1) but does fix v2. Subtracting off the image of this monodromy
applied to (v1, v2), we might as well assume v2 = 0.

Let K denote the flat vector subbundle over T (M) whose fiber at
(X,ω) = ((X1, ω1), (X2, ω2)) is the kernel of the projection T(X,ω)(M)→
T(X2,ω2)(M2). This is a priori a vector bundle on M, but because it is
locally constant and each fiber of the projection has only finitely many
components, it gives a vector bundle K ′ defined over a finite cover of
M1. The existence of (v1, 0) shows that K ′ is non-zero, so the previous
theorem gives that K ′ is all of T (M1) (lifted to the finite cover), which
gives the result. �
Proof of Theorem 1.3, second statement. Suppose that

N ⊂ H1 × · · · × Hk

is a counterexample. Assume k is as small as possible.
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Let πi : N → Ni be the projection onto the i-th factor, and let πî be
the projection away from the i-th factor, so πî(N ) ⊂∏j 6=iHj. Let

(X,ω) = ((X1, ω1), . . . , (Xk, ωk)) ∈M,

and let Ei denote the kernel of the projection

p(T(X,ω)(M))→ p(T(Xi,ωi)(Mi)).

Our goal is precisely to prove that each Ei is zero. If k = 2, this
follows directly from Corollary 7.14, since otherwise we getM =M1×
M2, contradicting that M is prime.

So assume k > 2. (The following argument also works for k = 2, but
is rather degenerate and overcomplicated in this case.) Without loss
of generality, assume that E1 is not zero. By minimality of k, we can
assume that

π1̂N = L1 × · · · × Ls
is a product of prime invariant subvarieties satisfying the second state-
ment of Theorem 1.3. Here s ≤ k − 1, and it might be that s = 1.

We now claim that for some i, E1 contains a vector that is non-zero
in the i-th component of

p(T(X,ω)(π1̂N )) = p(T(Y1,η1)(L1))⊕ · · · ⊕ p(T(Ys,ηs)(Ls))
but zero in all the other components, where here each (Yi, ηi) ∈ Li. We
will show that this is true for any i for which there exists v ∈ E1 whose
projection to the p(TLi) summand is non-zero. Indeed, given such a v,
there is a loop in Li whose monodromy does not fix v. We can lift this
loop to a loop in L1 × · · · × Ls by keeping all of the other coordinates
constant. Considering v minus its image under monodromy proves the
claim.

Now, Corollary 7.14 gives that M is not prime, which is a contra-
diction. (The M1 in that corollary corresponds to Li here.) �

We now turn to the third statement.

Proof of Theorem 1.3, third statement. There is an isomorphism from
p(TN ) to p(TNi) for each i. Since by definition rank is half the di-
mension of fibers of these bundles, this gives the result. �
Example 7.16. Consider the locus N ⊂ H(2) of pairs

((X,ω), (X,
√

2ω))

for all (X,ω) ∈ H(2). This N is locally cut out by linear equations
in Q[

√
2], but both of its projections are a full stratum. This shows

that the field k(N ) defined in [Wri14] does not have to be equal to
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the fields k(Ni) of the projections Ni. It is however of course true that
k(Ni) ⊂ k(N ).

For the fourth statement, recall the decomposition

H1 =
⊕

p(TM)τ ⊕W,

where the sum is over the Galois conjugates of p(TM), and W is the
remaining part of the bundle H1 of absolute cohomology. Filip showed
that this direct sum decomposition is compatible with the Hodge de-
composition H1(X,C) = H1,0(X)⊕H0,1(X) [Fil16a]. For example, if
we set p(T(X,ω)M)1,0τ = p(T(X,ω)M)τ ∩H1,0(X) etc, we have

p(T(X,ω)M)τ = p(T(X,ω)M)1,0τ ⊕ p(T(X,ω)M)0,1τ .

Filip proved his result for single component surfaces, and the diffi-
culty in that context is that he does not assume the GL+(2,R) orbit
closure is a subvariety. Prior to Filip, a similar result was known for
any variation of Hodge structure over a quasi-projective base. We
now explain how this result applies to invariant sub-varieties of multi-
component surfaces to give the same decomposition.

Lemma 7.17. When M is a prime invariant subvariety of multi-
component surfaces, there is a decomposition H1 =

⊕
p(TM)τ ⊕W

compatible with the Hodge decomposition.

Proof. The decomposition follows from the semisimplicity result for
monodromy discussed in the proof of Lemma 7.1, noting that Theorem
7.13 implies that p(TM), and hence also its Galois conjugates, are
irreducible.

We now show that compatibility follows from [Del87]; this will de-
mand of the reader some familiarity with variations of Hodge structure.
Indeed, [Del87, Proposition 1.13] gives a decomposition

H1 =
⊕

i

Si ⊗Wi,

where the Si are irreducible non-isomorphic variations of Hodge struc-
ture and the Wi are vector spaces with Hodge structures.

Since p(TM) is irreducible, it is of the form Si0 ⊗ Li0 , where Li0 is
a line in Wi0 . (Because of the multiple components, unlike the single
component case, dimWi0 > 1.)

Suppose the Hodge decomposition of Si0 included Hodge types (p, q)
and (p′, q′) with p′ > p, and Wi0 included types (p′′, q′′) and (p′′′, q′′′)
with p′′ > p′′′. Then

(p, q) + (p′′, q′′), (p, q) + (p′′′, q′′′), (p′, q′) + (p′′′, q′′′)
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are distinct. Since these three types must appear in the Hodge decom-
position of Si0 ⊗ Li0 , which has only types (1, 0) and (0, 1), we get a
contradiction. Hence, one of Si0 or Wi0 has pure type, meaning that
only a single term appears in its Hodge decomposition. Without loss
of generality, up to shifting weights, we can assume that term is (0, 0).

If Si0 had pure type (0, 0), then it would have compact monodromy,
because its polarization form would be definite. But p(TM) cannot
have compact monodromy by Corollary 7.5. Hence, Wi0 has pure type
(0, 0). Hence Li0 has pure type (0, 0), and hence p(TM) = Si0 ⊗Li0 is
compatible with the Hodge decomposition.

The same argument applies to the Galois conjugates, where non-
compactness of monodromy can be established by the presence of unipo-
nents guaranteed by Theorem 5.3 (as in [EFW18, Remark 4.6]) and
Proposition 7.15. See also [Fil17].

A similar argument applies to W because it must contain all of Si⊗Wi

for any i where Wi does not have pure type (0, 0). �
The natural factor of Jac(X) referenced in Theorem 1.3 can be de-

fined as

JacM(X,ω) =
(⊕

p(T(X,ω)M)1,0τ

)∗ /(⊕
p(T(X,ω)M)τ

)∗
Z
,

where we define
(⊕

p(T(X,ω)M)τ
)∗
Z to be the set of linear functionals on⊕

p(T(X,ω)M)τ that take integer values on H1(X,Z)∩⊕ p(T(X,ω)M)τ .

Proof of Theorem 1.3, fourth statement. By the second statement, we
get an isomorphism from p(TN )1,0 to p(TNi)1,0. Combining this with
the Galois conjugate versions, we get the result. �

8. Proof of Theorem 6.4

Let ıH(κ) be the compactification of H(κ) constructed in [BCG+],

which is a smooth complex orbifold.2 Roughly speaking, ıH(κ) parame-
terizes twisted differentials compatible with a full level graph and with
matchings of horizontal directions at the nodes, where the top level
differentials are not projectivized (see also [BCG+18] for a detailed
definition of twisted differentials).

Note that ıH(κ) admits a continuous and surjective map to H̃(κ) by
forgetting lower level differentials (i.e. components of area zero). To

prove Theorem 6.4, we will first prove an analogous result for ıH(κ).

This will require of the reader some familiarity with ıH(κ), but, having

2The notation ÙH(κ) is different from [BCG+], whose notation ΞMg,n(κ) is a
bit too heavy to carry over.
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established this analogous result (Theorem 8.1), the rest of the proof
of Theorem 6.4 will be more self-contained.

Take a boundary point (X,ω) in ıH(κ) such that X has N levels
0,−1, . . . ,−N + 1 and such that the subsurfaces X(i) in each level i
have no simple polar nodes (i.e. no horizontal edges in the level graph).

Consider a small ball neighborhood U ⊂ ıH(κ) of X. Let ti be the
smoothing parameter for level i of (X,ω) for i = −1, . . . ,−N + 1. Let
V ⊂ U be the complement of the union of hyperplanes defined by each
equation ti = 0. Said differently, V parametrizes smooth translation
surfaces near (X,ω).

Consider subsets of V defined by, for each i, prescribing the sign of
the real or imaginary part of ti. Thus, for each i, we prescribe one of
the following four conditions:

Re(ti) > 0, Re(ti) < 0, Im(ti) > 0, Im(ti) < 0.

There are 4N−1 such subsets of V , and we call them Sj for j = 1, . . . , 4N−1.
The set V is a union of these subsets Sj, and V can be chosen so that

the Sj are connected and simply connected. Consequently, over each
Sj the relative homology groups of all surfaces in the universal family
can be identified as one model.3 The relative homology of (X,ω) is a
quotient of the relative homology group on Sj.

Take any one of the subsets Sj and simply denote it by S.

Theorem 8.1. The period of any element of the model relative homol-
ogy group gives a continuous function on S ∪ {(X,ω)}.

The same is true with (X,ω) replaced with anything with the same

image in H̃.

Proof. Let (Xs, ωs) be a path in S that converges to (X,ω) as s→ 0.
In the model relative homology group over S, choose homology classes

γ
(i)
k in each level i subsurface X(i) for k = 1, . . . , ji such that their collec-

tion forms a basis of the relative homology group H1(X
(i)\P (i), Z(i),Z),

where P (i) is the set of polar nodes in X(i) and Z(i) is the set of non-
polar nodes together with marked zeros in X(i). Here a node is called
polar if it is a pole of the (twisted) differential on X(i), and otherwise
it is called non-polar.

We may define a version of γ
(i)
k even after plumbing (i.e. for s 6=

0) by, for those paths γ
(i)
k that end at a non-polar node, defining a

3The space ÙH(κ) is constructed as a complex orbifold (or algebraic stack), and
locally one can pass to a finite cover to have a universal family over it; see [BCG+,
Section 13]. Technically speaking, we should let U be a ball in this finite cover to
avoid orbifold issues, but we omit this distinction here.
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“base point” near each such node whose position depends s and goes

continuously to the node as s → 0. We then define γ
(i)
k when s 6= 0

by, roughly speaking, moving its endpoints at non-polar nodes to the

nearby base points, so γ
(i)
k varies slightly with s near the node and

ends at the node for s = 0. This corresponds to the so-called perturbed
period coordinates constructed in [BCG+, Section 11.2] and illustrated
in [BCG+, Example 11.8 and Figure 6].

Reordering if necessary, we can also assume that
∫
γ
(i)
1
ωs 6= 0 for all

i and all s 6= 0.
Define

λ
(i)
k (s) =

∫
γ
(i)
k
ωs∫

γ
(i)
1
ωs
,

which measures the relative ratios of level-i periods in the degeneration
to X and which is well-defined also at s = 0. Since there are no simple
polar nodes, a local coordinate system of ıH(κ) at (X,ω) restricted to
this family is given by

(
{ti(s)}−N+1

i=0 ; {λ(i)k (s)}jik=2

)
.

Denote by tdie(s) = t0(s)t−1(s) · · · ti(s).4 The construction of perturbed
period coordinates gives that we may arrange for tdie(s) to be equal to∫
γ
(i)
1
ωs (see [BCG+, Equation (11.8)] and the paragraph preceding it,

noting that therein one period in each level is intentionally omitted and
can be used as tdie).

For an element γ in the model relative homology group, write it as
the following linear combination

γ =
∑

i,k

c
(i)
k γ

(i)
k +

∑

h,l

c(h,l)ρ(h,l)

where the c
(i)
k and c(h,l) are constant coefficients and where the ρ(h,l) are

parts of (a path representative of) γ that connect level h (from a base
point in that level) to an adjacent level l for h > l. In other words, we
decompose γ into paths that are contained in a single level together
with paths that cross two different levels through the corresponding

4Technically speaking, if there are polar nodes of pole order bigger than two, then
the ti coordinates encode some extra finite data of matching horizontal directions
when plumbing at such nodes. In that case one should use a suitable power t

aj

j

instead of tj in the product tdie, where the exponents aj are determined by the
level graph. Since this is only a matter of notation and does not affect the rest
argument, we omit the distinction.
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(plumbed) node. Then the period of (Xs, ωs) along γ is

λ(s) =
∑

k,i

c
(i)
k tdie(s)λ

(i)
k (s) +

∑

h,l

c(h,l)r(h,l)(s)

where each r(h,l)(s) is a function that depends on ti(s) for i between h
and l, and on the choice of base points in the definition of perturbed
period coordinates (see [BCG+, Example 11.8] for an illustration).
Despite these choices, the functions r(h,l)(s) vary continuously and con-

verge to zero as s→ 0, which follows from the construction of ıH(κ). In
summary, all the quantities involved in the above expression of the pe-
riod λ(s) vary continuously and converge as s→ 0. We thus conclude
that the same holds for λ(s).

The final claim follows from the same analysis. �

Now we can finish the proof of Theorem 6.4.

Proof of Theorem 6.4. Denote byW the preimage of (X∞, ω∞) in ıH(κ).
As discussed in Section 2, W is compact. So is the subset WM ⊂ W
where there are no simple poles and no cylinders of modulus bigger than
a large constant M . Hence we can find finitely many (X(k), ω(k)) ∈ WM

whose ball neighborhoods Uk associated with Theorem 8.1 cover a
neighbourhood of WM . We will use all of the simply connected subsets
(previously denoted Sj and then by S) associated to all the (X(k), ω(k)).

By their construction, each such set S is simply connected and the
universal family over S has a model homology group for its fibers, thus
satisfying (1) and (2).

We now claim that (3) follows from Theorem 8.1. Otherwise, for
some ε > 0 and some element of the model relative homology group,
there would be a sequence (Xn, ωn) in one of the sets S, such that
this sequence converges to (X∞, ω∞) and such that the value of the
corresponding period at each (Xn, ωn) is at least ε different from the
value of the corresponding period at (X,ω). Passing to a subsequence

if necessary, we can assume that that (Xn, ωn) converges in ıH(κ), con-
tradicting Theorem 8.1.

To see (4), suppose otherwise that there are surfaces (Xn, ωn) without
cylinders of modulus greater than M converging to (X,ω) but not
contained in any of the sets S above. Passing to a subsequence, we can
assume that they converge in ıH(κ). Since the limit must be in WM ,
this contradicts the fact that the union of the Uk cover a neighbourhood
of WM .



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

THE WYSIWYG COMPACTIFICATION 35

Finally, (5) follows from the fact that the intersection of Sj with
the smooth locus of M is a relatively compact semi-analytic set (see
e.g. [BM88, Corollary 2.7, Lemma 3.4]). �
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