
1.  Introduction
Intense magnetospheric electric fields during either large-scale convection or localized plasma injections 
accompany transport of the energy and plasma from the plasma sheet into the inner magnetosphere (the 
radiation belt region), where the particles are further accelerated due to wave-particle interactions (Thorne 
et al., 2013). Important changes of magnetic field and particle characteristics occur at the transition be-
tween plasma sheet and inner regions, roughly between 6 and 15 Re on the nightside (later referred to as the 
plasma sheet transition region, PSTR), their plasma physics is not yet fully understood (e.g., Baumjohann 
et al., 1989; Espinoza et al., 2018; Miyashita et al., 2020). Our understanding would benefit from models 
which quantify the changes in the PSTR and determine the factors which control these changes. In this 
paper, we focus on the superthermal plasma population (roughly for energies ranging from typical plasma 
temperature, a few keV, up to 100–200 keV) which feeds the ring current and provides the source popula-
tion for high-energy particles in the radiation belt (Boyd et al., 2016). Our interest is different from models 
designed for direct, practical applications, we rather aim to reveal physical insight/information.

Motivated by space weather studies and observations during the Van Allen Probes mission era, a large num-
ber of empirical models have been suggested and analysis conducted during the last 2 decades to describe 
the plasma properties. These works use plasma sheet proton and electron moments (Dubyagin et al., 2016; 
Tsyganenko & Mukai,  2003; Wang et  al.,  2017), kappa distribution parameters (Espinoza et  al.,  2018; 
Stepanova & Antonova, 2015; Wang et al., 2012), or superthermal particles with energies about hundred 
keV (Denton et al., 2019). Some models have also been built for electron fluxes with energies about few keV 
(Denton et al., 2016; Sillanpää et al., 2017), or up to few MeV at geostationary orbit (Boynton et al., 2013; 
Kellerman et al., 2013; Simms et al., 2018). Literature on MeV electrons at GEO is much more numerous 
but we mention only a few examples because we are interested in a much lower energy range. Still, the 
overall picture appears to be incomplete and very fragmentary. Different authors explored different spatial 

Abstract  To study further the factors and mechanisms controlling 10–150 keV particle fluxes in the 
inner magnetosphere, we investigate empirically their behavior in the nightside transition region (6–14 
Re) depending on solar wind parameters taken at different time lags. We aim to establish the hierarchy of 
predictors (V, N, Pd, Ekl = VByz sin2(θ/2), etc.) and the optimal range of their time delays, both depending 
on the distance and local time. We use THEMIS 5-min averaged observations of energetic proton and 
electron fluxes in 2007–2018 near the plasma sheet midplane and build regression models exploring the 
combination of predictors, taken at time delays up to 24 h. The model obtained shows that protons and 
electrons are controlled differently by solar wind parameters: electrons are influenced equally by Vsw and 
Ekl, whereas protons are controlled mostly by Vsw and Pd and less by Ekl. We found that a wide range 
of time delays is involved depending on distance and particle energy. Specifically, the Ekl affects the 
energetic fluxes with time delays up to 24 h (or more), exhibiting the long delays in the innermost regions. 
As regards the mechanism of Vsw influence, the Vsw-related flux changes are large and, to a large extent, 
established on the route of the energy flow from solar wind to the plasma sheet and, eventually, the inner 
magnetosphere. We also identified a new parameter, NBL = VByz cos2(θ/2), which helps to reveal the loss 
processes in the plasma sheet transition region.
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domains, used different time resolutions, investigated different sets of controlling parameters (predictors), 
and used different tools/methods to build their models. Also the vast majority of models considered elec-
trons and protons separately. Hence, it is hard to compare these results and integrate them into one consist-
ent picture. This challenge provides the motivation for our study.

There are a number of general guidelines we followed when designed our study. First, unlike of providing 
a prognostic model as many prior space weather-related studies did, we are rather focusing on a better un-
derstanding of the dynamical control of PSTR particle fluxes by the solar wind (SW) parameters. Second, 
contrary to prior studies, we avoided using a mixture of SW and magnetospheric variables (AE, Dst, or ULF 
indexes) together in the list of potential predictors, because most of the latter ones depend on SW drivers 
which make their separation difficult. We do not deny a possibility to use both of them for prognostic pur-
poses, but in this study we prefer to go as far as possible with initial (SW) drivers of activity. In our study, 
we only consider the SW variables as input but extend the analyses of parameters and of their time lags. 
Third, to obtain the model which allows us to quantify the importance of individual predictors in a trans-
parent way, we utilize classic multiple-regression analysis in a similar way to Simms et al. (2018). Taking 
into account mutual correlations between input parameters allows an objective sequential grading of input 
variables and helps characterize quantitatively the relative importance of each predictor and their time lag.

As regards the choice of model input parameters, most previous studies consistently point toward the south-
ward IMF, solar wind velocity (Vsw), and density (Nsw) the most efficient SW predictors of plasma sheet 
moments (Boynton et al., 2013; Dubyagin et al., 2016; B. Luo et al., 2011; Tsyganenko & Mukai, 2003; Wang 
et al., 2017; etc.). However, the relative roles of these predictors differ for proton and electron moments. For 
example, at ∼12 Re, proton temperature Tp and pressure are mostly controlled by the SW pressure, whereas 
the electron temperature Te is also strongly affected by the substorm-related parameters, which connected 
to southward IMF, such as AL index and SW reconnection electric field Ekl (V. A. Sergeev et al., 2015), 
which increase during periods of southward IMF. Another factor might be northward IMF, predictive im-
portance of which was tested in Dubyagin et al. (2016). It is interesting that when considering energetic 
particle fluxes at the geostationary orbit (GEO), Vsw invariably appear among the most influential variables 
(e.g., Boynton et al., 2016; Kellerman et al., 2015; Simms et al., 2018). The specific mechanism(s) behind that 
Vsw control is still under discussion.

In contrast to magnetic activity indexes (e.g., Bargatze et al., 1985; Newell et al., 2007), the SW parameter 
influence on the PSTR population is not limited to a few hours long time window but may extend to longer 
intervals, especially for PSTR particles in the high-energy tail of energy spectrum. In fact, a number of stud-
ies have documented that MeV electrons at GEO respond best to SW variables with about 2 days delay and 
that the SW density is as important predictor as velocity (e.g., Boynton et al., 2013; Simms et al., 2018). The 
different time delays and relative importance of SW predictors for different energies and species, and the 
dependence of these characteristics on whether the outer (plasma sheet) or inner (radiation belt) portions 
of the PSTR is evaluated, provide a challenge for such empirical study. A very large observational data base 
is necessary to discriminate between so many factors. The availability of continuous solar cycle-long obser-
vations by three THEMIS spacecraft (Angelopoulos, 2008) orbiting on eccentric near-equatorial orbits (with 
apogees at 11–14 Re and orbital period ∼24 h) now enable us to consider this task.

In this paper, we address the abovementioned problems by constructing an advanced empirical model of 
proton and electron temperature and fluxes of superthermal particles based on long-term THEMIS obser-
vations. We elect to construct models for particle fluxes at fixed energies rather than for the moments of 
Maxwellian or kappa distribution functions. This is because the spectra of protons and electrons consist of 
superposition of a few distinct energy populations which have different dynamical responses and thus may 
be subject to different control parameters (e.g., Walsh et al., 2020; Wang et al., 2012). Also, when different 
energy components have very different response time lags, models relying on moments are unsuitable: it 
was shown that moment-based models do not accurately predict the observed fluxes at fixed energies (Du-
byagin et al., 2019).

In Section 2, we describe the observations and modeling approach and illustrate our choice of time delay 
parameterization and the full set of 31 investigated predictors. In Section 3, we describe the model construc-
tion for our full region (6–14 Re, 18-24-06 h MLT) using the entire database, thereafter referred to as the 
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full model. We also identify the optimized set of 17 predictors which is then used in Section 4 to build re-
gion-binned models, in each of nine regions restricted in radius and MLT. Overall performance of the model 
is discussed in Section 5. Discussion of our results and their possible interpretation is provided in Section 6.

2.  Database and Method
2.1.  Observations

In this work, we use electron and proton spectra from the ground moments product (GMOM L2) available 
at http://themis.ssl.berkeley.edu/index.shtml, which combines the measurements made by the electrostat-
ic analyzer (ESA, E ∼  few eV to 30 keV) and the solid state telescope (SST, E ∼ 25 keV–6 MeV) aboard 
the THEMIS A, D, and E satellites using high angular and energy resolution distribution functions when 
the spacecraft were operated in Fast Survey mode (Angelopoulos, 2008). By investigating the data quality, 
we faced a problem related to the very large dynamical range of energetic particle fluxes encountered at 
the PSTR. Specifically, the largest flux, often flagged as “saturated data” (flag = 256, when the count rate 
exceeds 105), constitutes roughly half of the data set in the PSTR. Nevertheless, we found that these data 
are scientifically useful because (1) the flux values marked by this flag are not leveled off but continue to 
increase when moving to closer distances; (2) the model of flux variation based on the extended data set 
(which includes “saturated data,” but with spikes and other flagged data removed) showed significantly bet-
ter results compared to the model which used only “good data” (flag = 0). Another important aspect is that, 
if using flag = 0 data alone, we miss an important part of the parameter space corresponding to disturbed 
conditions. A more extended discussion of these issues is provided in Section 5 and Supplementary data.

We analyzed data in the central plasma sheet (CPS) at radial distances between 6 and 14 Re in the night 
sector (at SM longitudes between 90° and 270°) between December 01, 2007 and December 31, 2018. The 
CPS data were averaged on 5 min time intervals, each average representing one sample in our database. To 
select the CPS samples, we applied a composite criterion. For large distance range, R > 8 Re, the basic crite-
rion was β > 1 but, in addition, we also allowed samples with low beta but |Bn| > |Bt|, where Bn and Bt are 
the normal and tangential magnetic field components in the local neutral sheet-related coordinate system, 
computed using the model of magnetospheric neutral sheet (Tsyganenko et al., 2015). This addition allows 
us to keep bursty bulk flow events, in which samples with β < 1 are occasionally encountered. For distances 
R < 8 Re where the equatorial magnetic field is strong and β alone is not that useful, we used β > 1 and ei-
ther |Bn| > |Bt| or Dn < 1 Re, where Dn is the distance between the satellite and the modeled neutral sheet 
(Tsyganenko et al., 2015). The resultant data base array contains roughly about 5 × 105 5 min CPS samples.

As we are mostly interested in the processes which form the source populations for the ring current and 
radiation belts, we chose as output parameters for our study the temperatures Tp and Te and the differential 
fluxes in the superthermal tail of particle distributions, namely, electron energy fluxes at E = 10, 31, and 
93 keV, and proton fluxes at E = 34, 95, and 140 keV. The rationale behind this choice is that the lowest 
energy is comparable to the upper value of the temperature in the PSTR for each species and that the en-
ergy range is about 1 decade. The conservative choice of upper proton energy was because for protons the 
amount of data above background at higher energy dropped considerably with increasing energy. Including 
temperatures Tp and Te also facilitates comparison of our results with previous statistical results, they are 
presented in Supplement.

SW parameters at 5-min resolution were taken from the OMNI database (http://omniweb.gsfc.nasa.gov). 
Based on previous experience summarized in Section 1, among potential predictors we use SW speed Vsw, 
density Nsw, and flow dynamic pressure Pd. Instead of southward Bz, we use the “dayside merging electric 
field” function Ekl = V|Byz|sin2(θ/2) (θ is the angle between IMF and GSM z axis, IMF Byz = (By2 + Bz2)1/2) 
which is a known driver characterizing the intensity of magnetospheric convection and resulting particle 
acceleration (Kan & Lee, 1979; Newell et al., 2007). However, small Ekl variation when (θ < 90), due to 
small value of sin2(θ/2), lead to loss of information about northward IMF effects which also might have 
a predictive value (Dubyagin et al., 2016). We include information about northward IMF in the form of 
NBL = |Byz|cos2(θ/2). Unlike Ekl, NBL variations are higher during northward IMF. Time history of NBL 
may characterize the conditions without acceleration, with particle flux changes dominated by losses 
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(which are typical for the inner magnetosphere, e.g., Forsyth et al., 2016). 
These parameters were averaged over the time bins selected at different 
lags as described below.

To analyze the spatial dependence of the SW control of the PSTR, we 
divide the full area of interest into nine subregions, as shown in Figure 1. 
Three azimuthal sectors, each 60° wide in SM longitude, allow us to re-
veal differences between dusk, midnight, and dawn sectors. The inner 
radial distance bin (6–8 Re) characterizes the conditions in the outer ra-
diation belt, whereas the outer bin (10.5–14 Re) corresponds nominally 
to the plasma sheet. It is our expectation that following the changes in 
these three radial bins can inform us about the transformation of particle 
fluxes during inward plasma convection. For each of the nine subregions, 
we build a corresponding regression model. Also, when investigating the 
regional and full models, we use the radial distance (r) and SM longitude 
(φ or long) as predictor, so each regression model includes quantitative 
information about radial and azimuthal dependences.

2.2.  Time Delays

In prior linear models, it was customary to include the predictor values for different time lags as inde-
pendent variables and then evaluate their efficiency by applying a statistical algorithm (see, e.g., Boynton 
et al., 2013; Simms et al., 2018). Here, we discuss how to optimize the choice of time delays of the predictors. 
If the number of time lag bins is too large the resolving power of the analysis would degrade. This number 
depends on the choice of both the time delay range and the width of averaging window.

Following Dubyagin et  al.  (2016), we evaluate the possible range of time delays with a correlation 
study, illustrated in Figure 2 for the “dayside merging electric field” Ekl predictor. Each point on the 
plot shows the color-coded Pearson correlation coefficient (CC) between the particular plasma sheet 
parameter and SW Ekl parameter. The plot shows the CC as a function of time window lag (T, on the 
x axis) and window width (ΔT, on the y axis), both ranging between 0 and 24 h. (The time limit 24 h 
was chosen for two reasons. First, most of the previous studies identified the primary response in this 
time domain for energies less than a hundred keV. Second, limiting the time range to <24 h we avoid 
the possible influence of autocorrelation effects related to 1-day orbital period of THEMIS satellite.) 
Different plots correspond to different distances in the nightside PSTR (top to bottom: R4–R6) as well 
as to different PSTR parameters (left to right: Te, e31 or e93 ln(flux)). For electron temperature, the 
peak correlation is found for ∼2 h delay (in agreement with previous analyses by Dubyagin et al., 2016; 
V. A. Sergeev et  al.,  2015), but it shifts toward the larger delays for the 31  keV and, especially, for 
93 keV energy fluxes. As a result, the lag patterns are highly different for Te and 93 keV flux. Another 
well-defined trend is the obvious increase of the time delay with decreasing radial distance, corre-
sponding to the much longer delay (i.e., “SW memory”) of energetic particle flux in the inner region 
compared to the PSTR's outer part.

We note that CC values in Figure 2 are low (∼0.2) so these results alone cannot provide the full picture of 
optimal lags in the regression model. Nevertheless, these and similar plots constructed for other potential 
predictors help us to choose the range of possible time delays to be between 0 and 24 h for the chosen out-
put parameters. They also help us optimize the choice of time lag windows: by noticing that sensitivity of 
correlation to ΔT changes degrades as T increases, we may increase the window width proportionally to T, 
which helps to investigate large time lags interval with fewer of variables.

Finally, to investigate the time lags of the SW predictors affecting the plasma sheet parameters, each predic-
tor (except for Vsw) is included in the model seven times. Namely, they were averaged for the time periods 
which precede the plasma sheet observation by 0–0.5, 0.5–1, 1–2, 2–4, 4–8, 8–16, and 16–24 h; such sequence 
is coded thereafter for the input parameter I as I0/0.5, I0.5/0.5, I1/1, I2/2, I4/4, I8/8, and I16/8. As regards Vsw, it has a 
long autocorrelation time (44 h, Maggiolo et al., 2017) therefore it was accounted only once, taken the value 
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Figure 1.  Subregions used for region-binned regression model.
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at the time lags between 0.5 and 1 h. The full list of predictors, therefore, includes 31 parameters. Since the 
energetic particle fluxes strongly depend on the distance and MLT, besides SW parameters we also include 
solar-magnetic (SM) coordinates (r, long) of THEMIS spacecraft into the set of predictors.

2.3.  Regression Analysis Toward Full Model

We start from suggesting that particle energy flux J (or other magnetospheric variable, like Ti and Te) de-
pendence on the values of n predictors Pi (i = 1, n) can be described by the multiplicative form of power 
law dependencies, J = C P1

a1 × … × Pn
an, where C and powers a1, …, an are the constants. After taking the 

logarithms we get the linear equation expressing the output variable O (O = ln(J)) as a function of input 
variables Ii (Ii = ln(Pi)):
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Figure 2.  Dependence of color-coded Pearson correlation coefficients (see color bar) between plasma sheet electron parameters (Te, e31, or e93) and the 
solar wind Ekl averaged over the preceding time interval between −(T + ΔT) and –T (T and ΔT are shown on horizontal and vertical axis correspondingly, 
time resolution is 5 min). Three horizontal rows correspond to three distances in the near-midnight PSTR sector, see Figure 1 for region coding scheme. PSTR, 
plasma sheet transition region.
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(In the model version shown below zero counts were excluded from data base, other ways of handling 
zeroes did not alter the modeling results.) Based on that approach, we build a series of linear regression 
models using ordinary least squares method for each particular plasma sheet parameters (energy fluxes 
or temperatures in PSTR) using regression Equation 1.We note that regression coefficient ia  quantifies the 
contribution of particular predictor Pi to the output variable. Also the quantity ai × σi where the σi is a stand-
ard deviation of a particular ith parameter (Ii), helps evaluate the relative influence (later referred to as the 
weight) of that parameter in the model. We use “statmodels” python module (Seabold & Perktold, 2010) to 
produce linear regression and other statistical computations.

To evaluate the efficiency of the resulting model, we use Pearson CC, which shows the relationship between 
the relative variations of predicted and measured variables.

Some of the predictors in the initial data set may correlate with each other, resulting in multicollinearity 
in the predictors matrix. This makes the regression coefficient in the resulting model more unstable and 
harder to interpret. Like it was done in Simms et al. (2018), to identify intercorrelated predictors Ii we use 
variance inflation factor (VIF), given by Equation 2:

  
 2
1VIF

1i
Ii

I
R� (2)

Here, R2 is the coefficient of determination (R-correlation coefficient in case of linear regression) between 
predictor Ii and all other predictors, based on their multiple-regression model (James et al., 2017). VIF de-
tects multicollinearity in the set of predictors. Its minimum value (VIF = 1) means that the predictor does 
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Note. Top line shows the iteration number. First column shows the name of the predictor. Second, 
third, and fourth columns: VIFs of predictors for corresponding iterations. Bottom line: correlation 
coefficient for the model at each iteration (see text for more details).

Table 1 
Results of Initial (1), “Optimal” (15), and Final (30) Iterations of the Set Correction Algorithm
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not correlate with other predictors. Its large values (say, VIF > 10) imply the multicollinearity, in that case 
the relative weight of a particular predictor is ill-defined and it cannot assist much to establish relative roles 
of the different predictors. The VIF alone cannot help to form the optimal data set of predictors which sig-
nificantly influence the regression model. Starting to reject step by step the predictors having maximal VIFs, 
we look at the behavior of model performance (CC) and stop the procedure when CCs start to decrease.

We illustrate the usefulness of VIF-based reduction procedure for the full model which uses the entire data-
base, that is, includes all subregions taken together. To minimize multicollinearity in the predictors matrix, 
at each step, we calculate VIF for each parameter, build the regression model (1), and compute CC. Then, 
we repeat this process and on the next step we exclude the parameter which has the maximal VIF value. We 
continue until only THEMIS distance and longitude are left, this occurred at 30th iteration. Table 1 repre-
sents three particular steps (1st, 15th, and 30th) of this iterative sequence. The name of each predictor (left 
column) includes the coded information about the corresponding time delay and averaging window (see 
Section 2.2, last paragraph). At the bottom of the table, CCs for these three models are shown. The initial 
state, which includes the full set of parameters, is color-coded pink. Correlation here is around 0.8, although 
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Figure 3.  Changes of model performance (CC) for particle fluxes at different energies (see legend) with increase of 
iteration number. CC, correlation coefficient.

Note. See text for explanations.

Table 2 
Results of the Full Model for the Optimal Set of Predictors
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Note. The tables are presented separately for each magnetospheric variable, different columns in each table corresponds to different spatial region 
(see Figure 1 for region coding, R1, R4, and R7 are the innermost regions near GEO).

Table 3 
Similar to Table 2 but for Region-Binned Model
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VIF can be as large as 82.46 for N 0.5/0.5 predictor, which will be rejected on the second iteration. After 15 it-
erations, we obtained the green-colored column (in the middle of Table 1), where VIF does not exceed 2.46, 
whereas CC is almost unchanged compared to the iteration #1. According to Figure 3, further corrections 
noticeably decrease CC such that in this sense the green column represents an optimal set of predictors. 
The last (azure color) column shows the minimal model depending only on the spacecraft location (r and 
long). Its CC is considerably below those in the optimal set. In the following, we use the models built for this 
optimal set of predictors (#15) to analyze the efficiencies of different predictors and different time delays.

3.  The Full Model
For the entire PSTR region (6–14 Re, 90°–270° SM Longitude), we build regression models of proton/elec-
tron fluxes at 34/95/140 keV and 10/31/93 keV energies, correspondingly, using the optimal predictor set 
discussed above. Summary for these models is presented in Table 2. Standard deviation and VIF of input 
variables are presented in columns σ and vif, correspondingly. The colored area displays regression coeffi-
cients a, together with their weights (a × σ) as commented below. Number of points included in regression 
analysis (num); CC of the resulted model is shown at the bottom. To compute from the model the energy 
fluxes at particular location in the PSTR and for particular SW conditions (characterized by the set of SW 

and position predictors Pi, i = 1, 17) one should use the formula  


 
    

 

17

0
1

exp ln ,i i
i

J a a P  with parame-

ter values taken from corresponding columns in the table.

We remind that the weight a × σ provides another view on the predictor importance: it helps better estimate 
the relative influence of particular predictors on the range of output variations than a alone does. For ex-
ample, whereas the a-coefficient of Vsw is an order of magnitude larger compared to the coefficients of a 
particular Ekl predictor in Table 2, terms of SW velocity is 4–6 times smaller than the σ of any Ekl predictor, 
which partly compensates the weight of Vsw compared to Ekl. The fields are color-coded according to the 
value of a and a × σ parameter to distinguish the most influential positive (red) and negative (blue) contrib-
uting predictors (>0.1 in absolute magnitude); this assists the visual comparison of big tables constructed 
for many variables. Similar models were also built for proton and electron temperature; their corresponding 
tables can be found in the Supporting Information (Table S2).

Examining Table 2, we see that CC values in the full model are relatively high for energetic particle fluxes, 
namely 0.74 (for p-34 keV channel), 0.75 (for p-95 keV channel), 0.81 (p140), 0.80 (e31), and 0.86 (e93). 
These values are noticeably lower for 10 keV electrons (0.65), which may be related to their nonmonotonic 
radial profile in the vicinity of their inner plasma sheet (Alfven) boundary. For the temperatures CC is 
also lower (0.66 for Te), especially for protons (0.48 for Ti) (Table S2). A local time asymmetry is also evi-
dent. It corresponds to expectations of particle acceleration by a duskward-directed convection electric field: 
both temperature and energetic particle fluxes increase from dawn to dusk for protons (coefficient against 
SM longitude: a < 0; means i34/95/i140 increasing when SM long approaches dusk, 90°). Oppositely for 
electrons fluxes increase from dusk to dawn (a > 0; means e10/e31/e93; increasing when long SM approach-
es dawn, 270°). The strongest impact on high-energy particle fluxes comes from their radial dependence 
(large negative a), which is well known from previous studies (see e.g., Kistler & Mouikis, 2016; Turner 
et al., 2012). It is somewhat surprising that regression coefficient against r are positive for both Te and e10 
flux; this may be related to the fact that inner plasma sheet boundary (and peak flux at these energies) oc-
curs in the middle of PSTR region (see e.g., Korth et al., 1999).

Regarding the SW parameters, an obvious leader (except for Tp parameter in PSTR, where Ekl has maxi-
mum a × σ = 0.07) is the SW velocity. Even taking into account a small range of relative Vsw variations, its 
a × σ exceeds (or is comparable to) the sum of a × σ corresponding to the next significant contributor which 
is Pd for protons and Ekl for electrons. This is consistent with most previous studies which invariably point-
ed out that the Vsw is among the most influential SW predictors for energetic particle fluxes (e.g., Boynton 
et al., 2013; Dubyagin et al., 2016; Kellerman et al., 2015; V. A. Sergeev et al., 2015; Wang et al., 2017). One 
way of electron energization can be the increase of chorus waves intensity in the inner magnetosphere dur-
ing periods of high Vsw (Boynton et al., 2018; Simms et al., 2018).
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On first glance, it is somewhat puzzling that SW flow pressure, the main SW force acting on the magne-
tosphere and the main predictor of pressure in the plasma sheet (Borovsky et  al.,  1998; Tsyganenko & 
Mukai, 2003), plays such a minor role for energetic particle fluxes, especially for the electrons, although it 
was already alluded to before (Dubyagin et al., 2016; V. A. Sergeev et al., 2015; Wang et al., 2017). Significant 
flow pressure influence is only seen in midenergy proton fluxes (p95 channel).

It is also puzzling that the main predictors are so different between proton and electron fluxes: the electrons 
are controlled by Vsw and Ekl, whereas the protons are by Vsw and Pd, with smaller Ekl effect, which is con-
sistent with V. A. Sergeev et al. (2015). Vsw weight increases for the fluxes at higher energies. For electron 
10, 31, and 93 keV fluxes, the Vsw weights are 0.34, 0.49, and 0.57, correspondingly. For proton 34, 95, and 
140 keV fluxes, they are 0.48, 1, and 1.
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Figure 4.  Scatter plots of predicted versus observed energy flux values of 31 keV electrons (top) and of 95 keV protons (bottom); color of each bin indicates the 
number of observations according to the color bar on the left side.
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Ekl affects different parts of electron spectra with different time delays. 
For temperature, Ekl shows the maximal contribution at 2–4 h time lags; 
for 10, 31, and 93 keV fluxes, the maximal contribution comes from the 
wide window of 0.5–24 h, with a tendency of red area to shift to larger 
delays with the increasing energy. This is roughly consistent with indirect 
evidence provided by Boynton et al. (2016) and agrees with the Thorne 
et  al.  (2013) conclusion that more time is needed to produce electron 
fluxes of higher energy through multiple interactions with chorus ele-
ments. For protons, Ekl-related flux increase peaked at time lag 2–4 h is 
observed in 34/93 keV channels, but this effect fades away with increas-
ing energy. Such time delay and energy range effects are consistent with 
substorm-related particle acceleration effects.

For proton temperature, the Ekl weight is 2 times stronger than Vsw 
weight, the strongest Ekl effect is at 2–4- and 4–8-h delay. For 95 keV flux-
es, Ekl effect (0.14) is weaker than Vsw (0.05) and have its maximum at 
2–4-h delay. For delays larger than 16 h, Ekl weight becomes negative. 

This may be due to protons which are energized by substorms and move to the higher energy part of the 
spectra, decreasing fluxes at lower energies. Model of 140 keV fluxes shows similar ordering of the Ekl term 
weights (maximum at 2–4 h, negative effect at 16–24 h).

Two remaining predictors, Nsw and NBL, show systematically negative impact on the energetic particle 
fluxes. Both parameters affect more strongly the proton flux. Whereas Nsw correlates negatively with Vsw, 
its specific importance was previously noticed for the MeV electrons (Boynton et  al.,  2013). As regards 
NBL, for protons its influence is distributed over the large range of time delays, with indication that longer 
time delays >24 h may contribute. For electrons, the NBL effect peaks at 1–2 h. These results will be later 
discussed in Section 6.

4.  Results of Region-Binned Model
To investigate in more details, the distance and local time dependence of SW control in the PSTR, we build 
the same regression model as before but separately for each of nine spatial regions shown in Figure 1. The 
summary of resulting models is presented in Table 3 (and Table S3 for proton and electron temperatures), 
which contains six subtables corresponding to different species and energies. The energy and species of 
modeled fluxes, together with the region names, are shown at the top of each subtable; the number of 
data points, CC for each region is shown at the bottom. Here, we show only the weights (a × σ) of each 
predictor with the color-coding similar to that in Table 2. One general change from full model (Table 2) to 
region-binned models is a general decrease of CC, mostly due to the decrease of the distance range and, 
consequently, of the variances of the particle flux, whose intensity strongly depends on distance.

The immediate conclusion from the comparison of Tables 2 and 3 is the general consistency of color pat-
terns for particular parameters as well as their general stability between the regions. In particular, this 
implies that even, with ensembles roughly 10 times smaller than of the full model, regional models are 
still capable of reproducing the same behavior. As concerns the main findings of full model, in the regional 
models we again observe the superior role of Vsw predictor, the difference of predictor combinations which 
control proton and electron populations, a wide range of time lags of Ekl influence for electrons (0–24 h) 
and mostly negative influence of SW density and NBL parameter on the energetic particle fluxes, with 
longer time delays for energetic protons than for electrons.

Next, there are a number of region-dependent features which we would like to point out. Three distance-de-
pendent effects are evident. (1) With a few exceptions, the Vsw weight is smaller in magnitude in the inner 
bins (R1, R4, and R7) compared to the plasma sheet bins. (2) In the similar way, the Ekl influence on en-
ergetic particle fluxes drops down in the inner region for both protons and electrons. The relative change 
between inner and outer shells is larger for Ekl than for Vsw, so in the inner region Vsw-related variations 
dominate over all other effects.(3) A noticeable distance-related time delay patterns are observed for 31 and 
93 keV electrons in the nightside and morning sectors (R4–R6 and R7–R9, correspondingly), in which the 
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Specie/energy (keV) CC: region binned model (no SW parameters)

e flux 10 keV 0.71 (0.45)

e flux 31 keV 0.83 (0.63)

e flux 93 keV 0.89 (0.75)

p flux 34 keV 0.77 (0.63)

p flux 95 keV 0.77 (0.68)

p flux 140 keV 0.84 (0.75)

Note. The values in parentheses correspond to the model which depends 
only on spatial variables (r and long).

Table 4 
Summary of CC Illustrating the Performance of Combined Region-Binned 
Model
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time lag of response peak (value of a × σ parameter) progressively increases from outer to the inner portions 
of PSTR. As regards the NBL parameter, its influence is negligible in the inner shell. It is interesting that its 
cumulative effects (summed over all delays) seem to increase with the increasing distance.

The local time dependence, especially dawn–dusk flux asymmetry, is of large interest as a possible indica-
tion of large-scale convection. For electrons, the impact of Ekl (which is a proxy for magnetospheric con-
vection) is largest on the dawnside and is smallest on the duskside, being consistent with their acceleration 
in the dawn-to-dusk directed electric field. For protons, the reverse pattern is expected but, surprisingly, this 
asymmetry is very weak.

5.  Overall Model Performance
In Figure 4 we compare the energy fluxes predicted by full and region-binned models (on left and right 
sides correspondingly) with observed fluxes for 31 keV electron flux (top) and 95 keV protons (bottom). 
Color of each pixel corresponds to the number of observations in the data range it covers. Similar plots for 
other PSTR parameters can be found in Supplementary data. Such comparison provides us with a number 
of results. One of them is a crescent-shaped form of e31 peak flux distribution for the full model, with 
predicted flux tended to lay above the diagonal both in low and high flux regions. In high flux region, such 
feature might potentially appear because of saturation of observed flux (because of using the “saturated” 
[flag = 256] data, see Section 2.1). However, such feature is absent in the region-binned model, indicating 
that the most probable explanation of unusual shape is inability to approximate the strong flux variations 
(steep flux decrease in the outer radiation belt and more flat distribution in the plasma sheet) with one pow-
er law exponent, as used in full model. Another striking feature is the banded pattern of proton fluxes in low 
flux region on the bottom plots, which is related to discreteness at low count rate levels (in the first decade). 
It introduces a noise in the proton data which explains lower CC for protons compared to electrons in Ta-
bles 2 and 3. Removal of banded area from the data set would eliminate such noise but simultaneously the 
dynamic range of flux changes would shrink twice, which has a negative effect on the model performance.

The CC values for combined region-binned model (including all subregion models) are summarized in Ta-
ble 4. In spite of the abovementioned data problems, our relatively simple linear regression approach is able 
to rise the CC by roughly 0.2–0.3 for electrons (and by 0.1–0.2 for protons) compared to the models used only 
spatial variables. The correlation approaching the level around CC ∼ 0.8. The CC values are best for highest 
energy particles (e93 and p140), and degrade with decrease of particle energy. Overall, this is a rather good 
result which confirms, that even with relatively simple regression model, based on SW predictors taken at 
wide range of time delays between 0 and 24 h, one may significantly improve the prediction of energetic 
particle fluxes in the PSTR region.

6.  Discussion and Concluding Remarks
The regression model in our study was aimed to evaluate and compare quantitatively the impacts of various 
SW predictors. It is based on medium time resolution (5 min) observations in the PSTR and SW, describes 
the superthermal PSTR population for both protons and electrons, includes a wide range of possible time 
delays (between 0 and 24 h), and allows us to estimate quantitatively the relative impacts of SW predictors 
at different time lags. The nightside PSTR between 6 and 14 Re is an important domain at the interface be-
tween plasma sheet and radiation belt/ring current regions, where the plasma sheet population is processed 
by several physical mechanisms (convection and substorm-related plasma injections, wave-particle inter-
actions, losses due to magnetic drifts and precipitation, etc.) to feed the inner magnetosphere. Its inherent 
complexity is evident in the different importance of particular predictors and time lags for different plasma 
components, that is, for its different energies and species (protons and electrons). The comparisons with 
published results made in Sections 3 and 4 showed consistency with previous studies; below we discuss 
physical implications of the results obtained.

In the plasma sheet and PSTR, the temperature and energetic particle flux increase toward the Earth 
which are understood as a result of betatron/Fermi acceleration during sunward magnetospheric convec-
tion and substorm injections in the magnetotail (Baumjohann et al., 1989; Borovsky et al., 1998; Espinoza 
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et al., 2018; Tsyganenko & Mukai, 2003). The dawn–dusk asymmetry in Ti is not significant in the plasma 
sheet tailward of 10 Re (Tsyganenko & Mukai, 2003) but it is clearly observed in the inner region (at r < 10 
Re, Dubyagin et al., 2016), with proton (electron) energy flux increasing toward dusk (toward dawn) as a 
result of particle magnetic drift in dawn–dusk directed convection electric field (see a discussion and com-
parison to simulation results in Wang et al. (2012). The radial and azimuthal dependences expected account 
for a considerable part of the particle flux variations as quantitatively presented in Tables 2 and 3 (Tables S2 
and S3 for temperature).

The SW predictor Ekl, associated with dayside merging electric field, is known to be causally related to 
enhanced magnetospheric convection (e.g., Newell et al., 2007; Troshichev et al., 2006). Its action on the en-
ergetic particles is not limited to the immediate response to the convection enhancement which responds to 
southward IMF driver with a time lag up to a few hours (e.g., Bargatze et al., 1985). Surprisingly, the efficien-
cy of Ekl during the preceding hour (see e.g., the line for Ekl 0.5/0.5 in Table 2) is actually minor compared 
to that over longer time lags. The impact of Ekl lagged by 2–4 h (Ekl 2/2 line), which can be associated with 
substorm effects, provides the largest impact for both Te and all electron and proton channels. For energetic 
electrons, the longer time history is of large importance. Particularly, the peak impact of Ekl on 93 keV 
electrons is observed for time lag between 8 and 16 h (line Ekl 8/8), and significant contributions are also 
seen for 16–24 h window (and possibly for even longer time delays which were not tested in our study). This 
significance of time history much longer than on substorm scale is now recognized as the cumulative effect 
of multiple interactions of electrons on closed drift shells with chorus wave elements, allowing the particles 
to be accelerated to very high energies (e.g., Thorne et al., 2013). Particularly, this effect was previously dis-
cussed in relation to the production of a few MeV electrons at GEO which includes time lags up to >2 days 
(Boynton et al., 2013; Simms et al., 2018).

Our results confirm this by showing that Ekl has a long-lasting effect on electrons. Its most effective time 
lags increase with the increase of electron energy up to 8–24 h time lags for 93 keV electrons (see Figure 2 
and Table 2). The dawn–dusk asymmetry of the region where large time delays are observed for electrons 
(they are especially strong in the midnight and dawnside sectors in the outer PSTR portion, Table 3), is con-
sistent with the action of dawn–dusk E-fields which accelerates electrons toward dawn combined with the 
asymmetry of chorus wave distribution peaked on night and dawn sectors (Gao et al., 2014).

The weakness of Ekl-related asymmetry for energetic protons (see Table 3) is a surprising observation; it 
may partly be explained by the compensating effect of duskside magnetospheric field depression related 
to the partial ring current (e.g., Tsyganenko & Andreeva, 2015). This depression deforms the particle drift 
shells, moving them closer to Earth at dusk compared to dawn. In the presence of a negative radial gradient 
of energetic particle flux, this would cause the observed flux decrease at dusk. This effect adds to the accel-
eration-related asymmetry for electrons but compensates it in case of protons. These qualitative considera-
tions should be quantitatively investigated in future studies.

Whereas dayside reconnection and the Ekl parameter are mostly controlled by the southward IMF Bz com-
ponent, northward IMF Bz (NBZ) effects also have been discussed, mostly in relation to the plasma sheet 
density changes (Terasawa et al., 1997; Tsyganenko & Mukai, 2003; etc.). The mechanism behind that may 
include diffusion from tail flank to its center in the quiet-time magnetotail which brings cold and dense plas-
ma into the tail center on relatively large time scale, about 6–12 h (e.g., Li et al., 2008; Terasawa et al., 1997). 
A similar time scale of this effect may be expected for protons and electrons. As concerns, the NBL effects 
on CPS temperature previously (Tsyganenko & Mukai, 2003) failed to find any influence on the protons, 
and Dubyagin et al. (2016) found a very modest influence on PSTR electrons. At the same time, the drop of 
energetic ion flux on the closed field lines in the night side during northward IMF was also demonstrated in 
Kronberg et al. (2015) and H. Luo et al. (2017). Neither publication discussed its origin.

In our study, we tested this effect by using the NBL parameter. Both full and regional models consistently 
show a noticeable decrease of particle flux and temperature as well as consistent patterns of their spatial, spe-
cies, and energy dependence. This effect is not so pronounced in the innermost area near, GEO (R1, R4, and 
R7: Table 3). Also it is weaker in the temperature but more evident in the energetic particle fluxes. As Table 2 
nicely shows, the time delays are species dependent, the efficient time lags for protons are distributed over the 
large range of time delays (with indication that time lags >24 h may also contribute), whereas for electrons 
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the NBL effect peaks at 1–4 h time lag. These big differences between time lags of protons and electrons sug-
gest that some other mechanism, besides the diffusive penetration of cold/dense plasma, should be invoked 
to explain the NBL effect. A plausible explanation includes the particle losses which are velocity dependent 
and, therefore, qualitatively match the observed species-dependent time lag differences (longer time lags for 
protons which have smaller velocity than electrons have). As regards the scattering mechanism, for protons, 
the inner boundary of nonadiabatic pitch angle scattering in curved magnetic field stays always Earthward 
of ∼8 Re in any conditions (e.g., Lvova et al., 2005; Yue et al., 2014), and the isotropic proton precipitation 
persistently depletes the outer portion of the PSTR. As concerns electrons, conditions of this nonadiabatic 
scattering mechanism may occasionally occur near midnight at roughly r > 10–12 Re, so some other pitch 
angle scattering mechanisms may need to be invoked to account for losses in the inner region. Particle loss-
es may provide the negative change in the energetic particle flux during quiet conditions when there is no 
particle acceleration and, we postulate, this is what is revealed by using the NBL parameter in our modeling.
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Figure 5.  Median values of 31 keV electron fluxes (top) and 95 keV proton fluxes (bottom) at different longitudes for 
two ranges of SW velocity (300–400 and 500–700 km/s) wind speed and under the same Ekl values (0.6–0.9 mV/m). 
Confidence intervals (95% CI) are shown by vertical error bars. SW, solar wind.
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Finally, we discuss the SW velocity predictor, whose influence on temperature and energetic particle flux 
is superior to all other SW parameters in both inner and outer parts of PSTR region. Although its impor-
tance has been amply discussed in prior works (see, e.g., Borovsky et al., 1998; Boynton et al., 2013; Denton 
et al., 2019; Dubyagin et al., 2016; Kellerman et al., 2015; B. Luo et al., 2011; V. A. Sergeev et al., 2015; Simms 
et al., 2018; Tsyganenko & Mukai, 2003), the physical mechanisms explaining its action and efficiency were 
not fully identified yet. There are at least two channels of Vsw influence. The first is that high speed SW 
is typically hot and tenuous, quite different from cold and dense slow wind (e.g., Xu & Borovsky, 2015). 
After passing through the bow shock, magnetosheath, and magnetopause (see, e.g., investigation of Tp and 
Te changes in Wang et al., 2012), it results in a hot/tenuous population in the plasma sheet which is very 
different from cold/dense plasma under slow wind. Therefore, under high Vsw conditions the plasma sheet 
attains high temperature and larger energetic particle flux of both protons and electrons, as systematically 
observed at different distances in the plasma sheet (Borovsky et al., 1998; Dubyagin et al., 2016; Tsyganenko 
& Mukai, 2003).

In addition, both high Te and low Ne values enhance the efficiency of additional particle acceleration. 
Particularly, this is true for the field-aligned electron acceleration where the field-aligned electric poten-
tial drop is proportional to Te1/2/Ne for the given field-aligned current density (Knight, 1973). As regards 
the cyclotron instability (Thorne et al., 2013), its efficiency depends on the ratio of electron densities Nh/
Nc (with Nh and Nc corresponding to hot electrons resonating with waves and background cold electron 
density which is close to total Ne) and recently (Gao et al., 2014) presented some observational evidence 
for that. We may notice that Ne ∼ Nc and that a number of hot electrons, Nh, increases together with the 
Te increase, so the acceleration efficiency may increase with the growth of Te/Ne. In both abovementioned 
accelerations mechanisms, we also expect an increase of precipitated electron energy flux with increasing 
of Vsw and such dependence is really strong (V. Sergeev et al., 2017).

The second possible channel of Vsw influence on acceleration is the possible enhancement of dawn–dusk 
convection. Indeed, statistical analysis of DMSP E-field observations showed that, in addition to the IMF-de-
pendent term, the cross-polar cap potential drop also includes the Vsw2-related term (Boyle et al., 1997) of 
10–40 kV interpreted as a manifestation of viscous-like interaction at the magnetopause. An important de-
tail is that in cases of either electron precipitation (V. Sergeev et al., 2017) or cross-tail potential drop (Boyle 
et al., 1997), the Vsw-dependent term enters additively to the effects of Ekl, that is, to the effect of dayside 
merging-controlled convection. All this evidence points to Vsw-dependent energization which affects pro-
ton and electrons independently of the reconnection process operating in the magnetotail.

To visualize what our results can add to this discussion, we plotted in Figure 5 the median values of electron 
31 keV fluxes (top) and of 95 keV proton fluxes (bottom) as a function of SM longitude in the magnetotail 
(midnight is at 180°) separately for different distances in the plasma sheet, that is roughly along the trajec-
tories of magnetic particle drift. The left and right plots are for two different Vsw intervals, 300–400 and 
500–700 km/s, the Ekl values in both cases are fixed for 1–2 h lag in the narrow interval 0.6–0.9 mV/m, 
corresponding to the medium activity. We focus on the dawn–dusk asymmetry which may characterize the 
action of large-scale convective E-field in the PSTR. The asymmetry is significant for electrons and much 
weaker for protons, especially for slow SW. Weak asymmetry of energetic protons for the quiet magneto-
sphere was also observed by Kronberg et al. (2015). The absence of asymmetry was related to the transient 
localized dynamical processes in the magnetotail that are not necessarily associated, for example, with sub-
storms (Grigorenko et al., 2013; H. Luo et al., 2014). Whereas the asymmetry is much larger for electrons 
than for protons, for each species the relative changes between dawn and dusk are of roughly the same 
magnitude when comparing slow and fast SW plots. The changes of electric field between these groups, 
therefore, are not that significant to provide the difference between fluxes in the left and right plots. It is 
also noteworthy that both electron and proton fluxes show a local maximum slightly premidnight, in the 
sector where the bursty bulk flows and particle injections are known to occur most frequently (Gabrielse 
et al., 2014). These maximum is more intense for the fast SW periods, but for slow SW it is also observable.

However, the largest difference between slow/fast SWs is in the general level of fluxes, this difference is 
especially large in the most distant PSTR portion, about a factor of ∼5 larger for electrons and about a factor 
of ∼80 larger for protons in the fast wind. The flux differences between two groups in the inner shell are 
smaller (factor of ∼2 and 5), but still they are very pronounced. Previously a strong Vsw control of >38 keV 
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electron flux at distances up to 30 Re in the tail plasma sheet was shown by B. Luo et al. (2011). Taking 
into account that sunward convection and bursty bulk flows bring particles inward on the nightside (Hori 
et al., 2000), the huge change of energetic particles flux in the plasma sheet at the entry to the PSTR is, 
undoubtedly, the main reason of superior Vsw impact on the energetic particle fluxes in the inner magne-
tosphere, with acceleration in the inner region playing possibly some additional role. A more accurate esti-
mation of relative efficiency of these factors would require analysis and modeling of phase space densities 
in realistic magnetic fields (Turner et al., 2012), which is beyond the scope of this study.

Shortly summarizing the main physical findings of this modeling study we conclude the following:

•	 �There are obviously two main SW drivers (Vsw and Ekl) responsible for the flux increase of 10–200 keV 
energetic particles in the PSTR. Whereas different states of SW characterized by Vsw, control the ener-
getic tails of plasma distributions populating the plasma sheet from outside, its further acceleration is 
controlled by Ekl via the enhanced convection and related secondary acceleration mechanisms.

•	 �We find further indications that losses are important in PSTR, whose action is especially pronounced 
during quiet times (NBL effect) in the absence of significant acceleration.

•	 �We got clear evidence supporting a long memory of past SW in the fluxes of 10–150 keV particles, whose 
duration noticeably increases with particle energy; namely, the memory of Ekl-related acceleration con-
tinues to be visible up to 24 h (limit of our study) in the studied energy range. This can be understood as 
an effect of delayed and distributed-in-time multiple-step acceleration related to convection surges and 
associated secondary mechanisms including wave-particle accelerations etc.

Data Availability Statement
THEMIS ground moments product (GMOM L2), which combines measurements made by Electrostatic 
Analyzer (ESA) and by Solid State Detectors (SST) instruments, is available at http://themis.ssl.berkeley.
edu/index.shtml and solar wind data are available at http://omniweb.gsfc.nasa.gov.
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