Abstract. This paper proposes a new analysis of so-called ‘defective T’ (a postulate originally discussed in Chomsky 2000, 2001) and seeks a label-based theoretical explanation of phenomena associated with the distribution of subjects in infinitival clauses. I argue that we do not need to postulate ‘defective T’ as an element of the lexicon. Following Chomsky’s (2013, 2015) labeling approach, which investigates only finite clauses, I argue here that the subject of infinitive-to is pair-merged structure \(<T, C>\) and the associated predicate forms an \([XP, YP]\) structure, which is unlabelable. To attain labeling, the subject position ([spec, TP]) in the infinitival clause moves out and the label of the resulting structure is the amalgam \(<T, C>\), which has no visible Spec (violating EPP). As a consequence, we eliminate the Merge-over-Move principle.

1. Introduction

Chomsky (2013, 2015) provides a new explanation for the EPP effects. Chomsky (2013, 2015) reduces such an effect to a labeling problem, assuming that T cannot be a candidate for a label of syntactic objects by itself in the case of subject raising. Although the satisfaction of the EPP in subject finite clause is addressed, non-finite clauses are not analyzed in Chomsky (2015).

A critical component of Chomsky’s analysis concerns Phase Theory. Chomsky (2015) proposes that the phasehood of C is inherited by T after C is deleted at the phase level, while the phasehood of \(v^*\) is inherited by R after the head raising. To extend this analysis, we can generalize it in the following way; the phase head status can be inherited by non-phase heads along with uninterpretable features (such as \(\phi\)-features). As a result, non-phase heads can be ‘derived phase heads’ (cf. Epstein, Kitahara and Seely 2016, henceforth EKS 2016), which are activated when non-phase heads are pair-merged with phase heads.\(^1\) EKS (2016) show that bridge verbs...
are an externally pair-merged amalgams (i.e., \(<R,v^*>)\) to solve a lack of valuation problem (see section 3). To extend EKS's (2016) proposal, this paper investigates the possible application of external pair-Merge of T to C \(<T, C>\), rendering C invisible, and its consequences, which provides an alternative analysis of defective T in non-finite clauses, and the EPP requirement, in terms of the labeling and phase theories developed in the framework of Chomsky (2015).

This paper is organized as follows. Section 2 and Section 3 provide background and specify the framework adopted in this paper. Section 4 puts forward the proposal that external pair-Merge of heads T and C is an automatic, unnoticed consequence of free unconstrained (set and) pair Merge; Section 4 also explores the consequences of external pair-Merge of heads, including: overcoming a \{XP, YP\} labeling problem in infinitival clauses, and eliminating a generalized EPP in terms of labeling. Section 5 concludes.

2. Subject position under labeling theory

Assuming the framework of Chomsky (2013, 2015), I will discuss infinitival clauses in terms of labeling. The example in (1) is a case of Exceptional Case Marking (ECM) in English.

(1) a. They expected John to win.
   b. \(\{\text{they }, \{\gamma <R, v^*> , \{\phi=b, \phi>*^2 \text{ DP}_i , \{R(=\text{expect}), \{\beta \text{ DP}_i (=\text{John}). \ldots \}}}\}\)

Under Chomsky’s (2015) analysis involving “raising-to-object” (cf. Postal 1976, Lasnik and Saito 1992), the derivation of the matrix \(v^*\) (“expect”) phase in (1) proceeds as follows: (i) Form \(\{R, \beta\}\) by External (set-)Merge (EM), (ii) Internal (set-)Merge (IM) of DP in forming \(\alpha\), (iii) Merge \(v^*\), reaching the phase level, (iv) Feature Inheritance from \(v^*\) to R, (v) Labeling of \(\alpha\) as \(<\phi, \phi>*\), (vi) R raises to \(v^*\) forming R with \(v^*\) affixed (via pair-Merge\(^4\)), i.e., \(<R, v^*>, \) hence \(v^*\) is invisible and so phasehood is

---

2 I use this notation just for expository purposes. This notation indicates that the label of \(\alpha\) is \(<\phi, \phi>*\).

3 Whether a root takes its complement or not is controversial in the recent literature. See Alexiadou and Lohndal (2017) for relevant discussions. Chomsky (2015) assumes here that a root can take a complement though the root moves (via head movement) to the categorizer to get categorized.

4 Chomsky (2015) assumes that a mover becomes the host of the structure rather than affixed to the upper head, which means that R, in the case of (1), becomes the host of the structure and \(v^*\) is affixed to the root. See also Epstein (1998) for an analysis in which V raises to AGR, and the moving V ‘projects’ and renders AGR invisible.
activated on the lower copy of R\(^5\), (vii) Transfer of \(\beta\). In this derivation, R is a ‘derived’ phase head, since phasehood is activated on R when v\(^*\) becomes invisible as a result of pair-Merge. Further, Labeling theory plays an important role. Assuming Simplest Merge (following Chomsky (2013, 2015): Merge \((\alpha, \beta) = \{\alpha, \beta\}\)) there are no projections or syntactic labels. However, it is assumed in Chomsky (1995, 2013, 2015) that labels are necessary to interpretation at the interfaces. Minimal search finds the label of a syntactic object. A simple Labeling Algorithm (LA) applies in a top-down fashion and returns the most prominent (lexical) item it finds. Chomsky (2013) proposes that this LA yields descriptively different outcomes when applied to three distinct structural configurations; (i) \{H, XP\} cases, (ii) \{XP, YP\} cases without agreement, and (iii) \{XP, YP\} cases with agreement.

The trivial case is \{H, XP\}, where minimal search unambiguously finds H as the label. A problematic case is \{XP, YP\}. When minimal search finds heads in an \{XP, YP\} structure, it finds both the head of XP and the head of YP simultaneously, and thus the label is not determinable as a unique head.\(^6\) One solution is that one of the syntactic objects moves out of this structure. It is assumed that the copies of syntactic objects are invisible for minimal search except for the highest copy (Chomsky 2013). Then, for example, if XP moves out, then minimal search on \{XP, YP\} does not find XP, and thus Y becomes the uniquely identified label. As for the second solution to the ambiguous \{XP, YP\} structure, consider a case of subject raising as in (2).

(2) a. John likes Mary

b. \{C, \{\alpha John_i |\[\phi\], \beta T_i[u\[\phi\]], John\}, \ldots\}  \(^7\)

If the subject is raised to [spec, TP], the structure is \{\alpha DP, {T\ldots}\}, an unlabelable \{XP, YP\} structure. However, when X and Y share features (e.g., \(\varphi\)-features), these shared features become the unique label. Thus, the subject DP has interpretable \(\varphi\)-features and T has uninterpretable \(\varphi\)-features. So, the label of \(\alpha\) becomes \(<\varphi, \varphi\>\). As for the label \(\beta\), Chomsky

\(^5\) Chomsky (2015: 12) argues that “[a]ccordingly, raising of R to v\(^*\) yields an amalgam with v\(^*\) adjoined to R, and the affix is invisible to the labeling algorithm. Note that although R cannot label, the amalgam [R, v\(^*\)] can.” However, the following point may be controversial: when a root merges with a categorizer, it seems that the categorizer becomes the label of the syntactic object. One reviewer points out that there is another possibility; the root can be the labeler, since it is visible according to the reviewer. In this paper, however, I adopt Chomsky’s (2015) idea that the amalgam becomes the labeler. If the root can be a label and roots do not include categories (Borer 2013, Marantz 1997), roots seem to include, at least, concepts, but roots do not show whether they are predicates or nominal, which should be indicated in the narrow syntax, if we adopt Borer (2013) and Marantz’s (1997) approach. As for pair-Merge of T and C see the following discussion in the paper. See also Alexiadou and Lohndal (2017).

\(^6\) As for an alternative approach to labeling, see Saito (2016) and Blümel (2017).

\(^7\) I use shading for expository reasons. It indicates that the element has been transferred.
(2015) stipulates that T in English is “too weak to serve as a label”, whereas in rich agreement language such as Italian T can serve as a label. However, once it agrees with the subject in a spec-head configuration, T is strengthened according to Chomsky (2015).

In Chomsky (2015), derivations are totally cyclic and DP can IM at any point since Merge applies “freely.” The only interpretable structure for interfaces is the case of subject raising to [spec, TP] in connection with labeling, an instance of minimal search. Thus EPP is subsumed by labeling theory.

Chomsky’s proposed derivation of EPP is promising, but it leaves a number of potential issues unexplored. One such case is the labeling of infinitival clauses. The example is ECM construction in English, as we discussed at the beginning of this section.

(3) They expected John to win

\[(=1b) \{ γ < R, v^*>, \{ α < ϕ, φ > DP_i, \{ R(=\text{expect}), \{ β DP_i(=\text{John})…\}\}\}\}\]

Chomsky (2015) argues that φ-less T is strengthened by agreement following inheritance of phi-features from C. But what happens with non-finite T, i.e., to in English? Finite TP is labeled as \(<ϕ, ϕ>\) by sharing φ-features in finite clauses, but this is presumably not possible in infinitives lacking such agreement. Thus, as things stand, \{XP, YP\} infinitives are predicted to be unlabeled and crash. In addition, we seem to predict that there is no way to label \{XP, YP\} infinitives. We saw in the example in (3) (=1b)) that R is unlabeled if the object does not raise to [spec, RP].

(4) a. They expected the woman to win

\[\{<R, v^*>{\{DP_i, \{α R_j, \{β DP_i, \{δ to, \{be, win}\}\}\}\}\}\}\]

Here, DP moves to [spec, RP], strengthening R by agreement, so that α can be labeled. Further, movement of DP out of β makes the lower copy of DP invisible, resolving the \{XP, YP\} configuration of β. There is still a problem, however, how do we label δ since, recall, ‘T is too weak to serve as a label’?

In the defective T cases, the label of β in (4b) is not determined because the structure is \{XP (the woman), YP (to win)\} and the feature sharing is not possible because non-finite T has no relevant features. The strategy of moving one of the SOs is available here. Thus, DP moves to another position, so that labeling failure does not take place. Before presenting this analysis in section 4, the next section introduces some necessary background.

3. External pair-Merge of heads in verbal domain

Recent simplifications of the theory of UG perhaps allow Merge to be the only operation in the narrow syntax (NS). Merge guarantees unbounded human language expressions and it comes for free. Merge also can apply either externally or internally (Chomsky 2004, 2005). Chomsky (2007,
2008, 2013, 2015) shows that labels of the syntactic objects are determined by another mechanism that comes from the “third factor” in the sense of Chomsky (2005). Merge takes \( n \) (two) syntactic objects and combines them into an unordered set, without projected labels (see Collins 2002 for representations without labels and Seely 2006 for an explanation of representational labelessness). Simplest Merge does not generate order or projection. Merge application is unconstrained, i.e., is not feature driven or ‘purposeful’. Merge just optionally combines two syntactic objects, without modifying either (The No Tampering Condition, Chomsky (2008: 138)) or introducing extraneous objects (Inclusiveness Condition, Chomsky (1995: 228)). In addition to (set) Merge, there is Pair-Merge, which takes \( n \) (two) syntactic objects and combines them into an ordered pair (Pair-Merge \( (\alpha, \beta) = <\alpha, \beta> \)). Pair-Merge is introduced by Chomsky (2000, 2004a), for descriptive adequacy (regarding adjuncts) arguably unattainable with just set Merge. Thus, it is natural to think that there are four modes of Merge: internal/external set-/pair-Merge. EKS (2016) extends the idea of Chomsky’s (2015) internal pair-Merge applying in a case of head movement to the external Pair-merge, without any additional assumptions. As they note, it would require a stipulation to prevent external pair-Merge of heads, essentially a morphological operation. To account for the long-standing problem of unvaluation in bridge verb constructions, EKS (2016) propose a new analysis. The relevant example (an instance of a bridge verb) is analyzed in Chomsky (2015) that raising-to-object might be optional.

(5) John thinks that he will win

\[
\begin{align*}
\text{a.} & \quad \{e, \{\delta C, \ldots\}, \{\text{think} (R), \{\delta C, \ldots\}\}\} \\
& \quad \text{\textquotedblleft raising of CP object to [spec, RP]\text{	extquotedblright}}
\end{align*}
\]

\[
\begin{align*}
\text{b.} & \quad \{<R_j, v^\ast>, \{e \text{think} (R_j), \{\delta C, \ldots\}\}\} \\
& \quad \text{\textquotedblleft head movement\textquoteright\ (by internal pair-Merge of R to } v^\ast)\text{	extquotedblright}
\end{align*}
\]

If the CP complement of think undergoes internal set-Merge to the specifier of R (think) in (5a) (by analogy to a DP-object internally merging to [spec, RP] in transitives), there are no relevant agreeing features between think and \( \delta (= \text{CP}) \), resulting in a labeling failure of \( \varepsilon \). Chomsky (2015) argues that if the syntactic object \( \delta \) does not move to specifier of think in (5b), the copy of the Root is invisible, so the label of \( \varepsilon \)

---

8 There is some evidence against the pair-Merge analysis of adjuncts. See Oseki (2015) for relevant discussions. However, in this paper, I will only deal with the X\( ^0 \)-level, namely, head movement and external pair-Merge of heads (EKS 2016). See Richards (2009) for XP\( ^0 \)-level internal pair-Merge.

9 See also Nomura (2014, 2015) for an alternative analysis.
is the label of $\delta$, which is $C$. However, $v^*$ remains with unvalued features, which results in a crashing derivation, contrary to fact. To solve this problem, EKS (2016) propose that external pair-Merge of $R$ to $v^*$ ($<R, v^*>$) makes $v^*$ invisible and so the unvalued features on $v^*$ are invisible for narrow syntax, thereby averting crash. The phasehood is canceled since the loci of the unvalued feature are (visible) phase heads including $v^*$. Furthermore, the distinction between strong phases and weak phases can now be derived by free (unconstrained) application of simplest binary set-/pair-Merge. Thus, the derivation EKS propose is as follows.

(6) a. form $<R, v*>$ by external application of pair-Merge (a morphological operation)
   b. construct CP by repeated application of set-Merge
   c. Merge $<R, v*>$ to $\delta=\text{CP}$: {<R, v*>, {δ C, ...}}

To sum up, EKS (2016) propose the following hypotheses: (i) Pair-Merge as well as Set-Merge can apply freely. e.g., $<R, v*>$, (ii) external Pair-Merge of $R$ to $v^*$ makes uninterpretable features on $v^*$ invisible, (iii) Pair-Merge of $R$ to $v^*$ prior to Set-Merge of $R$ to its CP complement de-phases $v^*$. Since $v^*$ and hence it $\varphi$-features are invisible, there is no unwanted crash due to unvalued $\varphi$-features on $v^*$.

4. Labeling in infinitival clauses

4.1. Non-finite clauses

Based on the proposal in EKS (2016) that external pair-Merge can apply freely, I argue that external pair-Merge of $T$ to $C$ (forming $<T, C>$) is available as a null hypothesis, and that such application of external pair-Merge yields de-phasing of $C$ since external Pair-Merge of $T$ to $C$ makes (phase-identifying) uninterpretable features on $C$ invisible. As for labeling, since the amalgam $<R, v*>$ serves as a label while $R$ is too weak to serve as a label alone, I propose that non-phase heads ($R$ and $T$) are too weak to serve as a label but the amalgam $<R, v*>$ and $<T, C>$ can serve as a label if we assume the parallelism between $C$ phases and $v^*$ phases. I will assume that the amalgam $<T, C>$ can serve as a label and
that this amalgam is phonologically realized as *to* in English.\(^{10}\) As for the status of the phasehood, when external pair-Merge applies to a phase head, it is de-phased, which derives weak/defective phases (i.e., there is no PIC effect or Transfer of the complement of a de-phased phase-head formed by external pair-Merge.). Assuming that unvalued features induce Transfer (strong phase effect), dephasing cancels Transfer.

Consider (7) below. As I mentioned before, the infinitival clause has a labeling problem. That is, the subject position in infinitival clause shows \{XP, YP\} problem. The labeling algorithm finds the head of X and Y simultaneously and the identification of label becomes impossible due to non-uniqueness/ambiguity.

\[(7)\]
\begin{align*}
\text{a.} & \quad \text{I expected John to win.} \\
\text{b.} & \quad \{\text{CP ..., }\beta <\text{R_j, v*}>, \{\text{John, } \{\text{R_j(=expect), } \{a, \text{John} <\text{C} (=\text{to}), \ldots \}} \} \} \}
\end{align*}

In the case of ECM constructions as in (10), the DP *John* moves to [spec, \langle T, C \rangle P] and then to [spec, RP]. Then there is no syntactic object in [spec, \langle T, C \rangle P]. The label of \(\alpha\) becomes \langle T, C \rangle and the label of \(\beta\) becomes \langle R, v* \rangle. Then how about the label of \(\alpha\)? The specifier of the \langle T, C \rangle is filled by DP, and this creates the \{\alpha XP, YP\} problems. Here agreement between \(X = D\) and \(Y = to\) is not possible due to lack of \(\varphi\)-features, though the movement out of this \{XP(=John), YP\} makes the

---

\(^{10}\) One of the reviewers points that there is another way to interpret the status of T. Therefore, although the agreed T in English is too weak to serve as a label (Chomsky 2015), the defective T in English can be a labeler; it does not agree with the subject since it does not have \(u\varphi\), compared with the finite T. Also, as Chomsky (2015) mentioned, T in Italian has a rich agreement, thus it can serve as a label. Incorporating all of these, the reviewer’s alternative approach suggests that Ts that show strong agreement or agreeless Ts are strong enough to become labels, whereas Ts that need something to their specifier are too weak to server as a label.

Although this could be an alternative approach, it seems that we add some complication with this proposal. First, \(u\varphi\) on T is transmitted from C (Chomsky 2007, 2008), so before T does not have a \(u\varphi\), the finite T is labelable according to the reviewer’s proposal. Then, the subject does not have to move to the [spec, TP], though a labeling problem occurs at the \(v^*P\) since the base-generated position of the subject \(\langle\text{spec, } v^*P\rangle\) and the whole structure yield \{XP, YP\} problem. Suppose the subject moves to the [spec, CP], then C agrees with the subject in [spec, CP] since C did not transmit its \(u\varphi\)-features. Then, the derivation does not satisfy the EPP-effect at [spec, TP]. Another derivation is that T does not have \(u\varphi\), but once feature inheritance applies, T needs a subject in its specifier since T becomes too weak to be a label.

Instead of adopting the reviewer’s proposal, I adopt Chomsky (2015) and EKS’s (2016) approach that R and T are not labelers and the amalgam becomes labeler such as \[R, v^*\]. If we extend this approach, then T is an uniformly unlabelable object regardless of whether it’s a finite or infinitival T. I believe this is the null hypothesis once we adopt Chomsky (2015).
DP John-copy invisible (Chomsky 2013), that is, the specifier of $<$T, C$>$ is invisible. The structure of $\alpha$ is \{H, XP\}, where H is $<$T, C$>$. The phasehood of C is cancelled here (C being invisible), thus the phase head C is inert. Note, this also suggests that the movement to [spec, $<$T, C-$>$P] can alternatively skip this position since there is no PIC effect in this domain since there is no strong phase. The same analysis applies to the raising in (8)–(9). In the cases of raising, John moves first to the embedded [spec, $<$T, C-$>$P] and then to the [spec, TP] in the matrix clause.

(8) a. John seems to be happy.

b. \{CP $\ldots$, \{John, \{<$R, v^\#$, \{\alpha John, $<$T, C$>$, John\}$\ldots$\}\}\}

But notice again that under free Merge, movement to [spec, $<$T, C-$>$P] is possible but not necessary. Of course, de-phasing can apply multiple times in single derivation; (9) shows that de-phasing applies until the derivation reaches the matrix CP.

(9) a. John seems [TP John to be likely [TP John to win]](Lasnik and Saito 1992: 135 (144))

b. \{CP $\ldots$ John, \{<$R, v^\#$, $\ldots$, [John, $<$T, C$>$, $\ldots$, \{John, $<$T, C$>$, $\ldots$, [\alpha John, $<$T, C$>$, John, $\ldots$\}\}\}\}

As for control structures, there is PRO in the specifier of $<$T, C$>$. In (10), the verb hope is also applied external pair-Merge ($<$R, $v^\#$-$>$) since the verb does not assign accusative case. John external set-Merge to $<$R, $v^\#$-$>$, then moves to the [spec, TP] in the matrix clause.

(10) a. John hopes to leave.

b. \{CP $\ldots$, \{John, \{<$R, v^\#$, $\ldots$, \{\alpha PRO, \{<$T, C$, PRO$\ldots$\}\}\}\}\}

11 Note EPP is satisfied after movement to [spec, $<$T, C-$>$=$>$to-$>$P], but after John moves to [spec, RP], the DP-copy in [spec, $<$T, C-$>$P] is invisible, as if the EPP does not need to be satisfied in this representation. Informally, EPP is satisfied derivationally, and not representationally.

12 This also suggests the possibility of the long-distance one fell swoop A-movement, which is compatible with labeling theory. See also Bošković (2002), Epstein and Seely (2006) and Epstein et al. (2014) for relevant discussions.

13 One of the reviewers wonder about the availability of [spec, $<$T, C-$>$]. The proposed analysis leaves this open. Thus, the [spec, $<$T, C-$>$] position is available and it would be a landing site of successive cyclic movement. Regarding this point, the reviewer provides the examples below adopted from Chomsky (2008).

(i) Of which car did [the driver $t_j$, $[t_j$ cause a scandal] (Chomsky 2008: 147)
(ii) Of which car is [the driver $t_j$, likely $[t_j$ to $[t_j$ cause a scandal]] (Chomsky 2008: 153)

As the reviewer mentioned, I agree that [spec, to] in (ii) is available, hence successive cyclic movement via [spec, to] does not face any problem; only the lower copy of “the driver of which” remains there, but the labeling algorithm does not find it since it is invisible. Since the details regarding subject islands are not relevant in this paper, I will not go into them here.
As for PRO, it moves from [spec, vP] in the embedded clause to the [spec, <T, C>]. How to label \( \alpha \)? It could be a <T, C> as well as raising constructions cases.\(^{14,15,16}\)

\(^{14}\) However, if PRO is interpretable, it is present at the CI interface, which might in turn create a problem for labeling. As a possible solution to this problem, perhaps it is the case that PRO and <T, C> might show some form of agreement (see Davis 1981 for early and important arguments that PRO, initially thought to be an “empty” category has relevant features). In this case, PRO is visible and EPP is satisfied by partial agreement/control (see e.g. Iatridou 1988 and Landau 2003). Furthermore, if viable, this approach would be an analog of Chomsky's (1995) null case theory within which there is a case-relation between PRO and “to,” which in principle (assuming a checking type theory) could yield labeling as X and Y in {XP, YP} control structures do share a uniquely identifiable feature. See also Martin (2001). Another possibility is that PRO is completely invisible. In that case, PRO would stay in-situ (i.e., [spec,VP]) or move to [spec, <T,C>] position. I leave this important issue, not adequately addressed here, to future research.

\(^{15}\) One of the reviewers wonders how to analyze “for-to” infinitival constructions such as

(i) For John to show up would be a surprise.

Since we propose the infinitival marker to in English is the amalgam <T,C>, which is a labeler, for-to infinitive clauses seem to be relevant here. There are two ways of analyzing this phenomenon: (a) For John is just a PP, like adjunct, so it is not a relevant structure we are investigating in this paper. (b) There might be a possibility that the elements in the <T, C> amalgam can be extracted. Thus the derivation would be like this.

b. (i) Merge <T,C>: {<T,C>, {...
(ii) Merge John: {\( \alpha \) John, {<T,C>, {...
(iii) Internal Merge C to the whole structure: {C, {\( \alpha \) John, {<T,C>, {...
(iv) once C is extracted, unvalued features on C are again activated and agree with John.
(v) the whole structure is labeled by C and \( \alpha \) is labeled by <\( \phi \),\( \phi \)>

Although the reviewer points out that the canceling property of amalgams would lead to no for-trace effect, this also explains the comp-trace effect in for-to infinitival clause. The examples are provided by the reviewer.

(ii) *who did she want for to show up? (cf. *who did she want that show up?)

a. Merge who to the infinitival clause: {who, {<T,C>, {...

b. internal Merge of C: {C(for), {who, {<T,C>, {...
c. C is activated, and agrees with who
d. the valued feature on C is inherited by <T,C> and <T,C> acquires phasehood after C(for) is deleted, otherwise the complement of for is transferred.

This derivation adopts Chomsky's (2015) that-trace effect approach, making the right prediction.

\(^{16}\) As one of the reviewers correctly points out, we might extend our analysis to tough-movement. Thus, through-movement looks like a long-distance A-movement; the de-phasing by pair-Merge applies to the embedded clause twice, as shown in (ii).

(i) John is easy to please

(ii) {TP John, {T, {is-easy, {John, {<T,C>=to, {<R,v*>, John}}}}}}

John moves from the embedded object position to the [spec, TP] in the matrix clause via [spec, <T,C>]. Since examining the details of tough-movement is beyond the scope of this paper, I will put it aside, but see Hartman (2009), Hicks (2009), Obata and Epstein (2012), Fleisher (2013), Keine and Poole (2017) Longenbauch (2017) for details.
4.2. Merge-over-Move is a labeling problem

In this section, assuming that pair-Merge as well as set-Merge apply freely, I argue that the Merge-over-Move principle is just a stipulation and it can be deduced from the labeling theory. Consider from Chomsky (1995, 2000).

(11) \[ \gamma \text{ There, } [\text{is}, [\text{likely}, [\beta \text{ to, } [\text{be}, [\alpha \text{ a man, in the room}]]]]] \]

There are unlabeled structure problems in (11). The label of \( \beta \) is not determined by \textit{to} assuming that “\( T \) is too weak to serve as a label.” In the early minimalist program, the question at hand was how do we generate this case, but not (12) (if there is no S-structure and hence no Case Filter applied at S-structure).

(12) *There is likely \([TP \text{ a man}], \text{ to be } t_i \text{ in the room}].

At the derivational stage of the embedded TP \( ([T, [\text{be}, \{\text{a man, in the room}\}])], \), there are two possibilities to satisfy EPP; (i) \textit{a man} moves to [spec, TP] by internal set-Merge or (ii) the expletive \textit{there} is externally set-Merged. Chomsky (2000) argues that Merge is simpler than Move since the definition of Move (Merge and Agree) was more complex than (just) Merge. This is called “the Merge-over-Move principle.” Chomsky (2000) solves these phenomena by stipulating phases along with lexical subarrays (SAs). Thus, a phase is defined by a lexical subarray, which is assembled from a lexical array (LA).


(i) Select LA from Lexicon, then Select SA from LA
(ii) “Take a phase of a derivation to be an SO derived by choice of SA.”

This lexical subarray/phase-based approach correctly excludes (12), as desired, while allowing (11). In (12), at the derivational stage of embedded TP \( ([T, [\text{be}, \{\text{a man, in the room}\}])], \), Merge of expletive \textit{there} is preferred to Move of \textit{a man} by the Merge-over-move Principle (see Chomsky (2000) for details).

Another case which seems to be violation of the Merge-over-Move is in (14) (cf. Chomsky 1995). However, the examples are subsumed in (sub) lexical phasal array analysis.

(14) a. There is a possibility \([CP \text{ that a man}], \text{ will be } t_i \text{ in the room}].

b. A possibility is \([CP \text{ that there will be a man in the room}].

(15) Subarray of embedded CP in (18a): \{\textit{that}, \textit{will}, \textit{be}, \textit{a man}, \textit{in}, \textit{the}, \textit{room}\}

If a lexical subarray consists of \textit{that}, \textit{will}, \textit{be}, \textit{a man, in, the, room}, [spec, TP] is filled by Move of \textit{a man}. There is no possibility of external set-Merge of \textit{there} because there is no lexical item \textit{there} in the lexical subarray. That is, “Merge over Move” allows MOVE when there is no
there in the subarray to Merge. If a lexical subarray includes there, Merge of there is operated as in (17b). However, Epstein et al. (2014) argue that there is no support for the Merge-over-Move principle since Merge, including internal merge (which is called Move in Chomsky 2000), can apply freely (Chomsky 2004 et seq.). Thus, Merge is the simplest and unified single operation: Merge ($\alpha, \beta$) = [$\alpha, \beta$] (Chomsky 2013), hence there is no difference between Move and Merge, they are reduced to the single operation Merge rendering the Merge-over-Move principle unstatable. Furthermore, the effects of the ‘lexical subarray’ can be reduced to Labeling Theory. Consider again,

(16) a. *There is likely [$\alpha$, a man$_i$ to be t$_j$ in the room].
   b. There$_i$ is likely [$\alpha$, t$_j$ to be a man in the room].

At the derivational stage of the embedded TP, when a man moves to the embedded [spec, TP] in (19a), minimal search cannot find a unique feature shared by the head of a man (D) and the head of to be in the room (T), hence labeling by shared features is impossible since T is a non-finite head that does not have full $\varphi$-features. However, there is no problem in (19b). At the stage of $\alpha$, there is a copy and minimal search cannot see it. The label of $\alpha$ is determined as T according to Epstein et al. (2014). They argue that “If there bears at least one $\varphi$-feature and undergoes further movement, then minimal search finds the only visible head T as the label of $\alpha$, and a completely labeled, hence Full-Interpretation-compliant, CI representation is generated” (Epstein et al. 2014: 471). However, Chomsky (2015) suggests that T in English is too weak to serve as a label. If the proposal that the amalgam <$T, C$> can label (corresponding to the hypothesis that <$R, v^*$> can label as proposed in Chomsky 2015) is on the right track, the situation can be circumvented.

(17) There seems to be a man in the room.17

\[
\{\text{There}_i, \{\text{seems } \{\alpha=\langle T, C \rangle \}_{t_i}, \langle T, C \rangle, \{\text{be, } \{\text{a man, in the room}\}\}\}\}\]

\[
\Rightarrow \{\alpha, \text{H}=\langle T, C \rangle, \text{XP}\}
\]

17 As for the label of “the small clause” {a man, in the room}, Goto (2017) argues that there is no labeling problem. Based on Abe (2018), the derivation starts from merging there and a man in the small clause $\alpha$, and there has unvalued $\varphi$-features, which may or may not be valued by its associate (a man in this case). After there and a man merge directly, both of them keep moving and the associate a man is valued at the embedded $v^*$ phase. The expletive there moves successive cyclically to the [spec, TP] in the matrix clause.

(i) There is likely {to be {"$\alpha$" a man in the room}}.
   a. {there$_i$, {<be(R)$_j$, v$^*$>}, {a, man)$_i$}, {<be(R)$_j$, v$^*$>}, {a, man)$_i$, t$_j$}}, {in the room}}})
   b. {likely, {there$_i$, {T(to), t', {<be(R)$_j$, v$^*$>}, {a, man)$_i$, t$_j$}}, {in the room}}})

The structure of $\alpha$ becomes {t$_{\alpha\text{man}}$ in the room}, so that the label of $\alpha$ is the label of {in the room} = P. As for cases like “I want a man in the room,” they may be problematic, though see EKS (2014) for the suggestion that there is string vacuous movement of a man in such cases, leaving an invisible copy, in turn allowing labeling of {in the room} as P. See also Takita et al. (2016) for the labeling of small clauses.
I propose that we take infinitival marker to as $<T, C>$ and this serves as a label, the same way $<R, ^*>$ does since $R$ is too weak to serve as a label by itself. Thus, we can label $\alpha$ to be $<T, C>$ in (20). Note that $<T, C>$ is a de-phased head (since $C$ is invisible by pair-Merge) and there is no Transfer. If agreement is phase-bound (Bošković 2007 argues that it is not), there is no problem generating long-distance agreement between the matrix finite $T$ and the associate $a$ man, though the distance between them can be unbounded. Unbounded distance, but no phase boundary so no Transfer, as illustrated in (22).

(19) There is(=T) likely to seem to be likely ... to be a man outside.

In this section, I argued that the Merge-over-Move stipulation can be eliminated from narrow syntax by assuming labeling theory. This is one of the consequences of simplest Merge ($\alpha$, $\beta$) = {$\alpha$, $\beta$}). Merge applies freely without any driving force (like EPP-feature or edge-feature or the ‘need’ to value features). Merge can form $\{H, XP\}$ and $\{XP, YP\}$. However, if the labeling algorithm, reduced to third factor minimal search, cannot find a unique prominent lexical item or feature, the syntactic objects cannot be labeled. As we discussed above, the labeling problem arises in the infinitival clause. When the specifier of $TP$ is occupied, the structure is of the form $\{XP, YP\}$ and LA (minimal search) cannot label this set. In finite clauses, the labeling problem is solved by sharing features. This way, we can eliminate the stipulated hence unexplained EPP in terms of third factor labeling, coupled with the hypothesis that the interfaces require categorial information for proper interpretation.

5. Conclusion

In this paper, I put forward the proposal that external pair-Merge of a non-phase head to a phase head $<$non-Phase head, phase head$>$ yields desirable results without any mechanism additional to those in Chomsky (2015). The main argument of this paper is as follows: (i) External Pair-Merge of a non-phase head to a phase head is allowed (in the absence of an unwanted stipulation on Merge preventing it) and derives the de-phasing property at the C-T level, (ii) External Pair-Merge of a phase head to a non-phase head makes uninterpretable/unvalued features on the phase head invisible for minimal search (Chomsky 2015, EKS 2016), (iii) non-phase heads are too weak to serve as labels alone, (iv) the amalgam $<$non-phase head, phase head$>$ can serve as a label (Chomsky
2015 for internal Pair-Merge of R to \( v^* \), (v) in the case of \(<T, C> = to\), there is no EPP requirement because the amalgam \(<T, C>\) is sufficient to serve as the label. Moreover, the amalgam \(<T, C>\) is realized as the infinitive marker \(to\) in English.

As for EPP, both \( v^* \) phases and C phases require raising of subject/object in terms of labeling, but not for EPP. That is, infinitival clauses do not need anything to fill their subject position due to EPP effects (e.g. Epstein and Seely 2006). EPP effects are reduced to labeling theory, which in fact allows clauses without subjects in [spec, TP]. If this is on the right track, the timing of pair-Merge of a non-phase head and a phase head, in effect a morphological operation creating a relation between two lexical items, has important effects with respect to syntactic derivations (cf. Epstein et al. 2018). If the analyses presented here are on track, some of these effects are welcome. Further research is of course necessary to determine the broader range of empirical effects of a theory of human linguistic and third factor principles incorporating such formal mechanisms.
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