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Figure S1. Intercomparison of ACT-America airborne CO measurements. In situ 
measurements by Picarro CRDS are plotted against PFP flask measurements on-board 
the Beechcraft B200 King Air (left column) and C-130H Hercules (right column) aircraft 
for each ACT-America deployment.  
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Figure S2. North American nested domain employed for GEOS-Chem simulations.   
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Figure S3. Correction of the GEOS-Chem CO background based on aircraft 
measurements from the four ATom deployments. Plotted are observed tropospheric CO 
mixing ratios over the remote Pacific Ocean averaged by six-degree latitude bins (black) 
along with the corresponding model values (grey). Data shown are restricted to 0-8 km 
above sea level, 80°S-56°N, and 160°E-145°W (Northern Hemisphere) or 100°W-145°W 
(Southern Hemisphere). Purple lines show the model-measurement mismatch as a 
smooth spline fit to the 0.1 quantile difference. 
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Figure S4. Sources of CO variability over the eastern US. Plotted is the standard 
deviation for individual tagged CO tracers based on output from the optimized GEOS-
Chem simulation along the ACT-America and GEM flight tracks. CO!" : CO transported 
from outside North America. CO#$%& , CO#$'% , CO#$(): anthropogenic CO emitted from US 
on-road, non-road, and other sources. CO"*+,: anthropogenic CO emitted in Canada + 
Mexico. CO!!: CO emitted from North American biomass burning. CO-%(& : CO 
photochemically produced over North America. Standard deviation is not additive so the 
individual values do not sum to the total CO variability. 
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Figure S5. Sources of CO variability over the eastern US. Plotted is the standard 
deviation for grouped tagged CO tracers from the optimized GEOS-Chem simulation 
along the ACT-America and GEM flight tracks. Values are shown for non-fossil CO (from 
biogenic VOC oxidation plus biomass burning emissions), fossil CO (from direct 
emissions plus anthropogenic VOC oxidation), and CO transported from outside North 
America (CO!"). Standard deviation is not additive so the individual values do not sum to 
the total CO variability. 
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Figure S6. Temporal CO variability in the US PBL during summer. Plotted are the hourly 
standard deviations (SD) for background CO, biomass burning CO, secondary CO, and 
directly-emitted fossil fuel CO based on the optimized GEOS-Chem simulation. Data are 
plotted for the ACT1 timeframe (11 July to 29 August 2016). 
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Figure S7. Temporal CO variability in the US PBL during winter. Plotted are the hourly 
standard deviations (SD) for background CO, biomass burning CO, secondary CO, and 
directly-emitted fossil fuel CO based on the optimized GEOS-Chem simulation. Data are 
plotted for the ACT2 timeframe (21 January to 10 March 2017). 
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Figure S8. Temporal CO variability in the US PBL during fall. Plotted are the hourly 
standard deviations (SD) for background CO, biomass burning CO, secondary CO, and 
directly-emitted fossil fuel CO based on the optimized GEOS-Chem simulation. Data are 
plotted for the ACT3 timeframe (22 September to 13 November 2017). 

 
 
 
 
 
 
 



 10 

 
 

Figure S9. Temporal CO variability in the US PBL during spring. Plotted are the hourly 
standard deviations (SD) for background CO, biomass burning CO, secondary CO, and 
directly-emitted fossil fuel CO based on the optimized GEOS-Chem simulation. Data are 
plotted for the ACT4 timeframe (28 March to 20 May 2018). 
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Figure S10. Temporal CO variability in the US PBL during summer. Plotted are the hourly 
standard deviations (SD) for background CO, biomass burning CO, secondary CO, and 
directly-emitted fossil fuel CO based on the optimized GEOS-Chem simulation. Data are 
plotted for the ACT5 timeframe (7 June to 27 July 2019). 
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Figure S11. Contributions to the PBL CO burden over the US during summer. Plotted are 
the mean contributions from background CO, direct biomass burning emissions, 
secondary production, and direct fossil fuel emissions based on the optimized GEOS-
Chem simulation. Data are plotted for the ACT1 timeframe (11 July to 29 August 2016). 
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Figure S12. Contributions to the PBL CO burden over the US during winter. Plotted are 
the mean contributions from background CO, direct biomass burning emissions, 
secondary production, and direct fossil fuel emissions based on the optimized GEOS-
Chem simulation. Data are plotted for the ACT2 timeframe (21 January to 10 March 
2017). 
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Figure S13. Contributions to the PBL CO burden over the US during fall. Plotted are the 
mean contributions from background CO, direct biomass burning emissions, secondary 
production, and direct fossil fuel emissions based on the optimized GEOS-Chem 
simulation. Data are plotted for the ACT3 timeframe (22 September to 13 November 
2017). 
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Figure S14. Contributions to the PBL CO burden over the US during spring. Plotted are 
the mean contributions from background CO, direct biomass burning emissions, 
secondary production, and direct fossil fuel emissions based on the optimized GEOS-
Chem simulation. Data are plotted for the ACT4 timeframe (28 March to 20 May 2018). 
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Figure S15. Contributions to the PBL CO burden over the US during summer. Plotted are 
the mean contributions from background CO, direct biomass burning emissions, 
secondary production, and direct fossil fuel emissions based on the optimized GEOS-
Chem simulation. Data are plotted for the ACT5 timeframe (7 June to 27 July 2019). 
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Figure S16. North American CO sources based on the prior inventories employed in this 
work. Left column: CO directly emitted from anthropogenic sources. Middle column: CO 
emitted from open burning. Right column: biogenic emissions of isoprene, a key CO 
precursor.  
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Table S1. Timeframe and flight hours for the ACT-America and GEM airborne 
campaigns.  

Campaign Year Season Start Date End Date Flight Hours 
ACT1 2016 Summer 11 July 29 August 218 
ACT2 2017 Winter 21 January 10 March 210 
ACT3 2017 Fall 22 September 13 November 192 
ACT4 2018 Spring 28 March 20 May 197 
ACT5 2019 Summer 7 June 27 July 183 
GEM1 2017 Summer 12 August 24 August 40 
GEM2 2018 Winter 17 January 28 January 36 

 
 
 

Table S2. Statistical comparison of CO mixing ratios from the prior and optimized GEOS-
Chem simulations against independent airborne observations from the ACT5, GEM1, and 
GEM2 campaigns. 

 RMSE1 (ppb) R Mean Bias (ppb)2 

 Prior Post Prior Post Prior Post 

ACT5 
(summer) 28.2 23.2 0.51 0.57 -14.0 -7.8 

GEM1 
(summer) 57.8 35.8 0.23 0.06 

 
-48.4 

 
-12.5 

GEM2 
(winter) 60.9 59.1 0.36 0.32 

 
-21.9 

 
-11.8 

1 Root mean square error. 
2 Mean of simulated minus observed values. 
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Table S3. Seasonal CO source optimization performed separately for the C-130H and 
B200 ACT-America datasets. 

  𝐂𝐎𝒖𝒔𝒏𝒆𝒊 𝐂𝐎𝒑𝒓𝒐𝒅_𝒗𝒐𝒄 
Intercept VIF2 

RMSE (ppb)3 R Mean Bias4 

 Aircraft Scale 
factor 

Mean 
(ppb) 

Scale 
factor 

Mean 
(ppb) 

Prior Post Prior Post Prior  Post 

ACT1 
(summer) 

B200 0.54 ± 
0.051 

13.1 0.96 ± 
0.02 

25.4 0.09 ±  
0.3  

3.37 26.2 16.2 0.76 0.81 -17.7 -0.4 

C-130H 
 

0.87 ± 
   0.09 

13.4 0.74 ± 
0.02 

25.3 8.28 ±  
0.3 

2.74 26.6 17.3 0.74 0.80 -17.4 -2.1 

ACT2 
(winter) 

B200 0.86 ± 
0.04 

13.4   0.43 ±  
0.4 4 

 21.7 16.7 0.66 0.65 -14.3 -0.4 

C-130H 
 

0.67 ± 
0.04 

11.8   5.5 ±  
0.48 

 21.0 13.7 0.75 0.77 -16.0 -3.8 

ACT3 
(fall) 

B200 0.65 ± 
0.04 

17.5  
 

 6.4 ± 
0.6 

 13.6 14.4 0.79 0.75 -2.1 -6.1 

C-130H 
 

0.79 ± 
0.03 

15.7   4.2 ± 
0.41 

 13.0 13.6 0.79 0.76 -3.2 -4.2 

ACT4 
(spring) 

B200 0.76 ± 
0.02 

15.6   -4.5 ± 
0.44 

 17.8 17.5 0.63 0.59 -7.8 4.4 

C-130H 
 

0.65 ± 
0.03 

20.29   2.61 ± 
0.61 

 18.8 16.0 0.71 0.68 -11.3 -2.8 

1 Stated uncertainties reflect 95% confidence intervals computed through bootstrap 
resampling. 
2 Variance inflation factor. 
3 Root mean square error. 
4 Mean of simulated minus observed values. 
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Table S4. Seasonal CO source optimization performed with and without ATom-based 
boundary condition correction. 

  𝐂𝐎𝒖𝒔𝒏𝒆𝒊 𝐂𝐎𝒑𝒓𝒐𝒅_𝒗𝒐𝒄 
Intercept VIF2 

RMSE (ppb)3 R Mean Bias4 

 𝐂𝐎𝒃𝒄 Scale 
factor 

Mean 
(ppb) 

Scale 
factor 

Mean 
(ppb) 

Prior Post Prior Post Prior  Post 

ACT1 
(summer) 

Corrected 0.66 ± 
0.051 

13.2 0.91 ± 
0.03 

25.4 -0.2 ±  
0.3  

3.1 26.4 16.8 0.75 0.81 -17.6 2.5 

Uncorrected 0.69 ± 
0.05 

13.22 0.85 ± 
0.02 

25.4 2.7 ±  
0.3 

2.1 26.4 17.0 0.75 0.80 -11.7 1.2 

ACT2 
(winter) 

Corrected 0.79 ± 
0.03 

12.77   1.8 ± 
 0.4  

 21.4 15.5 0.69 0.69 -14.8 -1.7 

Uncorrected 0.85 ± 
0.03 

12.77   -4.3 ±  
0.3 

 21.4 15.5 0.69 0.74 -14.8 4.2 

ACT3 
(fall) 

Corrected 0.69 ± 
0.03 

16.77  
 

 5.5 ± 
0.5 

 13.4 14.2 0.79 0.75 -2.5 -5.5 

Uncorrected 0.66 ± 
0.03 

16.77   6.7 ± 
0.5 

 13.4 14.7 0.79 0.75 -2.6 -6.7 

ACT4 
(spring) 

Corrected 0.74 ± 
0.02 

16.94   -2.7 ± 
0.4 

 18.1 17.0 0.65 0.61 -8.8 2.6 

Uncorrected 0.75 ± 
0.02 

16.94   -3.2 ± 
0.4 

 18.1 17.2 0.65 0.60 -8.8 3.0 

1 Stated uncertainties reflect 95% confidence intervals computed through bootstrap 
resampling 
2 Variance inflation factor. 
3 Root mean square error. 
4 Mean of simulated minus observed values. 
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Table S5. Seasonal CO source optimization for ACT1-ACT4 with alternative tracer 
groupings: 1) CO#$'./ and 2) the sum of all other regional source tracers (CO-%(&_1(" +
CO"*+, + CO!!). 

 𝐂𝐎𝒖𝒔𝒏𝒆𝒊 𝐂𝐎𝒑𝒓𝒐𝒅_𝒗𝒐𝒄
+ 𝐂𝐎𝒄𝒂𝒎𝒙
+ 𝐂𝐎𝒃𝒃 Intercept VIF2 

RMSE3 (ppb) R Mean Bias4 

 Scale 
factor 

Mean 
(ppb) 

Scale 
factor 

Mean 
(ppb) 

Prior Post Prior Post Prior Post 

ACT1 
(summer) 

0.58 ± 
0.051 

13.2 0.96 ± 
0.02 

26.7 -0.4 ±  
0.3 

2.9 26.4 16.6 0.75 0.81 -17.6 0.3 

ACT2 
(winter) 

0.85 ± 
0.03 

12.77 0.7 ± 
0.07 

7.1 3.1 ±  
0.5 

1.1 21.4 15.6 0.69 0.70 -14.8 -3.1 

ACT3 
(fall) 

0.82 ± 
0.03 

16.77 0.55 ± 
0.01 

14.6 5.5 ±  
0.5 

1.2 13.4 15.9 0.79 0.76 -2.5 -10.1 

ACT4 
(spring) 

0.70 ± 
0.02 

16.94 1.1 ± 
0.05 

12.6 -3.6 ±  
0.5 

1.4 18.1 17.2 0.65 0.61 -8.8 3.6 

1 Stated uncertainties reflect 95% confidence intervals computed through bootstrap 
resampling 
2 Variance inflation factor. 
3 Root mean square error. 
4 Mean of simulated minus observed values. 
 
 
 


