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Abstract  

Much confusion exists on whether force-based or energy-based descriptions of cohesive-particle 

interactions are more appropriate. We hypothesize a force-based description is appropriate when 

enduring-contacts dominate and an energy-based description when contacts are brief in nature. 

Specifically, momentum is transferred through force-chains when enduring-contacts dominate and 

particles need to overcome a cohesive force to induce relative motion, whereas particles 

experiencing brief contacts transfer momentum through collisions and must overcome cohesion-

enhanced energy losses to avoid agglomeration. This hypothesis is tested via an attempt to collapse 

the dimensionless, dependent variable characterizing a given system against two dimensionless 

numbers: a generalized Bond number, BoG–ratio of maximum cohesive force to the force driving 

flow, and a new Agglomerate number, Ag–ratio of critical cohesive energy to the granular energy. 

A gamut of experimental and simulation systems (fluidized bed, hopper, etc.), and cohesion 

sources (van der Waals, humidity, etc.), are considered. For enduring-contact systems, collapse 

occurs with BoG but not Ag, and vice versa for brief-contact systems, thereby providing support 
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for the hypothesis. An apparent discrepancy with past work is resolved, and new insight into 

Geldart’s classification1 is gleaned. 

 

1. Introduction 

Agglomeration due to short-range, attractive forces between particles is critical to a range 

of phenomena that span length scales from the planetary to the molecular: formation of the 

universe,2 asteroid strength,3 industrial operations involving solid particles,4 droplet coalescence,5 

colloid deposition,6 and atomic aggregation.7 For flows involving cohesive, solid particles, 

empirical correlations are known to be unreliable. For example, predictions of entrainment,8 

transport disengagement height,9 and the size of fluidized agglomerates10 vary by an order of 

magnitude or more when applied to the same system.  

The state-of-the-art for predicting the behavior of cohesive-particle flows is via regime 

maps.1,11-16 One of the earliest and most prolific examples is Geldart’s empirical chart of 

fluidization regimes,1 with thousands of citations to date17 despite the lack of significant physical 

insight. Namely, Geldart’s dimensional chart of density difference vs. particle size is system-

specific (gas-solid fluidized bed), operating-condition specific (ambient conditions), and cohesion-

source specific (van der Waals forces).1 Some physical insight was shed on this empirical 

classification by showing that the demarcation of regimes can be recast based on the Bond number 

– i.e., the ratio of maximum particle-particle cohesive force (Fmax) to particle weight.11,18  Put 

another way, the system behavior (macroscopic) was mapped based on particle-particle cohesion 

levels (microscopic). 

Following this preliminary insight, others attempted the micro-macro link in other cohesive 

systems via dimensionless regime maps based on Fmax.10-15,19,20 The resulting regime maps perform 
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well for the specific systems and cohesion sources for which they were developed, e.g., predicting 

the segregation of wet solids in rotating tumblers.13 Nonetheless, evidence suggests that 

application to other cohesion sources may be inappropriate. For instance, the link between 

fluidization behavior and Bond number observed for van der Waals cohesion11 does not extend to 

condensed-capillary (humidity-induced) cohesion.21 Hence, uncertainty remains regarding the 

applicability of previous regime maps to sources of cohesion different than those used to generate 

the maps (van der Waals, liquid bridges, etc.). 

Here, we seek a more general (and thus more universal) dimensionless group, in which the 

numerator characterizes particle-particle cohesion and the denominator characterizes the 

corresponding quantity that acts in opposition (e.g., shear force). Hence, the numerator depends 

on the source of cohesion (van der Waals, capillary, etc.) while the denominator depends on the 

specific system considered (sheared, vibrated, etc.). Regarding the numerator, the overwhelming 

majority of past regime maps have been based on Fmax. Nonetheless, the cohesive energy can also 

be used to quantify the cohesion between particles – i.e., particles agglomerate when their relative 

kinetic energy (KE) is smaller than the critical value of cohesive energy KEcrit –22 and confusion 

remains as to which quantity is more relevant in a given situation. For example, numerous 

estimates for agglomerate size in fluidized systems have been put forth, some of which are based 

on force balances and others based on energy balances.10 Further, agglomeration levels have been 

linked to the cohesive force in some systems23 and the cohesive energy in others.24,25 Moreover, 

even in the same system, the macro-scale behavior has been linked to both Fmax and KEcrit. For 

instance, the flow behavior of a fluidized bed was recently linked to KEcrit for condensed-capillary 

cohesion,21 but was previously linked to Fmax for van der Waals forces.11 Finally, the transition of 

wet solids in a vibrated bed from granular-gas to fluidized-grains was shown to be energy-driven, 
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whereas the transition from a solid-like bed to fluidized was shown to be force-driven.26 Though 

these previous works indicate that the macro-scale behavior was linked successfully to Fmax in 

some cases and KEcrit in others, it is not clear a priori which is more appropriate and why such a 

distinction exists.  

In this work, we resolve the aforementioned discrepancies of cohesive-particle systems via 

a unifying physical understanding which links the macroscopic (system) behavior to microscopic 

(particle-particle) interactions. This micro-macro link is demonstrated via experiments and 

simulations of solids experiencing cohesion from different sources and in a variety of systems that 

span a range of particle concentrations. Specifically, universal behavior (collapsing of 

dimensionless plots) is observed using a ratio of forces – the generalized Bond number BoG – for 

systems dominated by enduring contacts (“dense”) and a ratio of energies – the new Agglomerate 

number Ag – for systems dominated by brief contacts or collisions (“dilute”). The numerators of 

the dimensionless groups depend on the magnitude and type of particle-particle cohesion 

(microscopic); the denominators characterize the relevant driving force or source of granular 

energy in the system and thus, unlike the numerators, are system-dependent. A key aspect of this 

work is the careful attention paid to estimating the denominator of Ag for each system. Our results 

support a new physical picture in which BoG dominates in enduring-contact systems, where 

momentum is transferred via force chains, and Ag dominates in brief-contact systems, where the 

flow is dominated by dissipative collisions. Moreover, we contend that Geldart’s force-based 

classification of fluidized, cohesive solids 1 is more appropriately based on a ratio of energies.  

2. Development of Dimensionless Groups  

2.1 Numerator considerations: Force vs. energy 
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Particle-particle cohesion is often characterized by one of two quantities: the force required 

to separate surfaces in contact, Fmax, or the cohesive potential energy, W.27 W is the integral of the 

cohesive force Fc (van der Waals, capillary force, etc.) over the separation distance x,  

𝑊𝑊 = ∫ 𝐹𝐹𝑐𝑐(𝑥𝑥)𝑑𝑑𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
0 ,  (1) 

where the direction of x and Fc is between particle centers, and xmax is effectively the maximum 

distance over which the force acts, i.e., xmax is set to a finite approximation (that depends on 

cohesion source) for purposes of practicality and without undue loss of accuracy. The kinetic 

energy KE is defined as 𝐾𝐾𝐾𝐾 = 0.5𝑚𝑚𝑣𝑣2, where m is the reduced particle mass and 𝑣𝑣 is the normal 

component (taken in the direction between particle centers) of the relative particle velocity. Figure 

1 illustrates Fc and kinetic energy KE profiles for cohesive particles before and after a collision. 

As shown in Fig. 1a, Fc is unaffected by the collisional process. However, even for non-cohesive 

particles, a fraction of KE is dissipated during the collision due to its inelastic and/or frictional 

nature. For cohesive particles, additional energy is lost due to the acceleration of the approaching 

particles in the cohesive-force field, which leads to a higher impact velocity at contact. As shown 

in Fig. 1b, such dissipation leads to a hysteresis in KE. Based on the initial KE and the amount of 

dissipation (Fig. 1b), the particles may fully separate after collision (dashed-blue line) or 

agglomerate (solid-blue line). For frictionless particles, the final KE of separating particles with 

normal, relative pre-collisional velocity vi is KEf = 0.5mvf
2 = e2(0.5mvi

2+W)–W, where e is the 

restitution coefficient and vf is the normal, relative post-collisional velocity.28 KEf accounts for 

both non-contact (W) and collisional (e) losses in KE. The demarcation between agglomeration 

and separation occurs at KEf = 0, and can be quantified by the critical agglomeration velocity, vcrit 

– the minimum, relative (normal), pre-collisional velocity required to avoid agglomeration. The 

analytical solution for vcrit between inelastic, hard spheres is 22  
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vcrit = (2W(1–e2)/(me2))1/2.  (2) 

Here we use KEcrit = 0.5mvcrit
2, rather than W, to quantify the cohesive energy, as collisional 

losses of KE play a role in whether or not agglomeration occurs. To underscore the importance of 

dissipation, note that elastic particles (e = 1) always separate due to the absence of dissipation (pre-

collision velocity = post-collision velocity), and thus will never agglomerate (vcrit = 0).  

2.2 Dimensionless Groups (BoG and Ag) 

To determine whether force or energy considerations are more appropriate for a given 

system, later we will examine plots of the relevant dependent variable for a given system (e.g., 

degree of agglomeration) versus the level of cohesion. The level of cohesion will be represented 

by one of two dimensionless groups, one based on force and the other based on energy. Fmax and 

KEcrit, which form the numerators of the respective dimensionless groups, depend on the type of 

cohesion (van der Waals, etc.) and material properties. The denominators are the system-

dependent, characteristic force (Fsys) and granular energy (𝛩𝛩fluc,sys) driving the flow in the system 

(described in detail below). Namely, we utilize a generalized Bond number, BoG, which is the ratio 

of Fmax to the characteristic force driving particle motion, Fsys: 

BoG = Fmax / Fsys.  (3) 

We further define a new Agglomerate number, Ag, as the ratio of KEcrit to the characteristic 

granular energy 𝛩𝛩fluc,sys (𝛩𝛩fluc,sys = 3mTsys/2, where the granular temperature is Tsys = ⟨v′2⟩/3 and v′ 

is the particle velocity relative to the local mean solids velocity): 

Ag = KEcrit/𝛩𝛩fluc,sys = vcrit
2/3Tsys.  (4) 

It is worthwhile to note that Fmax and KEcrit, which form the numerators of the two 

dimensionless groups, depend on the type of cohesion (van der Waals, etc.) and material 

properties. The denominators (Fsys and Tsys), however, are system dependent, as elaborated on 
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below. Physically, the dimensionless numbers represent a competition between the effects of 

particle-particle cohesion and the ability of the system to overshadow those effects; small values 

of BoG and Ag indicate relatively low levels of cohesion and vice versa. 

2.3 Denominator considerations: Dependence on system 

Further comment on our choices for the denominators of the two dimensionless groups, 

and how it relates to past work, is warranted. Namely, particle weight is often used as the 

denominator 10-12,19,20 for dimensionless groups that utilize a cohesive force in the numerator, 

though often the physical basis of such a choice is not provided. Accordingly, we choose a more 

general form of the denominator – i.e., the characteristic force driving the motion (Fsys). Since 

dimensionless groups involving KEcrit in the numerator are much less common in past works, the 

denominator has not been explored as extensively. As noted previously,24 the kinetic energy of 

fluctuating particle velocities (or granular energy, 𝛩𝛩fluc,sys) is related to the particle impact velocity 

and hence is relevant to agglomeration; i.e., for impact velocities below vcrit, agglomeration occurs, 

and vice versa (Figure 1b). However, unlike the particle weight oft used in force-based groups, 

estimating the characteristic granular energy a priori is nontrivial.10 This challenge may explain 

why the mean kinetic energy was often used in the denominator even though the kinetic energy of 

fluctuating particle motion was previously identified as the relevant choice.26,29 Unlike 𝛩𝛩fluc,sys, the 

mean energy of the system is representative of the average velocity of all particles, and therefore 

does not directly affect agglomeration.  

3. Methods 

As alluded to above, the appropriateness of a force- or energy-based description of 

cohesion will be tested via the collapse of plots based on BoG or Ag, respectively. To ensure 
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robustness of the results, the dimensional quantities contained in BoG and Ag must be 

systematically varied. We accomplished this via experiments and simulations of particles 

experiencing cohesion from different sources (numerators) and in a variety of systems 

(denominators). We also considered systems with a wide range of concentrations, in order to test 

our hypothesis that enduring-contact or “dense” flows are dictated by force considerations and 

brief-contact or “dilute” flows are dictated by energy considerations. It is worth noting that the 

dense and dilute classifications defined here are used for conciseness to refer to the nature of 

contacts only – enduring vs. brief, respectively.  

The experiments and soft-sphere DEM (discrete element method) simulations used here 

are fairly standard and have been documented in our previous publications. For sake of brevity, 

the details on the experimental and simulation methods are relegated to the supplementary 

information (Supp Sec S1 – S4). Specifics on the types of cohesion (which affect the numerator of 

BoG and Ag) and systems (denominator of BoG and Ag) considered here are detailed below; an 

overview is provided in Table 1. 

3.1 Sources of Cohesion Considered (Numerator) 

We consider cohesion arising from three sources: (i) van der Waals interactions, (ii) 

capillary bridges formed by condensation (humidity), (iii) and a “square-force” model.30 These 

sources, detailed below, impact the values of Fmax and vcrit
2
 (numerators of BoG and Ag, 

respectively). Both experiments and discrete element method (DEM) simulations are used to 

investigate sources (i) and (ii), and only DEM is used for (iii). 

Though the values of Fmax and vcrit
2 are determined based on a given source of cohesion as 

described below, a few commonalities are worth noting. For both simulations and experiments, 

Fmax occurs at the minimum separation distance, xmin, (and Fc(x ≤ xmin) = Fmax) which is specific to 
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the cohesion source. For experiments, the glass particles used are approximately rigid (relatively-

high Young’s modulus E) and therefore we use the (hard-sphere) Eq. 2 for vcrit
2; see Supp Sec S1 

for details on experiments and Supp Sec S2 for details on particles . For simulations, softer particles 

(smaller E) were used and thus vcrit
2 was determined from simulations of two-particle collisions 

(Supp Sec S3) using the force expression Fc(x) for each cohesion source as described below. The 

Young’s modulus used in different simulations ranged from 1 to 104 MPa. Since the current work 

is not intended for directly comparing simulation results against experiments, Young’s moduli 

smaller than that of glass particles (E = 7.3x104 MPa)31 were used in simulations to vary vcrit
2 

independently of Fmax.32-34 For further details on the particles used in simulations, see Supp S4. 

(i) van der Waals cohesion – A van der Waals theory validated for the glass particles used 

in the experiments 35,36 was used to determine Fmax and vcrit
2 in both experiments and simulations. 

The cohesive force for two rough spheres with radius R is given by a “submerged-sphere” model 

with two scales of roughness:35 

𝐹𝐹𝑣𝑣𝑣𝑣𝑣𝑣 = 𝐴𝐴
6
� 𝑅𝑅
2(𝑥𝑥+2ℎ𝑙𝑙+2ℎ𝑠𝑠)2 + 2𝑅𝑅𝑟𝑟𝑙𝑙

(𝑅𝑅+𝑟𝑟𝑙𝑙)(𝑥𝑥+ℎ𝑙𝑙+2ℎ𝑠𝑠)2 + 2𝑅𝑅𝑟𝑟𝑠𝑠
(𝑅𝑅+𝑟𝑟𝑠𝑠)(𝑥𝑥+ℎ𝑙𝑙+ℎ𝑠𝑠)2 + 𝑟𝑟𝑙𝑙

2(𝑥𝑥+2ℎ𝑠𝑠)2 + 2𝑟𝑟𝑙𝑙𝑟𝑟𝑠𝑠
(𝑟𝑟𝑙𝑙+𝑟𝑟𝑠𝑠)(𝑥𝑥+ℎ𝑠𝑠)2 + 𝑟𝑟𝑠𝑠

2𝑥𝑥2
� (5) 

where A is the Hamaker constant, rs is the small-scale asperity radius, hs is the small-scale asperity 

height, rl is the large-scale asperity roughness and hl is the large-scale asperity height. A detailed 

explanation of the submerged sphere method and the modeling of surface via two scales of 

roughness is available elsewhere.35,37,38 Our prior work has demonstrated that the two-scale 

roughness model works well for the glass beads used here, in which two scales of roughness are 

clearly evident from AFM-based surface maps. 35,36 For both experiments and simulations, Fmax is 

determined via Eq. 5 as Fmax = FvdW(xmin), where an intermolecular distance of 0.3 nm is used for 

xmin, thereby precluding an infinite force at contact. For both experiments and simulations, xmax is 

set to 400 nm in order to determine vcrit
2 (via Eq. 1, 2, and 5 for experiments, and via two-particle 
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DEM simulations for many-particle simulations), which is large enough to not affect vcrit
2
 

appreciably as Fvdw decreases asymptotically with increasing x.27 Eq. 5 was also used to determine 

the van der Waals force as a continuous function of separation distance in the many-particle DEM 

simulations (along with the particle surface roughness values measured for our experimental 

materials, which are provided in Table S1 of the supplemental material).  

To systematically vary the van der Waals cohesion level, different values of Fmax and vcrit 

(numerators of BoG and Ag, respectively) were achieved by changing A in simulations and utilizing 

different-sized particles in the experiments and simulations (details in Supp Sec S2 and S4). 

(ii) Condensed-capillary cohesion – The condensed-capillary cohesive force (FRH) is 

determined by solving the system of equations provided in Table 2, where RH is relative humidity, 

𝜎𝜎 is surface tension, and 𝜂𝜂RH is the product of ambient air temperature, ideal gas constant and molar 

density of water; the accuracy and assumptions used for calculating FRH are discussed 

elsewhere.27,39  

In the presence of humidity, small bridges can condense between particles at small 

separation distances x. The magnitude of the cohesive force of the bridge is related to the thickness 

(a2) and curvature (a1) of the bridge, which are found as a function of the half-filling angle 𝛽𝛽.42 

Similar to the van der Waals force, surface roughness of the particles directly influences the 

magnitude of FRH as the liquid bridge condenses between surface asperities. Our previous work 

showed that the liquid bridge is likely condensing between the small-scale asperities, and hence 

the bridge curvature and thickness depend on the small-scale asperity radius rs in Eq. 8 and Eq. 9 

(Table 2).21 To solve for the condensed capillary force FRH (Eq. 6 in Table 2), the half-filling angle 

𝛽𝛽 (Eq. 8 and Eq. 9 in Table 2) is calculated for a given 𝜂𝜂RH (Eq. 7), RH (Eq. 7), and x (Eq. 8 and 
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Eq. 9). 𝛽𝛽 is then used to determine the capillary bridge thickness (Eq. 9), which is needed to find 

the condensed capillary force FRH (Eq. 6).  

This iterative process was used to calculate FRH in order to determine Fmax and vcrit
2 for 

experiments and simulations. In particular, similar to FvdW, a non-zero xmin (intermolecular distance 

= 0.3 nm) is required for the vapor molecules to condense into a (liquid) bridge between particles.43 

Accordingly, Fmax = FRH(xmin) is used for both experiments and simulations. xmax, which is needed 

to determine vcrit
2 (Eq. 2), is solved numerically by setting FRH = 0 for the system of equations in 

Table 2. (For the reader interested in a simpler representation of the relationship between variables, 

a good approximation of xmax is xmax ≈ 2𝜎𝜎/(𝜂𝜂RH ln(RH)) with details discussed elsewhere.44) 

In order to vary the level of condensed-capillary cohesion, the magnitude of Fmax and vcrit 

(numerators of BoG and Ag, respectively) were altered by varying the RH in the experiments and 

simulations. 

(iii) Square-force model – The square-force model 30 has similarities to the well-known 

square-well model,45 with the key difference being that the cohesive force, rather than the potential 

energy, is held constant over a short distance from the particle surface, and is zero beyond. Namely, 

the square-force model is given by, 

𝐹𝐹𝑠𝑠𝑠𝑠(𝑥𝑥) = �𝐹𝐹𝑚𝑚𝑚𝑚𝑥𝑥, 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥
0, 𝑥𝑥 > 𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥

, (10) 

where Fmax is the constant force that acts over the distance xmax from particle surface. 

While no physical analog to the square-force model exists, this model allows Fmax and vcrit
2 

to be controlled independently. Specifically, the cohesive force can be changed while keeping the 

cohesive energy constant, and vice versa, thereby allowing a clean test as to whether a force-based 

or energy-based approach is more appropriate for a given system. For example, to keep the force 

fixed while varying the energy, various xmax values are used for the same Fmax, resulting in different 
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values for W (and hence vcrit
2) for each xmax (see Eq. 1 and Eq. 2). The square-force model is only 

used in DEM simulations and therefore the value of vcrit
2 is determined from two-particle 

simulations as described above and in the supplemental material (Supp Sec. S3).  

To systematically vary the level of cohesion in simulations utilizing a square-force model, 

systems with the same cohesive force (Fmax) but different cohesive energy (numerators of BoG and 

Ag, respectively) are examined. Specifically, Fmax and xmax are used as controllable input 

parameters in Fsf(x) (Eq. 10).  

3.2 Systems Examined (Denominator) 

Similar to varying the numerators of BoG and Ag by changing cohesion sources and their 

magnitude (Section 3.1), we also varied the denominators by examining different systems. For 

BoG, determining the denominator (characteristic force driving particle motion; see Eq. 3) is 

typically more straightforward than for Ag (characteristic granular energy; see Eq. 4). For the 

latter, we take the following approach for each system enumerated below: we identify the source 

of granular temperature (or equivalently granular energy) and estimate its dependency on input 

parameters. Additionally, the dependent variable (measured or predicted) that we are seeking 

collapse for is identified below for each system. The dependent variables chosen are necessarily 

different due to the wide range of systems examined – i.e., the dependent variable in one system 

may be an input for another (e.g., porosity is an output of the packed bed system but an input to 

riser flow) and/or the dependent variable in one type of system is non-trivial to define in another 

(e.g., identifying agglomerates in packed bed). Pictures of the systems are provided in Table 1. 

(i) Simple shear flow (SSF) – In simulations of SSF, a constant velocity gradient is imposed 

in one direction.46 The steady-state fraction of particles in agglomerates (Nagg/Ntot, where Nagg is 

the number of particles in agglomerates and Ntot is the total number of primary particles) is the 
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dependent variable, which will be plotted against BoG and Ag for various cohesion levels. First 

considering the denominator of BoG (Eq. 3), the system-specific driving force for the SSF system 

is generated from the shear stress, which is proportional to 𝜌𝜌p𝛾𝛾2d2,46,47 where 𝜌𝜌p is particle density, 

d is particle diameter and 𝛾𝛾 is shear rate. Since the ratio of system size, L, to d is kept constant 

during the simulations, the characteristic force driving flow is proportional to 𝜌𝜌p𝛾𝛾2d4 and thus we 

define Fsys as 𝜌𝜌p𝛾𝛾2d4. Accordingly, based on Eq. 3: 

BoG,SSF = Fmax/𝜌𝜌p𝛾𝛾2d4. (11) 

Next considering the denominator of Ag (Eq. 4), the source of 𝛩𝛩fluc,sys is also proportional to shear 

(∝ 𝜌𝜌p𝛾𝛾2d2), 48 and thus we define the characteristic temperature as Tsys ≡ 𝛾𝛾2d2. Then, according to 

Eq. 4, 

AgSFF = vcrit
2/3𝛾𝛾2d2. (12) 

Several points are noteworthy. First, the numerators Fmax and vcrit
2 depend on the cohesion 

source (Sec 3.1), but are independent of system, so these quantities will appear in all numerators 

in this section. Second, subscripts are added to BoG and Ag to denote the system under 

consideration, since the denominators are system dependent. Third, note that it is the dependency 

of Tsys (𝛩𝛩fluc,sys) on system parameters (inputs) – rather than a specific estimate of this quantity – 

that is critical. In particular, the significance of specifying the dependence of Tsys on system inputs 

is important as the usefulness of dimensionless groups stems from a dependency on parameters 

that are known a priori – i.e., input parameters only (rather than local, continuum quantities). 

Hence, we define a characteristic Tsys as Tsys ≡ f(system inputs) (using the symbol ≡ instead of =). 

Similarly, we define a characteristic force as Fsys ≡ f(system inputs). This concept is illustrated 

further in the results (Sec 4). These three comments are similarly applicable to each of the systems 

described below.  
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(ii) Homogeneous cooling system (HCS) – The HCS simulations are fully periodic with no 

mean motion or external forces. Thus, 𝛩𝛩fluc,sys decays with time.49 We use Haff’s law 49 (T = 

T0[1+t𝜁𝜁0(0)]-2 where t is time, T0 is the initial granular temperature and 𝜁𝜁0(0) the initial cooling rate 

50) to define Tsys ≡ T0/𝜏𝜏2, where 𝜏𝜏 the dimensionless time 𝜏𝜏 = (1+t𝜁𝜁0(0)). Fsys is the force resulting 

from the collisional stress (momentum transfer between colliding particles), which stems from 

granular pressure (ps) in the HCS, namely ps = Fsys /as. Based on the well-documented analogy 

with molecular gases, we use 𝑝𝑝𝑠𝑠 = 𝜌𝜌𝑝𝑝𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠  along with characteristic 𝑎𝑎𝑠𝑠 = 𝑑𝑑2  to define Fsys ≡ 

T0𝜌𝜌pd2/𝜏𝜏2 (where the ratio of domain length to particle size, L/d, is kept constant for all 

simulations). Therefore, the HCS Agglomerate number is  

AgHCS = vcrit
2/(3T0/𝜏𝜏2),  (13) 

and the Bond number of the HCS is 

BoG,HCS = Fmax/(T0𝜌𝜌pd2/𝜏𝜏2),  (14) 

The level of agglomeration, Nagg/Ntot, is again the dependent variable of interest.  

(iii) Riser – The riser is a dilute suspension of particles (solids volume fraction 𝜙𝜙 = 1%) 

entrained by upward-flowing gas in a fully periodic domain. The steady-state agglomeration level 

Nagg/Ntot is taken as the dependent variable. In a riser, the drag force drives the motion of the 

particles, and it is commonly described by Fdrag = (1/8)CD𝜌𝜌f𝜋𝜋d2(U-us)2 for single particles,51 where 

CD is the coefficient of drag, U is the gas velocity and us is the solids velocity. We use the single 

particle terminal velocity Ut (a value that can be determined a priori) as an estimate for U – us. 

Accordingly, the system-specific driving force used here is Fsys
 ≡ 𝜌𝜌fd2Ut

2 and thus the Bond number 

for the riser is 

BoG,Riser = Fmax/𝜌𝜌f Ut
2d2,  (15) 
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where 𝜌𝜌f is the gas density and the single-particle terminal velocity Ut is used to estimate the 

relative velocity between phases. For our simulations (homogenous and uniform gas flow), 𝛩𝛩fluc,sys 

is generated via the interaction of neighbor particles through the fluid; this source is proportional 

to the slip velocity squared,52 i.e., Tsys ≡ Ut
2. Hence, the riser Agglomerate number is given by: 

AgRiser = vcrit
2/3Ut

2. (16) 

(iv) Bubbling Bed (BB) – Controlled sedimentation is achieved by incrementally lowering 

the gas velocity at the bottom of the bed (inlet) until the particles come to rest in a packed-bed 

state. Prior to each sedimentation run, the gas delivered to the bottom of the bed at a sufficiently 

high velocity to ensure the bed would be in a bubbling state. This initial gas velocity to ensure the 

particles were initialized in a bubbling bed (BB) was determined in our previous work.21,53 Thus, 

the BB is the (relatively dilute) starting point of our sedimentation system, and it was investigated 

experimentally.21,53 The minimum velocity associated with the presence of bubbles Umb, 

normalized by the non-cohesive value UNC,39,53 is the dependent variable of interest. When solids 

are fully fluidized in the bubbling state, the drag equals bed weight, and thus  

BoG,BB = Fmax/mg.  (17) 

Although dilute (collision-dominated), the BB has a much higher concentration than the 

HCS and SSF, and thus we assume that motion of individual particles is ~ d between collisions. 

Accordingly, the potential energy of the relative motion of particles (mgd) is used to define Tsys ≡ 

3dg, and the Agglomerate number in the BB is thus 

AgBB = vcrit
2/(3dg).  (18) 

(v) Packed Bed (PB) – In the dense, packed-bed (PB) limit of the sedimentation system, no 

gas flow occurs. The particles are stationary for several gas velocity set points prior to the no-gas-
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flow condition.54 Hence, a granular energy does not exist. Bed compaction is caused by the 

gravitational forces on the particles, and thus Fsys is mg and the PB Bond number is 

BoG,PB = Fmax/mg.  (19) 

The porosity (1 − 𝜙𝜙) is the dependent variable of interest in both experiments and 

simulations. However, simulations and experiments are considered separately because DEM is 

limited to smaller beds and particles with a smaller Young’s modulus (Sec 3.1) than experiments.34 

(vi) Hopper – Simulated particles are discharged through a slit at the bottom of a hopper. 

The steady-state discharge rate of cohesive solids (Dc) is the dependent variable of interest and is 

normalized by the discharge rate of non-cohesive particles (DNC). Gravity drives flow from the 

hopper, i.e., Fsys ≡ mg, and thus the Bond number of the hopper is 

BoG,Hopper = Fmax/mg.  (20) 

Similar to the BB, the Agglomerate number of the hopper is  

AgHopper = vcrit
2/(3dg),  (21) 

because the hopper is dense (particle motion limited to ~ d) and Tsys is proportional to the potential 

energy associated with the relative particle motion. 

4. Results and Discussion 

Below we evaluate our hypothesis that a force-based description is more appropriate when 

enduring contacts dominate and an energy-based description is more appropriate when contacts 

are brief in nature. Namely, we use the wide range of experimental and simulation systems 

(fluidized bed, hopper flow, etc.) and cohesion sources (van der Waals, humidity, etc.) detailed 

above to see if the dependent variables of dense systems collapse with BoG but not Ag, and vice 

versa for dilute systems. 
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4.1 Validating Tsys (input) against Tactual (output) 

Before testing for collapse with Ag (=vcrit
2/3Tsys), it is worthwhile to verify that a correct 

characteristic granular temperature (Tsys) was identified for each system based on input parameters 

alone. Recall that our approach, as detailed above, was to identify the source of granular 

temperature for each system, and then define Tsys such that it captured the dependency of this 

source on input parameters. As a quick gauge of the appropriateness of this approach, we can 

compare this characteristic Tsys based on input parameters to the actual granular temperature 

observed in the system. This is straightforward to accomplish for DEM simulations only, as 

experimental measurements of granular temperature are non-trivial at best. Further, because 

granular temperature is defined in terms of a fluctuation velocity, this comparison is most easily 

accomplished in systems with well-defined local, mean velocities – i.e., SSF (linear mean velocity) 

and HCS (zero mean velocity). The resulting comparison between the characteristic Tsys (based on 

input parameters) and the granular temperature Tactual extracted from simulations (output), is shown 

in Figure 2 for SSF and HCS (subplots a and b, respectively). Tsys and Tactual are only plotted in 

Figure 2 when the systems are not fully agglomerated (i.e., when Tactual > 0), because the definition 

of granular temperature becomes enigmatic when the systems are fully agglomerated). The nearly 

linear behavior indicates that the Tsys, identified as the source of granular temperature (denominator 

of Ag) is proportional to the measured value of the granular temperature Tactual except when the 

system Tactual ~ 0. Not surprisingly, the proportionality constant differs by ~ 1 order of magnitude 

between SSF and HCS, since Tsys is a characteristic temperature of a given system rather than an 

estimate of Tactual.  

4.2 Collapse of brief-contact (dilute) systems 
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Given the confidence in our approach for determining a characteristic temperature Tsys as 

described above, we are now well-positioned to begin evaluating our hypothesis that brief-contact 

(dilute) systems will collapse with Ag but not BoG. In particular, for a given system, we 

methodically changed not only type the cohesion, but also other parameters appearing in the 

numerator and denominator of the dimensionless groups in order to ensure robustness of any 

observed collapse. Figures 3 displays the results from the first system examined, namely SSF, in 

which the fraction of particles in agglomerates (dependent variable) is plotted against BoG,SSF and 

AgSSF (independent variables) in subplots a and b, respectively. Each data point in these plots 

represent a different system condition. First, the cohesion source and its associated parameters – 

A for van der Waals induced cohesion, RH for condensed-capillary cohesion, and Fmax and xmax for 

square-force cohesion – were varied such that a wide range of cohesion levels, as quantified by 

Fmax and vcrit
2 in the numerators of BoG,SSF and AgSSF, respectively, were obtained. The Young’s 

modulus was also varied, leading to further changes in vcrit
2 values (Supp Sec S3). Moreover, the 

shear rate and particle diameter, which appear in the denominator of BoG,SSF and AgSSF, were also 

varied. Figure 3 contains the results from 63 different SSF simulations. Table S5 contains a 

complete listing of the system conditions examined (inputs), as well as key output variables for 

the SSF simulations. Aside from BoG,SSF and AgSSF, all other dimensionless groups characterizing 

the SSF system were kept constant: solids fraction 𝜙𝜙 = 0.05, restitution coefficient e = 0.97, and 

L/d = 13.78, where L is the system length and d is the particle diameter. 

The results plotted in Figure 3 provide preliminary support for the hypothesis that energy-

based descriptions are more appropriate for dilute systems. Namely, the fraction of particles in 

agglomerates in Fig. 3a does not collapse when plotted against BoG,SSF (Fig. 3a). However, in 

Figure 3b, the fraction of particles in agglomerates collapses when plotted against AgSSF. Similarly, 
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for the simulated HCS (Figure 4) and riser (Figure 5), and for the experimental BB (Figure 6), 

collapse is observed against Ag but not BoG over a wide range of input parameters. For the 

simulated dilute systems, i.e., HCS and riser, the cohesive source and magnitude of cohesion were 

varied by changing the relevant input parameters for each cohesion type: the Hamaker constant for 

the van der Waals force (Eq. 5), the relative humidity for the condensed-capillary force (Eq. 6), 

and Fmax and xmax for the square force cohesion (Eq. 10). Additionally, the particle properties E 

and d were also varied along with the initial temperature (system condition) in the HCS, resulting 

in a total of 18 different HCS simulations were investigated, as overviewed in Table S6. For the 

riser, in addition to changing the parameters influencing the cohesive magnitude – Fmax and vcrit
2 –

BoG,Riser and AgRiser were manipulated by varying the particle density, Young’s modulus, 

superficial gas velocity (U), gas viscosity (µ), for a total of 36 riser conditions that were simulated 

(Table S7 in supplementary material). The numerator and denominator of BoG,BB and AgBB were 

experimentally varied by using glass beads of different size (Supp. Sec. S2) and adjusting the RH, 

resulting in BB experiments at 11 different conditions (Table S8 in the supplementary material). 

Collectively, the collapse of these dilute systems (SSF, HCS, riser, and BB) for Ag and not BoG 

provide robust evidence that systems dominated by brief contacts are most appropriately described 

by energy-based arguments. A plausible physical explanation is as follows: particles experiencing 

brief collisions must overcome energy losses associated with cohesion to avoid agglomeration 

(Fig. 1b); such a hysteresis (agglomeration upon impact) cannot be captured by the force profile 

(Fig. 1a).  

It is also noteworthy that the Ag plots (Figures 3b, 4b 5b, and 6b) in the dilute systems are 

similar in shape. This similarity can be traced to the transition from non-agglomerating to 

agglomerating regime occurs when the KE of particle collisions just balances the KE dissipated 
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during collisions. At this transition point, the systems quickly approach a fully agglomerated state 

(Nagg/Ntot = 1) once agglomeration onsets as the KE generation becomes smaller than the 

dissipation.  

Despite their similarity in shape, the value of Ag for which the transition from non-

agglomerating to agglomerating occurs varies by orders of magnitude for the different systems 

(Figures 3b, 4b, 5b, and 6b). Such differences are a result of the denominator of Ag being expressed 

in terms of Tsys, a characteristic temperature that is proportional to the granular temperature in a 

given system rather than a direct estimate of its magnitude (Sec 4.1). To further illustrate this point, 

the granular temperature was extracted from all of the simulated systems (SSF, HCS, and riser) – 

Tactual – and used in the denominator of Ag instead of Tsys; see Figures 3c, 4c and 5c, respectively. 

The inverse of Ag is plotted in Figures 3c, 4c and 5c for clarity since Tactual = 0 when the particles 

have no relative motion – i.e., the particles have completely agglomerated. Two points are 

noteworthy when comparing these plots to their 3b, 4b, and 5b counterparts. First, the collapse 

when using Tactual is tighter since the actual (extracted) T values are used in the abscissa rather than 

a characteristic temperature (Test) estimated from input parameters. Second, as plotted in Figure 7 

for systems with the same value of other dimensionless groups, i.e., 𝜙𝜙 = 0.05, the value of the 

transitional agglomerate number now overlaps for HCS and SSF. 

Note that an a priori estimate and inclusion of the proportionality constant between Tsys 

and Tactual for each system would thus allow for a direct comparison of magnitudes of Ag, and thus 

an even more universal description of cohesive systems. Nonetheless, determining this constant of 

proportionality is non-trivial at best and beyond the scope of this work. Put another way, Tactual is 

an output (dependent variable), but regime maps are only useful in practice if the abscissa is a 
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function of inputs alone (independent variables). The implications of using the characteristic 

temperature Tsys rather than Tactual on the generality of regime maps is included in the Summary. 

4.3 Collapse of enduring contact (dense) systems 

Next we consider the behavior of denser systems in which enduring contacts dominate the 

behavior, to see if they collapse with BoG and/or Ag. In the dense PB system, collapse with BoG is 

observed for the porosity in both the experimental (Figure 8a) and simulated (Figure 8b) PB 

systems; similar plots are not shown for Ag since particles in the PB are static (Tsys = 0) and thus 

AgPB is ill-defined. In Figure 8, a wide range of PB conditions were tested (8 experimental and 21 

simulated). For the experimental PB, the source and magnitude of cohesion was varied by 

changing the humidity level of the fluidized air (van der Waals cohesion dominates at RH = 0%, 

and capillary condensation becomes increasing important with increasing RH). In simulations, Fmax 

and xmax were varied for the square-force model. In both the experiments and simulations, different 

diameter particles were used, allowing for a larger range of BoG,PB to be tested. The list of 

conditions that PB experiments and simulations were performed is provided in Tables S9 and 

Table S10, respectively.  

Additionally, the normalized discharge rates predicted in the hopper system collapse 

against BoG,Hopper but not AgHopper, as evidenced in Figure 9. To achieve a range of different 

BoG,Hopper and AgHopper values, simulations were carried out by varying A for the van der Waals 

cohesive source, RH for the condensed capillary cohesion source and Fmax and xmax for the square-

force cohesion source. Moreover, the particle density and Young’s modulus were changed in order 

to further vary BoG,Hopper and AgHopper. A full listing of the input parameters for the simulations is 

provided in Table S11 in the supplemental material.  
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Collectively, collapse of the dependent variable of interest against BoG but not Ag in these 

dense systems indicates that force is the appropriate micro-scale cohesive quantity for 

understanding the macro-scale behavior as opposed to energy. A plausible physical explanation is 

as follows: particles with enduring contacts need to overcome the maximum cohesive force, which 

occurs at contact (i.e., Fig. 1a), to induce relative (normal) motion; the concept of agglomeration 

vs. de-agglomeration (Fig. 1b) based on energy arguments is ill-defined in dense flows where 

contacts are enduring in nature. 

4.4 Revisiting Geldart’s Chart  

It is worth noting that the results described here may seem inconsistent with previous work 

on Geldart’s chart 18 in which collapse with BoG (force-dominated) at the Group A/B border was 

found for a system that we report to collapse with Ag (energy-dominated) – namely, the bubbling 

bed experiments in Figure 6. For the case of van der Waals forces only, this collapse with BoG is 

fortuitous because an increase in Fmax is linearly correlated to an increase in vcrit
2 for van der Waals 

forces (numerators of BoG and Ag, respectively). In particular, consider a simple approximation 

of the FvdW theory, i.e., 

𝐹𝐹𝑣𝑣𝑣𝑣𝑣𝑣 ≈ 𝐴𝐴𝑟𝑟𝑠𝑠/(12𝑥𝑥2). (22) 

Using this approximation in conjunction with Eq. 1, the corresponding cohesive energy is 

obtained, namely WvdW = – Ars/(12x). Accordingly, from Eq. 2, an analytical expression for the 

critical agglomeration velocity can be found: 

 𝑣𝑣𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐,𝑣𝑣𝑣𝑣𝑣𝑣
2 ≈ 𝐴𝐴𝑟𝑟𝑠𝑠

6
� 1
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

− 1
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

� (1−𝑒𝑒2)
𝑚𝑚𝑒𝑒2

. (23)  

From Eq. (22) and (23), it is seen that FvdW,max (= FvdW(x=xmin)) and 𝑣𝑣𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐,𝑣𝑣𝑣𝑣𝑣𝑣
2  are proportional to Ars 

and 𝐴𝐴𝑟𝑟𝑠𝑠
𝑚𝑚

, respectively, and thus the two numerators for BoG and Ag, namely FvdW,max and KEcrit,vdW 
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are proportional to one another – i.e., 𝐹𝐹𝑚𝑚𝑚𝑚𝑥𝑥 ∝ 𝐾𝐾𝐾𝐾𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐 ∝ 𝐴𝐴𝑟𝑟𝑠𝑠. Hence, a given system with van der 

Waals forces that collapses with Ag will also collapse with BoG, and vice versa (see Eq. 3 and 4). 

This provides an explanation as to why Geldart’s chart for fluidized bed (collision dominated), 

where van der Waals cohesion plays a role in the demarcation between groups C (cohesive), A 

(mildly-cohesive) and B (non-cohesive) collapses with BoG. Note in Figures 3 through 6, when 

looking at van der Waals forces only, collapse exists with BoG in addition to Ag, which is further 

support that 𝐹𝐹𝑚𝑚𝑚𝑚𝑥𝑥 is proportional to 𝐾𝐾𝐾𝐾𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐 for van der Waals forces only.  

4.5 Changes in other dimensionless groups 

The (dimensionless) dependent variables of a system are a function of all relevant 

dimensionless groups for that system. Although the focus of the current work is on correctly 

identifying Ag or BoG as the appropriate dimensionless group that characterizes cohesion in a 

given system, there are other dimensionless groups that will impact the dependent variables – 

restitution coefficient e, etc. To demonstrate the robustness of the reported results, here we show 

that the collapse of Ag or BoG was also observed at different fixed values of other dimensionless 

groups that characterize the HCS system. 

Figure 10 illustrates this robustness for HCS at a different solids volume fraction 𝜙𝜙 (Figures 

10a and 10b) and a different restitution coefficient e (Figures 10c and 10d). In Figure 10, the data 

markers are used to distinguish data from simulations with different fixed values of 𝜙𝜙 and e. 

However, for the simulations with a given 𝜙𝜙 and e, the denominators of BoG,HCS and AgHCS were 

varied by changing To and t, and the numerators were adjusted by using different sources of 

cohesion and different cohesion magnitudes (see supplemental material Table S6 for full listing). 

Collapse of Nagg/Ntot for different (fixed) values of 𝜙𝜙 (Fig. 10a and 10b) and e (Fig. 10c and 10d) 

is not expected since 𝜙𝜙 and e belong to the set of dimensionless groups (like Ag or BoG) that 
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characterize the system. However, for any given fixed value of 𝜙𝜙 and e (i.e., identical data 

markers), Nagg/Ntot collapses with AgHCS but not with BoG,HCS. Accordingly, the results presented 

above appear robust, as collapse is observed for Ag only for each constant pairing of e and 𝜙𝜙 

considered. 

5. Concluding Remarks 

5.1 Summary 

 A long-standing point of debate in cohesive-particle systems is whether a force-based or 

energy-based description of particle interactions is more appropriate. Estimates of agglomerate 

size, 19,55-57 constitutive relations for source terms in populations balances, 24,58-63 and regime maps 

15,26,62,64-69 are a few prominent examples in which both force-based and energy-based descriptions 

have appeared in the literature, without justification as to why one is more appropriate than the 

other. Here we aim to decipher the force vs. energy conundrum.  

We hypothesize that force-based considerations are more appropriate for enduring-contact 

(“dense”) systems and energy-based considerations are more appropriate for systems with brief 

contacts (“dilute”). The physical rational is as follows: systems with sustained contacts (force 

chains) between particles must overcome a cohesive force to induce relative motion, so a force 

(momentum) balance is appropriate. Systems with brief (collisional) contacts must overcome 

energy losses associated with cohesion (in addition to non-cohesive losses like inelasticity) to 

avoid agglomeration, so an energy balance is appropriate. To test this hypothesis, experiments and 

simulations were performed for a wide range of systems (simple shear flow, homogeneous cooling, 

riser, bubbling fluidized bed, packed bed, and hopper flow) experiencing different types of 

cohesion (van der Waals, capillary bridges, and square-force); both material properties and system 

conditions were systematically varied. For a given system, the dimensionless, dependent variable 
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was plotted against two dimensionless numbers indicative of cohesion levels – a generalized Bond 

number BoG, which is the ratio of maximum cohesive force to the force driving flow, and a new 

Agglomerate number Ag, which is the ratio of critical cohesive energy for agglomeration to a 

characteristic granular energy for the system. The resulting plots showed collapse of the dense 

systems with BoG but not Ag, and vice versa for the dilute systems, thereby providing robust 

support for the hypothesis. 

5.2 Implications: Regime Maps 

 Regime maps for cohesive-particle flows have been a mainstay in industry for the 

prediction of various unit operations.1,13-15,26,62,64-70 The generality (or lack thereof) of a given 

regime map depends on what quantities are being plotted. For example, Geldart’s1 chart is 

developed for fluidized beds at ambient conditions with van der Waals forces as the only possible 

source of cohesion. Application of Geldart’s1 chart to a fluidized bed operating at non-ambient 

temperatures or pressures, or application to a different apparatus (e.g., rotating tumbler) is not 

appropriate. Generally speaking, while system-specific nature of a regime map is difficult to 

overcome, its application to other material properties, operating conditions and/or sources of 

cohesion is possible via the use of appropriate dimensionless groups. Consider another well-known 

example – the laminar-to-turbulent transition in single-phase flow as characterized by the 

Reynolds number (Re). The definition of the Reynolds number is broadly defined as the ratio of 

the inertial to viscous stresses in a fluid flow field or Re = 𝜌𝜌f ULsys/µ (not system specific), but the 

explicit form of the Reynolds number is system specific as it depends on the length scale Lsys 

relevant to the particular system geometry, e.g., diameter D of a circular pipe (Repipe = 𝜌𝜌f UD/µ), 

length along a flat plate Lp for boundary layer flow (Replate = 𝜌𝜌f ULp/µ), and particle diameter for 

flow of a spherical particle (Reparticle = 𝜌𝜌fUd/µ). For circular pipes, the critical value of Re 
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demarcating laminar and turbulent flow regimes is Recrit,pipe ~ 2100. Any changes to material 

properties, characteristic velocity or system dimensions are reflected in the value Re being 

compared to Recrit, whereas the value of Recrit itself (the regime map) only changes if the system 

geometry changes (circular pipe, square pipe, flow over flat plate, etc.). Similar to Re, our 

definitions of BoG (Eq. 3) and Ag (Eq. 4) are broadly defined for any system, and thus the explicit 

form for a specific system depends on input variables corresponding to the given system. 

Furthermore, it is worthwhile to note that BoG and Ag are just two of the dimensionless groups 

making up a full dimensionless set for a given system and that this full set is not unique; e.g., an 

equivalent set can be formed via multiplication of one dimensionless group by another, and 

replacement of the original group by said product.  

 The findings reported here are critical for building more universal regime maps – ones that 

are independent of cohesion source, as well as material properties and operating conditions. Our 

results indicate that two pertinent dimensionless groups for cohesion are BoG and Ag: BoG (force-

based) is appropriate for systems with enduring collisions only (dense), Ag (energy-based) is 

appropriate for systems with brief collisions only (dilute), and both BoG and Ag would be needed 

for systems in which both types of contacts are present. There are likely numerous other 

dimensionless groups needed to fully characterize a given system (solids fraction, restitution 

coefficient, density ratio, etc.) which are not related to cohesion, and hence not the focus of this 

work. Similarly, unlike the monodisperse systems considered here, more complex systems would 

lead to even more dimensionless groups (size ratio, particle size distribution, etc.).   

 As alluded to above, future regime maps based on BoG and/or Ag will be system-

dependent, similar to how the form and critical Reynolds number for the laminar-turbulent 

transition of single-phase flows depends on the specific geometry (circular pipe, square pipe, flow 
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over flat plate, etc.). However, when presented in dimensionless form, the regime maps will be 

applicable to different types of cohesion, materials, operating conditions. The applicability of a 

given BoG- and/or Ag-based regime map to different types of cohesion (van der Waals, capillary 

bridges, etc.) is a particularly novel aspect of this work representing a considerable step toward a 

more general description of cohesive systems. 

5.3 Implications: Particle-level cohesion model and determination of Fmax and vcrit2  

 To construct regime maps, an estimate of Fmax or vcrit
2 is required for the numerators of BoG 

(Eq. 3) and Ag (Eq. 4), respectively. In this work, estimates for these quantities were based on 

complex, rigorous force models for van der Waals forces (Eq. 5) and humidity effects (Table 2). 

Such particle cohesion models can take years to develop and validate,21,35,39 which leads to two 

practical questions: (i) what is the minimal yet sufficient physics needed in such a model? (ii) can 

the corresponding model parameters be extracted from a simple bulk experiment? 

 Regarding (i), the results obtained here suggest that the simplest form of a particle cohesion 

model should be one which maintains the characteristic force (Fmax) and energy (mvcrit
2 ) of 

cohesion, as all of the systems considered here collapsed with BoG or Ag. Such a “square-force” 

model – one in which a constant force occurs at small separation distances and then drops to zero 

at a specified cutoff distance (Eq. 10) – was proposed recently by Liu et al.30 In their work, the 

constant force in the square-force model was set equal to Fmax of more rigorous models, and the 

cutoff distance was chosen such that area under the curve equals the critical cohesion energy, or 

mvcrit
2, of the more rigorous models. DEM simulations of both dilute and dense many-particle 

systems showed that the resulting square-force model compares well with more rigorous forms of 

cohesion models, thereby providing initial validation for the square-force approach.30 
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Regarding (ii), the parameters for this simplified, square-force model of particle cohesion 

can be extracted in straightforward manner for lightly cohesive particles, as described recently by 

Liu et al. 30 In particular, the defluidization curve of a fluidized bed (pressure drop vs. gas velocity) 

was used in conjunction with DEM simulations to determine Fmax and the cutoff distance (and 

hence vcrit) in a sequential manner designed to isolate their effects. Extension to more cohesive 

particles is currently underway via the use of a commercial rheometer.71 Such straightforward bulk 

experiments that can be used to extract the parameters of the square-force model represent a much-

needed alternative to the protracted development of more rigorous, and unnecessarily complex, 

cohesion models. 

5.4 Implications: DEM simulations 

As described above, the square-force model captures all that is needed in a simplified 

model of cohesion, namely the characteristic force and energy, to correctly predict interactions 

among cohesive particles. Although a more rigorous description (e.g., Eq. 5 for van der Waals 

forces) is capable of providing a more accurate force vs. separation distance curve, the results 

obtained here and prior results 30 indicate that such complexity is not required for purposes of 

DEM simulations. 

5.5  Implications: Continuum theory 

The results obtained here provide an answer to the longstanding question as to whether 

force-based 56,72 or energy-based 24,58,59 closures to population balances are more appropriate. 

Specifically, a continuum theory capable of predicting the behavior of cohesive particles requires 

consideration of Fmax (force) for dense systems and vcrit
2 (energy) for dilute flows, or both for flows 

with both enduring and short (nearly-instantaneous) contacts. The two concentration limits can be 
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unified via the radial distribution function 𝑔𝑔𝑜𝑜(𝜙𝜙, 𝑥𝑥) – i.e., lim
𝜙𝜙→𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚

∫ 𝐹𝐹𝑐𝑐(𝑥𝑥)𝑔𝑔𝑜𝑜(𝜙𝜙,𝑥𝑥)𝑣𝑣𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
0
∫ 𝑔𝑔𝑜𝑜(𝜙𝜙,𝑥𝑥)𝑣𝑣𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
0

= 𝐹𝐹𝑚𝑚𝑚𝑚𝑥𝑥 in 

the limit of dense flows, and lim
𝜙𝜙→0

∫ 𝐹𝐹𝑐𝑐(𝑥𝑥)𝑔𝑔𝑜𝑜(𝜙𝜙,𝑥𝑥)𝑣𝑣𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
0
∫ 𝑔𝑔𝑜𝑜(𝜙𝜙,𝑥𝑥)𝑣𝑣𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
0

= 𝑣𝑣
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

 for dilute.  
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List of Figure captions 

Figure 1. Force (a) and kinetic energy (b) profiles for the approach, collision, and rebound of two 

cohesive particles. (a) The cohesive force Fc depends only on separation distance x so no hysteresis 

occurs. (b) Dissipation of KE during collision of particles leads to hysteresis. Dashed and solid 

lines illustrate two scenarios that depend on initial KE and/or level of dissipation during the 

collision. The dashed lines represent particle pair a that have a high enough initial KE (0.5vi,a
2 > 

0.5vcrit
2) to fully separate (no agglomerate forms). The solid lines represent particle pair b that do 

not have a high enough initial KE (0.5vi,b
2 ≤ 0.5vcrit

2) to avoid agglomeration.  

 

Figure 2. The source of Tsys identified in each system (plotted on x-axis) is proportional to the 

measured value Tactual (plotted on y-axis) for (a) SSF and (b) HCS.  

 

Figure 3. SSF simulation: Fraction of particles in agglomerates plotted against (a) BoG,SSF and (b) 

AgSSF. (c) Fraction of particles in agglomerates plotted against 1/Ag determined using the 

measured (output) Tactual. The shape and color of the marker indicates the source of cohesion, i.e., 

square-force model (black circle), van der Waals (yellow star), and relative humidity (red square). 

Along a given line connecting the same type of markers, only the shear rate γ is changed. Different 

lines denote a given cohesion source (same line type), and are obtained by varying the cohesion 

magnitude (A for FvdW, RH for FRH, and Fmax and xmax for Fsf) and particle properties (E and d). 

Collectively, results from 63 simulations are plotted; see supplementary Table S5 for listing of 

inputs. Dimensionless groups 𝜙𝜙 = 0.05, e = 0.97, and L/d = 13.78 were kept constant. 

 

Figure 4. HCS simulation: Fraction of particles in agglomerates from the simulated HCS plotted 

against (a) BoG,HCS and (b) AgHCS. (c) Fraction of particles in agglomerates plotted against 1/Ag 

determined using the measured (output) Tactual. The shape and color of the marker indicates the 

source of cohesion, i.e., square-force model (black circle), van der Waals (yellow star), and relative 

humidity (red square), and lines only connect data points for the time evolution of HCS simulations 

with the same particle properties and To. The cohesion source input parameters A, RH, and Fmax 

and xmax were varied to adjust the cohesion magnitude (i.e., Fmax and vcrit
2 ) for the van der Waals, 

condensed-capillary and square-force cohesion sources, respectively. Different lines denote a 
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given cohesion source and T0, and were achieved by changing the particle diameter and Young’s 

modulus. Results from HCS simulations run with 18 different conditions are plotted and the full 

list of conditions are tabulated in the supplemental material Table S6. Dimensionless groups 𝜙𝜙 = 

0.05, e = 0.97, and L/d = 13.78 were kept constant. 

 

Figure 5. Riser simulation: Fraction of particles in agglomerates from the simulated riser plotted 

against (a) BoG,Riser and (b) AgRiser. (c) Fraction of particles in agglomerates plotted against 1/Ag, 

which is determined from the measured (output) granular temperature Tactual. The shape and color 

of the marker indicates the source of cohesion, i.e., square-force model (black circle), van der 

Waals (yellow star), and relative humidity (red square). Different riser simulations for the same 

cohesion source (same marker type) are obtained by varying the cohesion magnitude (A for FvdW, 

RH for FRH, and Fmax and xmax for Fsf), and the particle properties (E, and 𝜌𝜌p) and gas properties (µ 

and superficial gas velocity). Results from riser simulations run with 36 different conditions are 

plotted, the conditions for which are provided in a table in the supplemental material Table S7. 

Dimensionless groups 𝜙𝜙 = 0.01, e = 0.97, and L/d = 50.5 were kept constant. 

  

Figure 6. BB experiments: Umb measured from BB experiments plotted against (a) BoG,BB and (b) 

AgBB. The color and shape of the marker indicates the source of cohesion, van der Waals (yellow 

star), and relative humidity (red square), but each data point corresponds to a different set of 

experimental conditions (e.g., different particle diameter or relative humidity). Measurements with 

the same cohesion source (same marker type) are obtained by varying the cohesion magnitude (RH 

for FRH) and particle diameter (d). A detailed list of the experimental conditions associated with 

the results are listed in a detailed table in the supplemental material (Table S8). Results are plotted 

from BB experiments run under 11 different conditions. 

 

Figure 7. HCS and SSF simulations: fraction of particles in agglomerates plotted against 1/Ag, 

which is determined using the actual (measured) granular temperature Tactual. The color and shape 

of the data markers indicates the system, i.e., HCS (black squares) or SSF (green circles). Lines 

only connect data points for the time evolution of HCS transient simulations with the same particle 

properties and To. The simulation results are originally plotted in Figures 3 and 4 and hence the 
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collapse of 1/Ag for two systems is found for a wide range of simulation input conditions. 

Dimensionless groups 𝜙𝜙 = 0.05, e = 0.97, and L/d = 13.78 for both the HCS and SSF were kept 

constant. 

 

Figure 8. PB experiment and simulations: Porosity plotted against BoG,PB for the (a) experimental 

and (b) simulated systems. The color and shape of the marker indicates the source of cohesion, 

namely, van der Waals (yellow star), relative humidity (red square), and square-force cohesion 

(black circles). Each data point corresponds to a different set of conditions that are listed in detail 

in Table S9 (experiment) and Table S10 (DEM) in the supplemental material. Results from 8 

different PB experimental conditions are plotted in (a) and 21 different PB simulations in (b).  

 

Figure 9. Hopper simulations: Normalized discharge rate of particles from the simulated hopper 

plotted against (a) BoG,Hopper and (b) AgHopper. The color and shape of the marker indicates the 

source of cohesion, i.e., square-force model (black circle), van der Waals (yellow star), and relative 

humidity (red square), where each data point corresponds to a different set of hopper conditions 

that are listed in a detailed table in the supplemental material Table S11. Each data point 

corresponds to a different set of conditions (e.g., different Young’s modulus, or particle density). 

Results from hopper simulations run with 21 different conditions are plotted.  

 

Figure 10. HCS simulations: fraction of particles in agglomerates for different solids volume 

fractions (dimensionless group) values of 𝜙𝜙 = 0.05 (black) and 𝜙𝜙 = 0.2 (blue) for increasing (a) 

BoG,HCS and (b) AgHCS (e = 0.97); fraction of particles in agglomerates for different coefficient of 

restitution (dimensionless group) values of e = 0.90 (blue), e = 0.97 (black) and e = 0.985 (green), 

on the fraction of particles in agglomerates with increasing (c) BoG,HCS and (d) AgHCS (𝜙𝜙 = 0.05). 

Dimensionless groups e = 0.97, and L/d = 13.78 were kept constant in (a) and (b). In (c) and (d), 

the dimensionless groups 𝜙𝜙 = 0.05, and L/d = 13.78 were kept constant.  
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Table 1. Overview of the systems considered. 
System Regime DEM or 

Experiment 
Sources 
of 
cohesion 

BoG Ag 

Simple Shear 
Flow (SSF) 

 

Dilute DEM Square-
force, 
humidity 
and van 
der 
Waals 

BoG,SSF = 
Fmax/𝜌𝜌p𝛾𝛾2d4  
 

AgSFF = 
vcrit

2/3𝛾𝛾2d2  
 

Homogenous 
Cooling 
System 
(HCS)  

Dilute DEM Square-
force, 
humidity 
and van 
der 
Waals 
 

BoG,HCS = 
Fmax/(T0𝜌𝜌pd2/𝜏𝜏2)  
 

AgHCS = 
vcrit

2/(3T0/𝜏𝜏2)  
 

Riser  

 

Dilute DEM Square-
force, 
humidity 
and van 
der 
Waals  

BoG,Riser = 
Fmax/𝜌𝜌f Ut

2d2  
 

AgRiser = 
vcrit

2/3Ut
2  

 

Bubbling 
Bed (BB) 

 

Dilute Experiment Humidity 
and van 
der 
Waals  

BoG,BB = 
Fmax/mg  
 

AgBB = 
vcrit

2/(3dg)  
 

Packed Bed 
(PB) 

 

Dense DEM Square-
force  

BoG,PB = 
Fmax/mg  
 

N/A 
 

Packed Bed 
(PB) 

 

Dense Experiment Humidity 
and van 
der 
Waals  

BoG,PB = 
Fmax/mg  
 

N/A 
 

Hopper 

 

Dense DEM Square-
force, 
humidity 
and van 
der 
Waals 

BoG,Hopper = 
Fmax/mg  
 

AgHopper = 
vcrit

2/(3dg)  
 

 
 



Table 2. Equations for solving the condensed capillary force. 
Description Equation  

Capillary Force,40  FRH = 2𝜋𝜋a2𝜎𝜎 – 𝜋𝜋a2
2𝜂𝜂RHln(RH) (6) 

Kelvin and Laplace-
Young Equations,41 

-𝜂𝜂RHln(RH) = 𝜎𝜎(1/a1 – 1/a2) (7) 

Bridge Curvature, 42 a1 a1 = rs[(1+x/2rs)sec(𝛽𝛽) – 1] (8) 
Bridge Thickness,42 a2 a2 = rs[(1+x/2rs)tan(𝛽𝛽) – (1+x/2rs)tan(𝛽𝛽) + 1] (9) 

 




