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Abstract
We study a family of monic orthogonal polynomials that
are orthogonal with respect to the varying, complex-
valued weight function, exp(𝑛𝑠𝑧), over the interval
[−1, 1], where 𝑠 ∈ ℂ is arbitrary. This family of poly-
nomials originally appeared in the literature when the
parameter was purely imaginary, that is, 𝑠 ∈ 𝑖ℝ, due to
its connection with complex Gaussian quadrature rules
for highly oscillatory integrals. The asymptotics for these
polynomials as 𝑛 → ∞ have recently been studied for
𝑠 ∈ 𝑖ℝ, and our main goal is to extend these results to
all 𝑠 in the complex plane. We first use the technique
of continuation in parameter space, developed in the
context of the theory of integrable systems, to extend
previous results on the so-called modified external field
from the imaginary axis to the complex plane minus a
set of critical curves, called breaking curves. We then
apply the powerfulmethod of nonlinear steepest descent
for oscillatory Riemann–Hilbert problems developed by
Deift and Zhou in the 1990s to obtain asymptotics of the
recurrence coefficients of these polynomials when the
parameter 𝑠 is away from the breaking curves. We then
provide the analysis of the recurrence coefficients when
the parameter 𝑠 approaches a breaking curve, by consid-
ering double scaling limits as 𝑠 approaches these points.
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We see a qualitative difference in the behavior of the
recurrence coefficients, depending onwhether or notwe
are approaching the points 𝑠 = ±2 or some other points
on the breaking curve.

KEYWORDS
asymptotic analysis, continuation in parameter space, orthogonal
polynomials in the complex plane, Riemann–Hilbert problem

1 INTRODUCTION

Themain goal of this paper is to determine the asymptotic behavior of the recurrence coefficients
of polynomials satisfying the following non-Hermitian, degree-dependent, orthogonality condi-
tions:

∫
1

−1

𝑝𝑛(𝑧; 𝑠)𝑧
𝑘𝑒−𝑛𝑓(𝑧;𝑠) 𝑑𝑧 = 0, 𝑘 = 0, 1, … , 𝑛 − 1, (1)

where 𝑝𝑛(𝑧; 𝑠) is a monic polynomial of degree 𝑛 in the variable 𝑧, 𝑓(𝑧; 𝑠) = 𝑠𝑧, and 𝑠 ∈ ℂ is arbi-
trary. Polynomial sequences satisfying non-Hermitian orthogonality conditions similar to (1) first
appeared in the literature in the context of approximation theory (cf. Refs. 1–4). In the present day,
complex orthogonal polynomials with respect to exponential weights have been studied in Refs.
5, 6 (with quartic potential) and Refs. 7, 8 (with cubic potential). They have found uses in var-
ious areas of mathematics including random matrix theory and theoretical physics,9–12 rational
solutions of Painlevé equations,6,13–15 and, of particular interest in the present work, numerical
analysis.16–18
Indeed, motivation for the present work is concerned with the numerical treatment of highly

oscillatory integrals of the form

𝐼𝜔[𝑓] ∶= ∫
1

−1

𝑓(𝑧)𝑒𝑖𝜔𝑧 𝑑𝑧, 𝜔 > 0,

where for sake of exposition, we take 𝑓 to be an entire function. Historically, the numerical treat-
ment of such integrals falls into two regimes, as explained in the monograph.18 The first regime
occurs when 𝜔 is relatively small, and the weight function is not highly oscillatory. In this regime,
traditional methods of numerical analysis based on Taylor’s theorem, such as Gaussian quadra-
ture, are adequate and provide a suitable means of evaluating such integrals. However, methods
such as Gaussian quadrature require exceedingly many quadrature points as the parameter 𝜔
grows large, and as such, the second regime concerns the treatment of 𝐼𝜔[𝑓]when the parameter
𝜔 is large. Here, numerical methods based on the asymptotic analysis of such integrals take over,
and methods such as numerical steepest descent are preferred. To address this apparent schism
between the two regimes, the authors of Ref. 16 proposed a new quadrature rule based on monic
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polynomials that satisfy

∫
1

−1

𝑝𝑛(𝑧; 𝜔)𝑧
𝑘𝑒𝑖𝜔𝑧 𝑑𝑧 = 0, 𝑘 = 0, 1, … , 𝑛 − 1. (2)

Note in (2), the weight function no longer depends on the degree of the polynomial 𝑛. Letting
{𝑧𝑖}

2𝑛
𝑖=1

be the 2𝑛 complex zeros of 𝑝2𝑛(𝑧; 𝜔), the quadrature rule proposed in Ref. 16 is to approxi-
mate the integral via

∫
1

−1

𝑓(𝑧)𝑒𝑖𝜔𝑧 𝑑𝑧 ≈

2𝑛∑
𝑗=1

𝑤𝑗𝑓(𝑧𝑗), (3)

where the weights𝑤𝑗 are the standard weights used for Gaussian quadrature. Note that as 𝜔 → 0,
the rule (3) reduces elegantly to the classical method of Gauss–Legendre quadrature. Moreover,
Ref. [16, Theorem 4.1] shows us that

∫
1

−1

𝑓(𝑧)𝑒𝑖𝜔𝑧 𝑑𝑧 −

2𝑛∑
𝑗=1

𝑤𝑗𝑓(𝑧𝑗) = 
(

1

𝜔2𝑛+1

)
, 𝜔 → ∞, (4)

showing that the proposed quadrature method attains high asymptotic order as 𝜔 grows, espe-
cially when compared to other methods, such as Filon rules, used to handle the numerical treat-
ment of highly oscillatory integrals. For more information on the numerical analysis of oscilla-
tory integrals, the reader is referred to Ref. 18 and, in particular, Chapter 6 for the relations to
non-Hermitian orthogonality.
Despite the theoretical successes of numerical methods based on non-Hermitian orthogonal

polynomials listed above, many questions about the polynomials themselves remain open. For
instance, as the weight function in (2) is now complex valued, questions such as existence of the
polynomials and the location of their zeros can no longer be taken for granted. However, provided
that the polynomials exist for the corresponding values of 𝑛 and 𝜔, all of the classical algebraic
results on orthogonal polynomials will continue to apply. This is due to the fact that the bilinear
form

⟨𝑓, 𝑔⟩ ∶= ∫
1

−1

𝑓(𝑧)𝑔(𝑧)𝑒𝑖𝜔𝑧 𝑑𝑧 (5)

still satisfies the relation ⟨𝑧𝑓, 𝑔⟩ = ⟨𝑓, 𝑧𝑔⟩. Indeed, there will still be a Gaussian quadrature rule
and the polynomials will still satisfy the famous three term recurrence relation

𝑧𝑝𝑛(𝑧; 𝜔) = 𝑝𝑛+1(𝑧; 𝜔) + 𝛼𝑛(𝜔)𝑝𝑛(𝑧; 𝜔) + 𝛽𝑛(𝜔)𝑝𝑛−1(𝑧; 𝜔). (6)

We restate that the weight function for the polynomials 𝑝𝑛(𝑧; 𝜔) does not depend on 𝑛, which is
why relations such as (6) continue to hold in the complex setting.
From a different perspective, we observe that the weight of orthogonality in (1) can be seen as a

deformation of the Legendre weight by the exponential of a polynomial potential. Such deforma-
tions, in this case with the parameter 𝑠, have been considered in the context of integrable systems.
Following the general theory presented in Ref. 19, the Hankel determinant of the correspond-
ing family of orthogonal polynomials (or equivalently, the partition function) is closely related
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to isomonodromic (i.e., monodromy preserving) deformations of a certain system of ODEs; more
precisely, we consider the vector 𝐩𝑛(𝑧; 𝑠) = [𝑝𝑛(𝑧, 𝑠), 𝑝𝑛−1(𝑧; 𝑠)]𝑇, which satisfies both a linear sys-
tem of ODEs in the variable 𝑧, as well as an auxiliary linear system of ODEs in the parameter 𝑠;
then, compatibility between these two systems of ODEs characterizes the isomodromic deforma-
tions of the differential system in 𝑧, see Ref. 20 and also Ref. 21, Chapter 4]. In this case, both linear
systems can be obtained by standard techniques from the Riemann–Hilbert problem (RHP) the
orthogonal polynomials (OPs), that we present below, and they can be checked to coincide with
the linear system corresponding to the Painlevé V equation, as given by Jimbo and Miwa in Ref.
[22, with suitable changes of variable to locate the Fuchsian singularities at 𝑧 = 0, 1,∞. We refer to
reader to Ref. 17 for details of this calculation in the case of purely imaginary 𝑠. As a consequence,
the results of this paper also provide information about solutions (special function solutions, in
fact) of Painlevé V. For the sake of brevity, we do not include the details of this connection here.
The results of Ref. 16 kick-started the study of the polynomials in (2), and the authors of Ref.

17 dubbed such polynomials the Kissing polynomials on account of the behavior of their zero tra-
jectories in the complex plane. In particular, the work17 provides the existence of the even degree
Kissing polynomials, along with the asymptotic behavior of the polynomials as 𝜔 → ∞ with 𝑛
fixed. On the other hand, the asymptotic analysis of the Kissing polynomials for fixed𝜔 as 𝑛 → ∞
can be handled via the Riemann–Hilbert techniques discussed in Ref. 23 or the appendix of Ref. 24
where it was shown that the zeros of the Kissing polynomials accumulate on the interval [−1, 1]
as 𝑛 → ∞ with 𝜔 > 0 fixed.
One can also let both 𝑛 and 𝜔 tend to infinity together, by letting 𝜔 depend on 𝑛. To get a non-

trivial limit as the parameters tend to infinity, one sets 𝜔 = 𝜔(𝑛) = 𝑡𝑛, where 𝑡 ∈ ℝ+. This leads
to the varying-weight Kissing polynomials that satisfy the following orthogonality conditions:

∫
1

−1

𝑝𝑛(𝑧; 𝑡)𝑧
𝑘𝑒𝑖𝑛𝑡𝑧 𝑑𝑧 = 0, 𝑘 = 0, 1, … , 𝑛 − 1. (7)

Thus, studying the behavior of the Kissing polynomials in (2) as both 𝑛 and 𝜔 go to infinity at the
rate 𝑡 is equivalent to studying the behavior of the polynomials in (7) as 𝑛 → ∞.
The varying-weight Kissing polynomials were first studied in Ref. 24, where it was shown that

for 𝑡 < 𝑡𝑐, the zeros of 𝑝𝑛(𝑧; 𝑡) accumulate on a single analytic arc connecting−1 and 1, which we
denote here to be 𝛾𝑚(𝑡). Here, 𝑡𝑐 is the unique positive solution to the equation

2 log

(
2 +

√
𝑡2 + 4

𝑡

)
−
√
𝑡2 + 4 = 0, (8)

numerically given by 𝑡𝑐 ≈ 1.32549. In Ref. 24, strong asymptotic formulas for 𝑝𝑛(𝑧; 𝑡) in the com-
plex plane and asymptotic formulas for the recurrence coefficients were given as 𝑛 → ∞ with
𝑡 < 𝑡𝑐. Moreover, the curve 𝛾𝑚(𝑡) can be defined as the trajectory of the quadratic differential

𝜛
(0)
𝑡 ∶= −

(2 + 𝑖𝑡𝑧)2

𝑧2 − 1
𝑑𝑧2, (9)

which connects −1 and 1, as shown in Ref. 24, Section 3.2]. These results all followed in a stan-
dard way from the nonlinear steepest descent analysis of the Riemann–Hilbert problem for these
polynomials, to be discussed in Section 3. To cast these results in a manner amenable to our
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analysis, we restate one of the main results of Ref. [24 below. To establish notation, we define
𝛾𝑐,0 ∶= (−∞,−1].
Restatement of results in Ref. 24. Let 𝑡 < 𝑡𝑐. There exists an analytic arc, 𝛾𝑚(𝑡), that is the

trajectory of the quadratic differential

𝜛
(0)
𝑡 ∶= −

(2 + 𝑖𝑡𝑧)2

𝑧2 − 1
𝑑𝑧2,

which connects −1 and 1. Furthermore, there exists a function ℎ(𝑧, 𝑡) such that

ℎ(𝑧; 𝑡) is analytic for 𝑧 ∈ ℂ ⧵ (𝛾𝑐,0 ∪ 𝛾𝑚(𝑡)), (10a)

ℎ+(𝑧; 𝑡) − ℎ−(𝑧; 𝑡) = 4𝜋𝑖, 𝑧 ∈ 𝛾𝑐,0, (10b)

ℎ+(𝑧; 𝑠) + ℎ−(𝑧; 𝑠) = 0, 𝑧 ∈ 𝛾𝑚(𝑡), (10c)

ℎ(𝑧; 𝑠) = 𝑖𝑡𝑧 + 2 log 2 + 2 log 𝑧 + ( 1
𝑧

)
, 𝑧 → ∞ (10d)

ℜℎ(𝑧; 𝑠) = ((𝑧 ∓ 1)1∕2), 𝑧 → ±1. (10e)

Moreover,

ℜℎ(𝑧; 𝑡) = 0, 𝑧 ∈ 𝛾𝑚, (11)

andℜℎ(𝑧) > 0 for 𝑧 in close proximity on either side of 𝛾𝑚.

Remark 1. The function ℎ above is called 𝜙 in the notation of Ref. 24. Properties of this ℎ function
listed above can be found in Section 3 of Ref. 24. The existence and description of the contour
𝛾𝑚(𝑡) is provided in Ref. [24, Section 3.2].

The analysis of the varying-weight Kissing polynomials for 𝑡 > 𝑡𝑐 was undertaken in Ref. 25.
Again, using the Riemann–Hilbert approach for these polynomials, the authors were able to show
that there exist analytic arcs 𝛾𝑚,0(𝑡) and 𝛾𝑚,1(𝑡) such that the zeros of the varying-weight Kissing
polynomials accumulate on 𝛾𝑚,0 ∪ 𝛾𝑚,1 as 𝑛 → ∞. We restate some of the main results of Ref.
25 below.
Restatement of results in Ref. 25. Let 𝑡 > 𝑡𝑐. There exist two analytic arcs, 𝛾𝑚,0(𝑡) and 𝛾𝑚,1(𝑡),

that are trajectories of the quadratic differential

𝜛
(1)
𝑡 ∶= −𝑄(𝑧, 𝑡) 𝑑𝑧2, (12)



BARHOUMI et al. 453

where

𝑄(𝑧, 𝑡) ∶= −
𝑡2(𝑧 − 𝜆0)(𝑧 − 𝜆1)

𝑧2 − 1
. (13)

Above, 𝜆0, 𝜆1 ∈ ℂ uniquely satisfy

𝜆0 + 𝜆1 =
4𝑖

𝑡
, 𝜆0 = −𝜆1, ℜ∮

𝐶

𝑄1∕2(𝑧; 𝑡) 𝑑𝑧 = 0, (14)

where 𝐶 is any closed loop on the Riemann surface associated with the algebraic equation 𝑦2 =
𝑄(𝑧; 𝑡). The trajectory 𝛾𝑚,0 connects−1 to 𝜆0 and the trajectory 𝛾𝑚,1 connects 𝜆1 to 1. Furthermore,
there exists a function ℎ(𝑧, 𝑡) such that

ℎ(𝑧; 𝑡) is analytic for 𝑧 ∈ ℂ ⧵
(
𝛾𝑐,0 ∪ 𝛾𝑚,0(𝑡) ∪ 𝛾𝑐,1(𝑡) ∪ 𝛾𝑚,1(𝑡)

)
, (15a)

ℎ+(𝑧; 𝑡) − ℎ−(𝑧; 𝑡) = 4𝜋𝑖, 𝑧 ∈ 𝛾𝑐,0, (15b)

ℎ+(𝑧; 𝑠) + ℎ−(𝑧; 𝑠) = 4𝜋𝑖𝜔0, 𝑧 ∈ 𝛾𝑚,0(𝑡), (15c)

ℎ+(𝑧; 𝑡) − ℎ−(𝑧; 𝑡) = 4𝜋𝑖𝜂1, 𝑧 ∈ 𝛾𝑐,1(𝑡), (15d)

ℎ+(𝑧; 𝑠) + ℎ−(𝑧; 𝑠) = 0, 𝑧 ∈ 𝛾𝑚,1(𝑡), (15e)

ℎ(𝑧; 𝑠) = 𝑖𝑡𝑧 − 𝓁 + 2 log 𝑧 + ( 1
𝑧

)
, 𝑧 → ∞ (15f)

ℜℎ(𝑧; 𝑠) = ((𝑧 − 𝜆0)3∕2), 𝑧 → 𝜆0, (15g)

ℜℎ(𝑧; 𝑠) = ((𝑧 − 𝜆1)3∕2), 𝑧 → 𝜆1 (15h)

ℜℎ(𝑧; 𝑠) = ((𝑧 ∓ 1)1∕2), 𝑧 → ±1. (15i)
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Above, 𝛾𝑐,1 is an analytic arc connecting 𝜆0 and 𝜆1, and 𝓁, 𝜔0, 𝜂1 ∈ ℝ. Moreover,

ℜℎ(𝑧; 𝑡) = 0, 𝑧 ∈ 𝛾𝑚,0(𝑡) ∪ 𝛾𝑚,1(𝑡), (16a)

ℜℎ(𝑧; 𝑡) < 0, 𝑧 ∈ 𝛾𝑐,1(𝑡), (16b)

andℜℎ(𝑧) > 0 for 𝑧 in close proximity on either side of 𝛾𝑚,0 and 𝛾𝑚,1.

Remark 2. The ℎ function described above is given by ℎ(𝑧; 𝑠) = −2𝜙(𝑧) + 𝑖𝜅 in the notation of,25
where 𝜅 ∈ ℝ is a real constant of integration. Moreover, the quadratic differential listed above
differs from that of Ref. 25 by a factor of 4. For more details, we refer the reader to Sections 4 and
5 of Ref. 25. Moreover, we note that if we let 𝜆0 =

2𝑖

𝑡
in (14), the quadratic differential𝜛(1)𝑡 defined

in (12) coincides with the quadratic differential𝜛(0)𝑡 defined in (9).

We also point out that a further continuation of the work in Refs. 24 and 25 was carried out in
Ref. 26, where varying-weight Kissing polynomials with a Jacobi-type weight were considered.
Another natural generalization of the works24,25 is to allow 𝑡 to take on complex values. That

is, instead of considering the polynomials defined in (7) with 𝑡 ∈ ℝ+ ⧵ {𝑡𝑐}, we consider monic
polynomials

∫
1

−1

𝑝𝑛(𝑧; 𝑠)𝑧
𝑘𝑒−𝑛𝑓(𝑧;𝑠) 𝑑𝑧 = 0, 𝑘 = 0, 1, … , 𝑛 − 1,

where 𝑓(𝑧; 𝑠) = 𝑠𝑧 and 𝑠 ∈ ℂ is arbitrary, as introduced in (1). As stated at the beginning of this
introduction, these polynomials will be investigated throughout this work, and we particularly
concern ourselves with the asymptotics of the recurrence coefficients of these polynomials as
𝑛 → ∞.

2 STATEMENT OFMAIN RESULTS

In this section, we discuss the necessary background on non-Hermitian orthogonality and state
our main findings.
We first note that as everything in the integrand of (1) is analytic, Cauchy’s theorem gives us

complete freedom to choose a contour connecting −1 and 1 to integrate over. However, in light of
the asymptotic behavior of the zeros of the polynomials as 𝑛 → ∞, it is expected that there exists
a “correct” contour over which to take the integration in (1). This contour should be the one on
which the zeros of 𝑝𝑛 accumulate as 𝑛 → ∞. The study of this intuitive notion of the “correct”
curve was started by Nuttall, who conjectured that in the case where the weight function does not
depend on the degree 𝑛, the correct curve should be one of minimal capacity (see also Ref. 27).
Nuttall’s conjectures were then established rigorously by Stahl,28,29 where the correct curve was
shown to satisfy a certain max-min variational problem. After Stahl’s contributions, such curves
became known in the literature as S-curves (where the S stands for “symmetric”) or curves that
possess the S-property.
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F IGURE 1 Zeros of 𝑝50(𝑧; −𝑡) defined in (7) for 𝑡 = 𝑖 < 𝑡𝑐 and 𝑡 = 2𝑖 > 𝑡𝑐 , where 𝑡𝑐 is the unique positive
solution to (8) (A) zeros of 𝑝50(𝑧; −𝑖) and (B) zeros of 𝑝50(𝑧; −2𝑖)

F IGURE 2 Zeros of 𝑝50(𝑧; 𝑠) defined in (1) as 𝑠 moves from 𝑠 = −1 − 0.85𝑖 ∈ 𝔊0 to 𝑠 = −1 − 1.15𝑖 ∈ 𝔊−1 (A)
𝑠 = −1 − 0.85𝑖, (B) 𝑠 = −1 − 0.95𝑖, (C) 𝑠 = −1 − 1.05𝑖, and (D) 𝑠 = −1 − 1.15𝑖

The attempt to adapt Stahl’s work to account for orthogonality with respect to varying weights,
as is considered in the present work, was first undertaken by Gonchar and Rakhmanov. In Ref.
Gonchar and Rakhmanov obtained the asymptotic zero distribution of a particular class of non-
Hermitian orthogonal polynomialswith varyingweights, but took the existence of a curvewith the
S-property for granted. The question of the existence of S-curves was considered by Rakhmanov,30
where he outlined a general max-min formulation for obtaining S-contours. In both the context
of varying and nonvarying weights, the probability measure that minimizes a certain energy func-
tional on the S-curve (known as the equilibrium measure) governs the weak limit of the empir-
ical counting measure for the zeros of the orthogonal polynomials. Indeed, the main technical
differences between the subcritical case for the Kissing polynomials in Ref. 24 and the supercrit-
ical case of Ref. 25 is that for 𝑡 < 𝑡𝑐, the equilibrium measure is supported on one analytic arc,
whereas for 𝑡 > 𝑡𝑐, the measure is supported on two arcs, as depicted in Figure 1. We see that this
distinction between the one and two cut regimes will also play a fundamental role in the present
analysis, as hinted at by Figure 2. This potential-theoretic approach, known now as the Gonchar–
Rakhmanov–Stahl (GRS) program, has been carried out in various scenarios, and we refer the
reader to many excellent works on the subject.24,31–37
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Despite many successful applications of potential theory to the analysis of non-Hermitian
orthogonal polynomials via the GRS program, we adopt an alternate viewpoint based on deforma-
tion techniques born from advances in the theory of randommatrices and integrable systems. We
will make heavy use of the technique known as continuation in parameter space, first developed
in the context of integrable systems (cf. Refs. 38–40), but which has only recently been applied in
the field of orthogonal polynomials.5,6,12 In contrast to the GRS program, where one constructs
a so-called 𝑔-function as a solution to a certain variational problem, now one constructs a scalar
function that solves a certain Riemann–Hilbert problem, which we call the ℎ-function ormodified
external field.
We quickly note that as theweight functionwe consider, exp(−𝑛𝑓(𝑧; 𝑠)), depends on the param-

eter 𝑠, the scalar Riemann–Hilbert problem also depends on the parameter 𝑠. Importantly, the
number of arcs over which this Riemann–Hilbert problem is posed, or equivalently the genus of
the underlying Riemann surface, is also to be determined. Indeed, we will see that ℎ-functions
corresponding to Riemann surfaces of different genus lead to asymptotic expansions that possess
markedly different behavior as 𝑛 → ∞. This difference is analogous to the difference in asymp-
totic behavior of the polynomials (and their recurrence coefficients) in the one cut and two cut
cases, as described above for the GRS program. However, once one proves that for a specified
genus and corresponding 𝑠 ∈ ℂ, the scalar problem has a solution, one may continue with the
process of steepest descent as will be outlined in Section 3 below.
We will see that the ℎ-functions constructed in (10) and (15) are the desired ℎ-functions corre-

sponding to genus 0 and 1 regimes, respectively, when 𝑠 ∈ 𝑖ℝ−.
To establish the global-phase portrait for all 𝑠 ∈ ℂ, we deform these solutions off of the imag-

inary axis using the technique of continuation in parameter space discussed above. During this
deformation process, we will encounter curves in the parameter space that separate regions of
different genera. These curves in parameter space are called breaking curves and we denote the
set of breaking curves, along with their endpoints, as 𝔅. For our purposes, breaking curves can
only originate and terminate at what are called critical breaking points, and we will see that the
only critical breaking points we encounter in the present work are 𝑠 = ±2. The description of the
breaking curves in the parameter space forms our first main result.

Theorem 1. There are two critical breaking points at 𝑠 = ±2 and𝔅 = 𝔟−∞ ∪ 𝔟∞ ∪ 𝔟+ ∪ 𝔟− ∪ {±2}.
Here, 𝔟−∞ = (−∞,−2) and 𝔟∞ = (2,∞). The breaking curve 𝔟+ connects−2 and 2while remaining
in the upper half plane, and the breaking curve 𝔟− is obtained by reflecting 𝔟+ about the real axis.

As seen in Figure 3, the set 𝔅 divides the parameter space into three connected components:
𝔊0 and𝔊±1 . We will see that the region𝔊0 corresponds to the genus 0 region, whereas the regions
𝔊±1 correspond to genus 1 regions.
Having determined the description of the set𝔅, we will be able to deduce asymptotic formulas

for the recurrence coefficients for the orthogonal polynomials defined in (1) for all 𝑠 ∈ ℂ ⧵ 𝔅 via
deformation techniques. We quickly digress to discuss notation before stating these results. We
first introduce monic polynomials, 𝑝𝑁𝑛 (𝑧; 𝑠) that satisfy the following orthogonality conditions:

∫
1

−1

𝑝𝑁𝑛 (𝑧; 𝑠)𝑧
𝑘𝑒−𝑁𝑓(𝑧;𝑠) 𝑑𝑧 = 0, 𝑘 = 0, 1, … , 𝑛 − 1, (17)
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F IGURE 3 Definitions of the regions𝔊0 and𝔊±1 in the 𝑠-plane. The set𝔅 is drawn in bold. The regular
breaking points ±𝑖𝑡𝑐 are indicated on the breaking curves 𝔟±, where we recall that 𝑡𝑐 was defined in (8)

where𝑁 is a fixed integer. Note that for each𝑁 ∈ ℕ, we have a family of polynomials {𝑝𝑁𝑛 (𝑧; 𝑠)}∞𝑛=0.
The polynomials that we consider in (1) are given by 𝑝𝑛(𝑧; 𝑠) = 𝑝𝑛𝑛(𝑧; 𝑠); that is, we consider the
polynomials along the diagonal where𝑁 = 𝑛. Now, provided the polynomials exist for the appro-
priate values for 𝑛,𝑁, and 𝑠, they satisfy the following three term recurrence relations:

𝑧𝑝𝑁𝑛 (𝑧; 𝑠) = 𝑝
𝑁
𝑛+1(𝑧; 𝑠) + 𝛼

𝑁
𝑛 (𝑠)𝑝

𝑁
𝑛 (𝑧; 𝑠) + 𝛽

𝑁
𝑛 (𝑠)𝑝

𝑁
𝑛−1(𝑧; 𝑠). (18)

In the present work, we concern ourselves with the situation 𝑁 = 𝑛, and for sake of notation,
we set 𝛼𝑛 ∶= 𝛼𝑛𝑛 and 𝛽𝑛 ∶= 𝛽𝑛𝑛 . It should be stressed that the polynomials 𝑝𝑛−1, 𝑝𝑛, and 𝑝𝑛+1 do
not satisfy the recurrence relation (18). We now state our second result, on the asymptotics of the
recurrence coefficients in the region𝔊0.

Theorem 2. Let 𝑠 ∈ 𝔊0. Then the recurrence coefficients 𝛼𝑛 and 𝛽𝑛 exist for large enough 𝑛, and
they satisfy, as 𝑛 → ∞,

𝛼𝑛(𝑠) =
2𝑠

(𝑠2 − 4)2
1

𝑛2
+ 

(
1

𝑛3

)
, 𝛽𝑛(𝑠) =

1

4
+

𝑠2 + 4

4(𝑠2 − 4)2
1

𝑛2
+ 

(
1

𝑛4

)
. (19)

As mentioned above, for 𝑠 ∈ 𝔊±1 , the underlying Riemann surface has genus 1. Indeed, the
Riemann surface corresponds to the algebraic equation 𝜉2 = 𝑄(𝑧; 𝑠), where 𝑄 is a rational func-
tion, and we take the branch cuts for the Riemann surface on two arcs—one connecting 1 to
𝜆0(𝑠), labeled 𝛾𝑚,0, and the other connecting −1 to 𝜆1(𝑠), labeled 𝛾𝑚,1, where 𝜆0 and 𝜆1 will be
determined. Moreover, for 𝑠 ∈ 𝔊±1 , the asymptotics of the recurrence coefficients will depend on
theta functions on our Riemann surface. These theta functions will be used to construct func-
tions1(𝑧, 𝑘) and2(𝑧, 𝑘), along with a constant 𝑑, whose precise descriptions we provide in
Section 3.6. The functions1,𝑛(𝑧, 𝑑) ≡ 1(𝑧, 𝑑) and2,𝑛(𝑧, 𝑑) ≡ 2(𝑧, 𝑑) are holomorphic in
ℂ ⧵ (𝛾𝑚,0 ∪ 𝛾𝑚,1 ∪ 𝛾𝑐,1), where 𝛾𝑐,1 is a to be determined curve connecting 𝜆0(𝑠) to 𝜆1(𝑠), and have
at most one simple zero there. Furthermore, for 𝑁 = 𝑛 and given 𝜖 > 0, we will need to consider
asymptotic results on a subsequenceℕ(𝑠, 𝜖), whose precise definitionwe defer to Section 3.6. How-
ever, to make use of this subsequence, we need to know that the cardinality of the set ℕ(𝑠, 𝜖) is
infinite, which we prove in Lemma 2.
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These functions 1,𝑛(𝑧, 𝑑) and 2,𝑛(𝑧, 𝑑) arise in the asymptotics of the recurrence coeffi-
cients for 𝑠 ∈ 𝔊±1 , which we state below.

Theorem 3. Let 𝑠 ∈ 𝔊±1 and 𝑛 ∈ ℕ(𝑠, 𝜖). Then the recurrence coefficients 𝛼𝑛 and 𝛽𝑛 exist for large
enough 𝑛, and they satisfy, as 𝑛 → ∞,

𝛼𝑛(𝑠) =
𝜆21(𝑠) − 𝜆

2
0(𝑠)

4 + 2𝜆0(𝑠) − 2𝜆1(𝑠)
+
𝑑

𝑑𝑧
[log2,𝑛(1∕𝑧, 𝑑) − log2,𝑛(1∕𝑧, −𝑑)]

|||||𝑧=0 + 𝜖
(
1

𝑛

)
(20)

and

𝛽𝑛(𝑠) =
(2 + 𝜆0(𝑠) − 𝜆1(𝑠))

2

16

1,𝑛(∞,−𝑑)2,𝑛(∞, 𝑑)

1,𝑛(∞, 𝑑)2,𝑛(∞,−𝑑)
+ 𝜖

(
1

𝑛

)
. (21)

Above, the notation 𝑓(𝑛) = 𝜖(1∕𝑛) indicates that there exists a constant that depends only
on 𝜖, 𝑀 = 𝑀(𝜖), such that |𝑓(𝑛)| ≤ 𝑀∕𝑛 for large enough 𝑛. We recall that the parameter 𝜖 is
used to define the set of valid indices, ℕ(𝑠, 𝜖), along which we take limits. Having determined the
asymptotics of the recurrence coefficients of the polynomials in (1) when 𝑠 ∈ ℂ ⧵ 𝔅, our final two
results recover these asymptotics when 𝑠 ∈ 𝔅.
As seen in Theorem 1, the breaking curves 𝔟−∞ and 𝔟∞ are the intervals (−∞,−2) and (2,∞),

respectively. The theory of orthogonal polynomials with respect to real weights, varying or oth-
erwise, has been written about extensively in the literature, most notably from the viewpoint
of potential theory. In particular, the results of Deift, Kriecherbauer, and McLaughlin41 can be
applied in conjunction with the GRS program to show that the empirical zero counting measure
of the polynomials in (1) converges to a continuous measure supported on the interval [−1, 1] as
𝑛 → ∞, when 𝑠 ∈ ℝ and |𝑠| < 2. The results41 can also be used to show that the corresponding
limit measure is supported on [−1, 𝑎) for some 𝑎 < 1 when 𝑠 > 2. Similarly, one also has that
this measure is supported on (𝑏, 1] for some 𝑏 > −1 when 𝑠 ∈ ℝ is such that 𝑠 < −2. The differ-
ence in the support of the limiting measure when |𝑠| > 2 and |𝑠| < 2 is also of interest in random
matrix theory, and occurs when the soft edge meets the hard edge (see the work of Claeys and
Kuijlaars42). The asymptotics of orthogonal polynomials corresponding to the case 𝑠 ∈ 𝔟∞ ∪ 𝔟−∞
follow from Ref. [1, Theorem 2]. From the viewpoint of the present work, the transitions at 𝑠 = ±2
can be seen to come from the fact that these are critical breaking points.
As the case where 𝑠 ∈ ℝ ∩𝔅 has been extensively studied, we next consider the asymptotic

behavior of the recurrence coefficients as we approach a regular breaking point that is not on the
real line. More precisely, we let 𝑠∗ be a regular breaking point in 𝔟+ ∪ 𝔟− and we let 𝑠 approach 𝑠∗
as

𝑠 = 𝑠∗ +
𝐿1
𝑛
, (22)

where 𝐿1 ∈ ℂ is such that 𝑠 = 𝑠(𝑛) ∈ 𝔊0 for large enough 𝑛. The scaling limit (22) is referred to
as the double scaling limit, as it describes the behavior of the polynomials as both 𝑛 → ∞ and
𝑠 → 𝑠∗. This formulation then leads to the following description of the recurrence coefficients in
the aforementioned double scaling limit.
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Theorem 4. Let 𝑠∗ ∈ 𝔟+ ∪ 𝔟− and let 𝑠 → 𝑠∗ as described in (22). Then the recurrence coefficients
exist for large enough 𝑛, and they satisfy

𝛼𝑛(𝑠) =
𝛿𝑛

(
2−
√
4−𝑠2∗

)√
4−𝑠2∗√

𝜋𝑠3∗

1

𝑛1∕2
−
2𝛿2𝑛

(
2−
√
4−𝑠2∗

)2
𝜋𝑠5∗

1

𝑛
+ ( 1

𝑛3∕2

)
𝛽𝑛(𝑠) =

1

4
+

√
4−𝑠2∗

2
√
𝜋𝑠2∗

1

𝑛1∕2
−

𝛿2𝑛

2𝜋𝑠2∗

1

𝑛
+ ( 1

𝑛3∕2

)
,

(23)

as 𝑛 → ∞, where

𝛿𝑛 = 𝛿𝑛(𝐿1) = 𝑒
−𝑖𝑛𝜅 exp

(
𝐿1

(
4

𝑠2∗
− 1

)1∕2)
, 𝜅 ∈ ℝ, (24)

and 𝜅 is a constant given in (228).

Note above that

|𝛿𝑛| = exp(ℜ[
𝐿1

(
4

𝑠2∗
− 1

)1∕2])
, (25)

as 𝜅 ∈ ℝ and that the recurrence coefficients decay at a rate of 𝑛1∕2. In particular, the modulus of
𝛿𝑛 does not depend on 𝑛.
Finally, we investigate the behavior of the recurrence coefficients for 𝑠 near the critical breaking

points 𝑠 = ±2. For brevity, we focus just on the case 𝑠 = 2, although we note that the case 𝑠 =
−2 can be handled similarly via reflection, as exp(−𝑛𝑓(𝑧; −𝑠)) = exp(−𝑛𝑓(−𝑧; 𝑠)). To state our
results, we consider the Painlevé II equation[43, Chapter 32]:

𝑞′′(𝑥) = 𝑥𝑞(𝑥) + 2𝑞3(𝑥) − 𝛼, 𝛼 ∈ ℂ. (26)

Next, let 𝑞 = 𝑞(𝑥) be the generalized Hastings–McLeod solution to Painlevé II with parameter
𝛼 = 1∕2, which is characterized by the following asymptotic behavior:

𝑞(𝑥) =

⎧⎪⎨⎪⎩
√
−
𝑥

2
+ 

(
1

𝑥

)
, 𝑥 → −∞

1

2𝑥
+ 

(
1

𝑥4

)
𝑥 → ∞.

(27)

To study the asymptotics of the recurrence coefficients as 𝑠 → 2, we take 𝑠 in a double scaling
regime near this critical point as

𝑠 = 2 +
𝐿2

𝑛2∕3
, (28)

where we impose that 𝐿2 < 0. This leads us to our final main finding.
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F IGURE 4 Plots of 𝛼𝑛(𝑠) and 𝛽𝑛(𝑠) for 𝑛 = 0,… , 50, with 𝑠 = 1, 2 (A) 𝛼𝑛(1), (B) 𝛼𝑛(2), (C) 𝛽𝑛(1), and (D)
𝛽𝑛(2)

F IGURE 5 Plots of ℑ𝛼𝑛(𝑠) andℜ𝛽𝑛(𝑠) for 𝑛 = 0,… , 100, with 𝑠 = 𝑖 (A)ℑ𝛼2𝑛(𝑖), (B)ℜ𝛽2𝑛(𝑖), (C) ℑ𝛼2𝑛+1(𝑖),
and (D) logℜ𝛽2𝑛+1(𝑖)

Theorem 5. Let 𝑠 → 2 as described in (28). Then the recurrence coefficients exist for large enough
𝑛, and they satisfy

𝛼𝑛(𝑠) = −
𝑞2(−𝐿2) + 𝑞

′(−𝐿2)

𝑛2∕3
+ 

(
1

𝑛

)
, 𝛽𝑛(𝑠) =

1

4
−
𝑞2(−𝐿2) + 𝑞

′(−𝐿2)

2

1

𝑛2∕3
+ 

(
1

𝑛

)
,

(29)
as 𝑛 → ∞, where 𝑞 is the generalized Hastings–McLeod solution to Painlevé II with parameter 𝛼 =
1∕2. Furthermore, the function 𝑞2(𝑥) + 𝑞′(𝑥) is free of poles for 𝑤 ∈ ℝ.

We remark, in connection with this last result, that if we define the function 𝑈(𝑥) = 𝑞2(𝑥) +
𝑞′(𝑥) +

𝑥

2
, then the function 𝑢(𝑥) = 2−1∕3𝑈(−21∕3𝑥) satisfies the Painlevé XXXIV equation

𝑢′′(𝑥) = 4𝑢2(𝑥) + 2𝑥𝑢(𝑥) +
(𝑢′(𝑥))2 − (2𝜈)2

2𝑢(𝑥)
,

with parameter 𝜈 = 𝛼

2
−
1

4
= 0, see Ref. [44, Appendix A]. This connection will be exploited in

Section 6.3.
Plots of the recurrence coefficients are given in Figures 4 and 5, and should be compared with

Theorems 2 and 5.
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Figures 1–5 have been computed using the nonlinear discrete string equations for the recur-
rence coefficients presented in Ref. 45, Theorem 2, Theorem 4], see also Ref. .[46, §5.2]. In Fig-
ure 5, we have used from Ref. [17 that 𝛽𝑛(𝑠) ∈ ℝ and 𝛼𝑛(𝑠) ∈ 𝑖ℝ when 𝑠 ∈ 𝑖ℝ. Moreover, it was
also shown in Ref. 17 that for fixed 𝑛, 𝛼𝑛(𝑡) and 𝛽2𝑛+1(𝑖𝑡) will have poles (as a function of 𝑡) for
𝑡 ∈ ℝ. As such, we have plotted ℜ𝛽2𝑛+1 on a log scale in Figure 5D. Once the recurrence coef-
ficients 𝛼𝑛(𝑠) and 𝛽𝑛(𝑠) have been computed, we assemble the Jacobi matrix for the orthogonal
polynomials and calculate its eigenvalues, which correspond to the zeros of𝑝50(𝑧; 𝑠), as explained,
for instance, in Refs. 47, 48. Calculations have been done in Maple, using an extended precision
of 100 digits.

2.1 Overview of paper

The outline of the present paper is as follows. In Section 3, we provide a review on the Riemann–
Hilbert problem for the orthogonal polynomials and the method of nonlinear steepest descent
pioneered by Deift and Zhou in the early 1990s. In particular, we show how the existence of a
suitable ℎ-function can be used to obtain strong asymptotics of the polynomials throughout the
complex plane and asymptotics of the recurrence coefficients. Moreover, we also prove Lemma 2
when discussing solutions to the global parametrix in Section 3.6.
In Section 4, we implement the technique of continuation in parameter space to obtain the

desired ℎ-function for 𝑠 ∈ ℂ ⧵ 𝔅. In this section, we prove Theorems 1, 2, and 3.
In Section 5, we study the double scaling limit as 𝑠 → 𝑠∗, where 𝑠∗ ∈ 𝔟+ ∪ 𝔟−. Moreover, we

prove Theorem 4 in the final part of this section.
Finally, in Section 6, we complete our analysis by investigating the double scaling limit as 𝑠 → 2

via (28). We end the paper with a proof of Theorem 5.

3 THE RIEMANN–HILBERT PROBLEMAND OVERVIEWOF
STEEPEST DESCENT

The formulation of the orthogonal polynomials as a solution to a Riemann–Hilbert problem was
first given by Fokas, Its, and Kitaev in the early 1990s.49 This formulation became evenmore pow-
erful in the late 1990s due to the development of the nonlinear steepest descent method to obtain
asymptotic solutions to Riemann–Hilbert problems, developed byDeift and Zhou.50–52 In this sec-
tion, we review the Riemann–Hilbert problem and nonlinear steepest descent as it relates to the
polynomials defined in (1). We refer the reader to the works53,54 for more details on these issues.

3.1 The Riemann–Hilbert problem and the modified external field

Given a smooth curve Σ connecting −1 to 1 in ℂ, oriented from −1 to 1, consider the following
Riemann–Hilbert problem for 𝑌 ∶ ℂ ⧵ Σ → ℂ2×2,

𝑌𝑁𝑛 (𝑧; 𝑠) is analytic for 𝑧 ∈ ℂ ⧵ Σ, (30a)
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𝑌𝑁𝑛,+(𝑧; 𝑠) = 𝑌
𝑁
𝑛,−(𝑧; 𝑠)

(
1 𝑒−𝑁𝑓(𝑧;𝑠)

0 1

)
, 𝑧 ∈ Σ, (30b)

𝑌𝑁𝑛 (𝑧; 𝑠) =
(
𝐼 + ( 1

𝑧

))
𝑧𝑛𝜎3 , 𝑧 → ∞, (30c)

𝑌𝑁𝑛 (𝑧; 𝑠) = 
(
1 log |𝑧 ∓ 1|
1 log |𝑧 ∓ 1|

)
, 𝑧 → ±1. (30d)

Above, 𝜎3 is the Pauli matrix given by 𝜎3 = diag(1, −1). For notational convenience, we drop
the dependence of the above Riemann-Hilbert problem (RHP) and its solution on 𝑠 and 𝑛. We also
define 𝜅𝑛,𝑁 as the normalizing constant for 𝑝𝑁𝑛 , obtained via

∫
1

−1

(
𝑝𝑁𝑛 (𝑧; 𝑠)

)2
𝑒−𝑁𝑓(𝑧;𝑠)𝑑𝑧 =

1

𝜅2𝑛,𝑁
. (31)

The existence of 𝑌 is equivalent to the existence of the monic orthogonal polynomial 𝑝𝑁𝑛 defined
in (17), of degree exactly 𝑛, and, furthermore, if 𝜅𝑛−1,𝑁 is finite and nonzero, then 𝑌 is explicitly
given by

𝑌(𝑧) =

(
𝑝𝑁𝑛 (𝑧)

(𝑝𝑁𝑛 𝑒−𝑁𝑓)(𝑧)
−2𝜋𝑖𝜅2𝑛−1,𝑁𝑝

𝑁
𝑛−1(𝑧) −2𝜋𝑖𝜅2𝑛−1,𝑁

(𝑝𝑁𝑛−1𝑒−𝑁𝑓)(𝑧)
)
. (32)

We recall that throughout the present analysis, we take 𝑁 = 𝑛, and we also drop the dependence
of 𝑌 on𝑁 for notational convenience. In (32), 𝑔 denotes the Cauchy transform of the function 𝑔
along Σ, that is,

(𝑔)(𝑧) = 1

2𝜋𝑖 ∫Σ
𝑔(𝑢)

𝑢 − 𝑧
𝑑𝑢,

which is analytic in ℂ ⧵ Σ. The Deift–Zhou method of nonlinear steepest descent is a powerful
method of determining large 𝑛 asymptotics of solutions to these types of Riemann–Hilbert prob-
lems, and as such, we can use it to determine asymptotics of the polynomials 𝑝𝑛 and related quan-
tities.
The first transformation requires the existence of amodified external field, or h-function, whose

properties we describe below. First, we define 𝛾𝑐,0 ∶= (−∞,−1] and setΩ = Ω(𝑠) = 𝛾𝑐,0 ∪ Σ. Next,
we partitionΩ into two subsets asΩ =𝔐∪ℭ, where the arcs in𝔐 are denoted asmain arcs and
those inℭ are denoted as complementary arcs. Once this partitioning has been completed, wemay
define a hyperelliptic Riemann surfaceℜ = ℜ(𝑠)whose branchcuts are precisely themain arcs in
𝔐 and whose branchpoints we define to be the set Λ = Λ(𝑠). If the genus ofℜ is 𝐿, we may write
𝔐 = ∪𝐿

𝑗=0
𝛾𝑚,𝑗 and ℭ = ∪𝐿𝑗=0𝛾𝑐,𝑗 . Moreover, when we refer to the genus of ℎ, we are referring to
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the genus of the associated Riemann surface. Finally, we impose that all arcs in Ω are bounded,
aside from the one complementary arc 𝛾𝑐,0.
The question remains: how dowe partition Σ and choose the arcs in𝔐 andℭ? Equivalently, we

may ask: how dowe choose the appropriate genus 𝐿? Tomake the appropriate first transformation
to (30) to begin the process of steepest descent, we must first construct a function ℎ that satisfies
both a scalar Riemann–Hilbert problem on Ω and certain inequalities, to be described below.
Therefore, the arcs in 𝔐 and ℭ, and also the genus 𝐿, are chosen so that we can construct a
suitable ℎ-function. The modified external field must satisfy:

ℎ(𝑧; 𝑠) is analytic for 𝑧 ∈ ℂ ⧵ Ω, (33a)

ℎ+(𝑧; 𝑠) − ℎ−(𝑧; 𝑠) = 4𝜋𝑖𝜂𝑗, 𝑧 ∈ 𝛾𝑐,𝑗, (33b)

ℎ+(𝑧; 𝑠) + ℎ−(𝑧; 𝑠) = 4𝜋𝑖𝜔𝑗, 𝑧 ∈ 𝛾𝑚,𝑗, (33c)

ℎ(𝑧; 𝑠) = −𝑓(𝑧; 𝑠) − 𝓁 + 2 log 𝑧 + ( 1
𝑧

)
, 𝑧 → ∞ (33d)

ℜℎ(𝑧; 𝑠) = ((𝑧 ∓ 1)1∕2), 𝑧 → ±1, (33e)

ℜℎ(𝑧; 𝑠) = ((𝑧 − 𝜆)3∕2), 𝑧 → 𝜆, 𝜆 ∈ Λ ⧵ {±1}, (33f)

for 𝑗 = 0, 1, … , 𝐿. Above, we impose that 𝜔𝐿 = 0 and 𝜂0 = 1; the remaining real constants 𝜂𝑗 and
𝜔𝑗 (which only depend on 𝑠) can be chosen arbitrarily to satisfy (33). Furthermore, the constant
𝓁 = 𝓁(𝑠) depends only on the parameter 𝑠.

Remark 3. Given any genus 𝐿 and arbitrary constants 𝓁, 𝜂𝑗, 𝜔𝑗 ∈ ℝ, there is no guarantee that a
solution to (33) even exists. However, if such a solution does exist, it will be unique.

Remark 4. Assuming that 𝐿 = 0 or 𝐿 = 1 and provided that we are able to construct a solution to
(33), we define the Riemann surfaceℜ to be the two-sheeted genus 𝐿 Riemann surface associated
with the algebraic equation

𝜉2 = ℎ′(𝑧)2 = Π2(𝑧)𝑅(𝑧), (34)
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where

𝑅(𝑧) =
1

𝑧2 − 1

2𝐿−1∏
𝑗=0

(𝑧 − 𝜆𝑗), (35)

and Π(𝑧) is a polynomial of degree 1 − 𝐿, chosen so that ℎ′ possess the correct asymptotics at
infinity. The branch cuts ofℜ are taken along 𝛾𝑚,𝑗 , 𝑗 = 0,… , 𝐿, and the top sheet is fixed so that

𝜉(𝑧) = −𝑓′(𝑧; 𝑠) + 
(
1

𝑧

)
= −𝑠 + 

(
1

𝑧

)
, 𝑧 → ∞1. (36)

In addition to solving the above scalar Riemann–Hilbert problem, ℎ must also satisfy the fol-
lowing inequalities:

ℜℎ(𝑧) < 0 if 𝑧 is an interior point of any bounded complementary arc 𝛾𝑐 ∈ ℭ, (37a)

ℜℎ(𝑧0) > 0 for 𝑧0 in close proximity to any interior point of a main arc 𝛾𝑚 ∈ 𝔐. (37b)

If 𝑠 ∈ ℂ is such that we can construct a function ℎ(𝑧; 𝑠) satisfying both (33) and (37), we call
𝑠 a regular point. Now, provided that 𝑠 is a regular point, we may proceed with the process of
nonlinear steepest descent as follows.

3.2 Overview of Deift–Zhou nonlinear steepest descent

The first transformation of steepest descent aims to normalize the Riemann–Hilbert problem at
infinity. To do so, we define

𝑇(𝑧) ∶= 𝑒
−
𝑛𝓁

2
𝜎3𝑌(𝑧)𝑒

−
𝑛

2
[ℎ(𝑧)+𝑓(𝑧)]𝜎3 , (38)

where we recall that 𝓁 ∈ ℝ is defined by (33d) and 𝑓(𝑧; 𝑠) = 𝑠𝑧. By making this transformation,
we see that 𝑇 satisfies the following Riemann–Hilbert problem:

𝑇(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ Σ, (39a)

𝑇+(𝑧) = 𝑇−(𝑧)

(
𝑒
−
𝑛

2
(ℎ+(𝑧)−ℎ−(𝑧)) 𝑒

𝑛

2
(ℎ+(𝑧)+ℎ−(𝑧))

0 𝑒
𝑛

2
(ℎ+(𝑧)−ℎ−(𝑧))

)
, 𝑧 ∈ Σ, (39b)

𝑇(𝑧) = 𝐼 + 
(
1

𝑧

)
, 𝑧 → ∞, (39c)
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F IGURE 6 The contour Σ̂ after opening
lenses in the case 𝐿 = 1

𝑇(𝑧) = 
(
1 log |𝑧 ∓ 1|
1 log |𝑧 ∓ 1|

)
, 𝑧 → ±1. (39d)

Note that the Riemann–Hilbert problem above also depends on 𝑠, but we have again dropped
this dependence for notational convenience. We also remark that (33c) and (37b) imply that
ℜℎ(𝑧) = 0 for 𝑧 ∈ 𝔐. As𝔐 is part of the zero level set ofℜℎ, the jump matrix for 𝑇 has highly
oscillatory diagonal entries when 𝑧 ∈ 𝔐. Furthermore, if 𝑧 ∈ ℭ ⧵ 𝛾𝑐,0, the diagonal entries of the
jump matrix will be constant and purely imaginary. Moreover, the (1,2)-entry of the jump matrix
will decay exponentially quickly to 0 by (37a). The next transformation of the steepest descent
process deforms the jump contours so that the highly oscillatory entries of the jumpmatrix decay
exponentially quickly, and is referred to as the opening of lenses.
The opening of lenses relies on the following factorization of the jump matrix across a main

arc:(
𝑒−𝑛𝐻(𝑧) 𝑒2𝜋𝑖𝑛𝜔𝑗

0 𝑒𝑛𝐻(𝑧)

)
=

(
1 0

𝑒𝑛(𝐻(𝑧)−2𝜋𝑖𝜔𝑗) 1

)(
0 𝑒2𝜋𝑖𝑛𝜔𝑗

−𝑒−2𝜋𝑖𝑛𝜔𝑗 0

)(
1 0

𝑒𝑛(−𝐻(𝑧)−2𝜋𝑖𝜔𝑗) 1

)
,

(40)
where we have defined 𝐻(𝑧) = (ℎ+(𝑧) − ℎ−(𝑧))∕2. On the +-side (−-side) of each main arc, we
define 𝛾+

𝑚,𝑗
(𝛾−
𝑚,𝑗

) to be an arc that starts and ends at the endpoints of 𝛾𝑚,𝑗 and remains entirely
on the +(−) side of 𝛾𝑚,𝑗 . For now we do not impose any restrictions on the precise description of
these arcs, but we enforce that they remain in the region whereℜℎ > 0, which is possible due to
(37b). We define ±

𝑗
to be the region bounded between the arcs 𝛾𝑚,𝑗 and 𝛾±𝑚,𝑗 , respectively, and

set Σ̂ ∶= Σ ∪𝐿
𝑗=0
(𝛾+
𝑚,𝑗
∪ 𝛾−

𝑚,𝑗
) as in Figure 6. We can now define the third transformation of the

steepest descent process as

𝑆(𝑧) ∶=

⎧⎪⎨⎪⎩
𝑇(𝑧)

(
1 0

∓𝑒−𝑛ℎ(𝑧) 1

)
, 𝑧 ∈ ±

𝑗
,

𝑇(𝑧), otherwise.
(41)

We then have that 𝑆 solves the following Riemann–Hilbert problem on Σ̂:

𝑆(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ Σ̂, (42a)



466 BARHOUMI et al.

𝑆+(𝑧) = 𝑆−(𝑧)𝑗𝑆(𝑧), 𝑧 ∈ Σ̂, (42b)

𝑆(𝑧) = 𝐼 + 
(
1

𝑧

)
, 𝑧 → ∞. (42c)

Note that for 𝑧 ∈ 𝛾±
𝑚,𝑗

,

𝑗𝑆(𝑧) =

(
1 0

𝑒−𝑛ℎ(𝑧) 1

)
, (43)

which decays exponentially quickly to the identity as 𝑛 → ∞, due to (37b). As 𝑆 = 𝑇 outside of
the lenses, we see that there are no changes to the jump matrix across a complementary arc, so
that

𝑗𝑆(𝑧) =

(
𝑒−2𝜋𝑖𝑛𝜂𝑗 𝑒

𝑛

2
(ℎ+(𝑧)+ℎ−(𝑧))

0 𝑒2𝜋𝑖𝑛𝜂𝑗

)
, 𝑧 ∈ 𝛾𝑐,𝑗, (44)

which again tends exponentially quickly to a diagonal matrix as 𝑛 → ∞. Finally, we see that over
𝛾𝑚,𝑗 , the jump matrix is given by

𝑗𝑆(𝑧) =

(
0 𝑒2𝜋𝑖𝑛𝜔𝑗

−𝑒−2𝜋𝑖𝑛𝜔𝑗 0

)
, 𝑧 ∈ 𝛾𝑚,𝑗, (45)

which follows from the factorization (40). Now consider the following model Riemann–Hilbert
problem for the global parametrix,𝑀, which is obtained by neglecting those entries in the jump
matrices that are exponentially close to the identity in the Riemann–Hilbert problem for 𝑆,

𝑀(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ Σ, (46a)

𝑀+(𝑧) = 𝑀−(𝑧)

(
𝑒−2𝜋𝑖𝑛𝜂𝑗 0

0 𝑒2𝜋𝑖𝑛𝜂𝑗

)
, 𝑧 ∈ 𝛾𝑐,𝑗, 𝑗 = 1, … , 𝐿, (46b)

𝑀+(𝑧) = 𝑀−(𝑧)

(
0 𝑒2𝜋𝑖𝑛𝜔𝑗

−𝑒−2𝜋𝑖𝑛𝜔𝑗 0

)
, 𝑧 ∈ 𝛾𝑚,𝑗, 𝑗 = 0,… , 𝐿, (46c)

𝑀(𝑧) = 𝐼 + ( 1
𝑧

)
, 𝑧 → ∞. (46d)
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Assuming thatwe are able to solve themodel Riemann–Hilbert problem,wewould like tomake
the final transformation by setting 𝑅 = 𝑆𝑀−1; however, this will turn out not to be valid near the
endpoints. As such, we will need a more refined local analysis near these points. More precisely,
we will solve the Riemann–Hilbert problem for 𝑆 exactly near these points, and impose further
that it matches with the global parametrix as 𝑛 → ∞. Therefore, define 𝐷𝜆 = 𝐷𝛿(𝜆) to be discs
of fixed radius 𝛿 around each endpoint 𝜆 ∈ Λ. For each 𝜆 ∈ Λ, we seek a local parametrix 𝑃(𝜆),
dependent on 𝑛, which solves

𝑃(𝜆)(𝑧) is analytic for 𝑧 ∈ 𝐷𝜆 ⧵ Σ̂, (47a)

𝑃
(𝜆)
+ (𝑧) = 𝑃

(𝜆)
− (𝑧)𝑗𝑆(𝑧), 𝑧 ∈ 𝐷𝜆 ∩ Σ̂, (47b)

𝑃(𝜆)(𝑧) = 𝑀(𝑧)
(
𝐼 + ( 1

𝑛

))
, 𝑛 → ∞, 𝑧 ∈ 𝜕𝐷𝜆. (47c)

We also require that 𝑃(𝜆) has a continuous extension to 𝐷𝛿(𝜆) ⧵ Σ̂ and remains bounded as 𝑧 →
𝜆. The construction of both the global and local parametrices are now standard, but are included
below for completeness. Near the hard edges at ±1, the local parametrix can be constructed with
the help of Bessel functions. Near the soft edges, if any, the local parametrices can be constructed
using Airy functions.

3.3 Small norm Riemann–Hilbert problems

We may complete the process of nonlinear steepest descent by defining the final transformation
as

𝑅(𝑧) =

{
𝑆(𝑧)𝑀(𝑧)−1, 𝑧 ∈ ℂ ⧵ (Σ̂ ∪𝜆∈Λ 𝐷𝜆))

𝑆(𝑧)𝑃(𝜆)(𝑧)−1, 𝑧 ∈ 𝐷𝜆 ⧵ Σ̂, 𝜆 ∈ Λ.
(48)

Provided that we were able to appropriately construct both the local and global parametrices,
the matrix 𝑅 will satisfy a “small norm” Riemann–Hilbert problem on a new contour, Σ𝑅, whose
jumps decay to the identity in the appropriate sense. The contour Σ𝑅 will consist of the oriented
arcs forming the boundaries 𝜕𝐷𝜆 about each 𝜆 ∈ Λ and the portions of 𝛾±𝑚,𝐿 that are not in the
interior of 𝐷𝜆, as illustrated in Figure 7 for the genus 𝐿 = 1 case. Moreover, the jumpmatrix 𝑗𝑅(𝑧)
will satisfy

𝑗𝑅(𝑧) =

{
𝐼 + (𝑒−𝑐𝑛), 𝑧 ∈ Σ𝑅 ⧵⋃𝜆∈Λ 𝜕𝐷𝜆
𝐼 + ( 1

𝑛

)
, 𝑧 ∈

⋃
𝜆∈Λ
𝜕𝐷𝜆

, (49)
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F IGURE 7 The contour Σ𝑅 in the case
𝐿 = 1. Note that we have chosen the contours
𝜕𝐷𝜆 to have clockwise orientation

for some 𝑐 > 0 with uniform error terms. In particular, we may write the jump matrix as 𝑗𝑅(𝑧) =
𝐼 + Δ(𝑧), where

Δ(𝑧) ∼

∞∑
𝑘=1

Δ𝑘(𝑧)

𝑛𝑘
, 𝑛 → ∞, 𝑧 ∈ Σ𝑅. (50)

By Ref. [51, Theorem 7.10], this behavior then implies that 𝑅 has an asymptotic expansion of the
form

𝑅(𝑧) ∼ 𝐼 +

∞∑
𝑘=1

𝑅𝑘(𝑧)

𝑛𝑘
, 𝑛 → ∞, (51)

valid uniformly for 𝑧 ∈ ℂ ⧵ ∪𝜆∈Λ𝜕𝐷𝜆. Above, the 𝑅𝑘(𝑧) are solutions to the following Riemann–
Hilbert problem (cf. Ref. [23, Section 8.2]):

𝑅𝑘(𝑧) is analytic for 𝑧 ∈ ℂ ⧵
⋃
𝜆∈Λ
𝜕𝐷𝜆, (52a)

𝑅𝑘,+(𝑧) = 𝑅𝑘,−(𝑧) +
𝑘−1∑
𝑗=1
𝑅𝑘−𝑗,−Δ𝑗(𝑧), 𝑧 ∈

⋃
𝜆∈Λ
𝜕𝐷𝜆, (52b)

𝑅𝑘(𝑧) =
𝑅
(1)
𝑘

𝑧
+
𝑅
(2)
𝑘

𝑧2
+ ( 1

𝑧3

)
, 𝑧 → ∞, (52c)

where theΔ𝑗 are given by (50). Therefore, if we are able to determine theΔ𝑘 in (50), wewill be able
to sequentially solve for the 𝑅𝑘 in the expansion for 𝑅 in (51) via the Riemann–Hilbert problem
(52).
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3.4 Unwinding the transformations

The process of retracing the steps of Deift–Zhou steepest descent to obtain uniform asymptotics of
the orthogonal polynomials in the plane is now standard. Of particular interest to us is to obtain
the asymptotics of the recurrence coefficients. Unwinding the transformations away from the
lenses, we see that

𝑌(𝑧) = 𝑒
𝑛𝓁

2
𝜎3𝑇(𝑧)𝑒

𝑛

2
[ℎ(𝑧)+𝑠𝑧]𝜎3 = 𝑒

𝑛𝓁

2
𝜎3𝑆(𝑧)𝑒

𝑛

2
[ℎ(𝑧)+𝑠𝑧]𝜎3 ,

= 𝑒
𝑛𝓁

2
𝜎3𝑅(𝑧)𝑀(𝑧)𝑒

𝑛

2
[ℎ(𝑧)+𝑠𝑧]𝜎3 , (53)

where𝑀(𝑧) above is the appropriate global parametrix. We recall that the three term recurrence
relations are given by

𝑧𝑝𝑛𝑛(𝑧; 𝑠) = 𝑝
𝑛
𝑛+1(𝑧; 𝑠) + 𝛼𝑛𝑝

𝑛
𝑛(𝑧; 𝑠) + 𝛽𝑛𝑝

𝑛
𝑛−1(𝑧; 𝑠).

To state the recurrence coefficients in terms of 𝑌, we first note that from (30) that we may write

𝑌(𝑧)𝑧−𝑛𝜎3 = 𝐼 +
𝑌(1)

𝑧
+
𝑌(2)

𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞. (54)

Then, we may write the recurrence coefficients as

𝛼𝑛 =
𝑌
(2)
12

𝑌
(1)
12

− 𝑌
(1)
22 , 𝛽𝑛 = 𝑌

(1)
12 𝑌

(1)
21 , (55)

see Ref. [51, Theorem 3.1], noting also that the matrix 𝑌(1) is traceless, so 𝑌(1)11 = −𝑌
(1)
22 . As before,

we will unwind these transformations until we are able to express the recurrence coefficients in
terms of the global parametrix and the matrix valued 𝑅(𝑧). We continue by writing

𝑇(𝑧) = 𝐼 +
𝑇(1)

𝑧
+
𝑇(2)

𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞. (56)

Using (33d), we recall that

ℎ(𝑧; 𝑠) = −𝑓(𝑧; 𝑠) − 𝑙 + 2 log(𝑧) +
𝑐1
𝑧
+
𝑐2
𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞, (57)

so that

𝑒
−
𝑛

2
(ℎ(𝑧;𝑠)+𝑓(𝑧;𝑠))

= 𝑧−𝑛𝑒
𝑛𝓁

2

(
1 −

𝑛𝑐1
2𝑧
+
𝑛𝑐21 − 4𝑛𝑐2

8𝑧2
+ 

(
1

𝑧3

))
, 𝑧 → ∞. (58)

Next, using (38) we compute

𝑇
(1)
12 = 𝑒

−𝑛𝓁𝑌
(1)
12 , 𝑇

(1)
21 = 𝑒

𝑛𝓁𝑌
(1)
21 , (59a)
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𝑇
(1)
22 = 𝑌

(1)
22 +

𝑛𝑐1
2
, 𝑇

(2)
12 = 𝑒

−𝑛𝓁
(𝑛𝑐1
2
𝑌
(1)
12 + 𝑌

(2)
12

)
. (59b)

Then, it easily follows that (55) becomes

𝛼𝑛 =
𝑇
(2)
12

𝑇
(1)
12

− 𝑇
(1)
22 , 𝛽𝑛 = 𝑇

(1)
12 𝑇

(1)
21 . (60)

The above equation will be the starting point of our analysis in Sections 4.5 and 4.6, where
we prove Theorems 2 and 3 , respectively, providing the asymptotics of the recurrence
coefficients.
Below, we give a detailed description on how to solve the model problem (46) in the genus 0

and genus 1 cases, which will be the only two regimes we see for the linear weight under consid-
eration. The arguments below can be easily adapted to cases of higher genera corresponding to
other weights, as in Ref. 6.

3.5 The global parametrix in genus 0

In the genus 0 regime, Σ = 𝛾𝑚,0(𝑠), where 𝛾𝑚,0 is chosen so that we may construct a suitable ℎ
function satisfying both (33) and (37). The model Riemann–Hilbert problem (46) in the genus 0
case takes the following form. We seek𝑀 ∶ ℂ ⧵ 𝛾𝑚,0 → ℂ2×2 such that

𝑀(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ 𝛾𝑚,0, (61a)

𝑀+(𝑧) = 𝑀−(𝑧)

(
0 1

−1 0

)
, 𝑧 ∈ 𝛾𝑚,0, (61b)

𝑀(𝑧) = 𝐼 + ( 1
𝑧

)
, 𝑧 → ∞. (61c)

This can be solved explicitly24,53 as

𝑀(𝑧) =
1√

2(𝑧2 − 1)1∕4

(
𝜑(𝑧)1∕2 𝑖𝜑(𝑧)−1∕2

−𝑖𝜑(𝑧)−1∕2 𝜑(𝑧)1∕2

)
, (62)

where 𝜑(𝑧) = 𝑧 + (𝑧2 − 1)1∕2, with branch cuts taken on 𝛾𝑚,0 so that 𝜑(𝑧) = 2𝑧 + (1∕𝑧), (𝑧2 −
1)1∕4 = 𝑧1∕2 + (𝑧−3∕2) as 𝑧 → ∞.
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3.6 The global parametrix in genus 1

In the genus 1 regime, we have that Σ = 𝛾𝑚,0(𝑠) ∪ 𝛾𝑐,1(𝑠) ∪ 𝛾𝑚,1(𝑠), and the set of branchpoints
is given by Λ(𝑠) = {−1, 1, 𝜆0(𝑠), 𝜆1(𝑠)}, where the arcs and endpoints are chosen so that we may
construct a suitable ℎ-function. Now, the model problem (46) takes the form

𝑀(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ Σ, (63a)

𝑀+(𝑧) = 𝑀−(𝑧)

(
𝑒−2𝜋𝑖𝑛𝜂1 0

0 𝑒2𝜋𝑖𝑛𝜂1

)
, 𝑧 ∈ 𝛾𝑐,1, (63b)

𝑀+(𝑧) = 𝑀−(𝑧)

(
0 1

−1 0

)
, 𝑧 ∈ 𝛾𝑚,1, (63c)

𝑀+(𝑧) = 𝑀−(𝑧)

(
0 𝑒2𝜋𝑖𝑛𝜔0

−𝑒−2𝜋𝑖𝑛𝜔0 0

)
, 𝑧 ∈ 𝛾𝑚,0, (63d)

𝑀(𝑧) = 𝐼 + ( 1
𝑧

)
, 𝑧 → ∞. (63e)

We follow the approach of Refs. 6, 40, and 51 and solve this problem in four steps.We recall from
Remark 4 thatℜ is the hyperelliptic Riemann surface associated with the algebraic equation

𝜉2(𝑧) =
𝑠2(𝑧 − 𝜆0)(𝑧 − 𝜆1)

𝑧2 − 1
, (64)

whose branchcuts are taken along 𝛾𝑚,0 and 𝛾𝑚,1, and whose top sheet fixed so that

𝜉(𝑧) = −𝑠 + 
(
1

𝑧

)
, (65)

as 𝑧 → ∞ on the top sheet ofℜ. We form a homology basis onℜ using the𝐴 and 𝐵 cycles defined
in Figure 8. We also recall that asℜ is of genus 1, the vector space of holomorphic differentials on
ℜ has dimension 1 and is linearly generated by

Ω0 =
𝑑𝑧

𝜉(𝑧)(𝑧2 − 1)
. (66)

We then define 𝜔 ∶= 𝑏Ω0, with 𝑏 chosen to normalize 𝜔 so that

∮
𝐴

𝜔 = 1. (67)



472 BARHOUMI et al.

F IGURE 8 The homology basis onℜ.
The bold contours are on the top sheet ofℜ,
and the dashed contours are on the second
sheet ofℜ

Moreover, if we define

𝜏 ∶= ∮
𝐵

𝜔, (68)

it is well known that ℑ𝜏 > 0, see Ref. [55, Chapter III.2].

3.6.1 Step 1: Remove jumps on complementary arcs

The first step aims to remove the jumps over the complementary arcs and we will follow the
procedure outlined in Ref. 40. First, we introduce the function

𝛯(𝑧) =
[
(𝑧2 − 1)(𝑧 − 𝜆0)(𝑧 − 𝜆1)

]1∕2
, (69)

with a branch cut taken on 𝛾𝑚,0 and 𝛾𝑚,1 and branch chosen so that 𝛯(𝑧) → 𝑧2 as 𝑧 → ∞. Next,
define

𝑔(𝑧) = 𝛯(𝑧)

[
∫
𝛾𝑐,1

𝜂1 𝑑𝜁

(𝜁 − 𝑧)𝛯(𝜁)
− ∫

𝛾𝑚,0

Δ0 𝑑𝜁

(𝜁 − 𝑧)𝛯+(𝜁)

]
, (70)

The constant Δ0 is chosen so that 𝑔 is analytic at infinity. More precisely, Δ0 is defined so that

∫
𝛾𝑐,1

𝜂1 𝑑𝜁

𝛯(𝜁)
− ∫

𝛾𝑚,0

Δ0 𝑑𝜁

𝛯+(𝜁)
= 0. (71)

Note that by (67) and the definition of 𝜔, it follows that Δ0 = −𝜂1𝜏. It follows that 𝑔 is bounded
near each 𝜆 ∈ Λ and satisfies

𝑔+(𝑧) − 𝑔−(𝑧) = 2𝜋𝑖𝜂1, 𝑧 ∈ 𝛾𝑐,1 (72a)

𝑔+(𝑧) + 𝑔−(𝑧) = −2𝜋𝑖Δ0, 𝑧 ∈ 𝛾𝑚,0, (72b)
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𝑔+(𝑧) + 𝑔−(𝑧) = 0, 𝑧 ∈ 𝛾𝑚,1. (72c)

Next, we define

𝑀0(𝑧) = 𝑒
−𝑛𝑔(∞)𝜎3𝑀(𝑧)𝑒𝑛𝑔(𝑧)𝜎3 . (73)

Then,𝑀0 solves the following Riemann–Hilbert problem:

𝑀0(𝑧) is analytic for 𝑧 ∈ ℂ ⧵𝔐, (74a)

𝑀0,+(𝑧) = 𝑀0,−(𝑧)

(
0 𝑒2𝜋𝑖𝑛(𝜔0+Δ0)

−𝑒−2𝜋𝑖𝑛(𝜔0+Δ0) 0

)
, 𝑧 ∈ 𝛾𝑚,0, (74b)

𝑀0,+(𝑧) = 𝑀0,−(𝑧)

(
0 1

−1 0

)
, 𝑧 ∈ 𝛾𝑚,1, (74c)

𝑀0(𝑧) = 𝐼 + ( 1
𝑧

)
, 𝑧 → ∞. (74d)

Note that𝑀0 has no longer has any jumps over the complementary arcs.

3.6.2 Step 2: Solve 𝑛 = 0

In the case that 𝑛 = 0, the model problem for𝑀0 takes the form

𝑀
(0)
0 (𝑧) is analytic for 𝑧 ∈ ℂ ⧵𝔐, (75a)

𝑀
(0)
0,+(𝑧) = 𝑀

(0)
0,−(𝑧)

(
0 1

−1 0

)
, 𝑧 ∈ 𝔐, (75b)

𝑀
(0)
0 (𝑧) = 𝐼 + ( 1

𝑧

)
, 𝑧 → ∞. (75c)

The solution to (75) is well known (see, for instance, Ref. 53), and is given by

𝑀
(0)
0 (𝑧) =

1

2

(
𝜙(𝑧) + 𝜙(𝑧)−1 𝑖(𝜙(𝑧) − 𝜙(𝑧)−1)

−𝑖(𝜙(𝑧) − 𝜙(𝑧)−1) 𝜙(𝑧) + 𝜙(𝑧)−1

)
, (76)
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where

𝜙(𝑧) =

(
(𝑧 + 1)(𝑧 − 𝜆1)

(𝑧 − 𝜆0)(𝑧 − 1)

)1∕4
(77)

with branch cuts on 𝛾𝑚,0 and 𝛾𝑚,1 and the branch of the root chosen so that

lim
𝑧→∞

𝜙(𝑧) = 1. (78)

It is important to understand the location of the zeros of the entries of 𝑀(0)0 (𝑧), as they will
play a role later on in this construction. Note first that the zeros of 𝜙(𝑧) + 𝜙−1(𝑧) are the zeros
of 𝜙4(𝑧) − 1 = (𝜙2(𝑧) − 1)(𝜙2(𝑧) + 1), which is meromorphic on ℜ, with a zero at ∞1 and one
simple zero on each sheet ofℜ. If we denote by 𝑧1 the zero of 𝜙2(𝑧) − 1, then 𝑧̂1, which denotes
the projection of 𝑧1 onto the opposite sheet ofℜ, solves 𝜙2(𝑧) + 1.

3.6.3 Step 3: Match the jumps on𝔐

The next step in the solution is to match the jump conditions (74b) and (74c). We will do this by
constructing two scalar functions,1(𝑧, 𝑑) and2(𝑧, 𝑑) that satisfy

+ =

⎧⎪⎪⎨⎪⎪⎩
−

(
0 𝑒2𝜋𝑖𝑊

𝑒−2𝜋𝑖𝑊 0

)
, 𝑧 ∈ 𝛾𝑚,0,

−

(
0 1

1 0

)
, 𝑧 ∈ 𝛾𝑚,1,

(79)

where

(𝑧, 𝑑) = (1(𝑧, 𝑑),2(𝑧, 𝑑)), (80)

𝑊 = 𝑛(𝜔0 + Δ0), and 𝑑 ∈ ℂ is a yet to be defined constant that will be chosen to cancel the simple
poles of the entries of 𝑀(0)0 . If we can construct such functions, then it is immediate from (75b)
and (79) that

(𝑧) ∶= 1
2

(
(𝜙(𝑧) + 𝜙(𝑧)−1)1(𝑧, 𝑑) 𝑖(𝜙(𝑧) − 𝜙(𝑧)−1)2(𝑧, 𝑑)

−𝑖(𝜙(𝑧) − 𝜙(𝑧)−1)1(𝑧, −𝑑) (𝜙(𝑧) + 𝜙(𝑧)−1)2(𝑧, −𝑑)

)
(81)

satisfies (74b) and (74c). We can construct1 and2 with the help of theta functions onℜ. We
define the Riemann theta function associated with 𝜏 in (68) in the standard way

Θ(𝜁) =
∑
𝑚∈ℤ

𝑒2𝜋𝑖𝑚𝜁+𝜋𝑖𝜏𝑚
2
, 𝜁 ∈ ℂ. (82)

The following properties of the theta function follow immediately from (82):

Θ is analytic in ℂ, (83a)
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Θ(𝜁) = Θ(−𝜁), (83b)

Θ(𝜁 + 1) = Θ(𝜁), (83c)

Θ(𝜁 + 𝜏) = 𝑒−2𝜋𝑖𝜁−𝜋𝑖𝜏Θ(𝜁). (83d)

Associated with Θ is the period lattice, Λ𝜏 ∶= ℤ + 𝜏ℤ. The function Θ(𝜁) has a simple zero at
𝜁 =

1

2
+
𝜏

2
mod Λ𝜏. We remark that in genus≥ 2, one needs to be careful as theΘ function could

vanish identically. Next, we define the Abel map as

𝑢(𝑧) = −∫
𝑧

1

𝜔, 𝑧 ∈ ℂ ⧵ Σ, (84)

where we recall that 𝜔 was normalized to satisfy (67). Above, we take the path of integration
on the upper sheet of ℜ in the complement of ℭ ∪𝔐∪ [1,∞). By (67), we have that 𝑢 is well
defined on ℂ ⧵𝔐∪ 𝛾𝑐,1. We emphasize here that 𝑢(𝑧) defined in such a way has no jumps on
(−∞,−1) ∪ (1,∞). From (67) and (68), it follows that

𝑢+(𝑧) + 𝑢−(𝑧) = 0, 𝑧 ∈ 𝛾𝑚,1, (85a)

𝑢+(𝑧) + 𝑢−(𝑧) = 𝜏, 𝑧 ∈ 𝛾𝑚,0, (85b)

𝑢+(𝑧) − 𝑢−(𝑧) = 1, 𝑧 ∈ 𝛾𝑐,1. (85c)

Remark 5. Observe that 𝑢(𝑧) defined in this way satisfies 𝑔(𝑧) = 2𝜋𝑖𝜂1𝑢(𝑧). To see this, con-
sider the function 𝑓(𝑧) ∶= 𝑔(𝑧) − 2𝜋𝑖𝜂1𝑢(𝑧). From the behavior of 𝑔(𝑧), 𝑢(𝑧), the function 𝑓(𝑧)
is bounded as 𝑧 → 𝑧0, 𝑧0 ∈ Λ ∪ {∞}. From (72) and (85), we see that 𝑓+(𝑧) = −𝑓−(𝑧) for 𝑧 ∈ 𝔐
and is otherwise analytic. Applying Liouville’s theorem to 𝑓(𝑧)∕𝛯(𝑧) yields the claim.

Next, we set

1(𝑧, 𝑑) ∶=
Θ(𝑢(𝑧) −𝑊 + 𝑑)

Θ(𝑢(𝑧) + 𝑑)
, 2(𝑧, 𝑑) ∶=

Θ(−𝑢(𝑧) −𝑊 + 𝑑)

Θ(−𝑢(𝑧) + 𝑑)
, (86)

where we recall that𝑊 = 𝑛(𝜔0 + Δ0) and 𝑑 is yet to be determined. Then, both1 and2 are
single valued onℂ ⧵𝔐. Equations (83) and (85) immediately show that the functions1 and2

satisfy (79), as desired. In the remainder of this section, we will slightly abuse notation and think
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of the functions 𝜙2(𝑧) and1,2(𝑧) as functions onℜ. The latter are multiplicatively multivalued
onℜ, but one may still consider the order of zeros and poles in the usual fashion.

3.6.4 Step 4: Choose 𝑑 and normalize 
We have now constructed1 and2 so that  defined in (81) satisfies (74b) and (74c). We must
now choose 𝑑 so that  is analytic in ℂ ⧵𝔐 and normalize  so that it tends to the identity as
𝑧 → ∞. By standard theory,55 for arbitrary 𝑑 ∈ ℂ the function Θ(𝑢(𝑧) − 𝑑) onℜ either vanishes
identically or vanishes at a single point 𝑝1, counted with multiplicity. Recall that we have defined
𝑧1 to be the unique finite solution to 𝜙(𝑧)2 − 1 = 0 and 𝑧̂1, its projection onto the opposite sheet
ofℜ, to be the unique finite solution to 𝜙(𝑧)2 + 1 = 0 onℜ.
We now choose 𝑑 so that the simple zeros of the denominators of cancel the zeros of 𝜙 ± 𝜙−1.

From the remarks immediately following (83), this is satisfied if we set

𝑑 = −𝑢(𝑧̂1) +
1

2
+
𝜏

2
mod Λ𝜏, (87)

as Θ(𝜁) = 0 when 𝜁 = 1

2
+
𝜏

2
mod Λ𝜏. For definiteness, we choose 𝑑 = −𝑢(𝑧̂1) +

1

2
+
𝜏

2
. As the

theta function is even, we have that

Θ(𝑢(𝑧̂1) + 𝑑) = Θ(−𝑢(𝑧1) + 𝑑) = Θ(𝑢(𝑧1) − 𝑑) = 0, (88)

which verifies that each entry of  is analytic in ℂ ⧵𝔐.
Nowwemust normalize so that it decays to the identity as 𝑧 → ∞. We first note that we have

alternative formula for 𝑑,

𝑑 = −𝑢(∞1) mod Λ𝜏. (89)

To see this, we note that 𝜙2(𝑧) − 1 is meromorphic on ℜ with a zero at∞1, a simple zero at 𝑧1,
and poles at 𝜆0 and 1. By Abel’s theorem,[55, Theorem III.6.3] we have that

𝑢(∞1) + 𝑢(𝑧1) − 𝑢(1) − 𝑢(𝜆0) = 0 mod Λ𝜏.

Using (84), along with (67) and (68), we see that

𝑢(1) = 0, 𝑢(𝜆0) = −
1

2
−
𝜏

2
, (90)

so that (89) follows by (87). As 𝜙(𝑧) − 𝜙(𝑧)−1 → 0 as 𝑧 → ∞,

det(∞) =1(∞, 𝑑)2(∞,−𝑑) =
Θ2(𝑊)

Θ2(0)
. (91)
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As  has the same jumps as𝑀0 in (74b) and (74c), we can conclude that det is entire, and as 
is bounded at infinity, we have that

det(𝑧) = Θ2(𝑊)
Θ2(0)

. (92)

If Θ(𝑊) ≠ 0, then
𝑀0(𝑧) = −1(∞)(𝑧) (93)

solves (74). The condition Θ(𝑊) ≠ 0 can be rewritten as
𝑛(𝜔0 + Δ0) ≠ 12 +

𝜏

2
mod Λ𝜏. (94)

In the genus 1 case, the fact that  in (81) is well defined implies that the previous condition is,
in fact, necessary and sufficient; to see this, we note that the solution of the RHP (74) is unique,
but when condition (94) is not satisfied, given a solution 𝑀̃0(𝑧), the matrix 𝑀̃0(𝑧) + 𝑘(𝑧) is a
solution for any 𝑘 ∈ ℤ. Therefore, we have proven the following lemma (see Theorem 2.17 of Ref.
6).

Lemma 1. The model Riemann–Hilbert problem (74) has a solution if and only if

𝑛(𝜔0 + Δ0) ≠ 12 +
𝜏

2
mod Λ𝜏. (95)

Moreover, the solution is given by𝑀0(𝑧) = −1(∞)(𝑧), where  is defined in (81).

Next, we will define the sequence of indices ℕ(𝑠, 𝜖). To do so, note that zeros of
1,𝑛(𝑧, 𝑑),2,𝑛(𝑧, −𝑑), denoted as 𝑧𝑛,1, 𝑧𝑛,2 respectively, are defined via the Jacobi inversion
problem

𝑢(𝑧𝑛,𝑖) − (−1)
𝑖+1𝑛(Δ0 + 𝜔0) − 𝑢(∞1) =

1

2
+
𝜏

2
mod Λ𝜏. (96)

In particular, 𝑧𝑛,1 = ∞1 = 𝑧𝑛,2 exactly when 𝑛(Δ0 + 𝜔0) =
1

2
+
𝜏

2
mod Λ𝜏. As such, we let

ℕ(𝑠, 𝜖) =
{
𝑛 ∈ ℕ | 𝑧𝑛,1 ∉ 𝜋−1({𝑧 | |𝑧| > 1∕𝜖}) ∩ ℜ(1)},

where 𝜋 ∶ ℜ → ℂ is the natural projection and ℜ(1) is the first sheet. With this definition, we
have the following lemma.

Lemma 2. For all 𝑛 ≥ 1 and 𝜖 > 0 small enough, if 𝑛 ∉ ℕ(𝑠, 𝜖), then 𝑛 + 1 ∈ ℕ(𝑠, 𝜖).
Proof. To begin with, observe that (96) yields

𝑢(𝑧𝑛+1,𝑖) − 𝑢(𝑧𝑛,𝑖) = (−1)
𝑖+1(Δ0 + 𝜔0) mod Λ𝜏.
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Let 𝜖0 > 0 be such that for all 𝜖 < 𝜖0, 𝑛 ∉ ℕ(𝑠, 𝜖). For the sake of a contradiction, 𝑛 + 1 ∉ ℕ(𝑠, 𝜖).
Then, taking 𝜖 → 0, the above equation immediately yields that 0 = Δ0 + 𝜔0 mod Λ𝜏. However,
by deforming the contour and using expansion (127), one can check that

1

2𝜋𝑖
ℎ′+(𝑧; 𝑠) 𝑑𝑧, 𝑧 ∈ 𝔐

is a positive probabilitymeasure (cf. Ref. [25, Theorem2.3]) andΔ0 = −𝜏𝜂1where 𝜂1 is themeasure
of 𝛾𝑚,1. Hence, 𝜂1 ∈ (0, 1) and as 𝜔0 ∈ ℝ, we have Δ0 + 𝜔0 ≠ 0 mod Λ𝜏 and thus have reached a
contradiction. ■

Let us pause here to note that thematrix𝑀(𝑧) depends on𝑛, andwenow show that for large𝑛 ∈
ℕ(𝑠, 𝜖), 𝑀(𝑧) remains bounded. Write 𝑛𝜔0 = {𝑛𝜔0} + [𝑛𝜔0], 𝑛𝜂1 = {𝑛𝜂1} + [𝑛𝜂1], where {𝑥}, [𝑥]
are the integer and fractional parts of 𝑥 ∈ ℝ, respectively. Applying (83) and using the fact that
𝑔(𝑧) = 2𝜋𝑖𝜂1𝑢(𝑧) (see Remark 5) shows that the expressions dependent on 𝑛 in 𝑀(𝑧) are of the
form

𝑒±2𝜋𝑖{𝑛𝜂1}(𝑢(𝑧)±𝑢(∞))
Θ(±𝑢(𝑧) − {𝑛𝜔0} − {𝑛𝜂1}𝜏 ± 𝑑)

Θ(±𝑢(∞) − {𝑛𝜔0} − {𝑛𝜂1}𝜏 ± 𝑑)

Θ(±𝑢(∞) ± 𝑑)

Θ(±𝑢(𝑧) ± 𝑑)
,

where the choice of sign in each instance depends on the entry of 𝑀(𝑧) being considered. As
quantities {𝑛𝜔0}, {𝑛𝜂1} remain bounded, we conclude that along any convergent subsequence, the
sequence of functions {𝑀(𝑧)}𝑛∈ℕ(𝑠,𝜖) is uniformly bounded as 𝑛 → ∞.

3.7 The local parametrices

Recalling the discussion preceding (47), we will need a more detailed local analysis about the
endpoints 𝜆 ∈ Λ. Although these constructions are now standard, we state them below for com-
pleteness. For details, we refer the reader to Refs. 23, 51, 53, 54.

3.7.1 Soft edge

In light of (33), let 𝜆 ∈ Λ be such that ℜℎ(𝑧) = 𝑐(𝑧 − 𝜆)3∕2 + ((𝑧 − 𝜆)5∕2) as 𝑧 → 𝜆 for some
𝑐 ≠ 0. We will also make use of the following function:

ℎ(𝜆)(𝑧) = ∫
𝑧

𝜆

ℎ′(𝑧; 𝑠) 𝑑𝑠, (97)

where the path of integration emanates upward in the complex plane from 𝜆 and does not cross
Ω(𝑠). Then,

ℎ
(𝜆)
± (𝑧) = 𝑐(𝑧 − 𝜆)

3∕2
+ ((𝑧 − 𝜆)5∕2), 𝑧 → 𝜆, (98)
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where 𝑐 ≠ 0. There exist real constants 𝐾𝜆± such that
ℎ
(𝜆)
± (𝑧) = ℎ(𝑧) + 𝑖𝐾

𝜆
±, (99)

where in light of (33), 𝐾𝜆+ − 𝐾𝜆− = 4𝜋𝑖𝜂1.
We assume 𝜆 = 𝜆0 so that the main arc 𝛾𝑚,0 lies to the left of 𝜆 and the complementary arc

𝛾𝑐,1 lies to the right of 𝜆, where left and right are in reference to the orientation of Σ̂. The case
where the complementary arc leads into 𝜆 and the main arc exits 𝜆 can be handled similarly with
minor alterations.
We want to solve the following Riemann–Hilbert problem in a neighborhood 𝐷𝜆0 of the point

𝜆0:

𝑃(𝜆0)(𝑧) is analytic for 𝑧 ∈ 𝐷𝜆0 ⧵ Σ̂, (100a)

𝑃
(𝜆0)
+ (𝑧) = 𝑃

(𝜆0)
− (𝑧)𝑗𝑆(𝑧), 𝑧 ∈ 𝐷𝜆0 ∩ Σ̂, (100b)

𝑃(𝜆0)(𝑧) =
(
𝐼 + ( 1

𝑛

))
𝑀(𝑧), 𝑛 → ∞, 𝑧 ∈ 𝜕𝐷𝜆0 , (100c)

where 𝑗𝑆(𝑧) is as in (42).
We also require that 𝑃(𝜆0) has a continuous extension to 𝐷𝜆0 ⧵ Σ̂ and remains bounded as 𝑧 →

𝜆0. 𝑃(𝜆0)(𝑧) is given by

𝑃(𝜆0)(𝑧) = 𝐸
(𝜆0)
𝑛 (𝑧)𝐴(𝑓𝑛,𝐴(𝑧))𝑒

−
𝑛

2
ℎ(𝑧)𝜎3 , (101)

where 𝐴(𝜁) is built out of Airy functions as in Refs. 51, 53. Above,

𝑓𝑛,𝐴(𝑧) = 𝑛
2∕3𝑓𝐴(𝑧), 𝑓𝐴(𝑧) =

[
−
3

4
ℎ(𝜆)(𝑧)

]2∕3
, (102)

so that 𝑓𝐴(𝑧) conformally maps a neighborhood of 𝜆0 to a neighborhood of 0. Recall that we still
have the freedom to choose the precise description of 𝛾±𝑚,0, so we choose them in 𝐷𝜆0 so they

are mapped to the rays {𝑧 ∶ arg 𝑧 = ±2𝜋
3
}, respectively, under the map 𝑓𝐴. 𝐸

(𝜆0)
𝑛 (𝑧) is the analytic

prefactor chosen to satisfy the matching condition (100c) and is given by

𝐸
(𝜆0)
𝑛 (𝑧) =

⎧⎪⎨⎪⎩
𝑀(𝑧)𝑒

−
1

2
𝑛𝑖𝐾𝜆+𝜎3𝐿

(𝜆0)
𝑛 (𝑧)−1, 𝑧 ∈ I, II,

𝑀(𝑧)𝑒
−
1

2
𝑛𝑖𝐾𝜆−𝜎3𝐿

(𝜆0)
𝑛 (𝑧)−1, 𝑧 ∈ III, IV,

(103)

where 𝐾𝜆± are given in (99) and Sectors I, II, III, and IV are defined in Figure 9. Here,
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F IGURE 9 Definition of Sectors I, II, III, and IV within 𝐷𝜆0

F IGURE 10 Structure of Σ̂ in 𝐷1

𝐿
(𝜆0)
𝑛 (𝑧) =

1

2
√
𝜋
𝑛−𝜎3∕6𝑓𝐴(𝑧)

−𝜎3∕4

(
1 𝑖

−1 𝑖

)
.

In the formulas above, the branch cut for 𝑓1∕4
𝐴

is taken on 𝛾𝑚,0 and is the principal branch.

3.7.2 Hard edge

Nowwe assume that we are looking at the analysis near 𝑧 = 1, and we recall thatℜℎ(𝑧) = ((𝑧 −
1)1∕2) as 𝑧 → 1. We will show in the construction of ℎ in Section 4 that

ℎ(𝑧) = 𝑐(𝑧 − 1)1∕2 + ((𝑧 − 1)3∕2), 𝑧 → 1, (104)

for some 𝑐 ≠ 0.
We consider the contour Σ̂ = 𝛾+𝑚,𝐿 ∪ 𝛾𝑚,𝐿 ∪ 𝛾

−
𝑚,𝐿 shown in Figure 10, and we wish to solve the

following Riemann–Hilbert problem:

𝑃(1)(𝑧) is analytic for 𝑧 ∈ 𝐷1 ⧵ Σ̂, (105a)
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𝑃
(1)
+ (𝑧) = 𝑃

(1)
− (𝑧)𝑗𝑆(𝑧), 𝑧 ∈ 𝐷1 ∩ Σ̂, (105b)

𝑃(1)(𝑧) =
(
𝐼 + ( 1

𝑛

))
𝑀(𝑧), 𝑛 → ∞, 𝑧 ∈ 𝜕𝐷1, (105c)

where 𝑃(1) has a continuous extension to 𝐷1 ⧵ Σ̂ and remains bounded as 𝑧 → 1, and where the
jump matrix 𝑗𝑆 in 𝐷1 is given by

𝑗𝑆(𝑧) =

⎧⎪⎨⎪⎩
(

1

𝑒−𝑛ℎ(𝑧)
0

1

)
, 𝑧 ∈ 𝛾±𝑚,𝐿,(

0

−1

1

0

)
, 𝑧 ∈ 𝛾𝑚,𝐿.

(106)

Analogously to the analysis in the soft edge, we define 𝑃(1)(𝑧) = 𝑈(1)(𝑧)𝑒−
𝑛

2
ℎ(𝑧)𝜎3 , so that 𝑈(1)

solves a new Riemann–Hilbert problem in 𝐷1, with jump matrix given by

𝑗𝑈(1) (𝑧) =

⎧⎪⎨⎪⎩
(
1

1

0

1

)
, 𝑧 ∈ 𝛾±𝑚,𝐿,(

0

−1

1

0

)
, 𝑧 ∈ 𝛾𝑚,𝐿.

(107)

Now, 𝑈(1) can be written explicitly in terms of Bessel functions, as in Ref. 23, and we state this
construction below. First set

𝑏1(𝜁) = 𝐻
(1)
0 (2(−𝜁)

1∕2), 𝑏2(𝜁) = 𝐻
(2)
0 (2(−𝜁)

1∕2), (108a)

𝑏3(𝜁) = 𝐼0(2𝜁
1∕2), 𝑏4(𝜁) = 𝐾0(2𝜁

1∕2), (108b)

where 𝐼0 is the modified Bessel function of the first kind,𝐾0 is the modified Bessel function of the
second kind, and 𝐻(1)0 and 𝐻(2)0 are Hankel functions of the first and second kinds, respectively.
With this in hand, we may define the Bessel parametrix as

𝐵(𝜁) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

(
1

2
𝑏2(𝜁)

−𝜋𝑧1∕2𝑏′
2
(𝜁)

−
1

2
𝑏1(𝜁)

𝜋𝑧1∕2𝑏′
1
(𝜁)

)
, −𝜋 < arg 𝜁 < −

2𝜋

3
,(

𝑏3(𝜁)

2𝜋𝑖𝑧1∕2𝑏′
3
(𝜁)

𝑖

𝜋
𝑏4(𝜁)

−2𝑧1∕2𝑏′
4
(𝜁)

)
, | arg 𝜁| < 2𝜋

3
,(

1

2
𝑏1(𝜁)

𝜋𝑧1∕2𝑏′
1
(𝜁)

1

2
𝑏2(𝜁)

𝜋𝜁1∕2𝑏′
2
(𝜁)

)
,

2𝜋

3
< arg 𝜁 < 𝜋.

(109)
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Using the conformal map, 𝑓𝑛,𝐵, where

𝑓𝑛,𝐵(𝑧) = 𝑛
2𝑓𝐵(𝑧), where 𝑓𝐵(𝑧) =

ℎ(𝑧)2

16
, (110)

the matrix 𝑈(1) is given by

𝑈(1)(𝑧) = 𝐸
(1)
𝑛 (𝑧)𝐵(𝑓𝑛,𝐵(𝑧)), (111)

where 𝐸(1)𝑛 is analytic prefactor chosen to ensure the matching condition (105c). Therefore, we
have that

𝐸
(1)
𝑛 (𝑧) = 𝑀(𝑧)𝐿

(1)
𝑛 (𝑧)

−1, 𝐿
(1)
𝑛 (𝑧) ∶=

1√
2
(2𝜋𝑛)−𝜎3∕2𝑓𝐵(𝑧)

−𝜎3∕4

(
1 𝑖

𝑖 1

)
, (112)

where all branch cuts above are again taken to be principal branches.
A similar analysis may be conducted around 𝑧 = −1, and we state that the solution to the local

parametrix here is given by

𝑃(−1)(𝑧) = 𝐸
(−1)
𝑛 (𝑧)𝐵̃(𝑓𝑛,𝐵(𝑧))𝑒

−
𝑛

2
ℎ(𝑧)
, (113)

where 𝐵̃(𝑧) = 𝜎3𝐵(𝑧)𝜎3,

𝑓𝑛,𝐵(𝑧) = 𝑛
2𝑓𝐵(𝑧), 𝑓𝐵(𝑧) =

ℎ̃(𝑧)2

16
, (114)

and ℎ̃(𝑧) = ℎ(𝑧) − 2𝜋𝑖. Similarly, we have

𝐸
(−1)
𝑛 (𝑧) = 𝑀(𝑧)𝐿

(−1)
𝑛 (𝑧)−1, 𝐿

(−1)
𝑛 (𝑧) ∶=

1√
2
(2𝜋𝑛)−𝜎3∕2𝑓𝐵(𝑧)

−𝜎3∕4

(
−1 𝑖

𝑖 −1

)
. (115)

4 THE GLOBAL PHASE PORTRAIT—CONTINUATION IN
PARAMETER SPACE

As seen above, one of the keys to implementing the Deift–Zhou method of nonlinear steepest
descent is the existence of the ℎ-function. Fortunately, genus 0 and 1 solutions for 𝑠 ∈ 𝑖ℝ have
already been established in Refs. 24, 25, so we can implement the continuation in parameter space
technique developed in Refs. 6, 39, 40. By following this procedure, we will show that by starting
with some genus 𝐿 ℎ-function for 𝑠 ∈ 𝑖ℝ ∩ 𝔊𝐿, we will be able to continue this genus 𝐿 solution
to all 𝑠 ∈ 𝔊𝐿.
Below,wewill first define breaking points and breaking curves. The set of breaking curves along

with their endpoints will be denoted as 𝔅, and we will show that the inequalities (37) can only
break down as we cross a breaking curve. Next, we provide the basic background on quadratic dif-
ferentials needed for our analysis. Finally, we recap the previous work on orthogonal polynomials
of the form (1) where 𝑠 ∈ 𝑖ℝ and show how we may deform these solutions to all 𝑠 ∈ ℂ ⧵ 𝔅.



BARHOUMI et al. 483

4.1 Breaking curves

We define a breaking point as follows: 𝑠𝑏 ∈ ℂ is a breaking point if there exists a saddle point
𝑧0 ∈ Ω(𝑠) such that

ℎ′(𝑧0; 𝑠𝑏) = 0, and ℜℎ(𝑧0; 𝑠𝑏) = 0. (116)

Above, we also impose that the zero of ℎ′ is of at least order 1. We call a breaking point critical if
either:

(i) The saddle point in (116) coincides with a branchpoint in Λ(𝑠), or
(ii) the order of the zero at the saddle point is greater than one or there are at least two saddle

points of ℎ on Ω counted with multiplicity.

If a breaking point 𝑠 is not a critical breaking point, it is a regular breaking point.

Remark 6. Note that ℎ′ is analytic in ℂ∖𝔐(𝑠). In the above definition of breaking point, if
𝑧0 ∈ 𝔐(𝑠), we mean ℎ′(𝑧0) = 0 in the following sense. Note that ℎ′+(𝑧) and ℎ′−(𝑧) have analytic
extensions to a neighborhood of 𝑧0 ∈ 𝔐(𝑠). Moreover, in this neighborhood, the two extensions
are related via ℎ′+(𝑧) = −ℎ′−(𝑧). Therefore, if 𝑧0 is such that ℎ

′
+(𝑧0) = 0 (where here we are refer-

ring to the extension, so this is well defined), then ℎ′−(𝑧0) = 0, so we say ℎ′(𝑧0) = 0.

We have the following lemma from Ref. [6, Lemma 4.3], and we include the proof for conve-
nience.

Lemma 3. Let 𝑠 = 𝑠1 + 𝑖𝑠2 where 𝑠1, 𝑠2 ∈ ℝ and let 𝑠𝑏 be a regular breaking point. If both
𝜕𝑠𝑘ℎ(𝑧0; 𝑠𝑏), for 𝑘 = 1, 2, exist and at least one of them is≠ 0, then there exists a smooth curve passing
through 𝑠𝑏 consisting of breaking points.

Proof. Writing 𝑧 = 𝑢 + 𝑖𝑣 and 𝑠 = 𝑠1 + 𝑖𝑠2, we may consider (116) to be a system of three real
equations in four real unknowns in the form 𝐺(𝑢, 𝑣, 𝑠1, 𝑠2) = 0. We may choose either 𝑗 = 1 or
𝑗 = 2 so thatℜ𝜕𝑠𝑗ℎ(𝑧0; 𝑠𝑏) ≠ 0. Then, as ℎ′(𝑧0; 𝑠𝑏) = 0, we may calculate the Jacobian as

det

(
𝜕𝐺

𝜕(𝑢, 𝑣, 𝑠𝑗)

)
= 𝑖𝑗−1ℜℎ𝑠𝑗 (𝑧0; 𝑠𝑏)

||||||
𝜕

𝜕𝑢
ℜℎ′(𝑧0; 𝑠𝑏)

𝜕

𝜕𝑣
ℜℎ′(𝑧0; 𝑠𝑏)

𝜕

𝜕𝑢
ℑℎ′(𝑧0; 𝑠𝑏)

𝜕

𝜕𝑣
ℑℎ′(𝑧0; 𝑠𝑏)

||||||
= 𝑖𝑗−1ℜℎ𝑠𝑗 (𝑧0; 𝑠𝑏)|ℎ′′(𝑧0; 𝑠𝑏)|2,

where we have used the Cauchy–Riemann equations for the second equality above. As ℎ′′ ≠ 0, as
𝑠𝑏 is a regular breaking point, the implicit function theorem completes the proof. ■

The curves in Lemma 3 are defined to be breaking curves. We will see that the breaking curves
partition the parameter space so as to separate regions of different genus of ℎ function, as they
are precisely where the inequalities on ℎ break down. Assume that ℎ(𝑧; 𝑠) satisfies the scalar
Riemann–Hilbert problem (33).
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Lemma 4. Let 𝑠(𝑡) for 𝑡 ∈ [0, 1] be a smooth curve in the parameter space starting from 𝑠0 = 𝑠(0)
and ending at 𝑠1 = 𝑠(1). Assume further that 𝑠(𝑡) is a regular point for all 0 ≤ 𝑡 < 1, that is, the
inequalities (37) are satisfied for 0 ≤ 𝑡 < 1, and thatℜℎ(𝑧; 𝑠) is a continuous function of 𝑠. Then, the
inequalities (37) do not hold at 𝑠1 if and only if 𝑠1 is a breaking point.

Proof. To see this, first consider the case that the Inequality (37b) breaks down in a vicinity of 𝑧0,
where 𝑧0 is an interior point of a main arc. By definition,ℜℎ(𝑧; 𝑠) = 0 for 𝑠 = 𝑠(𝑡), 0 ≤ 𝑡 < 1 and
for all interior points 𝑧 of a main arc, so by continuity, we must have thatℜℎ(𝑧0; 𝑠1) = 0. To show
that 𝑠1 is a breaking point, we must just show that ℎ′(𝑧0; 𝑠1) = 0. To get a contradiction, assume
that ℎ′(𝑧0; 𝑠1) ≠ 0. As ℎ+ is analytic at 𝑧0 and its derivative does not vanish, we may write that
ℎ′+(𝑧) = 𝑐 + (𝑧 − 𝑧0)𝑎(𝑧), where 𝑎 is analytic in a neighborhood of 𝑧0 and does not vanish in this
neighborhood and 𝑐 ≠ 0, which implies that the map is conformal. Therefore, ℜℎ+(𝑧) does not
change sign in close proximity to 𝑧0 on the+ side of the cut, and as ℎ = ℎ+ here, the real part of ℎ
does not change on the+ side of the cut in close proximity of 𝑧0. A similar argument applied to ℎ−
shows that the real part ofℎ does not change on the− side of the cut in close proximity of 𝑧0, either.
Asℜℎ(𝑧; 𝑠(𝑡)) > 0 for all 𝑧 in close proximity of a main arc for 𝑡 < 1, we have that by continuity in
𝑠 and by the constant sign ofℜℎ(𝑧; 𝑠1) in close proximity to 𝑧0 thatℜℎ(𝑧; 𝑠1) > 0 for all 𝑧 in close
proximity to 𝑧0. This is precisely the inequality which we have assumed to have broken down,
so we have reached the desired contradiction. As such ℎ′(𝑧0; 𝑠1) = 0, and 𝑠1 is a breaking point.
Going the other way, we have that the real part of ℎ+ must change sign above/below the cut if
ℎ′±(𝑧0) = 0, which clearly violates Inequality (37b).
Next, assume that Inequality (37a) breaks down at 𝑧0, where 𝑧0 is an interior point of a com-

plementary arc, 𝛾𝑐. Given that ℜℎ(𝑧; 𝑠(𝑡)) < 0 for all interior points of a complementary arc,
we have by continuity that if the inequality breaks down for 𝑠1 at some point 𝑧0, we must have
thatℜℎ(𝑧0; 𝑠1) = 0. We are now left to show that ℎ′(𝑧0) = 0. To get a contradiction, assume that
ℎ′(𝑧0) ≠ 0. Then there is a zero-level curve of ℜℎ(𝑧) passing through 𝑧0 that looks locally like
an analytic arc (i.e., no intersections). Furthermore, the sign ofℜℎ(𝑧) is constant on either side
of 𝛾𝑐 in close proximity to 𝑧0. By continuity, we have that ℜℎ(𝑧; 𝑠1) < 0 for all interior points
𝑧 ∈ 𝛾𝑐∖{𝑧0}. Therefore, we are able to deform the complementary arc back into the region where
ℜℎ(𝑧) < 0 for all 𝑧 ∈ 𝛾𝑐, contradicting the assumption the inequality was violated. Therefore, we
must have that ℎ′(𝑧0; 𝑠1) = 0, and as such 𝑠1 is a breaking point. On the other hand, assume that
𝑠1 is a breaking point. Then as ℜℎ(𝑧0; 𝑠1) = 0, we clearly have that the strict inequality (37a) is
violated at 𝑧0. Moreover, the condition that ℎ′(𝑧0) = 0 enforces that we cannot deform the com-
plementary arc so as to fix the inequality. ■

4.2 Quadratic differentials

In this subsection, we review the basic theory of quadratic differentials needed for the subsequent
analysis. The theory presented below follows,56,57 and we refer the reader to these works for com-
plete details.
Ameromorphic differential𝜛 on a Riemann surfaceℜ is a second-order form on the Riemann

surface, given locally by the expression−𝑓(𝑧) 𝑑𝑧2, where 𝑓 is a meromorphic function of the local
coordinate 𝑧. In particular, if 𝑧 = 𝑧(𝜁) is a conformal change of variables,

−𝑓(𝜁) 𝑑𝜁2 = −𝑓(𝑧(𝜁))𝑧′(𝜁)2 𝑑𝜁2 (117)
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represents𝜛 in the local coordinate 𝜁. In the present context, we may always take the underlying
Riemann Surface to be the Riemann sphere. Of particular interest to us is the critical graph of a
quadratic differential𝜛, which we explain below.
First, we define the critical points of𝜛 = −𝑓 𝑑𝑧2 to be the zeros and poles of −𝑓. The order of

the critical point, 𝑝, is the order of the zero or pole, and is denoted by 𝜂(𝑝). Zeros and simple poles
are called finite critical points; all other critical points are infinite. Any point that is not a critical
point is a regular point.
In a neighborhood of any regular point 𝑝, the primitive

Υ(𝑧) = ∫
𝑧

𝑝

√
−𝜛 = ∫

𝑧

𝑝

√
𝑓(𝑠) 𝑑𝑠 (118)

is well defined by specifying the branch of the root at 𝑝 and analytically continuing this along
the path of integration. Then, we define an arc 𝛾 ⊂ ℜ to be an arc of trajectory of𝜛 if it is locally
mapped by Υ to a vertical line. Equivalently, for any point 𝑝 ∈ 𝛾, there exists a neighborhood
𝑈 where Υ is well defined and, moreover, ℜΥ(𝑧) is constant for 𝑧 ∈ 𝛾 ∩ 𝑈. A maximal arc of
trajectory is called a trajectory of𝜛. Moreover, any trajectory that extends to a finite critical point
along one of its directions is called a critical trajectory of𝜛 and the set of critical trajectories of𝜛,
along with their limit points, is defined to be the critical graph of𝜛.
To understand the topology of the critical graph of a quadratic differential𝜛, we must neces-

sarily study both the local structure of trajectories near finite critical points, along with the global
structure of the critical trajectories. Fortunately, the local behavior near a finite critical point is
quite regular. Indeed, from a point 𝑝 of order 𝜂(𝑝) = 𝑚 ≥ −1 emanate 𝑚 + 2 trajectories, from
equal angles of 2𝜋∕(𝑚 + 2) at 𝑝. This also includes regular points, which implies that through
any regular point passes exactly one trajectory, which is locally an analytic arc. In particular, this
implies that trajectories may only intersect at critical points.
The global structure of trajectories is more involved, and requires more detailed analysis. In

general, a trajectory 𝛾 is either

(i) a closed curve containing no critical points,
(ii) an arc connecting two critical points (which may coincide), or
(iii) an arc that has no limit along at least one of its directions.

Trajectories satisfying (𝑖𝑖𝑖) are called recurrent trajectories, and their absence in the present work
is assured by Jenkins’ Three Poles Theorem.[58, Theorem 8.5]
With the necessary background on quadratic differentials now complete, we will see how their

trajectories play a crucial role in the construction of the ℎ-function.

4.3 The genus 0 and 1 𝒉-functions

In this section, we review the previous work in the literature for polynomials of the form (1) where
𝑠 ∈ 𝑖ℝ and show how they can be extended to all 𝑠 ∈ 𝔊0 ∪ 𝔊±1 , where these domains have been
defined in Figure 3.
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F IGURE 11 Critical graph of −ℎ′2 𝑑𝑧2 for ℎ′ defined in (120) and 𝑠 = −𝑖𝑡 with 0 < 𝑡 < 𝑡0

4.3.1 Genus 0

The case where 𝑠 = −𝑖𝑡 and 0 < 𝑡 < 𝑡0 was studied in Ref. 24. We recall that 𝑡0 was defined as the
unique positive solution to

2 log

(
2 +

√
𝑡2 + 4

𝑡

)
−
√
𝑡2 + 4 = 0. (119)

Wewant to show that wemay extend the results of Ref. 24, by using the technique of continuation
in parameter space discussed above, to construct a genus 0 ℎ-function that satisfies both (33) and
(37). To state some of the results from,24 we first define

ℎ′(𝑧; 𝑠) =
2 − 𝑠𝑧

(𝑧2 − 1)1∕2
. (120)

Next, we consider the quadratic differential𝜛𝑠 ∶= −ℎ′(𝑧; 𝑠)2 𝑑𝑧2. The following is a restatement
of Ref. [24, Theorem 2.1].

Lemma 5. Let 𝑠 = −𝑖𝑡 where 0 < 𝑡 < 𝑡0. There exists a smooth curve 𝛾𝑚,0(𝑠) connecting −1 and 1
which is a trajectory of the quadratic differential𝜛𝑠 .

With this lemma in hand, we take the branch cut of (120) on 𝛾𝑚,0(𝑠), with the branch chosen
so that

ℎ′(𝑧; 𝑠) = −𝑠 +
2

𝑧
+ 

(
1

𝑧2

)
, 𝑧 → ∞. (121)

The critical graph of𝜛𝑠 is depicted in Figure 11.We see that there are four trajectories emanating
from the double zero at 𝑧 = 2𝑖∕𝑡 = 2∕𝑠, two of which form a loop surrounding the endpoints −1
and 1. We may easily extend this critical graph from the subset of the imaginary axis to all 𝑠 ∈ 𝔊0.

Lemma 6. For all 𝑠 ∈ 𝔊0, there exists a smooth curve 𝛾𝑚,0(𝑠) connecting −1 and 1, which is a tra-
jectory of the quadratic differential𝜛𝑠.
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Proof. Fix some 𝑠0 = −𝑖𝑡 with 0 < 𝑡 < 𝑡0 and some 𝑠1 ∈ 𝔊0. The goal is to show that there exists
a trajectory of 𝜛𝑠1 that connects −1 to 1. As 𝔊0 is the region bounded by the curves 𝔟±, we may
connect 𝑠0 to 𝑠1 with a curve that lies completely within𝔊0, whichwe call 𝜌. As we deform 𝑠 along
𝜌 toward 𝑠1, we note that the topology of the critical graph of 𝜛𝑠 will only change if a trajectory
emanating from 2∕𝑠 ever meets 𝛾𝑚,0(𝑠). Assume for sake of contradiction, there existed some 𝑠∗ ∈
𝜌 for which this occurred. We would then haveℜℎ(𝑧; 𝑠∗) = 0 for 𝑧 ∈ 𝛾𝑚,0(𝑠), as it is a trajectory of
the quadratic differential𝜛𝑠. Moreover, we would also have that ℎ′(2∕𝑠∗; 𝑠∗) = 0 as 2∕𝑠∗ is a zero
of ℎ′(𝑧; 𝑠∗). In other words, 𝑠∗ is a breaking point. However, this contradicts the fact that 𝜌 lies
completely within 𝔊0, which by definition contains no breaking points in its interior. As such,
the topology of the critical graph at 𝑠1 is the same as it was at 𝑠0, and we conclude that there exists
a trajectory of𝜛𝑠1 connecting −1 and 1. ■

In light of the lemma above, we keep the notation of 𝛾𝑚,0(𝑠) to be the trajectory of 𝜛𝑠 that
connects −1 and 1. We then have Ω(𝑠) ∶= 𝛾𝑐,0 ∪ 𝛾𝑚,0(𝑠), where we recall 𝛾𝑐,0 = (−∞,−1]. Now,
consider the function

ℎ(𝑧; 𝑠) = ∫
𝑧

1

ℎ′(𝑢; 𝑠) 𝑑𝑢, (122)

where the path of integration is taken in ℂ ⧵ Ω(𝑠).

Lemma 7. Let 𝑠 ∈ 𝔊0. Then, ℎ(𝑧; 𝑠) defined in (122) solves the Riemann–Hilbert problem (33) and
satisfies the inequalities (37).

Proof. It is clear that ℎ is analytic inℂ ⧵ Ω(𝑠). Next, note thatℜℎ(𝑧; 𝑠) → 0 as 𝑧 → 1 andℜℎ(𝑧; 𝑠)
is constant along 𝛾𝑚,0(𝑠), as it is a trajectory of 𝜛𝑠. Therefore, we have that ℜℎ(𝑧; 𝑠) = 0 for 𝑧 ∈
𝛾𝑚,0(𝑠). As ℎ′+ = −ℎ′− on 𝛾𝑚,0, we we have that ℎ+(𝑧) + ℎ−(𝑧) = 0 for 𝑧 ∈ 𝛾𝑚,0, so that ℎ satisfies
the appropriate jump over 𝛾𝑚,0. Next, a residue calculation gives us that ℎ+(𝑧) − ℎ−(𝑧) = 4𝜋𝑖 for
𝑧 ∈ 𝛾𝑐,0.
We can integrate (122) directly to yield,

ℎ(𝑧; 𝑠) = 2 log(𝑧 + (𝑧2 − 1)1∕2) − 𝑠(𝑧2 − 1)1∕2. (123)

From this, we can compute that

ℎ(𝑧; 𝑠) = −𝑠𝑧 + 2 log 2 + 2 log 𝑧 + 
(
1

𝑧

)
, 𝑧 → ∞, (124)

so that ℎ satisfies (33d). Finally, it is clear from (120) that ℎ(𝑧) = (√𝑧 ∓ 1) as 𝑧 → ±1, so that the
ℎ constructed above satisfies all of the requirements of (33).
To see that ℎ(𝑧; 𝑠) satisfies (37), we note that the inequalities were proven directly in24 for

𝑠 = −𝑖𝑡 with 0 < 𝑡 < 𝑡0. By using Lemma 4, we see that the inequalities will hold for all 𝑠 ∈ 𝔊0,
completing the proof. ■

With the genus 0 ℎ-function now constructed explicitly for all 𝑠 ∈ 𝔊0, we now turn to the genus
1 case.
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F IGURE 1 2 Critical graph of −ℎ′2 𝑑𝑧2 for ℎ′ defined in (125) and 𝑠 ∈ 𝑖ℝ with ℑ𝑠 < −𝑡0

4.3.2 Genus 1

The genus 1 case is slightly more involved, but as before, we will deform the existing solution on
the imaginary axis to all other values of 𝑠. Therefore, we start with defining

ℎ′(𝑧; 𝑠) = −𝑠

(
(𝑧 − 𝜆0(𝑠))(𝑧 − 𝜆1(𝑠))

𝑧2 − 1

)1∕2
, (125)

and we now set𝜛𝑠 ∶= −ℎ′(𝑧; 𝑠)2 𝑑𝑧2, where ℎ′ is defined in (125). It was shown in Ref. 25 that for
𝑠 = −𝑖𝑡 where 𝑡 > 𝑡0, there exist trajectories of the quadratic differential𝜛𝑠 connecting −1 to 𝜆0
and 𝜆1 to 1. Here, 𝜆0 and 𝜆1 satisfy

𝜆0 + 𝜆1 =
4

𝑠
, ℜ∮

𝐶

ℎ′(𝑧) 𝑑𝑧 = 0, (126)

and where 𝐶 is any loop on the Riemann surfaceℜ associated with the algebraic equation 𝑦2 =
(ℎ′)2, defined in Remark 4 and Subsection 3.6. Note that the first condition in (126) ensures that

ℎ′(𝑧) = −𝑓′(𝑧) +
2

𝑧
+ 

(
1

𝑧2

)
, 𝑧 → ∞. (127)

The second condition of (126) is known as the Boutroux condition, and its importancewill become
clear shortly. The critical graph of𝜛𝑠 for 𝑠 ∈ 𝑖ℝ ∩ 𝔊−1 as proven in Ref. 25 is displayed in Figure 12.
In this case, the critical graph is symmetric with respect to the imaginary axis, and there exists a
trajectory connecting −1 to 𝜆0 and one connecting 𝜆1 = −𝜆0 to 1.
We consider the case 𝑠 ∈ 𝔊−1 . In particular, this means that 𝑠 is a regular point in the genus

1 region. As in the proof of Lemma 6, we note that for any 𝑠 ∈ 𝔊−1 , there will exist trajectories
connecting −1 to 𝜆0 and 𝜆1 to 1, which we define to be 𝛾𝑚,0(𝑠) and 𝛾𝑚,1(𝑠). Further, we define 𝛾𝑐,1
to be the curve connecting 𝜆0 to 𝜆1 along whichℜℎ(𝑧) < 0, whose existence is guaranteed by the
definition of a regular point.
We now show that (126) holds for any 𝑠 ∈ 𝔊−1 . Denoting 𝜆0 = 𝑢0 + 𝑖𝑣0 and 𝜆1 = 𝑢1 + 𝑖𝑣1, we

may write the conditions (126) as 𝐹(𝑠; 𝑢0, 𝑣0, 𝑢1, 𝑣1) = 0, where 𝐹 = (𝑓1, 𝑓2, 𝑓3, 𝑓4) and

𝑓1 = 𝑢0 + 𝑢1 −ℜ
4

𝑠
, 𝑓2 = 𝑣0 + 𝑣1 − ℑ

4

𝑠
, 𝑓3 = ℜ∮

𝐴

ℎ′(𝑧) 𝑑𝑧, 𝑓4 = ℜ∮
𝐵

ℎ′(𝑧) 𝑑𝑧.

Note that 𝑓3 = 0 and 𝑓4 = 0 are equivalent to the Boutroux condition, as any loop onℜ may be
written as a combination of the 𝐴 and 𝐵 cycle onℜ. Taking the Jacobian of the above conditions



BARHOUMI et al. 489

with respect to the endpoints yields,

∇𝐹 =

⎛⎜⎜⎜⎜⎝
1 0 1 0

0 1 0 1

ℜ ∮
𝐴
ℎ′
𝜆0
𝑑𝑧 ℑ ∮

𝐴
ℎ′
𝜆0
𝑑𝑧 ℜ ∮

𝐴
ℎ′
𝜆1
𝑑𝑧 ℑ ∮

𝐴
ℎ′
𝜆1
𝑑𝑧

ℜ ∮
𝐵
ℎ′
𝜆0
𝑑𝑧 ℑ ∮

𝐵
ℎ′
𝜆0
𝑑𝑧 ℜ ∮

𝐵
ℎ′
𝜆1
𝑑𝑧 ℑ ∮

𝐵
ℎ′
𝜆1
𝑑𝑧

⎞⎟⎟⎟⎟⎠
, (128)

where

ℎ′
𝜆𝑗
(𝑧) =

−1

2(𝑧 − 𝜆𝑗)
ℎ′(𝑧), 𝑗 = 1, 2. (129)

As 𝜆0 ≠ 𝜆1 because we are at a regular point, note that(
ℎ′
𝜆1
(𝑧) − ℎ′

𝜆0
(𝑧)

)
𝑑𝑧 (130)

is the unique (up to multiplicative constant) holomorphic differential onℜ. Subtracting the first
and second columns from the third and fourth columns, we get that

det∇𝐹 = det

⎛⎜⎜⎜⎜⎝
1 0 0 0

0 1 0 0

ℜ ∮
𝐴
ℎ′
𝜆0
𝑑𝑧 ℑ ∮

𝐴
ℎ′
𝜆0
𝑑𝑧 ℜ ℑ

ℜ ∮
𝐵
ℎ′
𝜆0
𝑑𝑧 ℑ ∮

𝐵
ℎ′
𝜆0
𝑑𝑧 ℜ ℑ

⎞⎟⎟⎟⎟⎠
, (131)

where

 = ∮
𝐴

(
ℎ′
𝜆1
(𝑧) − ℎ′

𝜆0
(𝑧)

)
𝑑𝑧,  = ∮

𝐵

(
ℎ′
𝜆1
(𝑧) − ℎ′

𝜆0
(𝑧)

)
𝑑𝑧. (132)

That is, and are the𝐴 and 𝐵 periods of a holomorphic differential onℜ, and the determinant
is given by

det∇𝐹 = ℑ(𝐴𝐵) > 0, (133)

which follows fromRiemann’s Bilinear inequality. As this determinant is nonzero, we can deform
the endpoints continuously in 𝑠 so as to preserve (126), verifying that for all 𝑠 ∈ 𝔊−1 , we may con-
struct a genus 1 ℎ-function.
For 𝑠 ∈ 𝔊−1 , we have Ω(𝑠) = 𝛾𝑐,0 ∪ 𝛾𝑚,0 ∪ 𝛾𝑐,1 ∪ 𝛾𝑚,1, and we define

ℎ(𝑧; 𝑠) = ∫
𝑧

1

ℎ′(𝑢; 𝑠) 𝑑𝑢, (134)

where the path of integration is taken inℂ ⧵ Ω(𝑠) and ℎ′ is given in (125). We now have the follow-
ing lemma, which shows that the so-constructed ℎ function is the correct one needed for genus 1
asymptotics.
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Lemma 8. Let 𝑠 ∈ 𝔊−1 . Then, ℎ(𝑧; 𝑠) defined in (134) solves the Riemann-Hilbert problem (33) and
satisfies the inequalities (37).

Proof. Again, it is immediate thatℎ is analytic inℂ ⧵ Ω(𝑠) and has the appropriate endpoint behav-
ior near all endpoints inΛ.Moreover, from the first condition of (126), we ensure thatℎ has the cor-
rect asymptotics at infinity. The Boutroux condition ensures thatwe have a purely imaginary jump
over 𝛾𝑐,1 and the same residue calculation as in the genus 0 case yields that ℎ+(𝑧) − ℎ−(𝑧) = 4𝜋𝑖
for 𝑧 ∈ 𝛾𝑐,0. Finally, as ℜℎ(𝑧) = 0 for 𝑧 ∈ 𝔐, along with ℎ′+(𝑧) + ℎ′−(𝑧) = 0 for 𝑧 ∈ 𝔐 and the
Boutroux condition, we have that ℎ+ + ℎ′− is purely imaginary on the main arcs 𝛾𝑚,0 and 𝛾𝑚,1.
As before, the inequalities (37) were established in Ref. 25 directly for 𝑠 ∈ 𝑖ℝwithℑ𝑠 < −𝑡0, so

we may again use Lemma 4 to show that the inequalities continue to hold for all 𝑠 ∈ 𝔊−1 . ■

The case 𝑠 ∈ 𝔊+1 may be easily obtained via reflection. To see this, note that if 𝑠 ∈ 𝔊
+
1 , then

−𝑠 ∈ 𝔊−1 . Take 𝜆0(𝑠) = −𝜆0(−𝑠) and 𝜆1(𝑠) = −𝜆1(−𝑠), so that ℎ
′(𝑧; 𝑠) = −ℎ′(−𝑧;−𝑠), and we may

use the results for −𝑠 ∈ 𝔊−1 to construct the appropriate genus 1 ℎ-function.

4.4 Proof of Theorem 1

We recall that the aim of Theorem 1 is to verify that Figure 3 is the accurate picture of the set of
breaking curves in the parameter space.
As the genus ofℜ(𝑠) is either 0 or 1, we have that the genus must be 0 along a breaking curve.

That is, Ω(𝑠) = 𝛾𝑐,0 ∪ 𝛾𝑚,0. We have seen in (123) that the regular genus 0 ℎ-function is given by:

ℎ(𝑧; 𝑠) = 2 log(𝑧 + (𝑧2 − 1)1∕2) − 𝑠(𝑧2 − 1)1∕2. (135)

Remark 7. Note that there is one other genus zero ℎ function that occurs when 𝑠 ∈ ℝ and |𝑠| > 2.
Here, we have that

ℎ′(𝑧) =

√
𝑧 − 𝜆1(𝑠)

𝑧 − 1
, or ℎ′(𝑧) =

√
𝑧 − 𝜆2(𝑠)

𝑧 + 1
,

with a cut taken on the real line connecting 𝜆1 and 1 or 𝜆2 and −1, depending on the situation.
However, neither of these ℎ-functions admit saddle points, so they do not need to be considered
when looking for breaking points.

It is clear by looking at (135) that the only saddle point is at 𝑧0 = 2∕𝑠. As this is a simple zero
of ℎ′, we see that the only critical breaking points occur when the saddle point coincides with the
branchpoints in Λ(𝑠). That is, the only critical breaking points are 𝑠 = ±2. To study the structure
of breaking curves, we will need the following calculation.

Proposition 1. If 𝑠𝑏 is a regular breaking point, then

𝑑

𝑑𝑠
ℎ

(
2

𝑠𝑏
, 𝑠𝑏

)
≠ 0. (136)
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Proof. We write

ℎ

(
2

𝑠
, 𝑠

)
= 2 log

(
2

𝑠
+

(
4

𝑠2
− 1

)1∕2)
− 𝑠

(
4

𝑠2
− 1

)1∕2
, (137)

so that

ℎ′
(
2

𝑠
, 𝑠

)
= −

(
−1 +

4

𝑠2

)1∕2
. (138)

Note that this vanishes only for 𝑠 = ±2, which are critical breaking points, so that the proposition
above is true for all regular breaking points. ■

By Lemma 3, the above proposition immediately implies the following, just as in Ref. [6, Corol-
lary 6.2].

Corollary 1. Breaking curves are smooth, simple curves consisting of regular breaking points (except
possibly the endpoints). They do not intersect each other except perhaps at critical breaking points
𝑠 = ±2 or at infinity. They can originate and end only at critical breaking points and at infinity.

Now, we can indeed verify that the global phase portrait depicted in Figure 3 is the correct
picture, proving Theorem 1.
To find the breaking curves, we recall that the only saddle point occurs at

𝑧0(𝑠) =
2

𝑠
, (139)

so that the breaking curves are part of the zero level set

ℜ

(
2 log

(
2

𝑠
+

(
4

𝑠2
− 1

)1∕2)
− 𝑠

(
4

𝑠2
− 1

)1∕2)
= 0. (140)

Recall also that the only critical breaking points are 𝑠 = ±2, at which the saddle point collides
with the hard edge at ±1, respectively. As ℎ(2∕𝑠, 𝑠) = ((𝑠 − 2)3∕2) as 𝑠 → ±2, we note that three
breaking curves emanate from each of ±2.
Now, if 𝑠 ∈ ℝ and |𝑠| > 2, then

−𝑠

(
4

𝑠2
− 1

)1∕2
∈ 𝑖ℝ,

where we have taken the branch cut to be the interval [−1, 1]. Furthermore, recall that the map
𝑧 → 𝑧 + (𝑧2 − 1)1∕2 sends the interval (−1, 1) to the unit circle. As such, we also have that

2 log

(
2

𝑠
+

(
4

𝑠2
− 1

)1∕2)
∈ 𝑖ℝ,
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when 𝑠 ∈ ℝ and |𝑠| > 2. Therefore, the rays (2,∞) and (−∞,−2) are both breaking curves. Finally,
note that

ℎ

(
2

𝑠
, 𝑠

)
= −𝑖𝑠 + 𝑖𝜋 + 

(
1

𝑠

)
, 𝑠 → ∞, (141)

so that the two rays emanating from±2 toward infinity along the real axis are the only two portions
of the breaking curve that intersect at infinity.
According to Corollary 1, the remaining breaking curves either emanate from±2 or form closed

loops in the 𝑠-plane consisting of only regular breaking points. As ℎ(2∕𝑠; 𝑠) has nonzero real part
for 𝑠 ∈ (−2, 2), we conclude that the remaining breaking curves do not intersect the real axis.
Next, note that ℜℎ(2∕𝑠; 𝑠) is harmonic for 𝑠 off the real axis, so that off the real axis, there are
no closed loops along whichℜℎ(2∕𝑠, 𝑠) = 0. Therefore, the remaining breaking curves begin and
end at ±2. Finally, as

ℎ

(
2

𝑠
, 𝑠

)
= ℎ

(
2

𝑠
, 𝑠

)
, (142)

we see that the breaking curves that connect −2 and 2 are symmetric about the real axis.

4.5 Proof of Theorem 2

Having successfully verified the global phase portrait is as depicted in Figure 3, with 𝔊0 corre-
sponding to the genus 0 region and 𝔊±1 corresponding to the genus 1 regions, we may now use
the techniques illustrated in Section 3.4 to obtain asymptotics of the recurrence coefficients for
𝑠 ∈ ℂ ⧵ 𝔅.
For 𝑠 ∈ 𝔊0, we are in the genus 0 region and as such we will use the global parametrix defined

in Subsection 3.5. We recall that the global parametrix given in (62) satisfies as 𝑧 → ∞

𝑀(𝑧) = 𝐼 +
𝑀(1)

𝑧
+
𝑀(2)

𝑧2
+ 

(
1

𝑧3

)
, 𝑀(1) =

(
0

𝑖

2

−
𝑖

2
0

)
, 𝑀(2) =

( 1
8

0

0
1

8

)
. (143)

Recall from (60) that 𝛼𝑛, 𝛽𝑛 may be written in terms of the matrices 𝑇(1), 𝑇(2) appearing in the
asymptotic expansion of 𝑇(𝑧) as 𝑧 → ∞. In Section 3.3, we stated that 𝑅 has an asymptotic expan-
sion of the form

𝑅(𝑧) = 𝐼 +

∞∑
𝑘=1

𝑅𝑘(𝑧)

𝑛𝑘
, 𝑛 → ∞, (144)

which is valid uniformly in the variable 𝑧 near infinity, and each 𝑅𝑘(𝑧) for 𝑘 ≥ 1 satisfies

𝑅𝑘(𝑧) =
𝑅
(1)
𝑘

𝑧
+
𝑅
(2)
𝑘

𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞. (145)
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Recalling that 𝑇(𝑧) = 𝑅(𝑧)𝑀(𝑧) outside of the lens, we may write

𝑇(1) = 𝑀(1) +
𝑅
(1)
1

𝑛
+
𝑅
(1)
2

𝑛2
+ 

(
1

𝑛3

)
, 𝑛 → ∞, (146a)

and

𝑇(2) = 𝑀(2) +
𝑅
(1)
1 𝑀

(1) + 𝑅
(2)
1

𝑛
+
𝑅
(1)
2 𝑀

(1) + 𝑅
(2)
2

𝑛2
+ 

(
1

𝑛3

)
, 𝑛 → ∞, (146b)

and as such we turn our attention to determining 𝑅1 and 𝑅2.
We recall the discussion in Section 3.3, where we wrote 𝑗𝑅(𝑧) = 𝐼 + Δ(𝑧), where Δ admits an

asymptotic expansion in inverse powers of 𝑛 as

Δ(𝑧) ∼

∞∑
𝑘=1

Δ𝑘(𝑧)

𝑛𝑘
, 𝑛 → ∞. (147)

AsΔ(𝑧) decays exponentially quickly for 𝑧 ∈ Σ𝑅 ⧵ ∪𝜆∈Λ𝜕𝐷𝜆, we haveΔ𝑘(𝑧) = 0 in that set. On the
other hand, the behavior of Δ𝑘(𝑧) for 𝑧 ∈ 𝜕𝐷𝜆 can be determined in terms of the appropriate local
parametrix used at the particular 𝜆 ∈ Λ.
We give an explicit formula for Δ𝑘(𝑧) for 𝑧 ∈ 𝜕𝐷1 following Ref. [23, Section 8]. We compute

that the Bessel parametrix defined in (109) satisfies

𝐵(𝜁) =
1√
2
(2𝜋)−𝜎3∕2𝜁−𝜎3∕4

(
1 𝑖

𝑖 1

)(
𝐼 +

∞∑
𝑘=1

𝐵𝑘

𝜁𝑘∕2

)
𝑒2𝜁

1∕2𝜎3 (148)

uniformly as 𝜁 → ∞, where the matrices 𝐵𝑘 are defined as

𝐵𝑘 ∶=
(−1)𝑘−1

∏𝑘−1

𝑗=1
(2𝑗 − 1)2

42𝑘−1(𝑘 − 1)!

⎛⎜⎜⎝
(−1)𝑘

𝑘

(
𝑘

2
−
1

4

)
−𝑖

(
𝑘 −

1

2

)
(−1)𝑘𝑖

(
𝑘 −

1

2

)
1

𝑘

(
𝑘

2
−
1

4

)
.

⎞⎟⎟⎠ (149)

As Δ(𝑧) = 𝑃(1)(𝑧)𝑀−1(𝑧) − 𝐼 for 𝑧 ∈ 𝜕𝐷1, we may use (105c)–(110) to see that

Δ(𝑧) = 𝑃(1)(𝑧)𝑀−1(𝑧) − 𝐼 = 𝑀(𝑧)

[
∞∑
𝑘=1

4𝑘𝐵𝑘

𝑛𝑘ℎ(𝑧)𝑘

]
𝑀−1(𝑧), 𝑛 → ∞, (150)

so that we have by direct inspection,

Δ𝑘(𝑧) =
(−1)𝑘−1

∏𝑘−1

𝑗=1
(2𝑗 − 1)2

4𝑘−1(𝑘 − 1)!ℎ(𝑧)𝑘
𝑀(𝑧)

⎛⎜⎜⎝
(−1)𝑘

𝑘

(
𝑘

2
−
1

4

)
−𝑖

(
𝑘 −

1

2

)
(−1)𝑘𝑖

(
𝑘 −

1

2

)
1

𝑘

(
𝑘

2
−
1

4

)⎞⎟⎟⎠𝑀−1(𝑧), (151)



494 BARHOUMI et al.

for 𝑧 ∈ 𝜕𝐷1. Defining ℎ̃(𝑧) = ℎ(𝑧) − 2𝜋𝑖, we are able to similarly compute that

Δ𝑘(𝑧) =
(−1)𝑘−1

∏𝑘−1

𝑗=1
(2𝑗 − 1)2

4𝑘−1(𝑘 − 1)!ℎ̃(𝑧)𝑘
𝑀(𝑧)

⎛⎜⎜⎝
(−1)𝑘

𝑘

(
𝑘

2
−
1

4

)
𝑖
(
𝑘 −

1

2

)
(−1)𝑘+1𝑖

(
𝑘 −

1

2

)
1

𝑘

(
𝑘

2
−
1

4

)⎞⎟⎟⎠𝑀−1(𝑧), (152)

when 𝑧 ∈ 𝜕𝐷−1. It was also shown in Ref. [23, Section 8] that we may write that

Δ1(𝑧) =

⎧⎪⎨⎪⎩
𝐴(1)

𝑧 − 1
+ (1), 𝑧 → 1,

𝐵(1)

𝑧 + 1
+ (1), 𝑧 → −1,

(153)

for some constant matrices 𝐴(1) and 𝐵(1). Using the behavior of ℎ defined in (123) and 𝜑 near ±1,
we find that

𝐴(1) =
1

8(𝑠 − 2)

(
−1 𝑖

𝑖 1

)
, 𝐵(1) =

1

8(𝑠 + 2)

(
−1 −𝑖

−𝑖 1

)
. (154)

We recall from Section 3.3 that the Δ𝑘 may be used to solve for the 𝑅𝑘 via the following Riemann–
Hilbert problem:

𝑅𝑘(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ (𝜕𝐷1 ∪ 𝜕𝐷−1), (155a)

𝑅𝑘,+(𝑧) = 𝑅𝑘,−(𝑧) +
𝑘−1∑
𝑗=1
𝑅𝑘−𝑗,−Δ𝑗(𝑧), 𝑧 ∈ 𝜕𝐷1 ∪ 𝜕𝐷−1, (155b)

𝑅𝑘(𝑧) = ( 1
𝑧

)
, 𝑧 → ∞. (155c)

Having determined the Δ𝑘(𝑧) for 𝑧 ∈ 𝜕𝐷±1, we may solve for the 𝑅𝑘 directly. By inspection, we
see that

𝑅1(𝑧) =

⎧⎪⎨⎪⎩
𝐴(1)

𝑧 − 1
+
𝐵(1)

𝑧 + 1
, 𝑧 ∈ ℂ ⧵ (𝐷1 ∪ 𝐷−1),

𝐴(1)

𝑧 − 1
+
𝐵(1)

𝑧 + 1
− Δ1(𝑧), 𝑧 ∈ 𝐷1 ∪ 𝐷−1,

(156)

solves the Riemann–Hilbert problem (155) for 𝑅1.
To determine 𝑅2, we again follow23 where it was shown

𝑅1(𝑧)Δ1(𝑧) + Δ2(𝑧) =

⎧⎪⎨⎪⎩
𝐴(2)

𝑧 − 1
+ (1), 𝑧 → 1,

𝐵(2)

𝑧 + 1
+ (1), 𝑧 → −1,

(157)
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for some constant matrices 𝐴(2) and 𝐵(2). As we now have explicit formula for 𝑅1, Δ1, and Δ2, we
may use the properties of ℎ and 𝜑 to determine that

𝐴(2) =
1

16(𝑠 − 2)2(𝑠 + 2)

( 𝑠−2

4
𝑖(2𝑠 + 5)

−𝑖(2𝑠 + 5)
𝑠−2

4

)
(158a)

and

𝐵(2) =
1

16(𝑠 − 2)(𝑠 + 2)2

(
−
𝑠+2

4
𝑖(2𝑠 − 5)

−𝑖(2𝑠 − 5) −
𝑠+2

4

)
. (158b)

Having determined the 𝐴(2) and 𝐵(2), we may again solve the Riemann–Hilbert problem for 𝑅2
by inspection as

𝑅2(𝑧) =

⎧⎪⎨⎪⎩
𝐴(2)

𝑧 − 1
+
𝐵(2)

𝑧 + 1
, 𝑧 ∈ ℂ ⧵ (𝐷1 ∪ 𝐷−1),

𝐴(2)

𝑧 − 1
+
𝐵(2)

𝑧 + 1
− 𝑅1(𝑧)Δ1(𝑧) − Δ2(𝑧), 𝑧 ∈ 𝐷1 ∪ 𝐷−1.

(159)

Now, we may expand the 𝑅𝑘 at infinity to determine the appropriate terms in (146). As 𝑅𝑘(𝑧) =
𝐴(𝑘)∕(𝑧 − 1) + 𝐵(𝑘)∕(𝑧 + 1) for 𝑘 = 1, 2 and 𝑧 ∈ ℂ ⧵ (𝐷1 ∪ 𝐷−1), we have that

𝑅𝑘(𝑧) =
𝐴(𝑘) + 𝐵(𝑘)

𝑧
+
𝐴(𝑘) − 𝐵(𝑘)

𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞. (160)

Using the explicit formula for the 𝐴(𝑘) and 𝐵(𝑘), we determine that

𝑅
(1)
1 =

1

4(4 − 𝑠2)

(
𝑠 −2𝑖

−2𝑖 −𝑠

)
, 𝑅

(2)
1 =

1

4(4 − 𝑠2)

(
2 −𝑖𝑠

−𝑖𝑠 −2

)
(161a)

𝑅
(1)
2 =

𝑖(𝑠2 + 5)

4(𝑠2 − 4)
2

(
0 1

−1 0

)
, 𝑅

(2)
2 =

1

32(𝑠2 − 4)
2

(
𝑠2 − 4 36𝑖𝑠

−36𝑖𝑠 𝑠2 − 4

)
. (161b)

Finally, using (143) and (160) in (60) and (146), we see that as 𝑛 → ∞

𝛼𝑛(𝑠) =
2𝑠

(𝑠2 − 4)2
1

𝑛2
+ 

(
1

𝑛3

)
, 𝛽𝑛(𝑠) =

1

4
+

𝑠2 + 4

4(𝑠2 − 4)2
1

𝑛2
+ 

(
1

𝑛4

)
, ≎ (162)

completing the proof of Theorem 2.

4.6 Proof of Theorem 3

For 𝑠 ∈ 𝔊±1 , the ℎ-function is of genus 1, and we must use the global parametrix constructed in
Section 3.6. Throughout this proof, we recall that we are working with the assumption that 𝑛 ∈
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ℕ(𝑠, 𝜖), so that the global parametrix exists by Lemma 1. Following Ref. [53, (12.7) and (12.12)] see
also Ref. [50, Lemma 4.3], we have the following formulas for the recurrence coefficients in terms
of the global parametrix𝑀(𝑧):

𝛼𝑛 =
𝑀
(2)
12

𝑀
(1)
12

− 𝑀
(1)
22 + 

(
1

𝑛

)
, 𝛽𝑛 = 𝑀

(1)
12 𝑀

(1)
21 + 

(
1

𝑛

)
, as 𝑛 → ∞. (163)

Remark 8. To compute higher order terms in the expansion of the recurrence coefficients in the
genus 1 regime, one would again need to write the jump matrix for 𝑅 as a perturbation of the
identity. This would involve writing the jump matrix on 𝜕𝐷𝜆 in terms of the appropriate local
parametrix used at 𝜆. One could again carry out the process detailed in Section 4.5 to obtain higher
order terms in the genus 1 regime, but we just concern ourselves with the leading term.

By Lemma 1, as 𝑛 ∈ ℕ(𝑠, 𝜖), the global parametrix is defined as

𝑀(𝑧) = 𝑒𝑛𝑔(∞)𝜎3−1(∞)(𝑧)𝑒−𝑛𝑔(𝑧)𝜎3 , (164)

where we recall from (70) and (81) that

(𝑧) ∶= 1
2

(
(𝜙(𝑧) + 𝜙(𝑧)−1)1(𝑧, 𝑑) 𝑖(𝜙(𝑧) − 𝜙(𝑧)−1)2(𝑧, 𝑑)

−𝑖(𝜙(𝑧) − 𝜙(𝑧)−1)1(𝑧, −𝑑) (𝜙(𝑧) + 𝜙(𝑧)−1)2(𝑧, −𝑑)

)
(165)

and

𝑔(𝑧) = 𝛯(𝑧)

[
∫
𝛾𝑐,1

𝜂1 𝑑𝜁

(𝜁 − 𝑧)𝛯(𝜁)
− ∫

𝛾𝑚,0

Δ0 𝑑𝜁

(𝜁 − 𝑧)𝛯+(𝜁)

]
. (166)

Above, 𝛯(𝑧) is given by (69) and 𝜙 is defined in (77) as

𝜙(𝑧) =

(
(𝑧 + 1)(𝑧 − 𝜆1)

(𝑧 − 𝜆0)(𝑧 − 1)

)1∕4
(167)

with branch cuts on 𝛾𝑚,0 and 𝛾𝑚,1 and the branch of the root chosen so that 𝜙(∞) = 1 and the
constant Δ0 was chosen to satisfy

∫
𝛾𝑐,1

𝜂1 𝑑𝜁

𝛯(𝜁)
− ∫

𝛾𝑚,0

Δ0 𝑑𝜁

𝛯+(𝜁)
= 0. (168)

We see that

𝑔(𝑧) = 𝑔(∞) +
𝑔1
𝑧
+
𝑔2
𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞, (169)

where

𝑔(∞) = 𝛿1, 𝑔1 = 𝛿2 −
𝛿1(𝜆0 + 𝜆1)

2
, 𝑔2 = 𝛿3 −

𝛿2(𝜆0 + 𝜆1)

2
−
𝛿1
(
4 + (𝜆0 − 𝜆1)

2
)

8
, (170)
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and

𝛿𝑘 ∶= ∫
𝛾𝑚,0

𝜁𝑘Δ0 𝑑𝜁

𝛯+(𝜁)
− ∫

𝛾𝑐,1

𝜁𝑘𝜂1 𝑑𝜁

𝛯(𝜁)
. (171)

Therefore,

𝑒−𝑛𝑔(𝑧)𝜎3 =

[
𝐼 −
𝑛𝑔1𝜎3
𝑧

+
𝑛2𝑔21𝐼 − 2𝑛𝑔2𝜎3

2𝑧2
+ 

(
1

𝑧3

)]
𝑒−𝑛𝑔(∞)𝜎3 , 𝑧 → ∞. (172)

Next, we turn to the expansion of the matrix . We have

(𝑧) = (∞) + 1
𝑧
+

2
𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞. (173)

To calculate 1 and 2, we first see that by (77) that

𝜙(𝑧) = 1 +
𝜙1
𝑧
+
𝜙2
𝑧2
+ 

(
1

𝑧3

)
, 𝑧 → ∞, (174)

where

𝜙1 =
2 + 𝜆0 − 𝜆1

4
, 𝜙2 =

4 + 4𝜆0 + 5𝜆
2
0 − 4𝜆1 − 2𝜆0𝜆1 − 3𝜆

2
1

32
. (175)

This then gives us that as 𝑧 → ∞,

𝜙(𝑧) + 𝜙(𝑧)−1 = 2 +
𝜙21
𝑧2
+ 

(
1

𝑧3

)
, 𝜙(𝑧) − 𝜙(𝑧)−1 =

2𝜙1
𝑧
+
2𝜙2 − 𝜙

2
1

𝑧2
+ 

(
1

𝑧3

)
, (176a)

which implies

1 =
⎛⎜⎜⎜⎝
𝑑

𝑑𝑧
1

(
1

𝑧
, 𝑑
)||||𝑧=0 𝑖𝜙12(∞, 𝑑)

−𝑖𝜙11(∞,−𝑑)
𝑑

𝑑𝑧
2

(
1

𝑧
, −𝑑

)||||𝑧=0
⎞⎟⎟⎟⎠ (177a)

and

2 =
⎛⎜⎜⎜⎝

1

2
1(∞, 𝑑)𝜙

2
1 +

𝑑2

𝑑𝑧2
1

(
1

𝑧
, 𝑑
)||||𝑧=0 𝜙2

1
−2𝜙2

2𝑖
2(∞, 𝑑) + 𝑖𝜙1

𝑑

𝑑𝑧
2

(
1

𝑧
, 𝑑
)||||𝑧=0

2𝜙2−𝜙
2
1

2𝑖
1(∞,−𝑑) − 𝑖𝜙1

𝑑

𝑑𝑧
1

(
1

𝑧
, −𝑑

)||||𝑧=0 1

2
2(∞,−𝑑)𝜙

2
1 +

𝑑2

𝑑𝑧2
2

(
1

𝑧
, −𝑑

)||||𝑧=0
⎞⎟⎟⎟⎠ .

(177b)
Putting this all together yields

𝑀1 = 𝑒
𝑛𝑔(∞)𝜎3[−1(∞)1 − 𝑛𝑔1𝜎3]𝑒−𝑛𝑔(∞)𝜎3 (178a)
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and

𝑀2 = 𝑒
𝑛𝑔(∞)𝜎3

[
𝑛2𝑔21𝜎

2
3 − 2𝑛𝑔2𝜎3

2
− 𝑛𝑔1−1(∞)1𝜎3 + −1(∞)2

]
𝑒−𝑛𝑔(∞)𝜎3 . (178b)

Using this in (163), we find that

𝛽𝑛 =
1(∞,−𝑑)2(∞, 𝑑)

1(∞, 𝑑)2(∞,−𝑑)
𝜙21 + 

(
1

𝑛

)
, 𝑛 → ∞, (179)

and

𝛼𝑛(𝑠) =
𝜙1
2
−
𝜙2
𝜙1
+
𝑑

𝑑𝑧
[log2(1∕𝑧, 𝑑) − log2(1∕𝑧, −𝑑)]

||||𝑧=0 + 
(
1

𝑛

)
. (180)

Using (175), we arrive at

𝛼𝑛(𝑠) =
𝜆21(𝑠) − 𝜆

2
0(𝑠)

4 + 2𝜆0(𝑠) − 2𝜆1(𝑠)
+
𝑑

𝑑𝑧
[log2(1∕𝑧, 𝑑) − log2(1∕𝑧, −𝑑)]

|||||𝑧=0 + 
(
1

𝑛

)
(181a)

and

𝛽𝑛(𝑠) =
(2 + 𝜆0(𝑠) − 𝜆1(𝑠))

2

16

1(∞,−𝑑)2(∞, 𝑑)

1(∞, 𝑑)2(∞,−𝑑)
+ 

(
1

𝑛

)
, (181b)

as 𝑛 → ∞, completing the proof of Theorem 3.

5 DOUBLE SCALING LIMIT NEAR REGULAR BREAKING POINTS

Having determined the behavior of the recurrence coefficients as 𝑛 → ∞ with 𝑠 ∈ 𝔊0 ∪ 𝔊±1 , we
turn our attention to the behavior of these coefficients for critical values of 𝑠∗ ∈ 𝔅 where 𝑠∗ ∉ ℝ.
Below, the double scaling limit describes the asymptotics of the recurrence coefficients as both
𝑛 → ∞ and 𝑠 → 𝑠∗ simultaneously at an appropriate scaling rate.

5.1 Definition of the double scaling limit

In the remainder of this section, we will assume that 𝑠 approaches 𝑠∗ within the region 𝔊0. In
particular, we fix 𝑠∗ ∈  ⧵ ((−∞,−2] ∪ [2,∞)) and take

𝑠 = 𝑠∗ +
𝐿1
𝑛
, 𝐿1 ∈ ℂ, (182)

where the constant𝐿1 is chosen so that 𝑠 ∈ 𝔊0 for all𝑛 large enough. Furthermore,we impose that
ℑ𝑠∗ < 0, so that ℑ

2

𝑠∗
> 0; this requirement is for ease of exposition, and the case where ℑ𝑠∗ > 0

can be handled similarly. As 𝑠 → 𝑠∗ within 𝔊0, we have that Ω(𝑠) = 𝛾𝑐,0 ∪ 𝛾𝑚,0(𝑠). Furthermore,
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F IGURE 13 The critical graphs of𝜛𝑠 for 𝑠 close to 𝑠∗ and for 𝑠 = 𝑠∗

there exists a genus 0 ℎ-function that satisfies (33) with 𝐿 = 0. As 𝑠∗ is a regular breaking point, we
now have thatℜ(ℎ(2∕𝑠∗; 𝑠∗)) = 0, by definition, and a more detailed local analysis will be needed
in the vicinity of this point.
As the first transformation is the same as the first transformation in Section 3, we briefly restate

it below. We recall that 𝑌 defined in (32) solves the Riemann–Hilbert problem (30). By setting

𝑇(𝑧) ∶= 𝑒−𝑛𝑙𝜎3∕2𝑌(𝑧)𝑒
−
𝑛

2
[ℎ(𝑧)+𝑓(𝑧)]𝜎3 , (183)

we then have that 𝑇 defined above solves the Riemann–Hilbert problem (39).

5.2 Opening of the lenses

To address some of the more technical issues that arise when attempting to open lenses, we turn
again to the theory of quadratic differentials. Recall that 𝛾𝑚,0(𝑠) is defined to be the trajectory of
the quadratic differential

𝜛𝑠 = −
(2 − 𝑠𝑧)2

𝑧2 − 1
𝑑𝑧2, (184)

which connects −1 and 1, whose existence is assured due to Lemma 6. Moreover, we also have
that four trajectories𝜛𝑠 emanate from 𝑧 = 2∕𝑠 at equal angles of 𝜋∕2, as described in Section 4.2
above. Finally, an application of Teichmüller’s lemma (cf. Ref. [57, Theorem 14.1]) shows that the
trajectories define two infinite sectors and one finite sector whose boundary is formed by a closed
trajectory from 𝑧 = 2∕𝑠 that encircles both±1. Moreover, at the critical value 𝑠∗, we have that two
trajectories go to infinity from 𝑧 = 2∕𝑠∗, and the other two connect 𝑧 = 2∕𝑠∗ with ±1. Another
application of Teichmüller’s lemma shows that the two infinite trajectories tend to infinity in
opposite directions. The depictions of these critical graphs are given in Figure 13; for more details
on the precise structure of the critical graph, we refer the reader to Ref. [24, Section 3.2]
Recall that the key to the opening of lenses is that the jumpmatrices decay exponentially quickly

to the identity along the lips of the lens. In the sections above, this immediately followed from the
inequality (37b) that stated that sign of the real part of ℎ was greater than zero. However, at the
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critical value of 𝑠∗, this will no longer be true above the critical point 2∕𝑠∗, and a more detailed
local analysis will be needed. We label the trajectories emanating from 𝑧 = 2∕𝑠 as 𝛾𝑖 , 𝑖 = 1, 2, 3,
and the regions bounded by these trajectories as𝑗 , 𝑗 = 1, 2, 3, as in Figure 13.
To understand the sign of the real part of ℎ, consider the function

Υ(𝑧; 𝑠) = ∫
𝑧

2∕𝑠

2 − 𝑠𝑢

(𝑢2 − 1)1∕2
𝑑𝑢, (185)

with the branch cut taken on 𝛾𝑚,0(𝑠) and branch chosen so that Υ(𝑧; 𝑠) = −𝑠𝑧 + (1) as 𝑧 → ∞.
In terms of the ℎ-function, we may write

ℎ(𝑧; 𝑠) = ℎ(2∕𝑠; 𝑠) + Υ(𝑧; 𝑠). (186)

We may now state the following lemma.

Lemma 9. Fix 𝑠 ∈ 𝔊0 so thatℑ𝑠 < 0. Then,

ℜℎ

(
2

𝑠
; 𝑠

)
> 0, (i)

ℜℎ(𝑧; 𝑠) > 0, 𝑧 ∈ 2 ∪3. (ii)

Proof. By the basic theory (cf. Refs. [35, Appendix B] and [59, Chapter 3]), the domains1 and2
are half plane domains that are conformally mapped by Υ to either the left or right half planes.
As ℑ𝑠 < 0, there exists some 𝑡0 > 0 so that 𝑧 = −𝑖𝑡 ∈ 2 for all 𝑡 > 𝑡0. Recalling that

Υ(𝑧; 𝑠) = −𝑠𝑧 + (1), 𝑧 → ∞,

we may use that ℑ𝑠 < 0 to conclude that ℜΥ(𝑧; 𝑠) > 0 for 𝑧 = −𝑖𝑡, where 𝑡 > 𝑡0. Therefore, we
must have that Υ conformally maps2 to the right half plane and as such

ℜΥ(𝑧; 𝑠) > 0, 𝑧 ∈ 2. (187)

Similarly, as Υ is analytic around 𝑧 = 2∕𝑠 and has a double zero at 𝑧 = 2∕𝑠, we can conclude that
ℜΥ(𝑧; 𝑠) < 0 for 𝑧 in 1 ∪3 in close proximity to 𝑧 = 2∕𝑠. As 1 is a half plane domain, we
immediately have that

ℜΥ(𝑧; 𝑠) < 0, 𝑧 ∈ 1. (188)

Again following the theory laid out in Ref. [35, Appendix B], it follows that 3 is a ring domain.
Therefore, there exists some 𝑐 > 0 so that the function 𝑧 ↦ exp(𝑐Υ(𝑧; 𝑠))maps1 conformally to
an annulus

𝑅 = {𝑤 ∈ ℂ ∶ 𝑟1 < |𝑤| < 1}. (189)
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F IGURE 14 Opening of lenses in the double scaling regime near a regular breaking point. The trajectories
of𝜛𝑠 are indicated by dashed lines

In particular, we have that

0 > ℜΥ(𝑧; 𝑠) > ℜΥ(1, 𝑠), 𝑧 ∈ 3. (190)

As Υ(1; 𝑠) = −ℎ(2∕𝑠; 𝑠), this proves (i), and (ii) now follows directly from (186), (187), and (190).■

We now open lenses as depicted in Figure 14. Note that the upper lip of the lens, 𝛾+𝑚,0 passes
through 𝑧 = 2∕𝑠 and both 𝛾±𝑚,0 remain entirely within2 ∪3. As before, we define ±0 to be the
region bounded between the arcs 𝛾𝑚,0 and 𝛾±𝑚,0, respectively, and set Σ̂ ∶= Σ ∪ 𝛾

+
𝑚,0 ∪ 𝛾

−
𝑚,0. We can

now define the third transformation of the steepest descent process as

𝑆(𝑧) ∶=

⎧⎪⎨⎪⎩
𝑇(𝑧)

(
1 0

∓𝑒−𝑛ℎ(𝑧) 1

)
, 𝑧 ∈ ±0 ,

𝑇(𝑧), otherwise.
(191)

We then consider themodel Riemann–Hilbert problem formed by disregarding the jumps on 𝛾±𝑚,0.
In particular, we seek𝑀 such that

𝑀(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ 𝛾𝑚,0(𝑠), (192a)

𝑀+(𝑧) = 𝑀−(𝑧)

(
0 1

−1 0

)
, 𝑧 ∈ 𝛾𝑚,0, (192b)

𝑀(𝑧) = 𝐼 + ( 1
𝑧

)
, 𝑧 → ∞. (192c)

The solution to this Riemann–Hilbert problem was provided in Section 3.5, see (62).



502 BARHOUMI et al.

Note that the jump on 𝛾+𝑚,0(𝑠) is no longer exponentially decaying to the identity as 𝑠 → 𝑠∗
in a neighborhood of 𝑧 = 2∕𝑠. Moreover, the matrix 𝑀 is not bounded near the endpoints 𝑧 =
±1. Therefore, we define 𝐷𝑐 ∶= 𝐷𝛿(2∕𝑠), 𝐷−1 ∶= 𝐷𝛿(−1), and 𝐷1 ∶= 𝐷𝛿(1) to be discs of radius 𝛿
centered at 𝑧 = 2∕𝑠, −1, and 1, respectively. We take 𝛿 small enough so that 𝐷𝑐 ∩ 𝛾−𝑚,0 = ∅. Note
that for 𝑠 near 𝑠∗, the trajectory 𝛾𝑚,0(𝑠) is close to 2∕𝑠∗, so that for 𝑛 large enough, we must have
that 𝐷𝑐 ∩ 𝛾𝑚,0(𝑠) ≠ ∅. In each 𝐷𝑘, 𝑘 ∈ {𝑐, −1, 1}, we seek a local parametrix 𝑃(𝑘) such that

𝑃(𝑘)(𝑧) is analytic for 𝑧 ∈ 𝐷𝜆 ⧵ Σ̂, (193a)

𝑃
(𝑘)
+ (𝑧) = 𝑃

(𝑘)
− (𝑧)𝑗𝑆(𝑧), 𝑧 ∈ 𝐷𝑘 ∩ Σ̂, (193b)

𝑃(𝜆)(𝑧) = 𝑀(𝑧)(𝐼 + 𝑜(1)), 𝑛 → ∞, 𝑧 ∈ 𝜕𝐷𝑘. (193c)

As shown in Section 3.7, 𝑃(1) and 𝑃(−1) are given by

𝑃(1)(𝑧) = 𝐸
(1)
𝑛 (𝑧)𝐵

(
𝑓𝑛,𝐵(𝑧)

)
𝑒
−
𝑛

2
ℎ(𝑧)𝜎3 ,

𝑃(−1)(𝑧) = 𝐸
(−1)
𝑛 (𝑧)𝐵̃(𝑓𝑛,𝐵(𝑧))𝑒

−
𝑛

2
ℎ(𝑧)
,

(194a)

where ℎ̃(𝑧) = ℎ(𝑧) − 2𝜋𝑖,𝐵 is the Bessel parametrix defined in (109), and 𝐵̃(𝑧) = 𝜎3𝐵(𝑧)𝜎3. Above,

𝑓𝑛,𝐵(𝑧) =
ℎ(𝑧)2

16
, 𝑓𝑛,𝐵(𝑧) =

ℎ̃(𝑧)2

16
, (195a)

𝐸
(1)
𝑛 (𝑧) = 𝑀(𝑧)𝐿

(1)
𝑛 (𝑧)

−1, 𝐿
(1)
𝑛 (𝑧) ∶=

1√
2
(2𝜋𝑛)−𝜎3∕2𝑓𝐵(𝑧)

−𝜎3∕4

(
1 𝑖

𝑖 1

)
, (195b)

and

𝐸
(−1)
𝑛 (𝑧) = 𝑀(𝑧)𝐿

(−1)
𝑛 (𝑧)−1, 𝐿

(−1)
𝑛 (𝑧) ∶=

1√
2
(2𝜋𝑛)−𝜎3∕2𝑓𝐵(𝑧)

−𝜎3∕4

(
−1 𝑖

𝑖 −1

)
. (195c)

We will now move on to the construction of the local parametrix 𝑃(𝑐) within 𝐷𝑐.

5.3 Parametrix around the critical point

We consider a disc𝐷𝑐 around 𝑧 = 2∕𝑠 of small radius 𝛿. We partition𝐷𝑐 into𝐷+𝑐 and𝐷−𝑐 as shown
in Figure 15, so that𝐷+𝑐 is the region within𝐷𝑐 that lies to the left of 𝛾𝑚,0 and𝐷−𝑐 is the region that
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F IGURE 15 Definitions of the regions 𝐷±𝑐 within 𝐷𝑐 . The region 𝐷−𝑐 is shaded in the figure

lies to the right. We define the following function in 𝐷+𝑐 :

ℎ̃𝑐(𝑧; 𝑠) = ∫
𝑧

2∕𝑠∗

2 − 𝑠𝑢

(𝑢2 − 1)1∕2
𝑑𝑢, 𝑧 ∈ 𝐷+𝑐 , (196)

where the path of integration does not cross 𝛾𝑚,0(𝑠). Note that ℎ̃𝑐(𝑧; 𝑠) is analytic within𝐷+𝑐 . Next,
denote by ℎ𝑐 the analytic continuation of ℎ̃𝑐 into 𝐷−𝑐 .
In terms of the ℎ function, we may write

ℎ𝑐(𝑧; 𝑠) =

⎧⎪⎨⎪⎩
ℎ(𝑧; 𝑠) − ℎ

(
2

𝑠∗
; 𝑠
)
, 𝑧 ∈ 𝐷+𝑐 ,

−ℎ(𝑧; 𝑠) − ℎ
(
2

𝑠∗
; 𝑠
)
, 𝑧 ∈ 𝐷−𝑐 .

(197)

We now have the following lemma, following the lines laid out in Ref. [6, Proposition 4.5]

Lemma 10. There exists a jointly analytic function 𝜁(𝑧; 𝑠) that is univalent in a fixed neighborhood
of 𝑧 = 2∕𝑠∗, with 𝑠 in a neighborhood of 𝑠∗, and an analytic function 𝐾(𝑠) near 𝑠 = 𝑠∗ so that

ℎ𝑐(𝑧; 𝑠) =
1

2
𝜁2(𝑧; 𝑠) + 𝐾(𝑠)𝜁(𝑧; 𝑠), (198)

where 𝐾(2∕𝑠∗) = 0 and

𝜁

(
2

𝑠∗
, 𝑠

)
≡ 0 (199)

for 𝑠 in a neighborhood of 𝑠∗.

Proof. Define ℎ𝑐𝑟(𝑠) ∶= ℎ𝑐(2∕𝑠; 𝑠). Then, we have that

ℎ𝑐𝑟(𝑠) =
2

𝑠3∗

(
4

𝑠2∗
− 1

)1∕2 (𝑠 − 𝑠∗)2[1 + (𝑠 − 𝑠∗)]. (200)
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Therefore, we may write

ℎ𝑐𝑟(𝑠) = −
1

2
𝐾2(𝑠), (201)

where 𝐾(𝑠) is analytic near 𝑠 = 𝑠∗ and satisfies

𝐾(𝑠) = 𝑘1(𝑠 − 𝑠∗) + ((𝑠 − 𝑠∗)2), (202)

where

𝑘1 =
2𝑖

𝑠
3∕2
∗

(
4

𝑠2∗
− 1

)−1∕4
. (203)

Moreover, we can calculate that

ℎ𝑐(𝑧; 𝑠) − ℎ𝑐𝑟(𝑠) = −
𝑠

2

(
4

𝑠2
− 1

)−1∕2(
𝑧 −

2

𝑠

)2[
1 + 

(
𝑧 −

2

𝑠

)]
. (204)

Next define

𝜁(𝑧; 𝑠)√
2
∶=

√
ℎ𝑐(𝑧; 𝑠) +

𝐾2(𝑠)

2
−
𝐾(𝑠)√
2
. (205)

We immediately have that 𝜁 satisfies (198), is conformal map in a neighborhood of 𝑧 = 2∕𝑠, and
satisfies 𝜁(2∕𝑠∗, 𝑠) ≡ 0. ■

We now specify that the size of the disc 𝐷𝑐 is chosen to be small enough so that 𝜁(𝑧; 𝑠) + 𝐾(𝑠)
is conformal for 𝑛 large enough (or equivalently, when 𝑠 is close to 𝑠∗), which is possible via the
lemma above. Moreover, we also impose that the arc 𝛾+𝑚,0 is mapped to the real line via 𝜁(𝑧; 𝑠) +
𝐾(𝑠) within 𝐷𝑐.
From the proof of Lemma 10, we see that

𝐾(𝑠) =
2𝑖

𝑠
3∕2
∗

(
4

𝑠2∗
− 1

)−1∕4
(𝑠 − 𝑠∗) + ((𝑠 − 𝑠∗)2). (206)

Therefore, we note that the double scaling limit (182) can be equivalently stated by taking 𝑛 → ∞
and 𝑠 → 𝑠∗ so that

lim
𝑛→∞, 𝑠→𝑠∗

𝑛𝐾(𝑠) =
2𝑖𝐿1

𝑠
3∕2
∗

(
4

𝑠2∗
− 1

)−1∕4
= 𝐿1𝑘1, (207)

where 𝑘1 is given in (203). We may obtain the local parametrix about 𝑧 = 2∕𝑠 by solving the fol-
lowing Riemann–Hilbert problem:

𝑃(𝑐)(𝑧) is analytic for 𝑧 ∈ 𝐷𝑐 ⧵ Σ̂, (208a)
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𝑃
(𝑐)
+ (𝑧) = 𝑃

(𝑐)
− (𝑧)𝑗𝑆(𝑧), 𝑧 ∈ 𝐷𝑐 ∩ Σ̂, (208b)

𝑃(𝑐)(𝑧) = (𝐼 + 𝑜(1))𝑀(𝑧), 𝑛 → ∞, 𝑧 ∈ 𝜕𝐷𝑐. (208c)

We recall that the jumps in (208b) are given by

𝑃
(𝑐)
+ (𝑧) = 𝑃

(𝑐)
− (𝑧)

⎧⎪⎨⎪⎩
(

1

𝑒−𝑛ℎ(𝑧;𝑠)
0

1

)
, 𝑧 ∈ 𝐷𝑐 ∩ 𝛾

+
𝑚,0(𝑠),(

0

−1

1

0

)
, 𝑧 ∈ 𝐷𝑐 ∩ 𝛾𝑚,0(𝑠).

(209)

We solve for 𝑃(𝑐) by first defining 𝑈(𝑐) so that

𝑃(𝑐)(𝑧) = 𝑈(𝑐)(𝑧)𝑒
−
𝑛

2
ℎ(𝑧)𝜎3 . (210)

Then, 𝑈(𝑐) is also analytic for 𝑧 ∈ 𝐷𝑐 ⧵ Σ̂ and satisfies the following jump conditions within 𝐷𝑐:

𝑈
(𝑐)
+ (𝑧) = 𝑈

(𝑐)
− (𝑧)

⎧⎪⎨⎪⎩
(
1

1

0

1

)
, 𝑧 ∈ 𝐷𝑐 ∩ 𝛾

+
𝑚,0(𝑠),(

0

−1

1

0

)
, 𝑧 ∈ 𝐷𝑐 ∩ 𝛾𝑚,0(𝑠).

(211)

We may solve for 𝑈(𝑐) using the error function parametrix presented in Ref. [60, Section 7.5]. We
introduce

𝐶(𝜁) ∶=

(
𝑒𝜁
2
0

𝑏(𝜁) 𝑒−𝜁
2

)
, 𝑏(𝜁) ∶=

1

2
𝑒−𝜁

2

{
erfc(−𝑖

√
2𝜁), ℑ𝜁 > 0,

−erfc(𝑖
√
2𝜁), ℑ𝜁 < 0.

(212)

Then, 𝐶(𝜁) is analytic for 𝜁 ∈ ℂ ⧵ ℝ and satisfies

𝐶+(𝜁) = 𝐶−(𝜁)

(
1 0

1 1

)
, 𝜁 ∈ ℝ (213)

and as 𝜁 → ∞, it has the following asymptotic expansion, uniform in the upper and lower half
planes:

𝐶(𝜁) =

(
𝐼 +

∞∑
𝑘=0

(
0 0

𝑏𝑘 0

)
𝜁−2𝑘−1

)
𝑒𝜁
2𝜎3 , 𝑏𝑘 =

𝑖√
2𝜋

Γ
(
𝑘 +

1

2

)
2𝑘+1Γ

(
1

2

) . (214)
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Next define,

𝑓𝑛,𝐶(𝑧; 𝑠) =
(𝑛
2

)1∕2
𝑓𝐶(𝑧; 𝑠), 𝑓𝐶(𝑧; 𝑠) =

1√
2
(𝜁(𝑧; 𝑠) + 𝐾(𝑠)), (215)

where 𝜁 and 𝐾 are as defined via Lemma 10. Using the proof of Lemma 10, we see that 𝑓𝐶(𝑧; 𝑠)
conformally maps a neighborhood of 𝑧 = 2∕𝑠 to a neighborhood of 𝑧 = 0. If we define

𝐽(𝑧) =

⎧⎪⎨⎪⎩
𝐼, 𝑧 ∈ 𝐷+𝑐 ,(
0 −1

1 0

)
, 𝑧 ∈ 𝐷−𝑐 ,

(216)

we see that

𝑃(𝑐)(𝑧) = 𝐸
(𝑐)
𝑛 (𝑧)𝐶(𝑓𝑛,𝐶(𝑧))𝐽(𝑧)𝑒

−
𝑛

2
ℎ(𝑧)𝜎3 , (217)

where 𝐸(𝑐)𝑛 is any matrix that is analytic throughout 𝐷𝑐 and solves (208a) and (208b). We now
choose 𝐸(𝑐)𝑛 so that 𝑃(𝑐) satisfies (208c). As 𝑛 → ∞ for 𝑧 ∈ 𝐷+𝑐 , we have

𝑃(𝑐)(𝑧) = 𝐸
(𝑐)
𝑛 (𝑧)

(
𝐼 +

∞∑
𝑘=0

(
0 0

𝑏𝑘 0

)(
2

𝑛

)𝑘+1∕2
(𝑓𝐶(𝑧; 𝑠))

−2𝑘−1

)
𝑒
𝑛

2
[𝑓2𝐶(𝑧;𝑠)−ℎ(𝑧;𝑠)]𝜎3 . (218)

Similarly, we have that as 𝑛 → ∞ for 𝑧 ∈ 𝐷−𝑐 ,

𝑃(𝑐)(𝑧) = 𝐸
(𝑐)
𝑛 (𝑧)

(
𝐼 +

∞∑
𝑘=0

(
0 0

𝑏𝑘 0

)(
2

𝑛

)𝑘+1∕2
(𝑓𝐶(𝑧; 𝑠))

−2𝑘−1

)
𝑒
𝑛

2
[𝑓2𝐶(𝑧;𝑠)+ℎ(𝑧;𝑠)]𝜎3𝐽(𝑧). (219)

Therefore, if we set

𝐸
(𝑐)
𝑛 (𝑧) = 𝑀(𝑧)𝐽

−1(𝑧)𝑒
−
𝑛

2
[𝐾2(𝑠)∕2−ℎ(2∕𝑠∗;𝑠)]𝜎3 𝑧 ∈ 𝐷𝑐, (220)

we see that 𝑃(𝑐)𝑛 (𝑧) satisfies the matching condition (208c). It is easy enough to see that 𝐸
(𝑐)
𝑛 is

analytic within 𝐷𝑐 as both 𝑀 and 𝐽 have the same jumps over 𝛾𝑚,0 and are bounded within 𝐷𝑐.
Moreover, we see that

𝑃(𝑐)(𝑧) =

(
𝐼 + 𝑛−1∕2

∞∑
𝑘=0

𝑃𝑘,𝑛(𝑧; 𝑠)

𝑛𝑘

)
𝑀(𝑧), 𝑛 → ∞, (221)

where

𝑃𝑘,𝑛(𝑧; 𝑠) =
2𝑘+1∕2

𝑓𝐶(𝑧; 𝑠)2𝑘+1
𝑒
𝑛

2
(𝐾2(𝑠)−2ℎ(2∕𝑠∗;𝑠))

⎧⎪⎨⎪⎩
(
0

𝑏𝑘

0

0

)
, 𝑧 ∈ 𝐷+𝑐 ,(

0

0

−𝑏𝑘
0

)
, 𝑧 ∈ 𝐷−𝑐 .

(222)
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Now, as 𝑠 → 𝑠∗,

𝐾2(𝑠) − 2ℎ(2∕𝑠∗; 𝑠) = −2ℎ(2∕𝑠∗; 𝑠∗) + 2

(
4

𝑠2∗
− 1

)1∕2
(𝑠 − 𝑠∗) + 𝑘

2
1(𝑠 − 𝑠∗)

2 + ((𝑠 − 𝑠∗)3)
= −2ℎ(2∕𝑠∗; 𝑠∗) + 2𝐿1

(
4

𝑠2∗
− 1

)1∕2
1

𝑛
+
𝐿21𝑘

2
1

𝑛2
+ 

(
1

𝑛3

)
. (223)

Moreover, as 𝑠∗ is a regular breaking point, we have that ℎ(2∕𝑠∗; 𝑠∗) = 𝑖𝜅, where 𝜅 ∈ ℝ. Then, as
𝑛 → ∞ (and as such 𝑠 → 𝑠∗),

𝑒
𝑛

2
(𝐾2(𝑠)−2ℎ(2∕𝑠∗;𝑠)) = 𝑒−𝑖𝑛𝜅 exp

(
𝐿1

(
4

𝑠2∗
− 1

)1∕2)(
1 +

𝐿2𝑘21
2𝑛

+ 
(
1

𝑛

))
. (224)

We then have that

𝑃(𝑐)(𝑧) =

(
𝐼 + 𝑛−1∕2

∞∑
𝑘=0

𝑃𝑘(𝑧; 𝑠)

𝑛𝑘

)
𝑀(𝑧), 𝑛 → ∞, (225)

where 𝑃0 is given by

𝑃0(𝑧; 𝑠) =

√
2𝛿𝑛(𝐿1)

𝑓𝐶(𝑧; 𝑠)

⎧⎪⎪⎨⎪⎪⎩

(
0
𝑖

2
√
2𝜋

0

0

)
, 𝑧 ∈ 𝐷+𝑐 ,(

0

0

−
𝑖

2
√
2𝜋

0

)
, 𝑧 ∈ 𝐷−𝑐 .

(226)

where for ease of notation, we have defined

𝛿𝑛(𝐿1) ∶= 𝑒
−𝑖𝑛𝜅 exp

(
𝐿1

(
4

𝑠2∗
− 1

)1∕2)
. (227)

Note above that |𝑒−𝑖𝑛𝜅| = 1 as
𝜅 = ℑℎ(2∕𝑠∗; 𝑠∗). (228)

5.4 Proof of Theorem 4

The final transformation is

𝑅(𝑧) = 𝑆(𝑧)

⎧⎪⎪⎨⎪⎪⎩

𝑀(𝑧)−1, 𝑧 ∈ ℂ ⧵ (𝐷−1 ∪ 𝐷1 ∪ 𝐷𝑐)

𝑃(−1)(𝑧)−1, 𝑧 ∈ 𝐷−1

𝑃(1)(𝑧)−1, 𝑧 ∈ 𝐷1

𝑃(𝑐)(𝑧)−1, 𝑧 ∈ 𝐷𝑐.

(229)
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We write the jump matrix 𝑗𝑅(𝑧) = 𝐼 + Δ(𝑧), where

Δ(𝑧) =

∞∑
𝑘=1

Δ𝑘∕2(𝑧)

𝑛𝑘∕2
. (230)

As before, we have that Δ𝑘(𝑧) = 0 for 𝑧 ∈ Σ𝑅 ⧵ (𝜕𝐷−1 ∪ 𝜕𝐷1 ∪ 𝜕𝐷𝑐), as the jump matrix decays
exponentially quickly to the identity off of the boundaries of the discs 𝐷−1, 𝐷1, and 𝐷𝑐. From
(151), (152), and (225), we have for 𝑘 ∈ ℕ that

Δ𝑘(𝑧) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(−1)𝑘−1
∏𝑘−1

𝑗=1
(2𝑗 − 1)2

4𝑘−1(𝑘 − 1)!ℎ̃(𝑧)𝑘
𝑀(𝑧)

⎛⎜⎜⎝
(−1)𝑘

𝑘

(
𝑘

2
−
1

4

)
𝑖
(
𝑘 −

1

2

)
(−1)𝑘+1𝑖

(
𝑘 −

1

2

)
1

𝑘

(
𝑘

2
−
1

4

)⎞⎟⎟⎠𝑀−1(𝑧), 𝑧 ∈ 𝐷−1
(−1)𝑘−1

∏𝑘−1

𝑗=1 (2𝑗 − 1)
2

4𝑘−1(𝑘 − 1)!ℎ(𝑧)𝑘
𝑀(𝑧)

⎛⎜⎜⎝
(−1)𝑘

𝑘

(
𝑘

2
−
1

4

)
−𝑖

(
𝑘 −

1

2

)
(−1)𝑘𝑖

(
𝑘 −

1

2

)
1

𝑘

(
𝑘

2
−
1

4

)⎞⎟⎟⎠𝑀−1(𝑧), 𝑧 ∈ 𝐷1

0, 𝑧 ∈ 𝐷𝑐,

Δ
𝑘+

1

2

(𝑧) =

{
0 𝑧 ∈ 𝐷1 ∪ 𝐷−1

𝑀(𝑧)𝑃𝑘(𝑧; 𝑠)𝑀
−1(𝑧), 𝑧 ∈ 𝐷𝑐,

(231)
wherewe have used (225). AsΔ(𝑧) possesses the expansion (230), wemay again use the arguments
presented in Refs. [51, Section 7] and[23, Section 8] to conclude that 𝑅 has an asymptotic expansion

𝑅(𝑧) = 𝐼 +

∞∑
𝑘=1

𝑅𝑘∕2(𝑧)

𝑛𝑘∕2
, 𝑛 → ∞, (232)

where each 𝑅𝑘∕2, for 𝑘 ≥ 1, solves the following Riemann–Hilbert problem:
𝑅𝑘∕2(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ (𝜕𝐷−1 ∪ 𝜕𝐷−1 ∪ 𝜕𝐷𝑐), (233a)

𝑅𝑘∕2,+(𝑧) = 𝑅𝑘∕2,−(𝑧) +
𝑘−1∑
𝑗=1
𝑅(𝑘−𝑗)∕2,−Δ𝑗∕2(𝑧), 𝑧 ∈ 𝜕𝐷−1 ∪ 𝜕𝐷−1 ∪ 𝜕𝐷𝑐, (233b)

𝑅𝑘∕2(𝑧) =
𝑅
(1)

𝑘∕2

𝑧
+
𝑅
(2)

𝑘∕2

𝑧2
+ ( 1

𝑧

)
, 𝑧 → ∞. (233c)

Following Ref. 23, we have the following lemma.

Lemma 11.

(i) The restriction of Δ1 to 𝜕𝐷−1 has a meromorphic continuation to a neighborhood of 𝐷−1. This
continuation is analytic, except at −1, where Δ1 has a pole of order 1.
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(ii) The restriction of Δ1 to 𝜕𝐷1 has a meromorphic continuation to a neighborhood of 𝐷1. This
continuation is analytic, except at 1, where Δ1 has a pole of order at most 1.

(iii) The restriction of Δ1∕2 to 𝜕𝐷𝑐 has a meromorphic continuation to a neighborhood of 𝐷𝑐. This
continuation is analytic, except at 2∕𝑠, where Δ1∕2 has a pole of order at most 1.

Proof. (𝑖) and (𝑖𝑖) are given in Ref. [23, Lemma 8.2], so we prove (𝑖𝑖𝑖). As both𝑀 and 𝑃𝑘(𝑧; 𝑠) are
analytic within𝐷±𝑐 , we have thatΔ1∕2(𝑧) is analytic in both𝐷

±
𝑐 . Furthermore, it is straightforward

to check using (226) and (192b) that

Δ1∕2,+(𝑧) = Δ1∕2,−(𝑧), 𝑧 ∈ 𝛾𝑚,0, (234)

so thatΔ1∕2(𝑧) is analytic in𝐷𝑐 ⧵ {2∕𝑠}. As 𝑓𝐶(𝑧; 𝑠) = (𝑧 − 2∕𝑠) as 𝑧 → 2∕𝑠, we have by (222) that
the isolated singularity is pole of order 1. ■

By (191) and (229), we have that 𝑇(𝑧) = 𝑅(𝑧)𝑀(𝑧) for 𝑧 outside of the lens. Using (232), we then
have that

𝑇(1) = 𝑀(1) +
𝑅
(1)

1∕2

𝑛1∕2
+
𝑅
(1)
1

𝑛
+ 

(
1

𝑛3∕2

)
, 𝑛 → ∞, (235a)

𝑇(2) = 𝑀(2) +
𝑅
(1)

1∕2
𝑀(1) + 𝑅

(2)

1∕2

𝑛1∕2
+
𝑅
(1)
1 𝑀

(1) + 𝑅
(2)
1

𝑛
+ 

(
1

𝑛3∕2

)
, 𝑛 → ∞, (235b)

where𝑀(1) and𝑀(2) were calculated in (143) as

𝑀(1) =

(
0

𝑖

2

−
𝑖

2
0

)
, 𝑀(2) =

( 1
8

0

0
1

8

)
. (236)

We first solve for 𝑅1∕2(𝑧). Using Lemma 11, we may write

Δ1∕2(𝑧) =
𝐶(1∕2)

𝑧 − 2∕𝑠
, 𝑧 → 2∕𝑠, (237)

for some constant matrix 𝐶(1∕2). Using the explicit expression (231) for Δ1∕2, we can calculate it as

𝐶(1∕2) =
𝛿𝑛(𝐿1)

2𝑠
√
𝜋

⎛⎜⎜⎜⎜⎝
1 −

𝑠
(
4

𝑠2
−1

)1∕2
−2

𝑖𝑠

𝑠
(
4

𝑠2
−1

)1∕2
+2

𝑖𝑠
−1

⎞⎟⎟⎟⎟⎠
, (238)

where we have used (205) to calculate that

𝑓𝐶(𝑧; 𝑠) = −
𝑠

2

(
4

𝑠2
− 1

)−1∕2(
𝑧 −

2

𝑠

)
+ 

(
𝑧 −

2

𝑠

)2
. (239)
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Then,

𝑅1∕2(𝑧) ∶=

⎧⎪⎨⎪⎩
𝐶(1∕2)

𝑧 − 2∕𝑠
, 𝑧 ∈ ℂ ⧵ 𝐷𝑐,

𝐶(1∕2)

𝑧 − 2∕𝑠
− Δ1∕2(𝑧), 𝑧 ∈ 𝐷𝑐,

(240)

solves (233) with 𝑘 = 1. Next, as shown in (153) and (154),

Δ1(𝑧) =

⎧⎪⎨⎪⎩
𝐴(1)

𝑧 − 1
+ (1), 𝑧 → 1,

𝐵(1)

𝑧 + 1
+ (1), 𝑧 → −1,

(241)

where

𝐴(1) =
1

8(𝑠 − 2)

(
−1 𝑖

𝑖 1

)
, 𝐵(1) =

1

8(𝑠 + 2)

(
−1 −𝑖

−𝑖 1

)
. (242)

We can then compute that

𝑅1∕2(𝑧)Δ1∕2(𝑧) + Δ1(𝑧) =

⎧⎪⎪⎨⎪⎪⎩

𝐴(1)

𝑧 − 1
+ (1), 𝑧 → 1,

𝐵(1)

𝑧 + 1
+ (1), 𝑧 → −1,

𝐶(1)

𝑧 − 2∕𝑠
+ (1), 𝑧 → 2∕𝑠,

(243)

where

𝐶(1) = −
𝛿2𝑛(𝐿1)

4𝜋𝑠2
(
4

𝑠2
− 1

)1∕2
⎛⎜⎜⎜⎜⎝

1 −
𝑠
(
4

𝑠2
−1

)1∕2
−2

𝑖𝑠

𝑠
(
4

𝑠2
−1

)1∕2
+2

𝑖𝑠
−1

⎞⎟⎟⎟⎟⎠
. (244)

Then,

𝑅1(𝑧) =

⎧⎪⎨⎪⎩
𝐴(1)

𝑧 − 1
+
𝐵(1)

𝑧 + 1
+

𝐶(1)

𝑧 − 2∕𝑠
, 𝑧 ∈ ℂ ⧵ (𝐷−1 ∪ 𝐷1 ∪ 𝐷𝑐),

𝐴(1)

𝑧 − 1
+
𝐵(1)

𝑧 + 1
+

𝐶(1)

𝑧 − 2∕𝑠
− 𝑅1∕2(𝑧)Δ1∕2(𝑧) − Δ1(𝑧), 𝑧 ∈ 𝐷−1 ∪ 𝐷1 ∪ 𝐷𝑐,

(245)

solves the Riemann–Hilbert problem (233) with 𝑘 = 2. As we now have explicit expressions for
𝑅1∕2 and 𝑅1, we may expand at infinity to get

𝑅
(1)

1∕2
= 𝐶(1∕2), 𝑅

(2)

1∕2
=
2

𝑠
𝐶(1∕2), (246a)
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𝑅
(1)
1 = 𝐴(1) + 𝐵(1) + 𝐶(1), 𝑅

(2)
1 = 𝐴(1) − 𝐵(1) +

2

𝑠
𝐶(1). (246b)

Using (60) and (235), we may now calculate that

𝛼𝑛(𝑠) =

𝛿𝑛

(
𝑠2 + 2𝑠

(
4

𝑠2
− 1

)1∕2
− 4

)
√
𝜋𝑠3

1

𝑛1∕2
+

2𝛿2𝑛

(
𝑠2 + 4𝑠

(
4

𝑠2
− 1

)1∕2
− 8

)
𝜋𝑠5

1

𝑛
+ 

(
1

𝑛3∕2

)
(247a)

and

𝛽𝑛(𝑠) =
1

4
+

𝛿𝑛

2
√
𝜋𝑠

(
4

𝑠2
− 1

)1∕2
1

𝑛1∕2
−
𝛿2𝑛
2𝜋𝑠2

1

𝑛
+ 

(
1

𝑛3∕2

)
, (247b)

as 𝑛 → ∞, where we recall that

𝛿𝑛 = 𝛿𝑛(𝐿1) = 𝑒
−𝑖𝑛𝜅 exp

(
𝐿1

(
4

𝑠2∗
− 1

)1∕2)
. (248)

6 DOUBLE SCALING LIMIT NEAR A CRITICAL BREAKING POINT

We now take 𝑠 in a double scaling regime near the critical point 𝑠 = 2 as

𝑠 = 2 +
𝐿2

𝑛2∕3
, (249)

where 𝐿2 < 0. Note that as 𝐿2 < 0, we have that 𝑠 ∈ 𝔊0 for large enough 𝑛.

6.1 Outline of steepest descent

Althoughwe are now considering the casewhere 𝑠 depends on 𝑛 via the double scaling limit (249),
the first two transformations of steepest descent remain unchanged to the previous analysis, and
as such, we summarize the steps briefly and refer the reader to Section 3 for full details.
As 𝑠 ∈ 𝔊0 for 𝑛 large enough, we have immediately that there is a genus 0 ℎ-function satisfying

(33), with 𝐿 = 0, and (37).
Finally, we remark that as we are in the genus 0 regime, we have an explicit formula for the ℎ

function, given in (123) as

ℎ(𝑧; 𝑠) = 2 log(𝑧 + (𝑧2 − 1)1∕2) − 𝑠(𝑧2 − 1)1∕2. (250)
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We recall that𝑌 defined in (32) solves the Riemann–Hilbert problem (30). Bymaking the trans-
formations 𝑌 ↦ 𝑇 ↦ 𝑆 as described in Section 3, we arrive at a matrix 𝑆 that satisfies

𝑆(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ Σ̂, (251a)

𝑆+(𝑧) = 𝑆−(𝑧)𝑗𝑆(𝑧), 𝑧 ∈ Σ̂, (251b)

𝑆(𝑧) = 𝐼 + ( 1
𝑧

)
, 𝑧 → ∞, (251c)

where

𝑗𝑆(𝑧) =

⎧⎪⎨⎪⎩
(

1

𝑒−𝑛ℎ(𝑧)
0

1

)
, 𝑧 ∈ 𝛾±𝑚,0,(

0

−1

1

0

)
, 𝑧 ∈ 𝛾𝑚,0.

(252)

To complete the process of nonlinear steepest descent, we must find suitable global and local
parametrices,𝑀(𝑧) and 𝑃(±1)(𝑧). We have seen in Section 3.5 that𝑀(𝑧) is given by (62).
Moreover, we have that the local parametrix 𝑃(−1)(𝑧) is given by (113).
The main difference between the case of regular points and the critical breaking point at 𝑠 = 2

comes in the analysis about 𝑧 = 1. Note that the map

𝑓𝑛,𝐵(𝑧; 𝑠) =
ℎ(𝑧; 𝑠)2

16
(253)

defined in (110) is no longer conformal when 𝑠 = 2. Indeed,

𝑓𝑛,𝐵(𝑧; 𝑠) =
(𝑠 − 2)2

8
(𝑧 − 1) +

(𝑠 − 2)(3𝑠 + 2)

48
(𝑧 − 1)2 + ((𝑧 − 1)3), 𝑧 → 1, (254)

so that 𝑓𝑛,𝐵(𝑧, 2) = ((𝑧 − 1)3) as 𝑧 → 1. Therefore, a different analysis will be needed in 𝐷1 in
the double scaling limit (249).

6.2 Local parametrix at 𝒛 = 𝟏

We consider a disc,𝐷1, around 𝑧 = 1 of fixed radius 𝛿 > 0. The local parametrix about 𝑧 = 1 solves
the following Riemann–Hilbert problem

𝑃(1)(𝑧) is analytic for 𝑧 ∈ 𝐷1 ⧵ Σ̂, (255a)

𝑃
(1)
+ (𝑧) = 𝑃

(1)
− (𝑧)𝑗𝑆(𝑧), 𝑧 ∈ 𝐷1 ∩ Σ̂, (255b)
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𝑃(1)(𝑧) = (𝐼 + 𝑜(1))𝑀(𝑧), 𝑛 → ∞, 𝑧 ∈ 𝜕𝐷1. (255c)

We will solve for 𝑃(1) by setting 𝑃(1)(𝑧) = 𝑈(1)(𝑧)𝑒−
𝑛

2
ℎ(𝑧)𝜎3 , where𝑈(1) has the following jumps

over Σ̂ within 𝐷1:

𝑈
(1)
+ (𝑧) = 𝑈

(1)
− (𝑧)

⎧⎪⎨⎪⎩
(
1

1

0

1

)
, 𝑧 ∈ 𝐷1 ∩

(
𝛾+𝑚,0 ∪ 𝛾

−
𝑚,0

)
,(

0

−1

1

0

)
, 𝑧 ∈ 𝐷1 ∩ 𝛾𝑚,0.

(256)

We will solve this local problem using a parametrix related to the Painlevé II and Painlevé
XXXIV differential equations.

6.2.1 The Painlevé XXXIV parametrix

Let 𝑞 = 𝑞(𝑤) be a solution of the Painlevé II equation

𝑞′′ = 𝑤𝑞 + 2𝑞3 − 𝛼, 𝛼 ∈ ℂ. (257)

We define the following function 𝐷 = 𝐷(𝑤), which is closely related to the Hamiltonian function
for Painlevé II:

𝐷 = (𝑞′)2 − 𝑞4 − 𝑤𝑞2 + 2𝛼𝑞. (258)

Next, we consider the following Riemann–Hilbert problem, which appears in Refs. 44, 61–64. This
problem appears in works related to orthogonal polynomials on the real line and Hermitian ran-
dom matrix ensembles with a Fisher–Hartwig singularity or with critical behavior at the edge of
the spectrum.
Let Γ = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4, where Γ1 = {arg 𝜁 = −

2𝜋

3
}, Γ2 = {arg 𝜁 = 0}, Γ3 = {arg 𝜁 =

2𝜋

3
}, and

Γ4 = {arg 𝜁 = 𝜋}, with orientation as in Figure 16, and define the sectors Ω𝑗 as in Figure 16.
Consider the following Riemann–Hilbert problem for Ψ(𝜁, 𝑤) posed on Γ:

Ψ(𝜁, 𝑤) is analytic for 𝜁 ∈ ℂ ⧵ (Γ1 ∪ Γ3 ∪ Γ4), (259a)

Ψ+(𝜁, 𝑤) = Ψ−(𝜁, 𝑤)

(
1

1

0

1

)
, 𝜁 ∈ Γ1 ∪ Γ3,(

1

0

𝑎2
1

)
, 𝜁 ∈ Γ2,(

0

−1

1

0

)
, 𝜁 ∈ Γ4,

(259b)

Ψ(𝜁, 𝑤) =
(
1 +

Ψ1(𝑤)

𝜁
+ ( 1

𝜁2

))
𝜁−𝜎3∕4

(
𝐼+𝑖𝜎1√
2

)
𝑒
−
(
4

3
𝜁3∕2−𝑤𝜁1∕2

)
𝜎3 , 𝜁 → ∞, (259c)
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F IGURE 16 Contour for the RH problem
for Ψ𝛼(𝜁; 𝑤)

Ψ(𝜁, 𝑤) =
( 1

1

log 𝜁

log 𝜁

)
, 𝜁 ∈ Ω2 ∪ Ω3,

( log 𝜁
log 𝜁

log 𝜁

log 𝜁

)
, 𝜁 ∈ Ω1 ∪ Ω4,

(259d)

where

𝜎1 =

(
0 1

1 0

)
. (260)

InRef. [63, Section 2], it is shown,1 via a vanishing lemma (Lemma 1), that this Riemann–Hilbert
problem has a unique solution for all real values of 𝑤 if 𝑎2 ∈ ℂ ⧵ (−∞, 0). In the present case, we
are taking𝑎2 = 0 (therefore, no jumponΣ2), so the result applies. This existence result also follows
from Ref. [61, Proposition 2.3], identifyingΨ(𝜁, 𝑤)with the functionΨ(𝑠𝑝𝑒𝑐)(𝜁, 𝑠) in their notation.
To calculate the entries of the matrix Ψ1(𝑤) in (259c), which will be needed later to obtain

the asymptotics of the recurrence coefficients, we use the fact that this Riemann–Hilbert problem
originates froma folding procedure of the Flaschka–Newell one for Painlevé II. Applying formulas
(25) and (37) in Ref. 63, we have

Ψ(𝜁, 𝑤) =

(
1 0

−
𝐷 + 𝑞

2𝑖
1

)
𝜁
−
𝜎3
4
1√
2

(
1 𝑖

𝑖 1

)
Φ(𝑖𝜁

1

2 , 𝑤), (261)

where Φ(𝜆,𝑤) solves a Riemann–Hilbert problem corresponding to Painlevé II, see Ref. [63, Sec-
tion 2] and also Ref. [21, Theorem 5.1 and (5.0.51)]. Here 𝑞 = 𝑞(𝑤) solves Painlevé II and𝐷 = 𝐷(𝑤)
is given by (258). Furthermore, we observe that the solution Ψ(𝜁, 𝑤) that we study corresponds to
the Stokes multipliers 𝑏1 = 0 and 𝑏2 = 𝑏4 = 1, in the notation used in Ref. [44, §1.3], and there-
fore,𝑎2 = 0 and𝑎1 = 𝑎3 = −𝑖 in terms of the Stokesmultipliers for Painlevé II, see Ref. [44, (A.10)].
This is, in fact, the generalizedHastings–McLeod solution to Painlevé II, with parameter 𝛼 = 1∕2,

1 Our Ψ function corresponds to Ψ0 in their notation.
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which is characterized by the following asymptotic behavior:

𝑞HM(𝑥) =
√
−
𝑥

2
+ (𝑥−1), 𝑥 → −∞,

𝑞HM(𝑥) =
𝛼

𝑥
+ (𝑥−4) = 1

2𝑥
+ (𝑥−4), 𝑥 → +∞.

(262)

Further properties of the Painlevé functions associated withΨ(𝜁, 𝑤) are proved in Ref. [61, Lemma
3.5].
As 𝜆 → ∞, we have the expansion

Φ(𝜆,𝑤) =

(
𝐼 +
𝑚1(𝑤)

𝜆
+
𝑚2(𝑤)

𝜆2
+ (𝜆−3)

)
𝑒
−𝑖

(
4

3
𝜆3+𝑤𝜆

)
𝜎3 , (263)

where the entries of the matrices𝑚1(𝑤) and𝑚2(𝑤) are given explicitly in formula (21),63 see also
Ref. [21, (5.0.7)] again in terms of 𝑢, 𝑢′, and 𝐷 (we omit the dependence on 𝑤 for brevity):

𝑚1(𝑤) =
1

2

(
−𝑖𝐷 𝑞

𝑞 𝑖𝐷

)
, 𝑚2(𝑤) =

1

8

(
𝑞2 − 𝐷2 2𝑖(𝑞𝐷 + 𝑞′)

−2𝑖(𝑞𝐷 + 𝑞′) 𝑞2 − 𝐷2

)
. (264)

Combining (261), (263), and (264), we arrive at the following formulas for the entries of the
matrix Ψ1(𝑤) in (259c):

Ψ1,11 =
𝐷2 − 𝑞2

8
−
𝑞𝐷 + 𝑞′

4
, Ψ1,22 = −

𝐷2 − 𝑞2

8
+
𝑞𝐷 + 𝑞′

4
, Ψ1,12 =

𝑖

2
(𝐷 − 𝑞). (265)

6.2.2 Construction of the local parametrix

We now continue to build the local parametrix in the disc𝐷1. First, we have the following lemma,
following the ideas laid out in Ref. [15, Proposition 4.5], see also Refs. [64, §9.5.1] and [65, Lemma
7.6].

Lemma 12. There exists a function 𝜁(𝑧; 𝑠) that is conformal in a fixed neighborhood of 𝑧 = 1, with
𝑠 close to 2, and an analytic function 𝐴(𝑠), such that

−
ℎ(𝑧)

2
=
4

3
𝜁(𝑧; 𝑠)3∕2 − 𝐴(𝑠)𝜁(𝑧; 𝑠)1∕2, (266)

and

𝜁(1, 𝑠) ≡ 0, 𝐴(2) = 0. (267)

Proof. As ℎ has a critical point at 𝑧 = 2

𝑠
, we write

ℎ𝑐𝑟(𝑠) = ℎ

(
2

𝑠
, 𝑠

)
= 2 log

(
2

𝑠
+

(
4

𝑠2
− 1

)1∕2)
− 𝑠

(
4

𝑠2
− 1

)1∕2
. (268)
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Near 𝑠 = 2, we see that ℎ𝑐𝑟(𝑠) = ((𝑠 − 2)3∕2) and ℎ𝑐𝑟(𝑠) < 0 for 𝑠 < 2, so that

ℎ𝑐𝑟(𝑠) =
2

3
𝐴3∕2(𝑠), (269)

for some𝐴(𝑠) analytic in a neighborhood of 𝑠 = 2 satisfying𝐴(𝑠) = (𝑠 − 2) as 𝑠 → 2 and𝐴(𝑠) > 0
for 𝑠 < 2. More precisely,

𝐴(𝑠) = −(𝑠 − 2) + ((𝑠 − 2)2), 𝑠 → 2. (270)

Next, define

𝜉(𝑧; 𝑠) = −3ℎ(𝑧; 𝑠) +
(
−4𝐴3(𝑠) + 9ℎ2(𝑧; 𝑠)

)1∕2
, (271)

where the square root has a branch cut for 𝑧 ∈ [2∕𝑠,∞) and maps ℝ− into 𝑖ℝ−. As ℎ+(𝑥) =
−ℎ−(𝑥) for 𝑥 ∈ (−1, 1), it follows that

(𝜉+𝜉−)(𝑥) =

{
−4𝐴3(𝑠), 𝑥 < 1,

4𝐴3(𝑠), 𝑥 > 2∕𝑠.
(272)

Set

𝑢(𝑧; 𝑠) = 𝑢1(𝑧; 𝑠) + 𝑢2(𝑧; 𝑠), (273)

where

𝑢1(𝑧; 𝑠) =
𝐴(𝑠)

22∕3𝜉1∕3(𝑧; 𝑠)
, 𝑢2(𝑧; 𝑠) =

𝜉1∕3(𝑧; 𝑠)

24∕3
. (274)

In this last equation, we choose the branch of the cubic root that maps ℝ− into ℝ− and 𝑖ℝ− into
𝑖ℝ+, with a cut on the positive real axis. Then, 𝑢 solves

4

3
𝑢3(𝑧; 𝑠) − 𝐴(𝑠)𝑢(𝑧; 𝑠) = −

ℎ(𝑧; 𝑠)

2
. (275)

Using (272)–(274), we can check that 𝑢(𝑧; 𝑠) is analytic in a neighborhood of 𝑧 = 1 off of 𝑧 < 1 and
𝑢+(𝑥; 𝑠) = −𝑢−(𝑥; 𝑠) for 𝑥 < 1.

𝜉(𝑧; 𝑠) = 2(−𝐴(𝑠))3∕2 + 3
√
2(𝑠 − 2)(𝑧 − 1)

1

2 +
9(𝑠 − 2)2

2(−𝐴(𝑠))3∕2
(𝑧 − 1)

+
2 + 3𝑠

2
√
2
(𝑧 − 1)

3

2 + ((𝑧 − 1)2). (276)

From this, we then have that

𝑢1(𝑧) = −
(−𝐴(𝑠))

1

2√
2

−
𝑠 − 2

2
√
2𝐴(𝑠)

(𝑧 − 1)
1

2 −
(𝑠 − 2)2

8(−𝐴(𝑠))
5

2

(𝑧 − 1) −
𝐴3(𝑠)(3𝑠 + 2) + 8(𝑠 − 2)3

24
√
2𝐴4(𝑠)

(𝑧 − 1)
3

2
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+
(𝑠 − 2)

(
35(𝑠 − 2)3 + 4𝐴3(𝑠)(3𝑠 + 2)

)
192(−𝐴(𝑠))

11

2

(𝑧 − 1)2 + 
(
(𝑧 − 1)

5

2

)
(277)

and

𝑢2(𝑧) =
(−𝐴(𝑠))

1

2√
2

−
𝑠 − 2

2
√
2𝐴(𝑠)

(𝑧 − 1)
1

2 +
(𝑠 − 2)2

8(−𝐴(𝑠))
5

2

(𝑧 − 1) −
𝐴3(𝑠)(3𝑠 + 2) + 8(𝑠 − 2)3

24
√
2𝐴4(𝑠)

(𝑧 − 1)
3

2

−
(𝑠 − 2)

(
35(𝑠 − 2)3 + 4𝐴3(𝑠)(3𝑠 + 2)

)
192(−𝐴(𝑠))

11

2

(𝑧 − 1)2 + 
(
(𝑧 − 1)

5

2

)
. (278)

Combining these two, we have that

𝑢(𝑧; 𝑠) = −
(𝑠 − 2)√
2𝐴(𝑠)

(𝑧 − 1)
1

2 −
𝐴3(𝑠)(3𝑠 + 2) + 8(𝑠 − 2)3

12
√
2𝐴4(𝑠)

(𝑧 − 1)
3

2 + 
(
(𝑧 − 1)

5

2

)
. (279)

Combining (279) and the jump relation 𝑢+(𝑥; 𝑠) = −𝑢−(𝑥; 𝑠) for 𝑥 < 1 yields the representation

𝑢(𝑧) = 𝑔(𝑧)(𝑧 − 1)
1

2 , where 𝑔(𝑧) is analytic in a small neighborhood of 𝑧 = 1. Making the change
of variables 𝑢2 ↦ 𝜁, we have that

𝜁(𝑧; 𝑠) =
(𝑠 − 2)2

2𝐴2(𝑠)
(𝑧 − 1) + ((𝑧 − 1)2), (280)

so that 𝜁 is a conformal map in a neighborhood of 𝑧 = 1 when 𝑠 is in a neighborhood of 2. Note
that when 𝑠 = 2, we have that

𝜁(𝑧, 2) =
1

2
(𝑧 − 1) + ((𝑧 − 1)2), (281)

where we have used (270), so that 𝜁 is still conformal when 𝑠 = 2. Finally, it is immediate from
(275) that 𝜁 solves (268), which completes the proof. ■

Using (270) and (280), we may compute

𝜁(𝑧, 𝑠) = 𝜁1(𝑠)(𝑧 − 1) + ((𝑧 − 1)2), 𝑧 → 1, (282)

where

𝜁1(𝑠) =
1

2
+ (𝑠 − 2), 𝑠 → 2. (283)

As 𝑠 ∈ ℝ, and for 𝑥 < 1, we can write 𝑢+(𝑥) = −𝑢−(𝑥) = 2−4∕3(𝜉
1∕3
+ − 𝜉

1∕3
− )(𝑥), where the last

quantity is purely imaginary; to see this, we note that (271) and (272) imply that 𝜉± ∈ 𝑖ℝ−, and by
the choice of the cubic root in (274), we have that (𝜉1∕3)± ∈ 𝑖ℝ+; therefore, 𝛾𝑚,0 is mapped to the
ray Γ4 by the conformal map 𝜁. Moreover, we now choose the lips of the lens, 𝛾±𝑚,0, within the disc
so that they are mapped by 𝜁 to the rays Γ3 and Γ1, respectively.
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Next, we set

𝐸
(1)
𝑛 (𝑧) = 𝑀(𝑧)

(
𝐼 + 𝑖𝜎1√
2

)−1(
𝑛2∕3𝜁(𝑧; 𝑠)

)𝜎3∕4
, (284)

where the branch cut for 𝜁1∕4 is taken on 𝛾𝑚,0(𝑠). As

𝑀+(𝑧) = 𝑀−(𝑧)

(
0 1

−1 0

)
, 𝜁

1∕4
+ (𝑧, 𝑠) = 𝑖𝜁

1∕4
− (𝑧, 𝑠), 𝑧 ∈ 𝛾𝑚,0(𝑠), (285)

we see that 𝐸(1)𝑛 (𝑧) has no jumps within 𝐷1. By (62), each entry of𝑀(𝑧) is ((𝑧 − 1)1∕4) as 𝑧 → 1,
so the singularity of 𝐸(1)𝑛 at 𝑧 = 1 is removable. Therefore, we see that 𝐸(1)𝑛 (𝑧) is analytic in 𝐷1. We
may then conclude that

𝑃(1)(𝑧) = 𝐸
(1)
𝑛 (𝑧)Ψ(𝑛

2∕3𝜁(𝑧; 𝑠), 𝑛2∕3𝐴(𝑠))𝑒
−
𝑛

2
ℎ(𝑧)𝜎3 (286)

solves (255). Indeed, as 𝜁(𝑧; 𝑠) maps 𝛾𝑚,0, 𝛾+𝑚,0, and 𝛾
−
𝑚,0 to Γ4, Γ3, and Γ1, respectively, we see

that 𝑃(1) is analytic in 𝐷1 ⧵ Σ̂. Next, using Lemma 12 and (259c), we see that 𝑃(1) satisfies (255c).
Finally, we note that as 𝑃(1) and 𝑆 have the same jumps within 𝐷1, the combination 𝑆(𝑧)𝑃(1)(𝑧)−1
is analytic on 𝐷1 ⧵ {1}. Also, note that the behavior of 𝑆 and 𝑃(1) is the same as 𝑧 → 1, so that the
singularity is removable.

6.3 Proof of Theorem 5

The final transformation is

𝑅(𝑧) = 𝑆(𝑧)

⎧⎪⎨⎪⎩
𝑀(𝑧)−1, 𝑧 ∈ ℂ ⧵ (𝐷−1 ∪ 𝐷1)

𝑃(−1)(𝑧)−1, 𝑧 ∈ 𝐷−1

𝑃(1)(𝑧)−1, 𝑧 ∈ 𝐷1.

(287)

As before, we want to write the jump matrix as 𝐼 + Δ(𝑧), where Δ(𝑧) has an expansion in inverse
powers of 𝑛𝛼, for some 𝛼 to be determined. We recall (152), where we showed that

Δ(𝑧) =

∞∑
𝑘=1

Δ𝑘(𝑧)

𝑛𝑘
, 𝑛 → ∞, 𝑧 ∈ 𝐷−1, (288)

where

Δ𝑘(𝑧) =
(−1)𝑘−1

∏𝑘−1

𝑗=1
(2𝑗 − 1)2

4𝑘−1(𝑘 − 1)!ℎ̃(𝑧)𝑘
𝑀(𝑧)

⎛⎜⎜⎝
(−1)𝑘

𝑘

(
𝑘

2
−
1

4

)
𝑖
(
𝑘 −

1

2

)
(−1)𝑘+1𝑖

(
𝑘 −

1

2

)
1

𝑘

(
𝑘

2
−
1

4

)⎞⎟⎟⎠𝑀−1(𝑧), (289)

and ℎ̃(𝑧) = ℎ(𝑧) − 2𝜋𝑖.
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To compute the jumps over 𝜕𝐷1, we first recall that

Ψ(𝜁, 𝑤) =

(
1 +

Ψ1(𝑤)

𝜁
+ 

(
1

𝜁2

))
𝜁−𝜎3∕4

(
𝐼 + 𝑖𝜎1√
2

)
𝑒
−
(
4

3
𝜁3∕2−𝑤𝜁2∕3

)
𝜎3 , 𝜁 → ∞. (290)

We may then use (259c), (284), and (286) to see that

𝑃(1)(𝑧)𝑀−1(𝑧) = 𝑀(𝑧)

(
𝐼 +
Ψ̃1∕3(𝑧, 𝑠)

𝑛1∕3
+
Ψ̃2∕3(𝑧, 𝑠)

𝑛2∕3
+ 

(
1

𝑛

))
𝑀−1(𝑧), 𝑛 → ∞, (291)

where

Ψ̃1∕3(𝑧, 𝑠) =
Ψ1,12(𝑤)

2𝜁1∕2(𝑧, 𝑠)

(
𝑖 1

1 −𝑖

)
, (292a)

and

Ψ̃2∕3(𝑧, 𝑠) =
1

2𝜁(𝑧, 𝑠)

(
Ψ1,11(𝑤) + Ψ1,22(𝑤) 𝑖(Ψ1,11(𝑤) − Ψ1,22(𝑤))

−𝑖(Ψ1,11(𝑤) − Ψ1,22(𝑤)) Ψ1,11(𝑤) + Ψ1,22(𝑤)

)
, (292b)

where Ψ1,𝑖𝑗 refers to the (𝑖, 𝑗) entry of the matrix Ψ1. Moreover, above we have defined

𝑤 = 𝑤(𝑠) = 𝑛2∕3𝐴(𝑠), (293)

where 𝐴 is the analytic function given in Lemma 10. By the double scaling limit (249) and (270),
we also have that

𝑤 = −𝐿2 + 
(
1

𝑛2∕3

)
, 𝑛 → ∞. (294)

It is now straightforward to see that Δ can be written in inverse powers of 𝑛1∕3 as

Δ(𝑧) =

∞∑
𝑘=1

Δ𝑘∕3(𝑧)

𝑛1∕3
, 𝑛 → ∞, 𝑧 ∈ Σ𝑅, (295)

where Δ𝑘∕3(𝑧) ≡ 0 for 𝑧 ∈ Σ𝑅 ⧵ (𝜕𝐷1 ∪ 𝜕𝐷−1),

Δ𝑘∕3(𝑧) =

⎧⎪⎪⎨⎪⎪⎩
0,

𝑘

3
∉ ℕ,

(−1)𝑘−1
∏𝑘−1

𝑗=1
(2𝑗 − 1)2

4𝑘−1(𝑘 − 1)!ℎ̃(𝑧)𝑘
𝑀(𝑧)

⎛⎜⎜⎝
(−1)𝑘

𝑘

(
𝑘

2
−
1

4

)
𝑖
(
𝑘 −

1

2

)
(−1)𝑘+1𝑖

(
𝑘 −

1

2

)
1

𝑘

(
𝑘

2
−
1

4

)⎞⎟⎟⎠𝑀−1(𝑧), 𝑘

3
∈ ℕ

for 𝑧 ∈ 𝜕𝐷1, and

Δ𝑘∕3(𝑧) = 𝑀(𝑧)Ψ̃𝑘∕3(𝑧, 𝑠)𝑀
−1(𝑧), 𝑧 ∈ 𝜕𝐷1, (296)
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where the Ψ̃𝑘∕3 can be computed using the expansion of Ψ in (259c) along with the definitions of
the conformal maps and analytic prefactor given in Lemma 10 and (284), respectively. We recall
that both Ψ̃1∕3 and Ψ̃2∕3 are given in (292).
Now, we may again use the arguments presented in Refs. [51, Section 7] and [23, Section 8] to

conclude that 𝑅 has an asymptotic expansion in inverse powers of 𝑛1∕3 of the form

𝑅(𝑧) =

∞∑
𝑘=0

𝑅𝑘∕3(𝑧)

𝑛𝑘∕3
, 𝑛 → ∞, (297)

where each 𝑅𝑘∕3 solves the following Riemann–Hilbert problem:

𝑅𝑘∕3(𝑧) is analytic for 𝑧 ∈ ℂ ⧵ (𝜕𝐷−1 ∪ 𝜕𝐷1), (298a)

𝑅𝑘∕3,+(𝑧) = 𝑅𝑘∕3,−(𝑧) +
𝑘−1∑
𝑗=1
𝑅(𝑘−𝑗)∕3,−Δ𝑗∕3(𝑧), 𝑧 ∈ 𝜕𝐷−1 ∪ 𝜕𝐷1, (298b)

𝑅𝑘∕3(𝑧) =
𝑅
(1)

𝑘∕3

𝑧
+
𝑅
(2)

𝑘∕3

𝑧2
+ ( 1

𝑧3

)
, 𝑧 → ∞. (298c)

By (287), we have that 𝑇(𝑧) = 𝑆(𝑧) = 𝑅(𝑧)𝑀(𝑧) for 𝑧 outside of the lens. Using (297), we then
have that

𝑇(1) = 𝑀(1) +
𝑅
(1)

1∕3

𝑛1∕3
+
𝑅
(1)

2∕3

𝑛2∕3
+ 

(
1

𝑛

)
, 𝑛 → ∞, (299a)

𝑇(2) = 𝑀(2) +
𝑅
(1)

1∕3
𝑀(1) + 𝑅

(2)

1∕3

𝑛1∕3
+
𝑅
(1)

2∕3
𝑀(1) + 𝑅

(2)

2∕3

𝑛2∕3
+ 

(
1

𝑛

)
, 𝑛 → ∞, (299b)

where𝑀(1) and𝑀(2) were calculated in (143). We therefore turn our attention to computing the
first few terms of the expansions of both 𝑅1∕3 and 𝑅2∕3. Before doing so, we first present the fol-
lowing lemma.

Lemma 13. The restrictions of Δ1∕3 and Δ2∕3 to 𝜕𝐷1 have meromorphic continuations to a neigh-
borhood of 𝐷1. These continuations are analytic, except at 1, where they have poles of order 1.

Proof. We first consider Δ1∕3, defined as

Δ1∕3(𝑧) = 𝑀(𝑧)Ψ̃1∕3(𝑧, 𝑠)𝑀
−1(𝑧), (300)
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where

Ψ̃1∕3(𝑧, 𝑠) =
Ψ1,12(𝑤)

2𝜁1∕2(𝑧, 𝑠)

(
𝑖 1

1 −𝑖

)
,

where the branch cut of 𝜁1∕2 is taken to be 𝛾𝑚,0(𝑠). Next, as

𝑀+(𝑧) = 𝑀−(𝑧)

(
0 1

−1 0

)
, 𝜁

1∕2
+ (𝑧, 𝑠) = −𝜁

1∕2
− (𝑧, 𝑠), 𝑧 ∈ 𝛾𝑚,0(𝑠), (301)

we see that Δ1∕3,+(𝑧) = Δ1∕3,−(𝑧) for 𝑧 ∈ 𝛾𝑚,0 so that Δ1∕3 is analytic in 𝐷1 ⧵ {1}. As

𝑀(𝑧)

(
𝑖 1

1 −𝑖

)
𝑀−1(𝑧) =

√
2

(
𝑖 1

1 −𝑖

)
1

(𝑧 − 1)1∕2
+ ((𝑧 − 1)1∕2), 𝑧 → 1, (302)

and 𝜁(𝑧, 𝑠) = 𝜁1(𝑠)(𝑧 − 1) + (𝑧 − 1)2, where 𝜁1(𝑠) ≠ 0 as 𝜁 is a conformal mapping from 1 to 0,
we see that the isolated singularity at 𝑧 = 1 is a simple pole.
In the case, of Δ2∕3, we note that

𝑀(𝑧)Ψ̃2∕3(𝑧, 𝑠)𝑀
−1(𝑧) = Ψ̃2∕3(𝑧, 𝑠), (303)

so that the lemma follows immediately from (292b). ■

In light of the lemma above, we may write that

Δ1∕3(𝑧) =
𝐶(1∕3)

𝑧 − 1
, 𝑧 → 1. (304)

Using that 𝜁(𝑧, 𝑠) = 𝜁1(𝑠)(𝑧 − 1) + ((𝑧 − 1)2) as 𝑧 → 1, we compute that

𝐶(1∕3) =
Ψ1,12(𝑤)√
2𝜁
1∕2
1 (𝑠)

(
𝑖 1

1 −𝑖

)
. (305)

By direct inspection, we see that

𝑅1∕3(𝑧) =

⎧⎪⎨⎪⎩
𝐶(1∕3)

𝑧 − 1
, 𝑧 ∈ ℂ ⧵ 𝐷1,

𝐶(1∕3)

𝑧 − 1
− Δ1∕3(𝑧), 𝑧 ∈ 𝐷1,

(306)

solves the Riemann–Hilbert problem (298) when 𝑘 = 1, so that

𝑅
(1)

1∕3
= 𝑅

(2)

1∕3
= 𝐶(1∕3). (307)
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We analogously solve for the terms in the expansion of 𝑅2∕3 by writing

𝑅1∕3(𝑧)Δ1∕3(𝑧) + Δ2∕3(𝑧) =
𝐶(2∕3)

𝑧 − 1
, (308)

where we may compute that

𝐶(2∕3) =
1

2𝜁1(𝑠)

(
Ψ1,11(𝑤) + Ψ1,22(𝑤) 𝑖(Ψ1,11(𝑤) − Ψ1,22(𝑤))

−𝑖(Ψ1,11(𝑤) − Ψ1,22(𝑤)) Ψ1,11(𝑤) + Ψ1,22(𝑤)

)
. (309)

Then,

𝑅2∕3(𝑧) =

⎧⎪⎨⎪⎩
𝐶(2∕3)

𝑧 − 1
, 𝑧 ∈ ℂ ⧵ 𝐷1,

𝐶(2∕3)

𝑧 − 1
− 𝑅1∕3(𝑧)Δ1∕3(𝑧) − Δ2∕3(𝑧), 𝑧 ∈ 𝐷1,

(310)

solves (298), and we may compute that the terms in the large 𝑧 expansion of 𝑅2∕3 are given by

𝑅
(1)

2∕3
= 𝑅

(2)

2∕3
= 𝐶(2∕3). (311)

Now, combining the previous equations (in particular (60), (299), (307), and (311)), we have

𝛼𝑛(𝑠) =
Ψ1,11(𝑤) − Ψ1,22(𝑤) + Ψ

2
1,12(𝑤)

𝜁1(𝑠)

1

𝑛2∕3
+ 

(
1

𝑛

)
, 𝑛 → ∞, (312a)

and

𝛽𝑛(𝑠) =
1

4
+
Ψ1,11(𝑤) − Ψ1,22(𝑤) + Ψ

2
1,12(𝑤)

2𝜁1(𝑠)

1

𝑛2∕3
+ 

(
1

𝑛4∕3

)
, 𝑛 → ∞, (312b)

where 𝑤 = 𝑤(𝑠) is defined by (293). Next, using (283) and the double scaling limit (249), along
with the formula for 𝑤 in (293), we have that

𝛼𝑛(𝑠) = 2
(
Ψ1,11(𝑤) − Ψ1,22(𝑤) + Ψ

2
1,12(𝑤)

) 1

𝑛2∕3
+ 

(
1

𝑛

)
, 𝑛 → ∞, (313a)

and

𝛽𝑛(𝑠) =
1

4
+
(
Ψ1,11(𝑤) − Ψ1,22(𝑤) + Ψ

2
1,12(𝑤)

) 1

𝑛2∕3
+ 

(
1

𝑛

)
, 𝑛 → ∞. (313b)

Using (265), we can simplify the previous combination of entries of Ψ1(𝑤):

Ψ1,11(𝑤) − Ψ1,22(𝑤) + Ψ
2
1,12(𝑤) = −

1

2
(𝑞2(𝑤) + 𝑞′(𝑤)),
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so that by using (294), we have that

𝛼𝑛(𝑠) = −
(
𝑞2(−𝐿2) + 𝑞

′(−𝐿2)
) 1

𝑛2∕3
+ 

(
1

𝑛

)
(314a)

and

𝛽𝑛(𝑠) =
1

4
−
𝑞2(−𝐿2) + 𝑞

′(−𝐿2)

2

1

𝑛2∕3
+ 

(
1

𝑛

)
(314b)

as 𝑛 → ∞. Finally, the fact that the function 𝑞2(𝑥) + 𝑞′(𝑥) is free of poles for 𝑥 ∈ ℝ follows from
Ref. [61, Lemma 3.5] as well as from Ref. [63, Lemma 1, Corollary 1]; in this last reference, the the-
orem is a consequence of the vanishing lemma applied to the Painlevé XXXIV Riemann–Hilbert
problem, and then translating the result to solutions of Painlevé II. This completes the proof of
Theorem 5.
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