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Abstract 

 

Affordable solar water splitting is considered the “Holy Grail” to transition our current 

hydrocarbon economy to a sustainable hydrogen economy. The goal is to immerse a 

photoelectrocatalyst in water and shine sunlight to produce hydrogen for long term energy 

storage and energy generation. The most common design for solar water splitting consists of 

light-absorbing semiconductors integrated with electrocatalysts. However, the widespread 

application of these multicomponent photoelectrocatalysts is limited by low efficiencies and poor 

stability of the materials. Throughout the past decade, research has demonstrated that insulator 

materials can stabilize semiconductors in metal–insulator–semiconductor (MIS) structures in 

which the metal layer acts as an electrocatalyst while the insulator layer protects the underlying 

semiconductor. Further research has demonstrated that the thickness of the insulator layer also 

plays a critical role in modulating the recombination rates and the performance of MIS systems. 

Despite significant improvements in the efficiency of MIS photoelectrocatalysts, rigorous 

guidelines are still needed to optimize the efficiency and approach the upper performance limits. 

The overall goal of this dissertation is to shed light on the critical role of the interfaces on 

the performance of MIS photoelectrocatalysts and to leverage the insights to optimize their 

efficiency. The first scope of this dissertation focuses on the concrete example of planar n-type 

Si protected by a HfO2 or Al2O3 insulator layer and attached to a planar Ir electrocatalyst that 

completes the oxygen evolution reaction, which is one of the water splitting half-reactions. This 

work utilizes theory and modeling to design electrochemical experiments and quantify key 
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parameters to evaluate the overall performance and the theoretical upper limits. The results 

demonstrate that the typical strategy of tuning the insulator thickness is insufficient to achieve 

the maximum performance. To approach the upper limits, MIS photoelectrocatalysts must 

overcome efficiency losses attributed to the presence of interfacial defect states, parasitic light 

absorption/reflection, and insufficient charge carrier selectivity of the insulator. Based on the 

insights from this combined experimental and modeling work, strategies such as annealing the 

interfaces and doping the insulator layer are implemented to optimize the performance of the 

MIS photoelectrocatalysts. 

The second scope of this dissertation focuses on Ni nanoparticles electrodeposited on 

planar n-type Si which have previously demonstrated good performance and stability without an 

intentional insulator layer. The stability is enabled by the anodic passivation of the Si surface to 

form a SiO2 layer, and the high efficiency is typically attributed to “pinched-off” nanoparticles 

that decrease the recombination rates. Contrary to this common perception, the results herein 

demonstrate that an adventitious SiO2 insulator layer at the nanoparticle Ni/Si interface may be 

the primary explanation for the high efficiency of these photoelectrocatalysts. In other words, an 

interfacial insulator layer can significantly improve the performance for nanoparticle-based 

systems via a mechanism similar to traditional planar MIS systems. Overall, this collective work 

demonstrates the critical importance of the interfaces in optimizing the performance of solar 

water splitting systems and offers design principles that are broadly relevant to the field of 

photoelectrocatalysis.   
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Chapter 1  

Background and Motivation 

1.1 The Energy Challenge 

As the countries of the world continue becoming more industrialized, the demand for 

energy is expected to keep increasing. Access to a supply of energy is essential for most aspects 

of modern life including electricity, internet, transportation, and clean food and water. The 

critical challenge is ensuring a sufficient and sustainable supply of energy for an increasing 

global population while minimizing harmful damage to humans and the environment. 

Considering energy on its own, however, is an incomplete piece of the overall picture. The 

water-food-energy nexus is a relatively new paradigm to provide a holistic view in which the 

supply of clean water, food, and energy are all interconnected.1–3 For example, water is needed to 

produce energy from most sources, and fresh water is predicted to be scarce for up to 75% of the 

global population by 2050.4 Providing access to clean water, food, and energy to improve overall 

health and quality of life to a growing population is considered a grand challenge which will 

require bold initiatives to solve.5 

1.1.1 Current and Future Energy Consumption 

In the United States in 2020, the energy consumption was about 93 quadrillion British 

thermal units (btu), of which about 79% was produced by fossil fuel sources (petroleum, natural 

gas, and coal) and only 12% was supplied from renewable sources (Figure 1-1a).6 The largest 

fraction of this energy consumption is for electric power (38.5%) followed by transportation 
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(26%) and industrial (24%) sectors (Figure 1-1b). The overall energy consumption in the U.S. 

has stayed relatively constant over the past two decades.6 But on the global scale, energy 

consumption is projected to increase by approximately 50% by 2050 compared to consumption 

in 2018.7 Industrializing countries that are not part of the Organization for Economic 

Cooperation and Development are the major drivers for this increase in energy. Despite a 

projected increase in renewable energy, fossil fuels are still expected to be the dominant supply 

of energy globally in 2050.7 Unfortunately, such increases in fossil fuel usage have their own set 

of challenges for global health and the environment. 

 

 

Figure 1-1: (a) Sources for energy production and (b) the energy-use sectors of the produced energy for the United 

States in 2020 using data from Ref. 6. 
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1.1.2 Issues with Fossil Fuels 

The first issue with reliance on fossil fuels is that they are not a renewable source of 

energy and will eventually be depleted. For hundreds of millions of years, the earth has been 

generating large reserves of fossil fuels from decomposed plants and animals. But fossil fuels are 

produced on the order of millions of years, while consumption of fossil fuels is on the order of 

seconds.8 A mass balance comparing the production minus the consumption of fossil fuels can 

show that high quality or easily-accessible fossil fuels will eventually be depleted. Specific 

research has provided estimates on the timeline for depleted fossil fuel reserves based on fuel 

consumption, fuel costs, and amount of fossil fuel reserves. One paper in 2009 projected that 

reserves of natural gas and oil could be depleted by 2042 while coal could remain until 2112.9 

More recent projections predict that all fossil fuels will last until at least 2075, and new reserves 

may still be discovered.10 But the bottom line is that eventually fossil fuels will be depleted 

enough to be non-economically viable, and alternative sources will need to be implemented. 

Even if there were an infinite supply of fossil fuels, there are still many issues with fossil fuels 

and reasons for fossil fuels to be replaced by sustainable sources in the short term.  

In general, fossil fuels have a significant impact on environmental and human health. 

These impacts are external to the fossil fuel industry and are therefore not factored into the cost 

of production and are called externalities. One of the most recognized externalities of fossil fuels 

is greenhouse gas emissions, namely CO2 which is a product of combustion of fossil fuels. Every 

year since 2010, the global anthropogenic CO2 emissions have exceeded 30 Gigatons (Gt) which 

unbalances the global carbon cycle between the plants and the ocean.11 The carbon balance has 

also been affected by the number of trees on earth which has dropped by approximately 46% 

since the beginning of human civilization.12 The result of this human behavior and consumption 
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of fossil fuels is that the amount of carbon dioxide that accumulates in the air has significantly 

increased by over 40% since the industrial revolution and even more rapidly since the 1970’s.13 

As a greenhouse gas, carbon dioxide in the atmosphere results in increased temperatures, which 

has been demonstrated in numerous reports and climate models.14–16 While climate models 

always have uncertainties, averaged outcomes over time can be more confidently predicted. In 

contrast to the weather, which is unpredictable and chaotic, climate is weather averaged over an 

extended period of time which can be predicted. This is analogous to how the result of a single 

coin flip cannot be predicted but the average result over hundreds of coin flips can be predicted 

with high accuracy. The climate models are validated by comparing the results to well-tabulated 

historical data. It has been shown that including anthropogenic CO2 emissions in the modeling is 

essential to predict and match the historical data.14–16 In other words, known factors such as 

volcanic eruptions, solar variation, and El Niño/La Niña cannot explain the historical climate 

data without accounting for CO2 emissions. As the earth continues to get warmer, fresh water 

and food are expected to become more scarce, the intensity of natural disasters are expected to 

accelerate, and many millions in coastal populations will have to manage rising ocean levels.16,17 

Indeed, the 20th century saw over 6 inches in sea level rise, and the rates are accelerating and 

expected to continue throughout the 21st century.16,18,19 

Ocean tide levels are not the only concern from CO2 emissions. Most of the human 

emitted CO2 emissions end up being absorbed by the ocean which can fundamentally change the 

pH and the chemistry of the ocean. Dissolved CO2 in the ocean reacts with water to form 

hydrogen ions and bicarbonate ions. Hydrogen ions are directly related to acidity, and it has been 

estimated that anthropogenic CO2 emissions has increased the acidity of the ocean by 30% and 

will only get worse over the coming decades.20  The full consequences of ocean acidification are 
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not fully understood, but it generally has a detrimental impact on physiology of aquatic life and 

makes it more difficult for coral to form shells and reefs of calcium carbonate.20,21 Furthermore, 

it takes decades for CO2 to equilibrate with the ocean, so even if CO2 emissions were stopped 

today, the oceans would continue becoming more acidic for decades to come; meanwhile, the 

long-term removal of CO2 will take hundreds to thousands of years.22  

The final major concern of fossil fuels is air pollution. Besides carbon, combustion of 

fossil fuels release toxic sulfur and nitrogen oxides as well as particulate matter which can lead 

to respiratory problems.23 Research has shown that as many as 4 million excess deaths 

worldwide are attributed to outdoor air pollution associated with fossil fuel emissions.24 The 

estimated costs from the damage and mortality from air pollution has been reported to be $184 

billion in 2002 in the United States, with coal being the greatest contributor.25 Accounting for 

other externalities besides air pollution, the costs of fossil fuels are even larger.26  Even though 

fossil fuels are inexpensive for the consumer’s direct purchase, the real cost of fossil fuels is 

much higher when considering these externalities.  

1.1.3 The Sun as a Renewable Energy Source 

There are many renewable and sustainable energy sources that have been investigated to 

replace the global reliance on fossil fuels. Among them, electricity from solar energy is expected 

to exhibit the largest increase in production in the coming decades as solar photovoltaics (solar 

cells) are less expensive than coal or natural gas in many countries.27 The sun is inexhaustible 

and the source of most energy on earth; in a given hour, the earth collects enough power from the 

sun to meet the entire global energy consumption for a year.28 

Solar cells are the most common approach to convert solar energy into electricity. While 

the upfront costs can be large to implement solar cells, the levelized cost of electricity averaged 
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over the lifetime of the solar cells is competitive with the levelized cost of electricity from coal 

and natural gas.29,30 Environmental benefits of solar cells can be analyzed using a life cycle 

analysis to examine the overall impacts and emissions throughout the entire lifetime of solar cells 

vs fossil fuels. Solar cells generate orders of magnitude less CO2 emissions and pollution 

compared to fossil fuels.31,32 

 One of the major challenges of utilizing solar energy is that the sun does not always 

shine, so there is inherent seasonal and daily intermittency in the energy generation.33 In general, 

the peak power generated from solar cells matches the peak energy consumption (i.e., most 

energy is consumed during the day). But there is still the challenge when energy is needed at 

night. To solve the intermittency problem, the generated energy needs to be stored so that it can 

be used on demand. Batteries and fuel cells are the two major strategies (besides geography-

dependent strategies like compressed air or pumped hydro) to store energy. At large scales, 

batteries tend to be expensive and prone to discharge over time.34 The prospects of using 

hydrogen and fuels cells for energy storage are discussed below.  

1.2 Harnessing Sunlight to Produce Hydrogen 

1.2.1 Importance and Prospects of Hydrogen 

Currently hydrogen is an important feedstock for various industrial applications such as 

electronics, oil refining, steel production, methanol production, and ammonia synthesis.35 

Specifically, about 37 % of hydrogen is dedicated to the petroleum industry and 50% of 

hydrogen is dedicated for the ammonia synthesis reaction for fertilizers.36 It has been estimated 

that 1% of the entire global energy demand is used for ammonia synthesis in which hydrogen 

plays an important role.37 
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In addition to the already prevalent roles of hydrogen, there is also significant potential 

for hydrogen applications in fuel cell vehicles and energy storage. One of the advantages of 

hydrogen is its high specific energy (based on mass), although it suffers from relatively low 

energy density (based on volume).38 Progress for implementing hydrogen for passenger vehicles 

has been slow.  In 2018, only 11,200 hydrogen cars were globally in circulation from three 

brands: Toyota Mirai, Honda Clarity, and Hyundai Nexo.39 The challenge has been high costs for 

the vehicles and hydrogen fueling infrastructure. However, reports have estimated that fueling 

costs can be lower for hydrogen vehicles compared to electric battery vehicles for high market 

penetration in Germany.40 The future is also promising for fuel cell implementation for large 

scale transportation like trains, trucks, and boats where batteries are less practical.39,41  

Hydrogen also has significant potential for long term energy storage applications. Long 

term energy storage with minimal discharge is vital to help solve the intermittency challenge 

with renewable energy sources. When the energy from stored hydrogen is needed, then the 

energy can be extracted using large-scale fuel cells. The only byproduct of these fuel cells is 

water, which can in turn be transformed back into hydrogen forming a closed cycle.42 

Overall, hydrogen is an important feedstock for many industrial processes, and has the 

potential to have an even larger role in energy storage, transportation, and energy generation 

which would enable the so-called hydrogen economy. The hydrogen economy is a future route to 

replace the current-day hydrocarbon economy and can significantly reduce the amount of CO2 

emissions and air pollution.43 Moving toward this goal, the path forward requires the sustainable 

and abundant production of green hydrogen.22 
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1.2.2 Global Hydrogen Production 

Figure 1-2 shows the sources of global hydrogen production, which is dominated by 

fossil fuels.44 The most common method to produce hydrogen is through natural gas steam 

reforming because of the cheap cost of abundant natural gas throughout the past two decades. 

Meanwhile, hydrogen production from water only accounts for up to 4% of hydrogen 

production, while the International Energy Agency recently reported that less than 0.1% of 

hydrogen production is derived directly from water.39 The reason for the discrepancy is unclear 

as the calculation details were not provided, but the value of 4% appears to originate using 2006 

data from  Industrial Gases by Chemical Economics Handbook.45–47 Other sustainable methods 

to produce hydrogen, such as from algae or biomass gasification are still at the lab scale rather 

than the industrial scale.36 One of the major research challenges is to improve the economic 

viability of hydrogen production from water compared to the fossil fuels which dominate the 

market.  
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Figure 1-2: Sources for Global hydrogen production using the data from Ref. 44. 

 

1.2.3 Water Splitting Introduction 

To produce hydrogen from water, the water molecules must be split into its constituents 

of hydrogen and oxygen. This overall reaction process can be split up into two half-reactions: (1) 

the hydrogen evolution reaction (HER) which is a cathodic reduction reaction requiring electrons 

and (2) the oxygen evolution reaction (OER) which is an anodic oxidation reaction which 

produces electrons. The half-reactions depend on the pH of the water, and for alkaline 

conditions, the following reactions occur:  
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Each half-reaction has a thermodynamic electrochemical potential associated with the 

reaction, and the overall water splitting reaction thermodynamically requires 1.23 Volts. This 

thermodynamic voltage is based on water’s Gibb’s free energy of reaction which is +237 kJ/mol 

at standard conditions of atmospheric pressure, 298 K and 1 M concentrations. The positive 

energy requirement means that water splitting is not a spontaneous reaction, and that energy 

needs to be supplied for the reaction to occur (and hence the reverse reaction to produce water in 

fuel cells can generate energy).  

In addition to the thermodynamic voltage requirement of 1.23 V, there are also kinetic 

losses for the half-reactions, so voltages of greater than 1.6 V are typically needed to split water 

at reasonably high rates. Most of these losses are from the oxygen evolution reaction which is 

kinetically sluggish.48–50 Depending on the generated currents and the design, resistance and 

mass transport losses can also become significant.51 

Essentially all of the water-based hydrogen production in Figure 1-2 is from electrolyzers 

which use electricity to apply a voltage and split water. Several types of electrolyzers include 

polymer electrolyte membrane which operate in acid, alkaline electrolyzer which operate in base, 

and solid oxide membranes which operate at higher temperatures and pressures.51–53 The 

challenge with electrolyzers is economically competing with hydrogen production from fossil 

fuel sources.  

A quick calculation can demonstrate the economic challenge for water splitting using 

electricity. The Department of Energy techno-economic target for water electrolysis is $2.3 per 
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kilogram of H2.
54 The typical cost of electricity for industry is about 7 cents per kWh.55 For an 

electrolyzer that is 80% efficiency (i.e., operating at a voltage of 1.23/0.8 = 1.54 V), then the 

minimum cost to produce hydrogen would be $3 per kilogram which exceeds the DOE target. 

And this is only accounting for the cost of electricity, not including the cost of materials or 

balance of plant. Based on only the cost of electricity, the breakeven cost for electricity would 

have to be less than 5.4 cents per kWh to match the DOE target $2.3 per kilogram of H2. 

Specifically, the DOE target for electricity price is 3.7 cents per kWh which accounts for about 

68% of the total cost to produce hydrogen.54  

Another challenge with using electricity to split water is that a large fraction of the 

electricity may be produced from fossil fuels. Solar cells have continued to produce electricity at 

record low costs and have also been integrated with electrolyzers to sustainably produce 

hydrogen from water. Despite the relatively low costs of electricity from solar cells, the techno-

economic analyses of photovoltage plus electrolyzer designs suggest that the cost of hydrogen 

from this technology still exceeds $6 per kg of hydrogen.56,57 Due to these economic challenges, 

alternative methods to produce hydrogen from water, such as photoelectrochemical water 

splitting, is an active area of research. 

1.3 Photoelectrochemical Water Splitting: Introduction, Efficiency and Techno-economics  

1.3.1 Introduction to Photoelectrochemical Water Splitting 

As discussed in the previous section, solar energy can be used to split water using 

semiconductor-based solar cell technology that is externally coupled to an electrolyzer. But a 

simpler, possibly more economical design is photoelectrochemical water splitting which involves 

a fully integrated system that is entirely immersed in water to split the water molecules directly. 

In other words, the electricity generation (using a semiconductor light absorber similar to a solar 
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cell) and the chemical reactions all take place in the water.58,59 The first demonstration of 

photoelectrochemical water splitting was by Honda and Fujishima in 1972 using the 

semiconductor TiO2.
60 In the 50 years since the seminal work, the materials that have received 

the most attention in photoelectrochemical water splitting are electrocatalyst nanoparticles that 

are attached to the surface of the semiconductor light absorber.61–63 In these multicomponent 

systems, the semiconductor absorbs photons from the sun if the photons have energy greater than 

the band gap of the semiconductor. The light absorption forms electron-hole pairs in which the 

electrons move to the hydrogen evolving electrocatalyst and holes move to the oxygen evolving 

electrocatalyst, as shown in Figure 1-3. 

Photoelectrochemical cells have some similar principles related to absorption of the 

photons from the sun, but they have fundamentally different constraints. For solar cells, the band 

gap of the semiconductor is optimized to maximize the fraction of sunlight that can be absorbed 

which is based on the Shockley-Queisser limit.64 For photoelectrochemical cells, the 

semiconductor also needs to generate sufficient voltage (>1.6 V) and have sufficient catalytic 

activity to split water.42 Stability of the semiconductor is another key concern because there is a 

thermodynamic driving force to change their chemical and therefore optical (light absorption) 

properties under the conditions of photoelectrochemical water splitting.65–68 
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Figure 1-3: Components of a photoelectrochemical water splitting cell include the semiconductor with a 

characteristic band gap. The semiconductor is coupled to electrocatalysts, immersed in water electrolyte, and 

illuminated with sunlight to split water. 

 

1.3.2 Photoelectrochemical Reactor Designs and Techno-economics 

The widespread use of photoelectrochemical water splitting for hydrogen production 

ultimately depends on its economic viability. Techno-economic analyses have been performed to 

study the economic viability of various systems taking into account the reactor design, the 

stability/lifetime of the systems, the costs of materials, and the solar-to-hydrogen efficiency (i.e., 

the fraction of solar energy turned into the chemical energy of the hydrogen products).69–71 In a 

techno-economic analysis by Pinaud et al.,69 the two broad types of photoelectrochemical reactor 

designs considered were particulate systems and planar systems.  
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Particulate systems involve nanoscale or microscale particles that are immersed in a giant 

bath to form a slurry of particles. One design that has been analyzed for techno-economics is the 

single baggie design which inflates as the hydrogen and oxygen are coevolved together (Figure 

1-4a).69 A single semiconductor nanoparticle or microparticle is integrated with an OER and 

HER electrocatalyst to coevolve hydrogen and oxygen. The base case metrics used to model 

these systems assume 10% STH efficiency, a lifetime of 5 years, and particle costs based on 

nanoparticle coating processes which have been utilized in the pharmaceutical industry.69  

Planar systems resemble solar cells in that bulk systems are fabricated in a planar 

architecture and pointed toward the sun (Figure 1-4b).69 A planar semiconductor or photovoltaic 

is integrated with an OER catalyst on one side and an HER catalyst on the other side. When 

immersed in water and after shining light on the system, and one side of the system produce 

hydrogen and the other side produces oxygen. The products are physically separated from each 

other because they are produced on opposite side, and a membrane can prevent cross-over of the 

products. The base case metrics used to model these systems assume 10% STH efficiency, a 

lifetime of 10 years, and costs based on photovoltaic cost projections.69 
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Figure 1-4: Illustrations of (a) particulate and (b) planar reactor designs for photoelectrochemical water splitting. 

Adapted from Ref. 69 with permission from the Royal Society of Chemistry.  

 

To perform the techno-economic analysis, the production rate was 10 tons of hydrogen 

per day.69 Each type of system was evaluated based on realistic baseline values for solar-to-

hydrogen efficiency, overall costs, and lifetime. The baseline values are reported in Figure 1-5 

and the predicted cost of hydrogen is 1.6 $/kg for the particulate system and 10.4 $/kg for the 
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planar system. Each of the parameters are also varied to analyze how they impact the overall cost 

to produce hydrogen. As shown in Figure 1-5, the efficiency of the system is the most important 

factor in driving the costs. A higher efficiency means that fewer materials are needed to produce 

a given amount of hydrogen which can also result in significant savings on the costs for 

pumping, compressing, land area, etc.69 

Overall, the techno-economic analysis demonstrates the potential for particulate systems 

to reach the 2020 DOE target of 2 $/kg. However, this is a less developed technology, and 

achieving even 1% efficiency has remained a challenge in the literature.63,72 The planar design in 

Figure 1-4b is prohibitively expensive for producing hydrogen. However, the costs can be 

significantly reduced down to 4 $/kg (or 2.9 $/kg with increased efficiency) by using 

concentrated sunlight.69 Thus, planar designs also have potential for economic viability, but 

achieving high efficiencies is essential.  

 

Figure 1-5: Cost sensitivity analysis as a function of efficiency, material cost, and lifetime for particulate (a) and 

planar (b) reactor designs for photoelectrochemical water splitting. Adapted from Ref. 69 with permission from the 

Royal Society of Chemistry. 
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1.3.3 Efficiency of Photoelectrochemical Water Splitting 

Given the importance of the solar-to-hydrogen (STH) efficiency, substantial research has 

focused on identifying the achievable performance limits in photoelectrochemical water splitting 

systems.69–71,73–75 These analyses are based on efficiency losses in these photocatalytic systems 

which include: (1) free energy losses associated with radiative recombination and Shockley-

Queisser losses, which are theoretically between 0.4 and 0.6 V for most semiconductors64,76–78 

and (2) catalytic losses associated with slow kinetics for performing the OER and HER half-

reactions.48,49,79–83  

Figure 1-6 summarizes realistically achievable STH efficiencies that can be obtained by 

photoelectrochemical water splitting systems as a function of the semiconductor band gap.73 For 

a system with a single semiconductor photo-absorber, Figure 1-6a shows that the optimal STH 

efficiency is around 12% for a band gap of ~2.2 eV.73 Semiconductors with lower band gaps 

generate insufficient voltage to thermodynamically split water while semiconductors with higher 

band gaps do not adsorb enough photons from the sun. For example, many oxide semiconductors 

such as TiO2 and SrTiO3 have a band gap of above 3 eV, meaning that they can only absorb 

wavelengths in the UV region, which is only ~ 3 percent of the solar spectrum.84–96  

The data in Figure 1-6b using a similar technical analysis shows that tandem 

semiconductor architectures (i.e., two semiconductors on top of each other) can yield STH 

efficiencies between 20-23% which can reach the DOE targets.54 This is achieved for band gap 

combinations in the range of 1.0 to 1.4 eV for the bottom semiconductor and 1.7 to 2.1 eV for 

the top semiconductor (Figure 1-6b).69,73,74,97,98 Such high efficiencies are possible because 

multiple semiconductors can absorb a larger fraction of the solar spectrum to generate higher 

currents while also generating sufficient voltage to split water.   
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Figure 1-6: (a) STH efficiency as a function of semiconductor band gap for a single semiconductor system. (b) 

Optimal band gap combinations for a tandem semiconductor photoelectrochemical water splitting system.  Adapted 

with permission from from Ref. 
73

. Copyright 2014 John Wiley and Sons. 

 

1.4 Materials and Interfaces for Efficient and Stable Photoelectrochemical Water Splitting 

In many cases, research has focused on one half-reaction and a single semiconductor at a 

time. Once each of these half-cells have been optimized, then they can be combined together to 

perform overall water splitting in a tandem system.99–103 Many semiconductor materials have 

been studied, and as described in the previous section, the highest efficiencies can be obtained if 

the band gap is between about 1 to 2 eV. As shown in Figure 1-7, there are many semiconductors 

that meet the band gap requirements for high efficiency tandem systems.104 Among investigated 

systems, silicon (Si) with band gap of 1.1 eV is the prominent choice for the lower band gap 

semiconductor because of its earth abundance, low cost, and extensive commercial use.102,105 A 

critical challenge in the application of Si and almost all semiconductors with desirable band gaps 

is their corrosion under water splitting conditions. Figure 1-7 shows the oxidation and reduction 

potentials for various semiconductors, suggesting that most semiconductors are not stable under 

the conditions of water splitting, i.e., there is a thermodynamic driving force to change their 
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chemical and therefore optical (light absorption) properties.68,104 Overcoming the instability of 

the semiconductors while maintaining high efficiency is a major challenge hindering economic 

viability. 

Stability has been an intense focus in the literature,106–109 and many reviews have been 

published on the topic.65,66,97,104,110–112 In many cases, the strategy to enhance stability is by 

physically separating the unstable semiconductor from the electrolyte by depositing an overlayer 

(typically a metal or a metal oxide). The overall goals are to (1) stabilize the system on the order 

of years, (2) minimize parasitic recombination as the overlayer may interfere with the incident 

illumination, and (3) maximize the charge transfer of the desired energetic carriers so that they 

can split water with high efficiency. However, improving in one area can have negative 

consequences in another area. For example, the stability of a system may be enhanced by using a 

thicker protective coating, but a thicker protective coating may decrease the charge transfer 

thereby lowering the efficiency. 
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Figure 1-7: Properties of various semiconductors used for photocatalytic water splitting. The green and blue 

columns are the valence and conduction band edge positions, respectively. The red and black bars are the oxidation 

and reduction potentials of each semiconductor. Values are relative to the normal hydrogen electrode and the 

vacuum level for pH = 0, temperature of 298.15 K, and pressure of 1 bar. Under the water splitting conditions, the 

semiconductor will self-oxidize if the oxidation potential is above the OER redox potential, and the semiconductor 

will self-reduce if the reduction potential is below the HER redox potential. Reproduced with permission from Ref. 
104

. Copyright 2012 American Chemical Society. 

 

1.4.1 Scope of Dissertation: Metal-Insulator-Semiconductor Systems for Efficient and Stable 

Solar Water Splitting 

Over the past decade, it has been shown that oxide insulators can be introduced to protect 

some semiconductors against corrosion. In these systems, a stabilizing insulator layer is placed 

between a semiconductor and a metal-based electrocatalyst forming so-called metal-insulator-

semiconductor (MIS) device architectures.66,113 One of the first MIS water splitting systems used 

a TiO2 insulator layer to stabilize Si.114 Since this work, many protective insulators have been 

utilized in Si-based MIS photocatalysts, including Al2O3,
115–121 HfO2,

122–125 SiO2,
126–140 
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SrTiO3,
141 TiO2,

114,142–161 and ZrO2.
162 The widespread deployment of these insulators was 

enabled by atomic layer deposition (ALD), which is a layer-by-layer growth technique to deposit 

conformal and pinhole-free layers of materials with sub-nanometer precision.66,68,104,110,162,163 The 

uniform insulator layer physically prevents the semiconductor from being exposed to the 

corrosive electrolyte, thereby enhancing the stability. With this strategy, only a few nanometers 

are necessary to obtain stability, and such a thin insulator can enable efficient charge transfer as 

well. 

Another major advantage of MIS systems is the adaptability to be applied to a variety of 

semiconductors, unlike p-n junctions which are often limited to specific semiconductors which 

can be easily doped.122 Indeed, p-n homojunctions is one of the main competitors for using Si in 

tandem photoelectrochemical systems in part because of its widespread success in solar cells.164 

Si p-n homojunctions for water splitting still typically utilize an insulator protective coating and 

a metal catalyst similar to MIS systems.66,102,105,106,165–169 The key is how the systems separate 

and drive the charge transfer of photo-excited charge carriers: p-n junctions using doping in the 

semiconductor to form a built-in junction that selectively drives the transfer of a specific charge 

carrier, while for MIS systems, the metal layer forms the built-in junction (see Chapter 4 for the 

full explanation).66 

MIS systems also offer a simpler design (i.e., no additional doping step) and the 

fabrication strategy for MIS systems does not require high temperatures compared to the high 

temperature diffusion step in pn junction fabrication. Other benefits of MIS systems include high 

collection efficiency since the catalyst is located immediately at the surface of the junction and 

the removal of high doping which eliminates problems with Auger recombination and low 

diffusion lengths in highly doped regions.170  



 22 

It is also worth noting that back in the 1970s through 1990s, MIS solar cells have been 

extensively studied,171–177 and this architecture is still being explored in recent times.178–182 This 

previous work in solar cells typically used SiO2 as the insulator layer, but ALD has enabled the 

use of a variety of insulators which may enhance the stability and the efficiency. MIS systems 

for application in solar cells vs water splitting are subjected to a few fundamentally different 

constraints. These include different stability requirements and the integration with 

electrocatalysts to perform the chemical reactions.   

Substantial research endeavors are still needed to understand and optimize optical 

absorption, overall performance, and stability of MIS systems for photoelectrochemical water 

splitting. Chapter 2 of this thesis provides the critical methods to fabricate, characterize, and 

experimentally evaluate MIS systems for water splitting application. Chapter 3 is a case study of 

an Ir/HfO2/n-Si MIS photoelectrocatalyst in which the thickness of the insulator layer is 

controlled. The HfO2 insulator was selected for these systems because it is expected to be 

thermodynamically stable under water oxidation conditions in alkaline electrolyte based on the 

Pourbaix diagrams.183 The Ir/HfO2/n-Si MIS system is thoroughly characterized and 

experimentally tested to quantify the key parameters that impact the performance and to evaluate 

the performance limits. Chapter 4 focuses on analytical modeling of MIS systems to quantify the 

performance losses and identify key strategies to optimize the performance and improve the 

performance limits. Chapter 5 builds off from the theoretical insights from Chapter 4 to 

implement strategies that can significantly enhance the performance and the performance limits. 

This combined work ultimately provides design principles to develop MIS photoelectrocatalysts 

with optimized performance. 
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1.4.2 Scope of Dissertation: Insights from Modeling and Interfacial Analysis of Nanoparticle 

Electrocatalysts/Si Photoelectrocatalysts  

In most cases, protective strategies have involved uniform coatings to prevent exposure 

of the semiconductor to the electrolyte. Recently, unexpected stability has been demonstrated for 

photoelectrochemical systems consisting of electrodeposited Ni nanoparticles on Si. Despite 

direct exposure of Si to corrosive alkaline electrolyte, hours of stability have been achieved 

because of anodic passivation of the Si, forming stable SiOx.
184 In addition to providing stability, 

nanoparticle catalysts can be tuned to minimize parasitic light absorption.185–187 Furthermore, 

nanoparticle catalyst/semiconductor systems may exhibit enhanced performance if operating in 

the “pinch-off” regime, where  sufficiently small nanoparticles with a low potential barrier to 

recombination are surrounded by a region with a high potential barrier to recombination.188 The 

effective barrier height of the nanocontact is significantly larger than otherwise predicted for the 

nanoparticle itself, or when compared to systems with bulk films.188–191  

A decade after being predicted, the pinch-off effect has been experimentally 

demonstrated for Ni nanoparticles on a Si substrate.192,193 These works suggest that the pinch-off 

effect may be an important feature of sufficiently small nanoparticle catalysts deposited on 

semiconductors, and this phenomenon has been of recent interest in the field of water splitting. 

Electrodepositing Ni nanoparticles on Si has been the most-reported strategy. For example, high 

photovoltages and good onset potentials have been obtained using activated Ni 

nanoparticles,184,194,195 Fe-modified Ni nanoparticles,196 Ir-modified Ni nanoparticles,197 and 

thermally oxidized Ni nanoparticles.198 Co and Fe nanoparticles have also been electrodeposited 

on Si to achieve good performance and stability.147,151,152  
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Despite all of these studies, there is still debate as to whether the pinch-off effect occurs 

due to high barriers from a metal oxide shell surrounding the nanoparticles or from the 

electrolyte.192,193,199 Furthermore, there has been minimal theoretical guidance on the key 

parameters necessary to optimize the performance of these nanoparticle-based systems. In 

Chapter 6, a physically tractable model is established to obtain a better understanding of the 

factors that influence the performance of pinched-off photoelectrocatalysts. It is found that the 

pinch-off effect cannot fully explain the high performance of experimental nanoparticle-based 

photoelectrocatalysts. Chapter 7 uses a combined experimental and modeling approach to 

investigate the atomistic characteristics of the interfaces and the geometry of systems with Ni 

planar catalysts and Ni nanoparticles deposited on Si. It is found that an adventitious interfacial 

insulator layer significantly improves the performance similar to the enhancements observed in 

traditional MIS systems. This work highlights the critical importance of the interfaces in driving 

the performance of nanoparticle-based systems which are ubiquitous in photoelectrocatalysis.  
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Chapter 2  

Fabrication, Characterization, and Experimental Methods 

2.1 Introduction 

The purpose of this chapter is to provide a general overview of the fabrication, 

characterization, and experimental methods used through this dissertation. This includes a 

general description of the techniques as well as important details for performing the techniques 

successfully and with rigor. Each of these techniques are applied to specific applications 

throughout this dissertation in the respective chapters. In addition to the fabrication, 

characterization, and experiments, many chapters throughout this dissertation also include 

analytic modeling and finite element modeling. However, the full details of the computational 

modeling techniques are not provided in this chapter, but rather those details are fully discussed 

in the specific chapters in which they are the most relevant.  

2.2 Fabrication Techniques for Photoelectrocatalysts  

2.2.1 Silicon Preparation 

The three types of silicon 4-inch wafers that are used throughout the work include: (1) 

phosphorus doped (n-type, resistivity 1–10 Ω-cm, <100>-oriented, 525 µm thick) wafers 

purchased from Silicon Valley Microelectronics, (2) phosphorus doped (n-type, resistivity 0.1–1 

Ω-cm, <100>-oriented, 525 µm thick) wafers purchased from Addison Engineering, and (3) 

boron doped (p-type, resistivity 0.001–0.005, <100>-oriented, 525 μm) wafers purchased from 

Addison Engineering. 
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In general, samples are fabricated at the wafer scale, and then diced into smaller pieces 

for further characterization and testing. First, the wafers are cleaned with NanoStrip (a 

commercial piranha solution) for 10 min at 60 °C and rinsed in distilled water. Then the wafers 

are dipped in buffered hydrofluoric acid for 1 min to remove the native oxide layer. Finally, the 

wafers are rinsed by flushing water for about 5 minutes, and dried by either spin drying or with a 

stream of nitrogen and then immediately transferred to the next step in the process, typically 

atomic layer deposition.  

2.2.2 Atomic Layer Deposition (ALD) 

ALD, which is a subset of chemical vapor deposition, has been a key technology for 

water splitting applications. The primary benefit of ALD is the conformal and uniform 

deposition of materials with sub-nanometer precision. The applications of ALD and the general 

ALD process has been thoroughly described elsewhere.1–6 In short, the ALD process involves 

repeating cycles of four steps. (1) A precursor is pulsed for a long enough time to uniformly coat 

the entire exposed surface of the substrate via chemical adsorption. The process is self-limiting 

such that only a monolayer of the precursor is deposited. (2) The excess precursor is purged 

away with an inert gas. (3) An oxidizing agent (typically water vapor or ozone or oxygen 

plasma) which makes the layer hydrophilic and suitable for the next monolayer of precursor. (4) 

The excess oxidizing agent is purged away with an inert gas. Each cycle deposits a single 

monolayer of the material, so the thickness can be precisely controlled at the atomic scale by 

setting the number of cycles.  

One of the main drawbacks is that the ALD is a slow deposition process, but the process 

has been applied at the industrial scale for applications in the electronics industry.7 To speed up 
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the process, industry uses spatial ALD to spatially separate the precursor and oxidizing steps 

which eliminates the need for purging excess reactants.8 

After cleaning and etching the Si wafers, the samples are transferred to the vacuum 

chamber in a Veeco Fiji ALD System within about 5-10 minutes to minimize air exposure. The 

ALD pumps down to 2.5 mT and preheated to 200 C for all depositions. The precursor used for 

depositing HfO2 is tetrakis(dimethylamino)hafnium (TDMAH). An ALD cycle consists of a 250 

ms H2O pulse followed by a 12 second purge and a 60 ms TDMAH pulse and a 12 second purge. 

Generally, 10-25 cycles were used to deposit 1-3 nm of HfO2. 

The precursor used for depositing Al2O3 is trimethylaluminum (TMA). An ALD cycle 

consists of a 60 ms TMA pulse followed by a 10 s purge and then a H2O pulse for 65 ms and a 

10 s purge. Generally, 20 cycles were used to deposit ~2 nm of Al2O3.  

The above processes are typically for depositing individual materials, but multilayer 

systems as well as doped or alloyed materials can also be deposited by alternating the types of 

precursors. This strategy is used in Chapter 5 to create mixtures or alloys of Al2O3 and HfO2.  

2.2.3 Metal Evaporation 

The metals in this work were deposited by physical vapor deposition (PVD) techniques, 

specifically either electron-beam (e-beam) evaporation or magnetron sputter deposition. These 

techniques allow for uniform coatings of pure or oxidized metals down to a few nm. In general, a 

metal source is bombarded or heated and transformed in a vapor that condenses on the substrate. 

For sputter deposition, a metal source or target is bombarded with an argon plasma while for e-

beam evaporation, the metal source is bombarded by electrons which are directed from a 

tungsten filament. In both cases, high vacuum is necessary to prevent collisions and reactions 

with molecules as the metal vapor travels to the substrate.9  
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Within a few minutes of completing the ALD process, the wafers are transferred to the 

vacuum chamber of the PVD tool. Ir was deposited using a Lab 18-02 magnetron sputtering 

system with a base pressure of less than 3×10-6 Torr. The sputtering time 33 seconds with a DC 

power of 100 W and a pressure of about 5×10-3 Torr. The deposition rate depends on the age of 

the Ir target, and the rate averaged at a rate of 1.1 Å s−1.  

Ni was deposited using an SJ-20 electron-beam evaporator system with a base pressure of 

2×10-6 Torr. The deposition time was 50 seconds at a rate of 1.0 Å s−1 which is monitored in 

real-time with a quartz microcrystal. Typical pressure during the deposition is 4×10-6 Torr.  

After the fabrication, the final step is to dice the samples for eventual testing and 

characterization. The samples were either mechanically diced with an ADT 7100 Dicing Saw to 

13x13 mm square pieces, or manually diced into 12 x 12 mm pieces using a diamond scribe and 

cleaving pliers from LatticeGear. 

2.3 Materials Characterization Techniques 

2.3.1 Scanning Electron Microcopy  

Samples are prepared for SEM processing and imaging by scratching the back surface 

with a diamond scribe, adding conductive InGa eutectic. Then the sample is attached to a SEM 

stub using double-sided copper tape. Top-down SEM images are typically obtained using a 

Thermo Fisher Nova 200 Nanolab SEM. An Everhart-Thornley Detector (ETD) 5 kV operating 

voltage and 0.4 nA current was used for lower resolution, while immersion mode, higher 

operating voltages, and a Through the Lens Detector (TLD) was used to obtain high resolution 

images (>20,000x magnification).10  

The Nova was also used to prepare samples for high-resolution images via Scanning 

Transmission Electron Microcopy (STEM). For this process, a small (10-15 micron wide, and 
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~10 um deep) region is cut out from the sample using a focused ion beam (FIB).11 The FIB can 

damage the surface of the sample, so a layer of C or Pt is first deposited on the surface of the 

sample to protect it. After cutting out the piece, an omniprobe is used to lift-out the sample and 

the sample is ultimately attached to a TEM copper grid using Pt glue. Then the sample is slowly 

thinned down until its thickness is less than ~100 nm such that electrons can transmit through the 

sample. This process allows us to take cross-sectional images of the interface to observe the 

layers using STEM.  

2.3.2 Scanning Transmission Electron Microcopy (STEM) 

The samples for STEM analysis were prepared using the procedure described above in 

section 2.3.1 . The goal is to obtain high resolution cross-sectional images of the layers and 

interfaces of fabricated systems. STEM was performed using either a JEOL 2100F probe-

corrected electron microscope or a JEOL 3100R05 double-corrected STEM. The accelerating 

voltage for imaging is 200 kV. Typically, a double-tilt holder is used to perpendicularly align the 

sample and align the sample to see the <100> crystal plane of the Si substrate. Combined with 

>1,000,000x magnification enables clear visualization of the Si atomic lattice. Both bright field 

and dark field images are used to capture cross-sectional images. The contrast seen in both types 

of images is primarily related to the atomic number of the atoms and the density of electrons 

striking the detector. These images reveal each of the distinct layers and interfaces in various 

systems. The thicknesses of these layers were measured by analyzing cross-sectional images 

with IMAGEJ software at various points throughout the sample. 

2.3.3 Energy-Dispersive X-Ray Spectroscopy (EDS) 

For EDS analysis, the electron beam with high kinetic energy strikes the atoms and 

electrons in the sample. The incident beam can excite the inner shell electrons of the atoms, but 
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eventually the outer electrons will relax and fill the hole in the inner shell, which releases an X-

ray that can be collected by a detector from the energy-dispersive spectrometer. The specific 

energy of these X-rays from electron relaxation is a characteristic of the properties of the 

individual atom.10  

To confirm the presence of specific atoms and their concentrations in the cross-sectional 

STEM images, an EDS detector was used with the 2100 and 3100 STEM. To maximize counts, 

EDS with Thermo Fisher Talos F200X G2 STEM was also used in Chapter 7. Only specific 

elements expected to be present in the sample were explicitly searched. These include Si, O, C 

(used as protective layer), Pt (used as protective layer and as an adhesive during sample 

preparation), and the Ni and Ir metals used as electrocatalysts. Elemental mapping was used to 

count the atoms throughout the entire STEM image. An elemental line scan was also used to 

probe the atomic composition across the interface. 

2.3.4 Light Absorption and Ultraviolet-Visible Spectroscopy (UV-vis) 

Light absorption is an important consideration for solar energy conversion. In any 

system, incident light will either be absorbed by the materials, reflected by the 

surfaces/interfaces, or transmitted through the entire sample. UV-vis spectroscopy is a common 

technique to measure the optical properties of systems by measuring the absorbance, reflectance, 

and transmittance throughout the ultraviolet and visible wavelength range, which is the most 

relevant range for most solar water splitting systems.12 A Thermo Scientific Evolution 300 UV-

Vis Spectrometer was used for the measurements, in which a Xe lamp and a monochromator 

generates a narrow band of light from wavelengths of 200 to 1100 nm that strikes the sample. 

The light is either absorbed by the materials, reflected off the materials, or transmitted through 

the materials, which is measured by a detector. Data in Figure 2-1 shows example plots of the 
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light transmission through catalyst layers as obtained with UV-vis. For the Ni and Ir films in this 

study, the average light transmission is between 50-60%, which means that 40-50% of the light 

is reflected or parasitically absorbed by the metal overlayers. These losses are significant, 

although it is noted that even without any metal overlay, greater than 30% of incident radiation is 

reflected from planar Si.13 Finally, it is also noted that the expected light absorption properties 

can also be evaluated using theory and modeling.15 In general, the photocurrents obtained 

experimentally should match the expected results based on the parasitic reflection and absorption 

losses. 

 

Figure 2-1: Light transmission obtained using UV-vis spectroscopy for a 7 nm Ni film and a 3.5 nm Ir film. 
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2.4 Photoelectrochemical Experiments 

2.4.1 Three-Electrode Setup 

A three-electrode setup is a versatile strategy to perform a variety of electrochemical 

experiments. In short, the typical three-electrode setup consists of (1) a potentiostat (Reference 

Gamry 3000 Potentiostat in this work) which controls and measures the input and output currents 

and voltages, (2) three electrodes which are electrically connected to the potentiostat via cables 

and alligator clips, (3) an electrolyte solution which depends on the specific experiment but 

should be conductive to minimize resistance, and (4) a light source if performing 

photoelectrochemical water splitting. A schematic of the three-electrode setup is illustrated in 

Figure 2-2a. 

The three electrodes in the setup include the working electrode, the counter electrode and 

the reference electrode. The working electrode is the specific system that is meant to be tested 

and analyzed which in this work is primarily multicomponent water oxidation 

photoelectrocatalysts. The counter electrode balances the charge in the system and performs the 

opposite half-reaction compared to the working electrode (i.e., the counter electrode will do a 

reduction reaction if the working electrode is performing an oxidation reaction). The counter 

electrode should have a relatively large surface area for the reaction to take place with minimal 

polarization losses. The counter electrode should also be placed somewhat isolated from the 

other electrodes and should remain stable in the solution, which is a possible concern when using 

Pt or graphite for certain sensitive reactions.16–20 The reference electrode is used for measuring 

the potential of the working electrode relative to the redox potential of the equilibrium within the 

reference electrode. The choice of reference electrode depends on its stability in the specific 

electrolyte. In basic environment, the preferred reference electrode is Hg/HgO which has a 
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standard redox potential of 0.098 V relative to the standard hydrogen electrode (SHE).21,22 In 

many cases it is useful to convert the potential relative to the reversible hydrogen electrode 

(RHE) in which the scale changes as a function of the pH of the electrolyte. The conversion can 

be made to the RHE using the following equation: 

 𝐸𝑟𝑒𝑓,𝑅𝐻𝐸 = 𝐸𝑟𝑒𝑓,𝑆𝐻𝐸 + 0.591 ∗ 𝑝𝐻  2-1 

Where 𝐸𝑟𝑒𝑓,𝑅𝐻𝐸 is potential of the reference electrode relative to RHE, 𝐸𝑟𝑒𝑓,𝑆𝐻𝐸 is 

potential of the reference electrode relative to SHE, and 𝑝𝐻 is the pH of the electrolyte. In 

general, it is not good practice to assume 𝐸𝑟𝑒𝑓,𝑆𝐻𝐸  for a given reference electrode because the 

standard potential can fluctuate over time, or because the reference electrode may not be at 

standard conditions or could become contaminated. Therefore, it is better to calibrate the 

reference electrode directly in case the potential has drifted over time. One way to complete this 

calibration is by comparing the open-circuit potential to a pristine master reference electrode.21 

But the method to calibrate the reference electrode in this work is by creating a reversible 

hydrogen electrode. Hydrogen is bubbled for 30 minutes to saturate the electrolyte which 

contains the reference electrode to be calibrated and Pt wires as the counter and working 

electrodes. The potential of the reference electrode relative to the RHE (𝐸𝑟𝑒𝑓,𝑅𝐻𝐸) can then be 

directly measured using the open-circuit potential function with the potentiostat.  
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Figure 2-2: (a) Schematic of a typical three-electrode setup used for electrochemical experiments. (b) Schematic of 

3D printed working electrode holder which enables precise control of the illuminated area and electrolyte-exposed 

area of the tested sample. From left to right: main housing with notches to precisely position the setup within the 

beaker. A Cu plate and Cu wire are contacted with a metal spring to ensure electrical contact between the 

potentiostat and the tested sample. A rubber gasket and a rubber O-ring are used to prevent the electrolyte from 

leaking into the system and to define the area of the sample that is exposed to the electrolyte. The front face plate 

(with an aperture to allow the passage of light) is secured to the main housing using four screws and bolts that are 

fastened in the corners of the main housing. The front face plate is spray painted black to ensure that no light can 

pass through the plate except for through the aperture. 

 

2.4.2 Working Electrode Construction 

For all electrochemical experiments with the three-electrode setup, diced samples were 

housed in a 3D-printed electrode (Figure 2-2b). The back contacts of the samples were scratched 

with a diamond scribe to remove part of the native oxide, and a gallium–indium eutectic was 

applied to ensure ohmic contact. The back contacts were then pressed against a copper plate. The 

working electrode's exposure to electrolyte was defined by an O-ring which also prevented the 

electrolyte from leaking to the back contact. The samples were exposed to a light source via an 

aperture with an area of either 0.46 cm2 or 0.26 cm2. 
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2.4.3 Illumination Source and Calibration 

The samples in the working electrode were illuminated using a 300 W UV 16S-Series 

Solar Simulator (Solar Light Company) with an AM 1.5G filter. The broadband spectrum 

emitted from the solar simulator using a new lamp bulb is shown in Figure 2-3. The power that is 

irradiated on the sample is measured and calibrated using a Newport 919P-020-12 thermopile 

detector which covers wavelengths ranging from 190 nm to 11 μm with power ranging from 10 

mW to 20 W. The thermopile was housed in a modified 3D printed electrode with a cover plate 

with the 0.46 cm2 aperture. The distance between the thermopile and the light source is adjusted 

until the power reads 46 mW. This corresponds to approximately 1-sun illumination (100 

mW/cm2) after normalizing the power to the exposed surface area. One of the primary benefits of 

using the 3D printed setup is precise placement of the samples and the thermopile and the 

consistent 0.46 cm2 aperture ensures accurate calibration and results.  
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Figure 2-3: Broadband spectrum emitted from a 300 W UV 16S-Series Solar Simulator (Solar Light Company) with 

AM 1.5 filter. 

 

The most common set of experiments with a three-electrode setup is cyclic voltammetry, 

in which the potentiostat sweeps the potential (typically at a scan rate of 100 mV s-1) back-and-

forth over a specified range, and the potentiostat measures the current that is generated by the 

chemical reactions on the working electrode surface. Linear sweep voltammetry (LSV) is a 

similar technique but only sweeps the potential in a single direction rather than back-and-forth. 

In analogy to thermochemical reactions, the applied voltage analogous to the energy or 

temperature that is input into the system, and the current is directly analogous to the reaction 

rate.  
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In general, there are multiple possible reactions that can take place at the catalyst on the 

working electrocatalyst, including degradation reactions. The percentage of the electrons (i.e., 

the current) that goes toward the desired reaction (for this dissertation, water oxidation reaction), 

compared to the undesired reactions is known as the Faradaic efficiency.23,24 By directly 

measuring the amount of oxygen evolved during the reaction relative to the generated currents, a 

Faradaic efficiency of essentially 100% has been well documented for many solar water 

oxidation systems as long as they are relatively stable.21 This is because there are no other 

species in the water to oxidize and the formation of peroxides are unfavorable. Therefore, it can 

be assumed that the entirety of the current generated by an illuminated sample is from the water 

oxidation reaction. 

The cyclic voltammetry experiments are performed either in light (1-Sun illumination) or 

in dark. For water oxidation experiments, a 1 M KOH (Fischer Scientific) electrolyte was used 

and magnetically stirred. A graphite rod counter electrode and an Hg/HgO reference electrode 

were used in the three-electrode setup. In some cases, oxygen was bubbled into the electrolyte, 

although this is generally not necessary.22 The potentiostat controls the voltage relative to the 

Hg/HgO reference electrode (𝑉𝐻𝑔/𝐻𝑔𝑂), and this voltage is converted to the RHE (𝑉𝑅𝐻𝐸) at pH 14 

using the following equation: 

 𝑉𝑅𝐻𝐸 = 𝑉𝐻𝑔/𝐻𝑔𝑂 + 𝐸𝐻𝑔/𝐻𝑔𝑂,𝑆𝐻𝐸 + 0.591 ∗ 𝑝𝐻 2-2 

Here, 𝐸𝐻𝑔/𝐻𝑔𝑂,𝑆𝐻𝐸 is the redox potential of the Hg/HgO reference electrode which was 

determined from the calibration process previously described using equation 2-1. 

A representative example and shape of a typical CV plot is shown in Figure 2-4a for an 

illuminated sample (light n-Si) and a dark electrocatalytic control (dark p+-Si). Degenerately 

doped p+-Silicon is used because it behaves essentially like a metal such that it is conductive and 
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does not absorb light to create photons like it would if it were moderately doped. Therefore, the 

p+-Si control sample has no contributions from illumination, and the only current generated will 

be directly related to the electrochemical kinetic reaction of interest. The dark p+-Si 

electrocatalytic control sample generates almost no current until the applied potential exceeds the 

redox potential of the desired electrochemical reaction, in this case water oxidation with a redox 

potential of 1.23 V vs RHE (vertical dashed line in Figure 2-4a). Thermodynamically, the 

applied potential must exceed 1.23 V vs RHE before the oxidation can occur. But significant 

current is not observed until >1.5 V vs RHE because the kinetics of this 4-electron reaction are 

slow.25–28 The kinetic overpotential (𝜂𝑜𝑝) is the amount of voltage beyond the thermodynamic 

redox potential that is needed to generate a specified current (typically 1 mA/cm2). As higher 

voltages are applied, the current exponentially increases according to the Butler-Volmer 

equation.23 The current will continue to exponentially increase until resistance losses or mass 

transport losses become dominant, although mass transport losses are typically negligible for the 

relative low currents generated in photoelectrochemical hydrogen and oxygen evolution 

reactions.23 

For the illuminated sample (n-Si), now the system not only has an electrochemical kinetic 

contribution, but it also has an illumination component as the moderately doped n-Si can absorb 

photons from the light. As shown in the CV of Figure 2-4a, the reaction current can be generated 

even before the OER redox potential. This is not a violation of thermodynamics because the 

system internally generates a photovoltage upon illumination, which is discussed more in the 

next section. At low applied potential and low currents (< 5 mA/cm2, the CV response is 

dominated by kinetics and is similarly shaped to the dark electrocatalytic control. At higher 

applied potentials, however, the current begins to plateau, which is known as the photo-limited 
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current density (𝐽𝑝ℎ). The photo-limited current density is governed by the total number of 

photons that can be absorbed by the semiconductor substrate. For Si with a band gap of 1.1 eV, 

the theoretical limit to the photo-limited current is about 44 mA/cm2,29 but the current will be 

much lower due to parasitic absorption, reflection, and transmission discussed in section 2.3.4 In 

Figure 2-4a, the photo-limited current is about 35 mA/cm2. If the light is turned off on the 

sample, then the photo-limited current would drop to zero as there are no photo-generated 

electrons/holes. Therefore, the currents are very low in the dark for n-Si systems, but can include 

some current due to capacitive charging, recombination currents, or shunt resistance. 

2.4.4 Photovoltage and Open-Circuit Potential 

The photovoltage is the voltage that a system generates upon illumination due to the 

buildup and separation of the photo-exited charge carriers. The photovoltage is a key 

performance metric for water splitting systems, and an overall solar water splitting system would 

need to generate a photovoltage of at least 1.6 V to split water efficiently (~500 to 700 mV from 

the low band gap semiconductor and ~900 to 1100 mV from the high band gap 

semiconductor).30,31 One of the ways to measure the photovoltage (𝑉𝑝ℎ) is by measuring the 

voltage shift between the illuminated sample and the dark electrocatalytic control, as shown in 

Figure 2-4a. The photovoltage can be evaluated at any specified current, and the value will 

ultimately depend on the specified current. In Figure 2-4a, the photovoltage is evaluated at a 

current of 1 mA/cm2 (𝑉𝑝ℎ,1) and 20 mA/cm2 (𝑉𝑝ℎ,20), and these photovoltages differ by about 

4%. The photovoltage is typically evaluated at a low current density of 1 mA/cm2 because there 

will a negligible impact from the resistance which scales linearly with current. There is also 

merit to evaluating the photovoltage at a current of 10 mA/cm2 which is a desired operating 

potential for achieving >10 % STH efficiency systems.21,31 
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Figure 2-4: (a) Representative CV for an illuminated sample (light n-Si) and a dark electrocatalytic control (dark p+-

Si). 𝑉𝑝ℎ,1 and 𝑉𝑝ℎ,20 are the generated photovoltages evaluated at a current density of 1 mA/cm2 and 20 mA/cm2, 

respectively. 𝑉𝑜𝑛𝑠𝑒𝑡 is the onset potential for the illuminated sample, which is another commonly reported 

performance metric for solar water splitting.21  𝜂𝑜𝑝 is the kinetic overpotential associated with kinetic losses at the 

catalyst performing OER.  𝐽𝑝ℎ is the photo-limited current. (b) Open-circuit voltage plot obtained in a 

ferri/ferrocyanide electrolyte by switching on and off the light. The open-circuit photovoltage (𝑉𝑜𝑐) can be obtained 

by observing the shift in the potential from light on to light off. 

 

It is important to note that the above-described method to measure the photovoltage is 

only strictly accurate if the illuminated sample and the dark electrocatalytic control have similar 

electrocatalyst surface area and if the data is properly corrected for solution resistance (although 

measuring photovoltage at the low current of 1 mA/cm2 makes the contribution from the series 

resistance negligible). This requirement is typically met for systems with planar electrocatalysts 

because the electrocatalyst surface area is similar for all samples and proportional to the 0.46 cm2 

aperture which defines how much of surface is performing the electrochemical reactions. For the 

case of systems with Ni electrocatalyst, the electrochemically active surface area (ECSA) can be 

approximated by integrating the Ni redox peaks in the CVs.21,32,33 This is particularly important 

when evaluating the validity of the photovoltage and the electrocatalyst surface area for systems 

with nanoparticle electrocatalysts (Chapter 7). As described in the next paragraph, the 
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requirement for similar electrocatalyst active area can be relaxed when evaluating the open-

circuit photovoltage. 

The photovoltage can also be evaluated at open-circuit (0 mA/cm2) using a well-defined 

redox couple with facile kinetics (as long as the materials in the system are stable in the 

electrolyte and therefore don’t have a corrosion potential). The facile kinetics means that the 

photovoltage can be more easily decoupled from the electrocatalyst kinetics. The open-circuit 

photovoltage (𝑉𝑜𝑐) is essentially identical to the photovoltage at 1 mA/cm2, and this is another 

way to validate the performance. A ferri-/ferrocyanide (FFC) solution consisting of 

10×10−3 m potassium hexacyanoferrate(II) trihydrate, 10×10−3 M potassium 

hexacyanoferrate(III) (EMD Millipore), and 1 M KCl (Fischer Scientific) was used for 

measuring the open-circuit photovoltage. The electrolyte was stagnant for the CV experiments 

(100 mV s−1) but was stirred for measuring the open-circuit photovoltage. A graphite reference 

electrode and Pt wire counter electrode were used such that the applied voltage is relative to the 

FFC redox potential (because the graphite reference electrode is in equilibrium with the 

electrolyte).   

The open-circuit photovoltage (𝑉𝑜𝑐) can be evaluated using one of two methods: (1) 

directly measuring the open-circuit voltage difference under illumination and in the dark, and (2) 

performing CVs on an illuminated sample and an electrocatalytic control sample. Both 

approaches will yield the same results, but the first of these two strategies is convenient because 

an electrocatalyst control sample is not required at all. Figure 2-4b illustrates a typical open-

circuit voltage response for the experiments under light on and light off conditions. The 

experiment is conducted on an n-Si based sample and no electrocatalytic control sample is 
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necessary for this approach. The shift in the open-circuit voltage is the measured open-circuit 

photovoltage (arrow in Figure 2-4b).   

2.4.5 Chronoamperometry 

Chronoamperometry is a simple electrochemical experiment in which the voltage is held 

at a specific potential (rather than being swept), and the generated current is measured. This type 

of experiment is common for analyzing the long-term stability of a water splitting system. 

Sometimes the stability test is performed while alternating between the dark and light to simulate 

the night and day of a practical system operating from sunlight. The sample can be considered 

stable if the current is constant (not decreasing) throughout the duration of the experiments. 

Although the current could drop over time due to the formation of bubbles, which can be 

regularly removed during the experiments. During the stability test, it is also important to 

intermittently perform a CV experiment to determine if the resistance or performance has 

changed in any way. 

2.4.6  Electrochemical Impedance Spectroscopy and Mott-Schottky Analysis 

EIS is a frequency-based method in which different physical phenomena can be probed 

using distinct frequencies. The finer details and applications of EIS have been well 

documented.34–36 In short, the key word “impedance” is analogous to resistance, but it is 

generalized to apply for alternating currents (AC). The real component of impedance is the 

resistance while the imaginary component is the reactance which both depend on the frequency 

of the AC. During EIS experiments, a sinusoidal AC potential perturbation is applied to the 

working electrode, producing an AC current whose phase shift and amplitude are measured. The 

key as well as the challenge to analyzing EIS data is to fit the experimental system to a 

physically meaningful equivalent circuit consisting of resistors, capacitors, and/or inductors. 
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One of the key circuit features in any electrochemical cell is resistance from the working 

electrode, wires, and the electrolyte. This combined resistance is in series with the working 

electrode, which is typically MIS systems in this dissertation. There is also a parallel resistance 

associated with the charge transfer through these systems. Furthermore, systems with 

electrocatalyst also have a charge transfer resistance that can be related to the kinetic rates.37 For 

the EIS experiments in this dissertation, the selected electrolyte solution consists of 

ferri/ferrocyanide and KCl to lower the resistance. The oxidation and reduction reactions to 

transition to and from ferri/ferrocyanide ions is very fast, so the charge transfer resistance is 

neglected in these systems. 

Any semiconductor in equilibrium with an electrolyte or metal will have a characteristic 

capacitance due to the charge build-up in the space charge region (also known as the band 

bending or depletion region).38 The analytical expression for the space charge capacitance (𝐶𝑠𝑐) 

in a semiconductor is given by the Mott-Schottky equation: 

 
(

1

𝐶𝑠𝑐
)

2

=
2

𝜀0𝜀𝑠𝐴2𝑞𝑁𝐷
(𝑉𝑎 − 𝑉𝑓𝑏 −  

𝑘𝑇

𝑞
) 
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Here, 𝐴 is the surface area of the junction, 𝜀0 is the vacuum permittivity, 𝜀𝑠 is the semiconductor 

relative permittivity, 𝑁𝐷 is the doping density of the semiconductor, 𝑉𝑎 is the applied voltage 

relative to the redox potential of the electrolyte, and 𝑉𝑓𝑏 is the flat-band potential. 

In addition to the semiconductor, the insulator also has a capacitance which can be 

described like a traditional capacitor. 

 
𝐶𝑜𝑥 =

𝜀𝑜𝑥𝐴

𝑑
   

2-4 

Here, 𝐶𝑜𝑥 is the capacitance of the oxide insulator, 𝜀𝑜𝑥  is the permittivity of the HfO2 which is 

assumed to be equivalent to the bulk permittivity of 25𝜀0 (𝜀0=8.85×10-12 C V-1 m-1), 𝐴 is the area 
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covered by the insulator, and 𝑑 is the thickness of the insulator. There is also a capacitance in the 

Helmholtz double layer of the electrolyte, which may need to be considered.39,40 But for the 

systems in this dissertation, this capacitance contribution has a negligible influence on the 

system’s total series capacitance, so it is not included in the equivalent circuit.41 All of these 

circuit components can be combined into a physically meaningful equivalent circuit that is 

illustrated in Figure 2-5. 

  

Figure 2-5: Equivalent circuit used to fit the impedance data. 

 

EIS experiments run throughout a range of voltages and frequencies, and the data is fit to 

this equivalent circuit to extract each of the individual electrical components in these systems. 

This fitting procedure was conducted using Gamry Echem Analyst Software.42 The flat-band 

potential is commonly extracted from EIS measurements using the Mott-Schottky equation 2-3.40 

Specifically, the space charge capacitance (𝐶𝑠𝑐) is measured as a function of voltage and over a 

range of frequencies by fitting the data to the equivalent circuit model. A so-called Mott-

Schottky plot is obtained by plotting 1/𝐶𝑠𝑐
2  against 𝑉𝑎 as shown in Figure 2-6. By examining 

equation 2-3, it is clear that the slope of the line gives the n-Si doping density and the x-intercept 
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gives the flat-band potential (all other parameters are in the equation are constants or otherwise 

known values). The black data points in Figure 2-6 are obtained by fitting the data over a wide 

range of frequencies to the full equivalent circuit in Figure 2-5. However, alternative approaches 

are also available in most softwares as described in the next paragraph. These alternatives, 

however, may not be as accurate and should be used with caution or at least be coupled with a 

more rigorous approach. 

Most potentiostat softwares have an automatic single-frequency Mott-Schottky analysis 

experiment, but in many cases this approach will result in signficant errors in the measured flat-

band potentials.40 This single-frequency approach utilizes a simplified equivalent circuit 

consisting of either (a) a single resistor and capacitor in series, hence ignoring the parallel 

resistor in Figure 2-5 or (b) a single resistor and capacitor in parallel hence ignoring the series 

resistor in Figure 2-5. In many cases with these simplified circuits, the space charge capacitance 

may not be accurately measured, espcially if other capacitances are present in the system. To 

achieve accurate results with this single frequency approach, it is essential to carefully choose 

the single frequency in which the space charge capacitrance dominants the EIS response.40,43 

Using different frequencies without any physical basis will result in significant errors in the 

measured flat-band potential. Even if the proper frequency is selected, the results can still be 

inaccurate if other capacitances or resistances also contribute to the EIS response at that 

frequency. Therefore, it is best practice to perform potentiostatic EIS measurements over a range 

of frequencies and voltages, and fitting the data to the more rigorous equivalent circuit.40    

The accuracy of the flat-band potential can be evaluated by comparing the results using 

the full equivalent circuit and the two simplified circuits. The simplified series circuit provides 

an upper bound on the measured capacitance, while the simplified parallel circuit provides a 
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lower bound on the measured capacitance.44 Therefore, the capacitance (as well as the inverse 

capacitance squared 1/𝐶𝑠𝑐
2 ) that is measured using the full equivalent circuit should be 

intermediate between these two bounds. In Figure 2-6, the blue and red data points are obtained 

by fitting to the simplified parallel circuit and the simplified series circuit, respectively. Indeed, 

the black data points from the full equivalent circuit are with the two bounds. The insert shows a 

closeup near the x-axis of the Mott-Schottky Plot which demonstrates that all of the methods 

result in similar flat-band potentials within 20 meV from each other. It is always good practice to 

verify the accuracy of the Mott-Schottky approach as some systems could result in large 

inaccuracies.  

 

Figure 2-6: Mott-Schottky plots created by fitting the data with different equivalent circuits and frequency ranges for 

a representative Ir/Al2O3/n-Si MIS system. All of the potentiostatic EIS measurements were performed in the dark in 
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a 10mM/10mM ferri/ferrocyanide electrolyte at 0.1 V intervals between 0–0.8 V versus Fe(CN)6
3−/4−. The black data 

points were obtained by fitting the data to the full equivalent circuit over a frequency range of 50 to 100,000 Hz and 

an AC voltage of 10 rms mV. The blue and red data points are obtained by fitting to the simplified parallel circuit 

and the simplified series circuit, respectively. In both cases, the data was fit using a single frequency of 16,000 Hz 

which corresponds to frequency in which the space charge capacitrance dominants the EIS response. 

 

2.4.7 Varying Light Intensity 

Key physical parameters can be extracted by varying the light intensity and observing the 

resulting photo-limited current and the open-circuit photovoltage. To understand why, a closer 

look at the physics and equations is necessary. The details are described in more thoroughly in 

Chapter 4, but in short, it is well known that Si-based photovoltaic and photoelectrochemical 

devices exhibit current-voltage relationships that follow the diode equation:  

 
𝐽𝑛𝑒𝑡 = 𝐽𝑝ℎ − 𝐽𝑠 [𝑒𝑥𝑝 (−

𝑞𝑉𝑎

𝑛𝑘𝑇
) − 1] 

2-5 

Here, 𝐽𝑛𝑒𝑡 is the net current traveling through the system, 𝐽𝑝ℎ is the photocurrent density which is 

the total hole current generated from solar absorption in the semiconductor (these holes 

ultimately drive the OER at the electrocatalyst), 𝐽𝑠 is the dark reverse saturation current (also 

called the recombination parameter45), 𝑞 is the elementary charge of an electron (1.6×10-19 

Coulombs), 𝑉𝑎 is the applied voltage defined as the difference between the semiconductor 

majority-carrier Fermi level and the solution Fermi level (this voltage can be applied using a 

potentiostat, and it can be replaced by or added to the photovoltage generated upon illuminating 

the semiconductor), 𝑛 is the ideality factor (𝑛=1 is ideal, 𝑛>1 is non-ideal), 𝑘 is the Boltzmann 

constant, and 𝑇 is the operating temperature. 

An analytical expression for the photovoltage (𝑉𝑝ℎ) generated by a semiconductor-based 

system as a function of the net current (𝐽𝑛𝑒𝑡) can be easily obtained by rearranging the diode 

equation:43,46–48 
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−𝑉𝑝ℎ ≈

𝑛𝑘𝑇

𝑞
[𝑙𝑛

𝐽𝑝ℎ−𝐽𝑛𝑒𝑡

𝐽𝑠
] =

𝑛𝑘𝑇

𝑞
𝑙𝑛(𝐽𝑝ℎ−𝐽𝑛𝑒𝑡)  −

𝑛𝑘𝑇

𝑞
𝑙𝑛(𝐽𝑠)  
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Here, the “-1” term is removed from the diode equation because 
𝐽𝑝ℎ−𝐽𝑛𝑒𝑡

𝐽𝑠
≫ 1 under most 

relevant conditions for the forward bias of these systems. This is the analytic equation to describe 

the photovoltage, and it is clear that the photovoltage is dependent on the net current through the 

system and the maximum photovoltage is obtained when the net current is zero (i.e., at open-

circuit). As previously discussion in Section 2.4.4 it is often convenient to evaluate the open-

circuit photovoltage (𝑉𝑜𝑐) in which the net current is zero, resulting in the following analytical 

expression:  

 
−𝑉𝑜𝑐 = −𝑉𝑝ℎ(𝐽𝑛𝑒𝑡 = 0) ≈

𝑛𝑘𝑇

𝑞
[𝑙𝑛

𝐽𝑝ℎ

𝐽𝑠
] =

𝑛𝑘𝑇

𝑞
𝑙𝑛(𝐽𝑝ℎ)  −

𝑛𝑘𝑇

𝑞
𝑙𝑛(𝐽𝑠) 
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 From this expression, a plot of 𝑉𝑜𝑐 vs 𝑙𝑛(𝐽𝑝ℎ) should yield a line with a slope that is related to 

the ideality factor and an intercept that is related to the saturation recombination current 

(𝐽𝑠).43,49–55 Varying the light intensity (which in turn varies 𝐽𝑝ℎ) and measuring the open-circuit 

photovoltage at each light intensity therefore allows us to extract the ideality factor and the 

recombination current from any system. After experimentally measuring 𝐽𝑝ℎ, 𝐽𝑠, and 𝑛, every 

parameter in the diode equation is known, and the current-voltage relationship can be modeled, 

making this a powerful technique. 

An FFC solution consisting of 350 × 10−3 M potassium hexacyanoferrate(II) trihydrate, 

50 × 10−3 M potassium hexacyanoferrate(III), and 1 M KCl was used for the light intensity 

experiments. The solution was magnetically stirred to prevent mass transport limitations which 

could otherwise impact the measured photo-limited current). A graphite reference electrode and 

Pt wire counter electrode was used. The light intensity was varied using neutral density filters 

which uniformly attenuate the incident light source over a broad range of wavelengths.52 Three 
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neutral density filters were purchased from Newport with optical densities of 0.1, 0.2 and 0.4, 

and up to two of these filters were placed in series between the sample and the light source to 

attenuate the intensity of incident light. The light transmission through the neutral density filters 

is calculated using the following equation: 

 𝑇 = 10−𝑂𝐷 2-8 

Where 𝑂𝐷 is the optical density of the filter. When two filters are in series, the optical densities 

are added together. Therefore, the neutral density filters can modulate the light intensity by up to 

a factor of 4 (i.e., 1/10-0.6). In typical experiments, the light intensity is modulated between 0.6 

Suns (60 mW/cm2) and 1.5 Suns (150 mW/cm2). At each light intensity, linear sweep 

voltammetry was performed with a scan rate of 100 mV s−1. The open-circuit photovoltage was 

measured before and after each linear sweep for about 60 seconds until stable values were 

reached. 

2.5 Conclusion 

This chapter has described fabrication, characterization, and experimental methods that 

have been prevalently used throughout this dissertation. The goal was to provide a general 

overview of each of the procedures and techniques and enable a better understanding of how to 

perform these methods with rigor and accuracy. The following chapters will highlight many of 

these techniques as they are used for specific applications.  
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Chapter 3  

Quantifying Performance and Assessing the Photovoltage Limits of MIS Water Splitting 

Photoelectrocatalysts 

3.1 Introduction 

As previously discussed in Chapter 1, MIS water splitting photoelectrocatalysts are 

promising multicomponent systems to achieve efficient and stable solar water splitting. Initially, 

the performance of insulators was mainly evaluated in the context of their ability to improve the 

chemical stability of semiconductors by physically separating it from the corrosive electrolyte.1 

Previous work in the group has demonstrated that the thickness of the insulator is a critical  

design parameter which can be tuned to maximize the photovoltage.2,3 For example, we have 

shown that the thickness of the HfO2 tunnel insulator significantly impacts the photovoltage 

generated by Ni/HfO2/n-Si MIS system in photoelectrocatalytic water oxidation.2 We 

demonstrated that by tuning the thickness of the HfO2 insulator, we can tune the flux of minority 

and majority charge carriers from the semiconductor to the electrocatalyst and therefore 

minimize the rate of charge recombination and maximize the photovoltage. 

This chapter focuses on analyzing and quantifying the underlying mechanisms by which 

the thickness of an insulator impacts the performance of the MIS photoelectrocatalysts. We 

performed our studies by focusing on a concrete example of an Ir/HfO2/n-Si MIS system for the 

oxygen evolution reaction (OER). The HfO2 insulator is thermodynamically stable under water 

oxidation conditions in alkaline electrolyte based on the Pourbaix diagrams,4 and the HfO2 

insulator layer thickness is precisely controlled using atomic layer deposition. Each of the key 
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characterization and experimental processes are outlined to fully understand and quantify the 

critical parameters and properties of the metal, insulator, and semiconductor as well as their 

interfaces. These include the photovoltage, metal work function, insulator thickness, 

semiconductor doping density, ideality factor, flat-band potential, and overall stability. We find 

that while the insulator thickness controls the flux of charge carriers from the semiconductor to 

the electrocatalysts (and therefore controls the charge recombination), which can be very 

beneficial to improve photovoltage, the introduction of additional interfaces in the system can 

simultaneously result in nonidealities which can increase parasitic electron/hole recombination 

and decrease photovoltage in the system. Despite experimentally optimizing the thickness of the 

HfO2 insulator, the photovoltage generated by the photoelectrocatalysts is far below the upper 

performance limit, meaning there are paths for further optimization. The experimental protocols, 

when combined with the theory and modeling in Chapter 4, enables a complete understanding of 

MIS systems and design guidelines to optimize the performance. The strategy is general to other 

water splitting systems and provides insights to further optimize the photovoltage for water 

splitting applications.  

3.2 MIS System Fabrication and Characterization 

The MIS systems consisted of n-type silicon (n-Si) or degenerately doped p+-Si covered 

by HfO2 that was deposited using atomic layer deposition (ALD). The thickness of the insulator 

HfO2 layer was controlled by varying the number of ALD cycles from 0 to 25 resulting in 0-3 

nm thick HfO2. ALD is a widely used method to deposit pinhole-free, uniform layers with sub-

nanometer precision.5,6 After the HfO2 deposition, a 3.5 nm Ir layer was deposited by direct 

current magnetron sputtering. Further details of the fabrication are provided in the Experimental 

Section. 
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To characterize the MIS samples, we performed scanning transmission electron 

microscopy (STEM) on cross sections of the Ir/HfO2/n-Si samples as shown in Figure 3-1. The 

cross-sectional images show clearly identifiable components of the layered nanostructures and 

defined boundaries between the different components. Data in Figure 3-1e shows the HfO2 

thickness as a function of the ALD cycles used in the fabrication process. On average one ALD 

cycle results in ~0.1 nm of deposited HfO2. While the native SiO2 layer on Si was etched away 

prior to HfO2 deposition, an adventitious SiO2 layer may form during ~5-minute exposure to 

atmosphere prior to ALD. The SiO2 layer is evident from the ~0.5 nm white layer between the Si 

and HfO2. This layer was similar for all samples so its effect should be uniform among samples. 

 
 
Figure 3-1. Characterization of 3.5 nm-Ir/x- HfO2/n-Si. Cross-sectional STEM images for (a) 16 cycles (1.6 nm) 

HfO2, (b) 19 cycles (2.0 nm) HfO2, (c) 22 cycles (2.3 nm) HfO2, and (d) 25 cycles (2.6 nm) HfO2. The blue dashed 

lines mark the boundaries between the HfO2 and the metal and semiconductor. The blue arrows represent the 

thickness of the HfO2 layer. The black scale bars are 2 nm. (e) HfO2 thicknesses as a function of the number of HfO2 

ALD cycles.   
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3.2.1 Insulator Uniformity  

The lower magnification STEM image in Figure 3-2a shows that the insulator thickness 

is uniform over a wide region and that there are no obvious pinholes of gaps in the insulator, 

which is important for the performance and stability. However, even the low magnification 

image represents a very small fraction of the sample, and so further investigations were 

performed to analyze the insulator uniformity. In general, ALD is a widely-recognized method to 

deposit pinhole-free, conformal layers with sub-nanometer precision.5,6 Many papers in the water 

splitting literature have reported ALD of insulator layers in the 1-3 nm range, and no evidence of 

pinholes has been found for TiO2,
5,7 Al2O3,

3,8,9 and HfO2
2,10. To further support this point, we 

performed cyclic voltammetry on unmodified n-Si, and on a sample with 19 cycles of HfO2 

deposited on n-Si without a metal layer (Figure 3-2). The current density of the unmodified n-Si 

was ~1000 times higher than the HfO2 sample indicating that the HfO2 sufficiently protects the 

underlying Si. If pinholes were present, the electrolyte would quickly travel through the pinholes 

causing an increased and unstable current. Upon cycling the HfO2 sample, the current remained 

low and stable, so the presence of pinholes is negligible. 

Despite the fact that STEM cross-sections cover a small portion of a given sample, we 

expect the insulator layer to be quite uniform throughout and therefore even small samples can 

be a good representative for the entire wafer.5,10 This is because for a given HfO2 thickness 

deposited on a wafer, the photovoltage was evaluated from multiple pieces throughout the wafer, 

and only a few mV photovoltage variation is obtained. Even small variations in HfO2 thickness 

would significantly change the photovoltage (as discussed in the next section). Therefore, we 

conclude the HfO2 thickness obtained from STEM cross-sections is representative throughout the 

wafer and that the HfO2 thickness is uniform throughout the wafer. 
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Figure 3-2: (a) Lower magnification image of the 3.5 nm-Ir/2.3 nm- HfO2/n-Si sample showing the clear, uniform 

layers over a wide area. From left to right, the layers are the thick Silicon substrate, thin 0.5nm SiO2, 2.3 nm HfO2, 

3.5 nm Ir, thick Pt glue/protection. CVs performed in 10/10 mM FFC under 1 sun illumination for an unmodified n-

Si sample, and on a sample with 2 nm HfO2 deposited on n-Si without a metal layer. 

 

3.3 Cyclic Voltammetry to Evaluate Photovoltage and Stability 

To evaluate the performance of these MIS materials in photocatalytic OER, we 

performed cyclic voltammetry (CV) measurements in a three-electrode setup under 1 sun 

illumination in an oxygen-saturated 1 M KOH electrolyte (Figure 3-3a). Additional CV 

measurements were performed in 1 M KCl and 10/10 mM Ferri/Ferrocyanide (FFC), measuring 

the reduction and oxidation of the FFC redox couple (Figure 3-3b).  
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Figure 3-3. Electrochemical testing of the 3.5 nm-Ir /x-HfO2/n-Si and 3.5 nm-Ir /x-HfO2/ p+-Si samples. (a) CV 

curves upon 1 sun illumination in 1 M KOH. (b) CVs upon 1 sun illumination in 10/10 mM FFC and 1 M KCl. The 

legend in (a) also corresponds to the CVs in (b).  

 

For OER experiments in KOH experiments, the photovoltage is defined as the difference 

between the voltage at a current of 1 mA cm-2 for the illuminated n-Si samples and the voltage at 

a current of 1 mA cm-2 for the dark p+-Si control system. For FFC experiments, the photovoltage 

is defined as the difference between the open-circuit voltage (the voltage when the net current is 

0 mA cm-2) of the n-Si and p+-Si samples. As shown in Figure 3-4, the photovoltages measured 

from both methods in KOH and FFC are similar for a given HfO2 thickness. The data show that 

the photovoltage improves considerably as the HfO2 thickness increases from 0-19 HfO2 ALD 

cycles (0-2.0 nm), plateaus between 19-22 cycles (2.0-2.3 nm), and decreases for greater 

thickness. Specifically, the photovoltage increases by 160 mV, from 330 mV for 0 nm HfO2 to 

490 mV for 2.0 nm HfO2.  

The photovoltage loss for the thickest 2.6 nm HfO2 sample is due to an additional 

resistance to charge transfer attributed to the thicker insulator layer, i.e., the resistance to 

tunneling through the insulator becomes large enough to limit the charge transfer rate. The 
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resistance is evident by the lower slope and fill factor in Figure 3-3a and the wider peak to peak 

splitting in Figure 3-3b. For 0-22 cycle HfO2 samples, the slopes and peak to peak splitting are 

similar, which indicates that these samples are in a thickness regime where the tunneling 

resistance is not the dominant loss in these systems. We also note that the performance of p+-Si 

with 0 and 19 cycles of HfO2 are nearly identical, which further suggests that a thin HfO2 layer 

does not significantly affect the series resistance. In the next chapter, we provide the theoretical 

explanation for this HfO2 thickness-dependent photovoltage and volcano relationship, which has 

also been reported in our group’s previous work.2,10 

 

Figure 3-4: Photovoltage measured at 1 mA cm-2 in KOH and measured at open-circuit potential in FFC for 3.5 nm-

Ir /x-HfO2/n-Si MIS systems. 
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3.4 Electrochemical Impedance Spectroscopy to Evaluate Flat-band Potential 

The above results have demonstrated significant photovoltage improvements by tuning 

the thickness of the HfO2 insulator layer. The question is what are the upper photovoltage limits 

of these MIS systems and how do the measured photovoltages compare to the fundamental 

performance limits of these MIS systems? To answer this question, we use EIS to evaluate the 

flat-band potential, which is the upper photovoltage limit for these systems (as described in more 

detail in Chapter 4). 

More details were provided in Chapter 2, but in short, the impedance measurements were 

performed in 10/10 mM FFC and 1 M KCl at different applied potentials. A representative 

example of an EIS Bode plot and Nyquist plot for the 19 cycle sample at 0.3 V vs Fe(CN)6
3-/4- is 

shown in Figure 3-5. The fitting occurs in a frequency range of 3000-200,000 Hz which is the 

region dominated by the capacitive response (phase angle close to -90 degrees).3,11 Frequencies 

lower than 3000 Hz resulted in deviations from the characteristic semicircle shape in the Nyquist 

plot, indicating surface states may be influencing the capacitance for these lower frequencies. By 

performing EIS at higher frequencies, the surface states cannot generate significant capacitance 

or influence the calculated barrier height, i.e., at these frequencies the surface states are not 

charged or discharged.12 Therefore, the capacitance associated with surface states can be ignored 

while the capacitance of the space-charge region in the semiconductor can be quantified.  
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Figure 3-5: Representative Nyquist plot (a) and Bode plot (b) for the 3.5 nm-Ir/2.0 nm-HfO2/n-Si sample at 0.3 V vs 

Fe(CN)6
3-/4- measured in the frequency range of 3000-200,000 Hz in 10/10 mM FFC. The data points are the 

experimental values, and the black lines are the corresponding fits using the equivalent circuit.  

 

The capacitance of the space charge (band bending) region (𝐶𝑠𝑐) in the semiconductor is 

given by the Mott-Schottky equation: 

 

(
1

𝐶𝑠𝑐
)

2

=
2

𝜀0𝜀𝑠𝐴2𝑞𝑁𝐷
(𝑉𝑎 − 𝑉𝑓𝑏 −  

𝑘𝑇

𝑞
) 

3-1 

Here, 𝐴 is the surface area of the junction, 𝜀0 is the vacuum permittivity, 𝜀𝑠 is the semiconductor 

relative permittivity, 𝑁𝐷 is the doping density of the semiconductor, 𝑉𝑎 is the applied voltage, 

and 𝑉𝑓𝑏 is the flat-band potential. 𝑉𝑓𝑏, also known as the built-in potential is ideally defined by 

the difference between the Fermi levels of the semiconductor and the metal before contact or 

equilibration. As further discussed in the next chapter, 𝑉𝑓𝑏 is the upper limit to the photovoltage 

that a system can generate in the limit of zero recombination.  

A Mott-Schottky plot for systems with varied HfO2 thickness is obtained by plotting 

1/𝐶𝑠𝑐
2  against 𝑉𝑎 as shown in Figure 3-6a. The slope of the line gives the n-Si doping density and 

the x-intercept gives the flat-band potential. The extracted values for 𝑉𝑓𝑏 and 𝑁𝑑 as a function of 

HfO2 thickness are shown in Figure 3-6b. Both variables are essentially independent of HfO2 
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thickness which is expected given that these parameters are governed by the semiconductor and 

metal properties, not the insulator properties. 

The observed range of the doping density determined from the slope of the Mott-

Schottky plots is consistent with the manufacturer’s specifications. The small variation in 𝑁𝐷 

results in a Si Fermi level change of less than 10 mV, so it affects the calculated values of the 

photovoltages by less than 1.5%. The accuracy of the technique was also evaluated by comparing 

the doping density extracted from Mott-Schottky plots with the doping density extracted from 

four-point probe measurements. The comparison was performed for a sample without HfO2 (0 

cycles) and with HfO2 (19 cycles). Before any fabrication steps, the resistivity of the pristine Si 

wafer substrates was measured using a four-point probe, and the resistivity was converted to 

doping density. After measuring resistivity, the wafers were processed and fabricated like 

normal. The resulting doping density from the EIS experiments differed from 4-point probe 

measurements by less than 0.6%. This analysis confirms the experimental accuracy of the Mott-

Schottky plots. 

The data in Figure 3-6b show that 𝑉𝑓𝑏 for all Ir/HfO2/n-Si MIS samples averaged around 

630 mV with minimal variation. This means that the maximum theoretical voltage that these 

MIS systems could achieve is ~630 mV. The photovoltage for the optimal HfO2 thickness, 

however, is only about 480 mV (Figure 3-4). These results demonstrate that there are still a total 

of ∼150 mV in losses in the system that could not be addressed by optimizing the insulator 

thickness. 
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Figure 3-6: EIS and Mott-Schottky results for the 3.5 nm-Ir/x-HfO2/n-Si samples in 10/10 mM FFC and 1 M KCl. (a) 

Mott-Schottky plots showing the linear relationship and the extrapolated intercepts converged to a similar flat-band 

potential. (b) Values extracted from the Mott-Schottky plot for the flat-band potential and the semiconductor doping 

density.  

 

3.5 Vary Light Intensity to Evaluate Ideality Factor and Recombination Current 

To understand why these systems fail to reach the upper performance limits, we analyzed 

the impact of the insulator on the ideality factor and recombination current, which can both 

significantly impact a system’s generated photovoltage. As discussed in the next chapter, the 

ideality factor is a measure of how closely the current-voltage relationship matches the ideal 

diode equation. This is important because any source of nonidealities could lower the 

performance of the system and therefore should be identified. To calculate the ideality factor for 

each HfO2 thickness, the open-circuit voltage was measured at different light intensities in a 

ferri/ferrocyanide redox couple (see Chapter 2 for more details about the experiments).13–16 

Figure 3-7a shows the experimental CVs obtained after varying the light intensity, and Figure 
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3-7b plots the calculated open circuit photovoltage vs the natural log of the photo-limited current 

density which yields a straight line.  

 

Figure 3-7: a) Cyclic Voltammetry of a Ir/19-HfO2/n-Si measured in 350/50 mM FFC and 1 M KCl at different light 

intensities. (b) A plot of the resulting open-circuit photovoltages versus the natural log of the photocurrent density 

for different light intensities for the same sample. 

 

As discussed in Chapter 2, the slope of this line in Figure 3-7b gives the ideality factor 

(n), and the values for each HfO2 thickness are plotted in Figure 3-8. If the systems were 

behaving ideally, then the ideality factor would be equal to 1. However, the ideality factor for all 

systems is greater than 1, which indicates that there are significant sources of nonidealities in 

each of the system. Interestingly, the ideality factor increases as the insulator thickness increases, 

suggesting that the nonidealities are associated with the insulator layer. The theory behind the 

nonidealities as well as the possible causes of the nonidealities is discussed in Chapter 4.  

The reverse saturation recombination current is another important parameter that can be 

evaluated from the varied light intensity experiments. Also called the recombination parameter, it 
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is directly related to the recombination rates and therefore governs the generated photovoltage.17 

The theoretical framework for this recombination current is provided Chapter 4, and it can be 

quantified from the and the x-intercept of the line in Figure 3-7b. The measured values for each 

HfO2 thickness are reported in Figure 3-8. It is observed that the recombination current 

significantly decreases upon introducing the HfO2 layer which is in line with the increased 

photovoltage. However, the recombination current is roughly unaffected when the HfO2 

thickness increases from 1.5 to 2.0 nm. Meanwhile, the photovoltage increases by about 110 mV 

when the HfO2 thickness increases from 1.5 to 2.0 nm (Figure 3-4). The fact that the 

photovoltage increases while the reverse saturation recombination current remains roughly the 

same suggests that the nonidealities (which get increasingly worse for the 2.0 nm HfO2) are 

playing a significant role. A deeper understanding of the theory and coupling the theory to these 

experimental results is critical to acquire a full understanding of these MIS systems, and this is 

explored in full detail in Chapter 4. Finally, it is noted that the 2.3 nm and 2.6 nm HfO2 samples 

are not included in Figure 3-8 because the theoretical equations used in the analysis are not 

accurate for thicker insulators.16  
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Figure 3-8: Ideality factor and reverse saturation current determined from varying the light intensity for 3.5 nm-Ir/x-

HfO2/n-Si samples. 

 

3.6 Evaluating Stability 

Chronoamperometry was used to assess the stability of a 3.5nm-Ir/2.3nm-HfO2/n-Si 

sample. The stability test was performed in 1 M KOH under 1 sun illumination and the sample 

was held at 1.8 V vs RHE. As shown in Figure 3-9, the photocurrent was stable (and slightly 

increased) over the course of 6 hours with no signs of permanent degradation. Transient drops in 

the current during the chronoamperometry test are due to the formation and removal of bubbles. 

LSVs taken every two hours are shown in Figure 3-9. The photovoltage and fill factor remained 

the same throughout the stability test. The photolimited current slightly increased over time as 

the Ir layer oxidized to IrOx which allows more light transmission. The increased oxidation of Ir 
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over time is evident from the increase in the oxidation peaks just before the onset of oxygen 

evolution at about 1 V vs RHE. Overall the MIS system shows no signs of performance losses 

throughoutthe 6 hour stability test, and it even shows some performance enhancements. Long-

term (on the order of days to weeks) was outside of the scope of this work, but continued 

performance without degradation is expected unless the Ir layer completely oxidizes. After this, 

the HfO2 is still expected to protect the underlying Si, but the system would be very resistive as 

IrOx is less conductive than pure Ir.  

 

Figure 3-9: Stability tests on the 3.5nm Ir/2.3nm HfO2/n-Si sample performed in 1 M KOH under 1 sun illumination 

(a) Chronoamperometry stability test at an applied potential of 1.8 V vs RHE.  (b) LSVs at 2-hour intervals showing 

stable photovoltage and fill factor. 

 

3.7 Conclusions 

In summary, this chapter has focused on the accurate and rigorous characterization and 

electrochemical experimentation of photoelectrocatalysts. The key parameters that were 

experimentally quantified included the generated photovoltage, metal work function, insulator 
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thickness, semiconductor doping density, ideality factor, flat-band potential, and overall stability. 

The experimental analysis demonstrates that tuning the HfO2 thickness has a net-beneficial effect 

to enhance the generated photovoltage, but that the introduction of the insulator layer can also 

result in nonidealities (i.e., ideality factor > 1) which may ultimately lower the performance 

relative to the upper limit of the flat-band potential.  To quantify the voltage losses associated 

with these nonidealities and other factors, theory and analytical modeling are explored in the 

next chapter. A deeper understanding of the theory and coupling the theory to these experimental 

results is critical to acquire a complete picture and develop design principles for MIS 

photoelectrocatalysts for water splitting.   
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Chapter 4  

Insights from Theory and Modeling of MIS Photoelectrocatalysts 

4.1 Introduction 

In the previous chapter, Ir/HfO2/n-Si MIS photoelectrocatalysts were experimentally 

characterized, and it was demonstrated that the generated photovoltage could be significantly 

increased by tuning the thickness of the HfO2 insulator layer. Based on experiments with varying 

the light intensity, these systems also exhibit a large degree of nonidealities (high ideality factor) 

which may result in suboptimal performance. Furthermore, the photovoltage generated by the 

optimal HfO2 thickness (2.0 nm) is still significantly lower than the upper photovoltage limit as 

governed by flat-band potential. To quantify the source of the losses in these systems, it is 

important to obtain a fundamental understanding of the theory and physics to rigorously model 

these systems. This chapter provides explanations and modeling of the solid-state physics and the 

catalysis of MIS systems to better understand (1) the specific underlying mechanisms for how 

tuning the insulator layer thickness improves the photovoltage, (2) how the presence of 

nonidealities significantly impact the generated photovoltage, and (3) how to design systems that 

can approach the upper photovoltage limit governed by the flat-band potential. 

4.2 Energy Band Diagrams and the Diode Equation 

Energy band diagrams are a useful tool to visualize the physics and energy levels of 

electronic structures, and it is simplest to start with a direct metal/semiconductor (MS) system 

immersed in electrolyte and then later generalize this system to include an insulator layer. The 
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metal, semiconductor and electrolyte solution each have a characteristic Fermi level 

(𝐸𝑚, 𝐸𝑠, 𝐸𝑠𝑜𝑙), which is a thermodynamic quantity related to the electrochemical potential of the 

electrons in these materials. Before coming into electrical contact, each of these materials have a 

distinct Fermi level associated with their intrinsic properties (based on the solution redox 

potentials for the electrolyte, the doping density of the semiconductor, and the work function of 

the metal).  

Figure 4-1 illustrates the equilibrium energy band diagram of a MS system with a planar 

metal electrocatalyst in direct contact with a planar n-type semiconductor and immersed in 

electrolyte. When each of the materials come into electrical contact in the dark, the system will 

shift toward thermal equilibrium by exchanging electrons between the metal, semiconductor, and 

electrolyte until their Fermi levels (𝐸𝑚, 𝐸𝑠, and 𝐸𝑠𝑜𝑙) are equilibrated.1 For the equilibration of 

the electrons between electrolyte with the metal, the charge transfer results in an electric field 

and corresponding potential drop in the electrolyte. This results in the buildup of charged ions 

nears the metal surface, forming an electrolyte double layer also known as the Helmholtz layer.2,3 

Meanwhile, the metal experiences no voltage drop because of its effectively infinite permittivity 

and ability to screen charge (negate the electric field).4  

For the equilibration of an n-type semiconductor/metal interface, higher-energy free 

electrons from the semiconductor will transfer from the semiconductor to the metal, leaving 

behind a positively charged depletion region (also called a space-charge region).5 This charge 

redistribution results in an electric field and band bending (i.e., a potential voltage drop) in the 

semiconductor as well as an electric potential barrier (𝑉𝑏𝑏 and 𝜙𝑏 in Figure 4-1a). This electric 

potential barrier (or more fundamentally, the resulting changes in the charge carrier 

conductivities6) is essential to create a photovoltage because it promotes the transport of holes to 
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the metal electrocatalyst where they can ultimately perform the desired water oxidation reaction, 

and it promotes the transport of electrons away from the metal so that they will not recombine. In 

other words, the energetics of metal/semiconductor contacts results in the separation of charge 

carriers as well as the selective transport of these charge carriers to decrease their recombination. 

The higher the barrier, the better the charges are separated from each other and the higher the 

photovoltage that can be generated, which is discussed in more detail below. 

Upon illumination, the MS system generates a photovoltage (𝑉𝑝ℎ), which is defined by 

the free energy difference between the electrons/holes which is also known as the splitting of the 

electron/hole quasi-Fermi levels (𝐸𝑓𝑛, 𝐸𝑓𝑝 in Figure 4-1b).7 The generated photovoltage is 

influenced by the quasi-equilibrium concentrations and flux of electrons (𝐽𝑒) and holes (𝐽ℎ) 

across the MS junction. In general, the relationship between the (photo)voltage and the flux of 

charge carriers can be captured using the illuminated diode equation, which describes the net 

current (𝐽𝑛𝑒𝑡) between the semiconductor and electrocatalyst as a function of voltage. 

 
𝐽𝑛𝑒𝑡 = 𝐽ℎ + 𝐽𝑒 = 𝐽𝑝ℎ − 𝐽𝑠 [𝑒𝑥𝑝 (−

𝑞𝑉𝑎

𝑛𝑘𝑇
) − 1]    (1) 

4-1 

Here, 𝐽𝑝ℎ is the photocurrent density which is the total hole current (𝐽ℎ) generated from 

solar absorption in the semiconductor. These holes ultimately drive the OER at the 

electrocatalyst. 𝐽𝑒 is the electron current from the semiconductor that reaches the metal by 

crossing the electric potential barrier (blue arrow in Figure 4-1b). Since e-/h+ recombination in 

metals is very fast, this is essentially a recombination current. 𝐽𝑠 is the dark saturation current, 𝑞 

is the elementary charge of an electron, 𝑉𝑎 is the applied voltage defined as the difference 

between the semiconductor majority-carrier Fermi level and the solution Fermi level (this 

voltage can be applied using a potentiostat, and it is affected by the photovoltage generated upon 
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illuminating the semiconductor), 𝑛 is the ideality factor (𝑛=1 is ideal, 𝑛>1 is nonideal), 𝑘 is the 

Boltzmann constant, and 𝑇 is temperature.  

𝐽𝑠 is a key parameter governing the electron current and therefore governs the e-/h+ 

recombination rates as well as the generated photovoltage. The expression for 𝐽𝑠 depends on the 

system architecture. For MS systems with a Si semiconductor, the dominant recombination 

mechanism is due to the thermionic emission of electrons from the semiconductor into the metal, 

and 𝐽𝑠 can be analytically expressed by the following equation:5  

 
𝐽𝑠 = 𝐴∗𝑇2𝑒𝑥𝑝 (−

𝑞𝜙𝑏

𝑘𝑇
) 

4-2 

Here, 𝐴∗ is Richardson’s constant. The electric potential barrier height (𝜙𝑏) is defined as 

the difference between the metal work function (which is directly related to the Fermi level, 𝐸𝑚) 

and the semiconductor conduction band edge (𝐸𝑐𝑏) (see Figure 4-1).  

A large barrier height is desired to improve the charge carrier separation, thereby 

minimizing the charge carrier recombination. For water oxidation with an n-type semiconductor, 

a metal with a high work function is necessary to achieve a large barrier height (and conversely a 

low work function metal is needed for water reduction with p-type semiconductors8–10). This is 

why Ir with a high work function of 5-5.67 eV11 and Ni with a high work function of 5.04-5.35 

eV11 have been commonly used for water oxidation systems (in addition to the fact that these 

metals are also quite stable and kinetically active for water oxidation12,13). The theoretical barrier 

height expected based on the conduction band edge of Si (4.05 eV) and the work function of Ni 

and Ir (>5.0 eV) exceeds 0.95 eV (i.e., 5.0 eV – 4.05 eV = 0.95 eV).  

In real metal/semiconductor contacts, however, the experimental barrier heights are 

typically much lower than the theoretical value (e.g., the barrier height for Ni/n-Si contacts are 

typically only about 0.6 or 0.7 eV14–16). There have been many discussions in the literature to 
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explain this behavior related to Fermi level pinning, metal-induced gap states, lateral 

inhomogeneities, and formation of metal silicide layers at the interface.5,17–19 For these reasons, 

direct metal/semiconductor contacts generally do not perform well for water splitting 

applications, but adding an insulator layer between the metal and semiconductor can address 

these challenges. 

 

Figure 4-1.  Energy band diagrams of an MS system with an n-type semiconductor and high work function metal 

immersed in an electrolyte. (a) System in the dark at equilibrium (𝑉𝑎 = 0, 𝐽𝑛𝑒𝑡 = 0, and 𝐸𝑠𝑜𝑙 = 𝐸𝑚 = 𝐸𝑠 ). The 

reverse saturation current (𝐽𝑠) is governed by the barrier height (𝜙𝑏). (b) Illuminated system in quasi-equilibrium at 

the open-circuit potential (𝑉𝑜𝑐) such that there is no catalytic current (𝐽𝑛𝑒𝑡 = 𝐽𝑐𝑎𝑡 = 0). The photovoltage at open-

circuit (𝑉𝑝ℎ = 𝑉𝑜𝑐) is defined by the splitting of the electrons/holes quasi-Fermi levels (𝐸𝑓𝑛 , 𝐸𝑓𝑝). It is noted that the 

vacuum level is not shown in these energy band diagrams. 

 

4.3 Impact of the Insulator Layer 

It has been widely demonstrated that equations 4-1 and 4-2 capture the relationships 

between photogenerated current and voltage in MS systems. We wanted to understand how the 

introduction of a thin insulator between the metal and semiconductor impacts the performance 
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and generalize the model to include MIS systems. In the limit of low insulator thickness (up to 

~2 nm of thickness), the MIS system behavior can also be described by augmenting the diode 

equations (4-1 and 4-2) by recognizing that the insulator layer effectively serves as an additional 

barrier that decreases the electron dark saturation current (𝐽𝑠). In order to reach the metal and 

recombine, the electrons in MIS systems must not only overcome the potential barrier height but 

must also have sufficient energy to traverse the insulator layer. The expression for 𝐽𝑠 in MIS 

systems is:20 

 
𝐽𝑠 = 𝐴∗𝑇2𝑒𝑥𝑝 (−

𝑞𝜙𝑏

𝑘𝑇
) 𝑒𝑥𝑝(−∝ 𝑑𝜙𝑒

1/2
) 

4-3 

The second exponential term is the probability that an electron will tunnel through the insulator 

in which ∝ is a constant related to the effective mass of the electrons in the insulator, 𝑑 is the 

insulator thickness, and 𝜙𝑒 is the offset between the insulator conduction band and 

semiconductor conduction band. See Figure 4-2 for illustrations of these variables.  

An analytical expression for the photovoltage (𝑉𝑝ℎ) generated by an MIS system (in the 

limit of low insulator thickness) as a function of the net current (𝐽𝑛𝑒𝑡) can be easily obtained by 

substituting equation 4-3 into equation 4-1:20–23 

 
|𝑉𝑝ℎ| ≈

𝑛𝑘𝑇

𝑞
[𝑙𝑛

𝐽𝑝ℎ−𝐽𝑛𝑒𝑡

𝐽𝑠
] =

𝑛𝑘𝑇

𝑞
[𝑙𝑛

𝐽𝑝ℎ−𝐽𝑛𝑒𝑡

𝐴∗𝑇2
+

𝑞

𝑘𝑇
𝜙𝑏+∝ 𝑑𝜙𝑒

1/2
] 

4-4 

This expression is valid when 
𝐽𝑝ℎ−𝐽𝑛𝑒𝑡

𝐽𝑠
≫ 1, which is met for essentially all relevant operating 

conditions. The maximum photovoltage is obtained when the net current is 0. This voltage is 

labeled as the open-circuit photovoltage (𝑉𝑜𝑐 = 𝑉𝑝ℎ(𝐽𝑛𝑒𝑡 = 0)). Equation 4-4 suggests that in 

addition to the properties of the insulator layer that affect the tunneling probability (𝑑, 𝜙𝑒), the 

photovoltage is also impacted by the ideality factor (𝑛), the barrier height (𝜙𝑏), and the 

photocurrent (𝐽𝑝ℎ). 
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Based on equation 4-4, a plot of Voc vs 𝑙𝑛(𝐽𝑝ℎ) should yield a line with a slope that is 

related to the ideality factor and an intercept that is related to the saturation recombination 

current (𝐽𝑠).22,23 In the previous chapter, both the ideality factor and recombination current were 

experimentally quantified using this approach by varying the light intensity (hence changing 𝐽𝑝ℎ) 

and observing the shift in photovoltage. 

 

Figure 4-2: Energy band diagrams of an MIS system with an n-type semiconductor and high work function metal. 

(a) Ideal system (𝑛=1) in the dark at equilibrium (𝑉𝑎 = 0, 𝐽𝑛𝑒𝑡 = 0). 𝜙𝑒 is defined as the difference between the 

insulator and semiconductor conduction band edges while 𝑑 is the thickness of the insulator layer. (b) Ideal system 

(𝑛=1) in the dark at the flat-band potential (𝑉𝑎 = 𝑉𝑓𝑏). (c) Nonideal system (𝑛>1) with positively charged defects at 

the insulator/semiconductor interface. These defects cause an insulator voltage drop (𝑉𝑖) which ultimately lowers the 

barrier height and photovoltage. It is noted that the vacuum level is not shown in these energy band diagrams. 

 

4.3.1 Thick Insulator Regime 

Equation 4-4 indicates that increasing the insulator thickness would indefinitely continue 

increasing the open-circuit photovoltage. However, this trend is not observed experimentally as 

thicknesses exceeding 2.3 nm of HfO2 result in photovoltage losses. The above expression can 

only describe MIS systems in the thin insulator regime in which the recombination is dominated 

by the electron current while the hole current (𝐽𝑝ℎ in equation 4-1) is not affected significantly by 

the insulator.24 In the thick insulator regime (>2.3 nm HfO2), the hole current tunneling through 
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the insulator is impeded and the recombination is dominated by the hole current. The hole 

tunneling current is given by:25 

 
𝐽ℎ,𝑡 =

4𝑞𝑚ℎ,𝑒𝑓𝑓(𝑘𝑇)2

ℎ3𝑁𝑉
𝑝𝑠𝑒𝑥𝑝 (−∝𝑡 𝑑√𝜙𝑝) 𝑒𝑥𝑝 (1 −

−∆

𝑘𝑇
) 

4-5 

Here, 𝑚ℎ,𝑒𝑓𝑓 is the effective mass for holes, ℎ is Planck’s constant, 𝑁𝑉 is the effective density of 

states in the silicon valence band, 𝑝𝑠 is the concentration of holes at the Si-insulator interface, 𝜙𝑝 

is the mean barrier for holes provided by the insulator, and ∆ is the energy difference between 

the metal Fermi level and the hole quasi-Fermi level (see Figure 4-3c). For thin insulators, 

effectively all the photogenerated holes will tunnel through the insulator layer to the metal where 

it can catalyze the reaction. For thick insulators, 𝑝𝑠 and ∆ must increase to enable the same 

tunneling current through the insulator. Essentially voltage must be sacrificed in order to 

maintain the flow of holes through the insulator. The photovoltage loss is manifested in the ∆ 

term, which is described as a charge extraction loss.22,26–28  

Figure 4-3 illustrates the thickness dependent tradeoff for the different insulator thickness 

regimes. For the thin insulator in Figure 4-3a, 𝐽ℎ,𝑡 is not significantly impeded so there are no 

losses associated with holes tunneling through the thin insulator. However, 𝐽𝑠 is also relatively 

large resulting in significant electron recombination and a lower photovoltage (i.e., the 

photovoltage losses are dominated by electron tunneling through the insulator and recombining). 

For the intermediate insulator thickness in Figure 4-3b, electron recombination is reduced while 

not significantly impeding 𝐽ℎ,𝑡. This is the sweet spot where the photovoltage is optimized. For 

the thick insulator in Figure 4-3c, 𝐽ℎ,𝑡 is significantly impeded, resulting in a charge extraction 

loss (∆) which limits the photovoltage (i.e., the photovoltage losses are dominated by holes that 

cannot tunnel through the insulator and thus recombine). In summary, there is a fundamental 

tradeoff associated with balancing the losses from the electron recombination current (𝐽𝑠) and the 
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losses from the hole tunneling current (𝐽ℎ,𝑡). The optimal thickness of a given insulator layer is 

therefore ultimately governed by the relative tunneling probabilities of the electrons and holes, 

which is further discussed in section 4.10  

 

Figure 4-3: Energy band diagram in quasi-equilibrium (no applied voltage) for illuminated MIS systems with 

different insulator thicknesses. (a) Thin insulator with a low photovoltage due to significant electron recombination 

current. (b) Intermediate insulator thickness with optimal photovoltage due to balanced electron recombination 

current and hole tunneling current. (c) Thick insulator with a lower photovoltage due to impeded hole tunneling 

current resulting in a charge extraction barrier (∆). These systems are ideal (𝑛=1) meaning there is negligible voltage 

drop in the insulator. 𝑉𝑝ℎ is the photovoltage which corresponds to 400 mV in (a, c) and 550 mV in (b). Panel (b) 

illustrates the barrier height (𝜙𝑏), and insulator barrier for holes (𝜙𝑝) and electrons (𝜙𝑛), which are all identical for 

each of the systems. 𝐸𝑓𝑛 and 𝐸𝑓𝑝 are the quasi-Fermi levels for electrons and holes, respectively. 

 

4.4 Performance Limits 

Following this initial work, we wanted to understand how the measured photovoltage 

compared to the fundamental performance limits of these MIS systems. The detailed balance 

photovoltage limit for Si, which assumes that the only recombination mechanism is via radiative 

recombination, is about 840 mV depending on the Si thickness.29–31 However, practical systems 

generate much less photovoltage due to additional recombination pathways. In MIS systems, the 
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recombination is dominated by thermionic emission as previously discussed. The upper 

photovoltage limit for an MIS system is the flat-band potential (𝑉𝑓𝑏) which is also known as the 

built-in potential. This is the applied voltage or generated photovoltage required to reach the 

state where the semiconductor bands no longer bend (i.e., become flat, see Figure 4-2b). In other 

words, there is no electric field in the semiconductor and so the system no longer can effectively 

separate the charge. Therefore, essentially all of the photogenerated charge carriers will 

recombine with each other when the photovoltage is large enough to achieve the flat-band 

condition, so the photovoltage cannot exceed this limit. 

The flat-band potential is defined by the Fermi levels of the metal (𝐸𝑚) and the 

semiconductor (𝐸s) as well as by the presence of bulk and fixed charge in the insulator layer:26 

 
𝑉𝑓𝑏 = 𝐸𝑚 − 𝐸𝑠 −  

𝑄𝑓

𝐶𝑜𝑥
− 

𝑄𝑏𝑢𝑙𝑘𝑑

2𝐶𝑜𝑥
 

4-6 

Here, 𝑄𝑓 is the fixed charge per unit area located at the semiconductor/insulator interface and 

𝑄𝑏𝑢𝑙𝑘 is the bulk charge per unit volume in the insulator layer, and 𝐶𝑜𝑥 is the capacitance of the 

oxide insulator layer. If significant bulk charge or fixed charge are also present in the system, the 

flat-band potential would be a linear or parabolic function of the insulator thickness based on the 

above equation. Experimentally, however, the flat-band potentials were independent of insulator 

thickness which indicates the samples have a negligible amount of fixed or bulk charges. It is 

also noted that all of the Mott-Schottky plots are linear, which indicates that surface states are 

not affecting the measured capacitance for the selected frequency range.32,33 

Because the insulator does not significantly impact the flat-band potential for the 

Ir/HfO2/n-Si systems, the expression for the flat-band potential can be simplified, only being 

defined by the Fermi levels of the metal (𝐸𝑚) and the semiconductor (𝐸s) (see Figure 4-2b): 
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 𝑉𝑓𝑏 = 𝐸𝑚 − 𝐸𝑠 4-7 

As discussed in the Chapters 2 and 3, a common method to experimentally quantify the flat-band 

potential is based on the Mott-Schottky equation, which for an n-type semiconductor takes the 

following form:22,34  

 
(

1

𝐶𝑠𝑐
)

2

=
2

𝜀0𝜀𝑠𝐴2𝑞𝑁𝐷
(𝑉𝑎 − 𝑉𝑓𝑏 −

𝑘𝑇

𝑞
) 

4-8 

Here, 𝐴, 𝜀0, and 𝜀𝑠 and are the surface area of the junction, vacuum permittivity, and 

semiconductor relative permittivity, respectively. The flat-band potential and the doping density 

were experimentally extracted using this method for the Ir/HfO2/n-Si MIS photoelectrocatalysts. 

From this analysis, the upper photovoltage limit for these systems is 630 mV. This is far greater 

than 480 mV photovoltage obtained from optimizing the HfO2 thickness. Specifically, there are 

~150 mV of losses in the system that could not be addressed by tuning the insulator thickness.22 

4.5 Barrier Height and Nonidealities 

To understand why these MIS systems fail to reach the upper performance limits, we 

analyzed the impact of the insulator on the barrier height and ideality factor which also affect the 

photovoltage (equation 4-4). For an ideal system (𝑛 = 1), the ideal barrier height (𝜙𝑏,𝑖𝑑𝑒𝑎𝑙) can 

be determined from the flat-band potential (see Figure 4-2b):19 

 
𝜙𝑏,𝑖𝑑𝑒𝑎𝑙 = 𝑉𝑓𝑏 + 𝑉𝑛 = 𝑉𝑓𝑏 +

𝑘𝑇

𝑞
𝑙𝑛

𝑁𝐶

𝑁𝐷
 

4-9 

Here, 𝑉𝑛 is the offset between the semiconductor Fermi level and conduction band edge (see 

Figure 4-2a). It is a function of the doping density (𝑁𝐷) and the effective density of states in the 

semiconductor conduction band (𝑁𝐶). The values for 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙 and 𝑉𝑛 can be computed via 

equation 4-9 by using the measured 𝑉𝑓𝑏 and 𝑁𝐷 from the previous Mott-Schottky analysis. The 

measured values for 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙 (~0.9 eV for all HfO2 thicknesses) and 𝑉𝑛 (~0.27 eV for all HfO2 
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thicknesses) as well as the previously measured flat-band potential and open-circuit photovoltage 

are plotted in Figure 4-4a. Using the calculated Vn and given the well-known electron affinity for 

Si (i.e., energy of the conduction band) of 4.05 eV, then the Si Fermi level is about 4.32 eV. 

Given the average 𝑉𝑓𝑏 of ~0.63 eV, this puts the effective Ir work function at a value of 4.95 eV, 

which is at the lower end of the work function range of 5-5.67 eV for Iridium.35 

 

Figure 4-4. Compiled experimental and measured results for Ir/HfO2/n-Si photoelectrocatalysts with varied 

HfO2thickness. (a) Values for 𝑉𝑛, 𝑉𝑓𝑏, and 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙  are using results obtained from Mott-Schottky plots and 𝑉𝑜𝑐  was 

determined by comparing to an Ir/p+-Si electrocatalyst control. (b) 𝑛 was obtained by measuring the performance as 

a function of light intensity, while 𝜙𝑏 was calculated from equation 4-10. 

 

Compared to ideal systems, the presence of nonidealities (𝑛>1) causes the barrier height 

in MIS systems to be lower than the ideal barrier height according to the following 

expression:19,22  

 
𝜙𝑏 =

𝜙𝑏,𝑖𝑑𝑒𝑎𝑙

𝑛
+ (

𝑛 − 1

𝑛
) 𝑉𝑛 

4-10 

As discussed above and compiled in Figure 4-4, 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙, 𝑛, and 𝑉𝑛 have already been 

experimentally determined for Ir/HfO2/n-Si systems, and therefore the actual barrier height (𝜙𝑏) 
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can be evaluated using this equation. The relationship between 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙, 𝑛, and 𝜙𝑏 are provided 

in Figure 4-4b. The results demonstrate that the nonidealities (𝑛>1) in these Ir/HfO2/n-Si systems 

significantly lower the barrier height (𝜙𝑏) compared to the ideal value (𝜙𝑏,𝑖𝑑𝑒𝑎𝑙). For example, 

the sample with optimal photovoltage (2.0 nm HfO2) exhibits an ideality factor of 1.74, yielding 

a barrier height of 0.63 eV, which is 0.27 eV lower than the ideal barrier height of 0.9 eV. This 

lowering of the barrier height will ultimately lower the generated photovoltage of the nonideal 

system relative to the system if it behaved ideally. This statement is proven in the next section.  

4.5.1 Proving that Nonidealities Fundamentally Lower the Photovoltage  

By plugging equation 4-10 into equation 4-4 and setting the net current to zero (i.e., open-

circuit), an expression for 𝑉𝑜𝑐 is obtained: 

 
−𝑉𝑜𝑐 =  

𝑛𝑘𝑇

𝑞
𝑙𝑛 (

𝐽𝑝ℎ

𝐴∗𝑇2
) + 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙 + (𝑛 − 1)𝑉𝑛 +

𝑛𝑘𝑇

𝑞
∝ 𝑑√𝜙𝑒 

4-11 

The ideal form of equation 4-4 in which 𝑛 =1 and 𝜙𝑏 = 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙 can be written as: 

 
|𝑉𝑜𝑐,𝑖𝑑𝑒𝑎𝑙| =

𝑘𝑇

𝑞
[𝑙𝑛

𝐽𝑝ℎ−𝐽𝑛𝑒𝑡

𝐴∗𝑇2
+

𝑞

𝑘𝑇
𝜙𝑏,𝑖𝑑𝑒𝑎𝑙+∝ 𝑑𝜙𝑒

1/2
] 

4-12 

Then |Voc| − |Voc,ideal| can be evaluated: 

 
|𝑉𝑜𝑐| − |𝑉𝑜𝑐,𝑖𝑑𝑒𝑎𝑙| = (𝑛 − 1)

𝑘𝑇

𝑞
 𝑙𝑛 (

𝐽𝑝ℎ

𝐴∗𝑇2
) +  (𝑛 − 1)𝑉𝑛 +  (𝑛 − 1)

𝑘𝑇

𝑞
∝ 𝑑√𝜙𝑒 

4-13 

Which simplifies to: 

 
|𝑉𝑜𝑐,𝑛𝑜𝑛−𝑖𝑑𝑒𝑎𝑙| − |𝑉𝑜𝑐,𝑖𝑑𝑒𝑎𝑙| = (𝑛 − 1) [

𝑘𝑇

𝑞
 𝑙𝑛 (

𝐽𝑝ℎ

𝐴∗𝑇2
) + 𝑉𝑛 +  

𝑘𝑇

𝑞
∝ 𝑑√𝜙𝑒] 

4-14 

 The term (𝑛 − 1) is always a positive number so it can be shown that |Voc,non−ideal| >

|Voc,ideal| only if: 

 𝐽𝑝ℎ >  𝐴∗𝑇2𝑒𝑥𝑝 (−
𝑞

𝑘𝑇
𝑉𝑛− ∝ 𝑑√𝜙𝑒     ) 4-15 
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Using the experimental values measured in the paper, the value of 𝐽𝑝ℎ necessary for this 

condition to be true is ~290 mA/cm2 for the 2.0 nm HfO2 system and even larger for lower HfO2 

thicknesses. This is significantly larger than the experimental 𝐽𝑝ℎ of ~25 mA/cm2 (Figure 2a). 

Therefore, the constraint in equation 4-15 does not hold and this shows that a high ideality factor 

will result in a lower open-circuit photovoltage for all practical conditions and confirms |𝑉𝑜𝑐| <

|𝑉𝑜𝑐,𝑖𝑑𝑒𝑎𝑙|.  The loss in open-circuit voltage as a function of ideality factor is plotted in Figure 

4-5. 

 

Figure 4-5: Plot of open-circuit voltage decreasing as a function of ideality factor for the 0 cycle and 19 cycle 

samples. The “x” indicates the experimental values. 

 

4.5.2 Ideality factor, Sources of Nonidealities, and Barrier Height Lowering 

Now that the presence of nonidealities has been confirmed to be detrimental to the system 

performance, the next question is related to the physical meaning of the ideality factor and the 
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origin of these nonidealities. The ideality factor is simply a measure of how much a system 

deviates from the ideal diode equation. Under forward bias, a common representation of the 

ideality factor is based on the ratio of the derivative of the natural log of the current (𝑑𝑙𝑛(𝐽)) and 

the derivative of the applied voltage (𝑑(𝑉𝑎)):36  

 1

𝑛
=  

𝑘𝑇

𝑞

𝑑𝑙𝑛(𝐽)

𝑑(𝑉𝑎)
 

4-16 

Based on this equation, the ideality factor can be measured by finding of the slope of the 

plot of 𝑙𝑛(𝐽) vs 𝑉𝑎 of a solid-state photovoltage junction as long as resistance losses are minimal. 

For water splitting systems, however, the slope of current-voltage plot contains contributions 

from both the solid-state photovoltaic junction and from the catalysis. To analyze the current-

voltage relationship of the catalysts, Tafel slopes are commonly measured and can be linked to 

coverages of reaction intermediates.37 If the catalysis can be deconvoluted from the solid-state 

junction and resistance losses, then the ideality factor could possibly be measured from equation 

4-16, but measuring the ideality factor from the light intensity experiments described in Chapter 

2 remains a more reliable method. 

When thermionic emission is the dominant recombination pathway, it can be shown that 

the ideality factor is related to a barrier height that linearly changes as a function of the applied 

voltage (𝜙𝑏(𝑉𝑎)):19 

 
𝜙𝑏(𝑉𝑎) = 𝜙𝑏 +

𝑛 − 1

𝑛
𝑉𝑎 

4-17 

Here, 𝜙𝑏 is the barrier height evaluated at zero bias (𝑉𝑎 = 0), which is also the barrier height that 

is typically included in the diode equation. It can be shown with simple algebra that plugging in 

𝜙𝑏(𝑉𝑎) from 4-17 into the ideal diode equation (without any 𝑛) yields the diode equation 

(equation 4-1). An ideal system (𝑛 = 1) has a voltage-independent barrier height, while a 
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nonideal system results in a voltage dependent barrier height which can be caused by a variety of 

physical phenomena.  

Although there are several possible sources of nonidealities, they are typically attributed 

to defects at the semiconductor/insulator interface in MIS systems which ultimately result in an 

insulator voltage drop (see section 4.5.3 for the full details).22 Besides the insulator voltage drop, 

several other nonidealities will also have a small effect on the ideality factor. These include 

image force lowering, barrier height inhomogeneity, field emission, recombination in the 

semiconductor space charge (band bending) region and the dielectric properties of the interfacial 

region. 

Image force lowering results from image charges building up in the metal as charge 

carriers approach the metal/semiconductor interface. The potential associated with these image 

charges lowers the barrier height, and the ideality factor resulting from image forces (𝑛𝑖𝑚𝑓 ) is 

given by:5 

 
1

𝑛𝑖𝑚𝑓 
= 1 −

1

4
(

𝑞3𝑁𝑑 

8𝜋2𝜀𝑠
3)

1
4

(𝜙𝑏 − 𝑉𝑎 − 𝑉𝑛 −
𝑘𝑇

𝑞
)

−
3
4
 

4-18 

The resulting ideality factors for all systems is less than 1.005 for 𝑉𝑎  = 0V and less than 1.03 for 

𝑉𝑎 =0.5V. The resulting reduction in the barrier height is less than 13 meV for all samples.  Thus, 

the image force lowering has a low impact on the ideality factor and system performance. 

Field emission occurs when electrons travel to the metal by tunneling through the space 

charge region rather than by thermionically emitting over the barrier. This occurs in highly 

doped semiconductors where the space charge region is very narrow which enables facile 

electron tunneling.  The result is a reduction in the effective barrier height and an increase in 

ideality factor. The ideality factor from field emission (𝑛𝑓𝑒) is given by:38 
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𝑛𝑓𝑒 =

𝑞𝐸00

𝑘𝑇
coth (

𝑞𝐸00

𝑘𝑇
)     ;     𝐸00 =

ℎ

4𝜋
(

𝑁𝑑 

𝑚𝑒
∗𝜀𝑠 

)
1/2
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Here, 𝑚𝑒
∗  is the effective mass of the electron.  For the systems studied, the 𝑛𝑓𝑒 is effectively 

equal to 1 and the maximum lowering of the barrier height is less than 4 meV. Thus field 

emission cannot account for the high ideality found in each sample. 

The diode equation is derived assuming that the recombination occurs radiatively in the 

semiconductor bulk.  However, real systems may have some degree of recombination in the 

space charge region. The theoretical ideality factor for such a system is about 2.39,40 Silicon 

based diodes have large charge carrier mobilities and thus the space charge recombination is 

usually not significant at room temperature.5 Previous studies have found that recombination in 

the space charge region have a negligible effect on the performance in MIS systems at room 

temperature.38,41  Using a typical carrier lifetime of 2×10-5 seconds for silicon,38,41,42 the 

calculated reverse saturation current from space charge recombination is 3.5×10-6 mA/cm2, 

which is 2 orders of magnitude lower than the values calculated in Figure 3a of main text. Thus, 

the contributions from space charge recombination are expected to be small. 

Another situation that may result in high ideality factor is inhomogeneous barrier heights 

throughout the system. It is generally assumed that the thickness of the insulator is not constant 

throughout the system, but exhibits a Gaussian distribution.38,41,43,44 As voltage is applied, the 

charge carriers can overcome higher barriers which changes the overall effective barrier height 

of the system. From the variation in the HfO2 thickness measurements, we don’t expect 

significant differences between samples with different HfO2 thicknesses. To help confirm this, 

we have synthesized a 19 cycle sample on a higher doped wafers (0.1-1 ohm-cm resistivity) as 

opposed to the other samples which were on lower doped wafers (5-8 ohm-cm resistivity).  Both 

the higher doped and lower doped wafers were processed in parallel under identical conditions, 
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so each 19 cycle sample should have similar thickness and inhomogeneity of the HfO2 layer. 

Therefore, if inhomogeneous barrier heights were dominating the ideality factor, then both 19 

cycle samples would be expected to have the same ideality factor. The resulting ideality factor 

for the higher doped sample was about 2.7 compared to 1.7 for the lower doped sample.22 Thus 

inhomogeneous barrier heights are not expected to be a dominant factor contributing to 

nonidealities.  

4.5.3 Insulator Voltage Drop and Density of Surface States 

None of the other factors in the previous section can explain the high ideality factors 

observed in the MIS systems, which leaves the voltage drop resulting from surface states as the 

most likely source of nonidealities. These defects can result in significant charge build-up at the 

interface which causes a voltage drop in the insulator (𝑉𝑖 in Figure 4-2c).20 As illustrated in 

Figure 4-2c, the charge build-up lowers the barrier height relative to the ideal value as some of 

the voltage is lost as a voltage drop in the insulator (i.e., 𝜙𝑏 = 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙 − 𝑉𝑖). We note that the 0 

nm HfO2 sample exhibited a relatively high ideality factor of 1.3 even without the presence of an 

HfO2 layer. Here, the nonidealities may be attributed to an interfacial SiO2 layer which has been 

widely discussed in the metal-semiconductor Schottky diode literature.5 

The origin of the voltage drop in the insulator layer is the buildup of charge in the system 

as governed by Gauss’s Law:32 

 
 ∆𝑉𝑖 = −𝑑

𝑄𝑚

 𝜀𝑖
 

4-20 

Where 𝑑 is the insulator thickness, 𝑄𝑚 is the charge in the metal and  𝜀𝑖 is the insulator 

permittivity.  From conservation of charge, the charge in the metal is balanced by the charge on 

the other side of the insulator which includes contributions from the space charge region (𝑄𝑠𝑐), 

the charge in the surface states (𝑄𝑠𝑠) and the fixed charge (𝑄𝑓): 
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 −𝑄𝑚 = 𝑄𝑠𝑐 + 𝑄𝑠𝑠 + 𝑄𝑓 4-21 

Making the substitution: 

 
 ∆𝑉𝑖 =

𝑑

 𝜀𝑖
(𝑄𝑠𝑐+ 𝑄𝑠𝑠 + 𝑄𝑓) 

4-22 

 It is shown in below discussion fixed charge in the system is negligible. Furthermore, the CV’s 

in Figure 4-6 show that there is no photoinduced charging of the insulator upon illuminating a 19 

cycle p+-Si sample.  

  

Figure 4-6: CV of a 3.5 nm-Ir/19 cycle HfO2/p+-Si sample in dark (black) and under illumination (yellow) in 10/10 

mM FFC solution. The curves are identical which indicates that there is no photoinduced charging of the insulator. 

 

Therefore, the fixed charge term can be removed and the following expression relating 

the ideality factor to the density of surface states and charge in the space charge region has been 

previously derived:32 

 

𝑛 = 1 +  

𝑑
𝜀𝑖 

(
𝜀𝑠

𝑊 + 𝑞𝐷𝑠 )

1 +
𝑑
𝜀𝑖 

𝑞𝐷𝑚 

 

4-23 
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Where, 𝑊 is the width of the space charge region, 𝜀𝑠 and 𝜀𝑖 are the semiconductor and insulator 

permittivity. 𝐷𝑠  and 𝐷𝑚  are the density of surface states in equilibrium with the semiconductor 

and the metal, respectively. Using the common assumption that the surface states are only in 

equilibrium with the semiconductor (i.e., that 𝐷𝑚 = 0), then the following expression is 

obtained.  

 
𝑛 = 1 +

𝑑

𝜀𝑖 
(

𝜀𝑠

𝑊
+ 𝑞𝐷𝑠 ) 

4-24 

From this equation, it is evident that an MIS system will become less ideal as the insulator 

thickness increase, if all other parameters are constant. Based on the experimentally obtained 

ideality factor of 1.7 for the Ir/2.0 nm HfO2/n-Si sample, the expected voltage drop in the 

insulator layer is 270 mV which results in significant lowering of the barrier height. Assuming 

that 𝐷𝑚 = 0 and that the ideality factor is entirely described by equation 4-24 and, then the 

density of surface states in equilibrium with the semiconductor can be calculated. These values 

are shown in Figure 4-7. The 0 cycle sample, which is assumed to have an interfacial SiO2 layer 

of 0.5 nm, has the highest density of surface states. This is the expected result because 

metal/semiconductor contacts are known to have a significant density of defects from metal-

induced gap states (MIGS).5,17 The number of defects decreases significantly when an HfO2 layer 

is introduced. HfO2 and other high-k dielectrics are known to passivate defects present at 

metal/semiconductor contacts and reduce the influence of MIGS. However, thicker HfO2 results 

in a higher density of defects in Figure 4-7 while MIGS theory predicts the opposite behavior. It 

is not clear exactly why the surface state density would increase with increasing HfO2 thickness, 

but these types of trends have also been previously observed with SiO2.
32 We note that the data 

in Figure 4-7 is the upper limit of the density of surface states because here it is assumed that all 
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of the nonidealities are from insulator voltage drop. Other nonidealities may be present to a small 

degree, as discussed in the previous section. 

 

Figure 4-7: Estimated density of interface states as a function of insulator thickness (HfO2 ALD cycles).  

 

Finally, it is noted than even an ideal system without surface states (𝐷𝑚 = 𝐷𝑠 = 0), will 

fundamentally exhibit a voltage drop due to the buildup of charge in the semiconductor space 

charge region when the system is in equilibrium. In this ideal case, the expression for the ideality 

factor simplifies to: 

 
𝑛 = 1 +

𝑑𝜀𝑠 

𝑊𝜀𝑖 
 

4-25 

 The ideality factor measured from this equation is the lowest theoretical value that the system 

can obtain because the charge in the space charge region is unavoidable.  This equation also 

highlights the important role of the insulator permittivity/dielectric constant on the ideality 
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factor. Indeed, organic molecules with low permittivity result in significant deviations from ideal 

behavior.45 Because the 𝜀𝑖  for HfO2 is relatively large,46 the lower limit to the ideality factor 

obtained from equation 4-25 is less than 1.001, even for the thickest samples of 2.6 nm. This 

results in only a 1 mV expected drop in the insulator layer. Therefore, the system can achieve 

essentially ideal performance if there are no contributions from surface states. This decreased 

voltage drop and better theoretical ideality factors are some of the additional advantages of using 

a high-dielectric insulator layer as opposed to SiO2 which has a lower dielectric constant. If all 

else were identical, replacing the HfO2 with SiO2 would result in a larger voltage drop (albeit 

still relatively small), and hence a less ideal system with lower photovoltage. Upon analysis of 

the STEM cross-sections, the Ir/HfO2/n-Si systems may exhibit an SiO2 layer with thickness of a 

few Angstroms, but its contribution is expected to be negligible compared to the much thicker 

HfO2 layer.   

4.6 Tunneling Probability 

As previously discussed, the probability that the electrons will tunnel through the 

insulator layer critically determines the recombination rates. The tunneling probability can be 

estimated by combining the experimental results with the above-described theory. From the 

varied light intensity experiments, the overall value of the reverse saturation recombination 

current (equation 4-3) is determined. This recombination current contains contributions from 

both the barrier height (𝜙𝑏) and the tunneling probability 𝑒𝑥𝑝(−∝ 𝑑√𝜙𝑒) which need to be 

deconvoluted from each other. To deconvolute these parameters, the barrier height can be 

calculated using equation 4-10 and using the experimental parameters calculated in the previous 

chapter: ideality factor, ideal barrier height, and doping density. This has already been done, and 
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the barrier heights reported in Figure 4-4b. Using the calculated values for 𝜙𝑏, then the tunneling 

probability term can calculated from the values of 𝐽𝑠 

By following this procedure, the tunneling probability is calculated for each thickness of 

HfO2 and the values are reported in Figure 4-8. As expected, increasing insulator thickness 

exponentially decreases the tunnel probability term as the electron charge transfer is impeded. 

We note that the 0 nm HfO2 sample has a tunnel probability below 1 because of the likely 

formation of an adventitious SiO2 layer present at the interface (otherwise, a pure 

metal/semiconductor interface should have a tunnel probability of 1 because there is no insulator 

to tunnel through). The lowest tunnel probability term for the 2.0 nm HfO2 results in a ~500-fold 

reduction of electron recombination, which yields a 160 mV photovoltage improvement relative 

to the 0 nm HfO2 sample.  

It is also critical to understand the individual parameters in the tunneling probability term. 

The thickness of the insulator layer has already been readily determined for each system using 

the cross-section STEM imaging. However, the other two terms, ∝ and 𝜙𝑛, are not readily 

known for nanoscale HfO2 Because of the inherent differences between bulk HfO2 and HfO2 at 

the nanoscale.  

The constant ∝ is given by the following equation:32 

 
∝ =  

4𝜋

ℎ
√2𝑚𝑒

∗  
4-26 

In literature, the effective mass of the electron (𝑚𝑒
∗) through the insulator is generally assumed to 

equal the mass of an electron, which results in the constant being approximately equal to 1 and 

thus ∝ is often assumed to be insignificant.23,32 However, the effective mass of an electron in 

nanoscale HfO2 (with small contributions from the thin interfacial SiO2 layer) is unknown and 

may deviate significantly from the bulk value. The same applies for 𝜙𝑒, so we combine ∝ with 
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𝜙𝑒 into one term as it is not possible to confidently deconvolute these parameters. The combined 

term ∝ √𝜙𝑒  was calculated using the average HfO2 thickness from STEM cross-sections, and 

the values are reported in Figure 4-8. The term increases with increasing HfO2 thickness, which 

is desirable for minimizing the electron recombination tunnel current. This indicates that the 

tunnel properties of HfO2 may change as a function of thickness as they approach the properties 

of bulk HfO2. Depending on the actual value of ∝, the estimated range of 𝜙𝑒 is between ~0.1-1 

eV, which is significantly lower than what might be achievable for HfO2 on Si (~2 eV).46 If the 

insulator can be engineering to increase 𝜙𝑒 up to the HfO2 bulk value of 2 eV, then the 

photovoltage of the systems could be significantly improve. The extent to which the 

photovoltage could be improved and the necessary tunneling probability required to achieve the 

upper photovoltage limit is discussed in section 4.8   

 

Figure 4-8: Tunnel probability term exp(−∝ 𝑑√𝜙𝑛)  and combined term ∝ √𝜙𝑛 as a function of HfO2 thickness. 
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4.7 Modeling Current-Voltage Plots 

Now that all the key parameters have been quantified for the Ir/HfO2/n-Si systems using 

the combined experimental and theoretical approach, the current-voltage relationship can be 

modeled. The theoretical equations and analyses so far have strictly focused on the solid-state 

physics of the MIS junction (basically applies for a system acting as a solar cell). The other 

critical component for application in solar water splitting is the kinetics of the electrocatalytic 

reaction. Here, we employed the Butler-Volmer equation to approximate the dark electrocatalytic 

reaction of the Ir/p+Si sample:  

 
𝐽𝑐𝑎𝑡 =  𝐽𝑜𝑐𝑎𝑡 [𝑒𝑥𝑝 (

𝑧𝛽𝐹(𝑉𝑐𝑎𝑡 − 𝐽𝑐𝑎𝑡𝑅𝑠)

𝑅𝑇
) − 𝑒𝑥𝑝 (

−𝑧𝛽𝐹(𝑉𝑐𝑎𝑡 − 𝐽𝑐𝑎𝑡𝑅𝑠)

𝑅𝑇
)] 

4-27 

Where 𝐽𝑐𝑎𝑡  is the current through the metal electrocatalyst,  𝐽𝑜𝑐𝑎𝑡 is the electrocatalyst exchange 

current density, 𝑉𝑐𝑎𝑡 is the overpotential applied to the catalyst, 𝑧 is the number of electrons in 

the electron transfer, 𝛽 is the symmetry factor, 𝐹 is Faraday’s constant, and 𝑅𝑠 is the series 

resistance. The current through the MIS junction and the catalyst are in series, so the overall 

current-voltage relationship of the system is calculated by: 

 𝐽𝑡𝑜𝑡𝑎𝑙 =  𝐽𝑐𝑎𝑡 = 𝐽𝑀𝐼𝑆     ;     𝑉𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑐𝑎𝑡 + 𝑉𝑀𝐼𝑆 4-28 

 where the total current, 𝐽𝑡𝑜𝑡𝑎𝑙, is equal to the current passing through the system as measured by 

the potentiostat. The total voltage, (𝑉𝑡𝑜𝑡𝑎𝑙) is the summation of the voltage required by the 

electrocatalyst (𝑉𝑐𝑎𝑡) and generated by the MIS junction (𝑉𝑀𝐼𝑆).  

To model the CVs, first the p+-Si control sample are fit to the Butler-Volmer Equation 

using 𝐽𝑜𝑐𝑎𝑡, 𝑧, and 𝑅𝑠 as fitting parameters. Since the p+-Si and n-Si samples have identical 

thicknesses of Ir catalyst, all samples are assumed to have the same catalytic activities. For the n-

Si samples, the Butler-Volmer equation is then coupled to the MIS diode equations using the 

experimentally obtained values for Jph, n, Js, 𝜙𝑏,𝑖𝑑𝑒𝑎𝑙, and Vn. By varying the input current and 
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measuring the corresponding voltages in series, the current-voltage characteristics can be 

modeled and compared to experiment. The data in Figure 4-9 show that the model closely 

matches the experimental data for samples with and without HfO2. This analysis validates the 

modeling, and so the model can be used to leverage new insights and design principles to 

optimize the generated photovoltage of MIS systems.  

 

Figure 4-9. Experimental and modeled current-voltage plots demonstrate excellent agreement between experiment 

and modeling for Ir/2.0nm-HfO2/n-Si, Ir/n-Si, and Ir/p+-Si electrocatalytic control.  

 

4.8 Quantifying Losses with Modeling 

As previously discussed, the photovoltage experimentally obtained for the optimal 2.0 

nm HfO2 sample (480 mV) is 150 mV below the upper photovoltage limit of the flat-band 



 115 

potential. It is therefore important to identify the specific loss mechanisms in these systems using 

the insights from the models. To quantify the losses, we introduce a new metric, 𝑉𝑙𝑜𝑠𝑠𝑒𝑠 which is 

the difference between a system’s flat-band potential (i.e., the upper photovoltage limit) and its 

generated open-circuit photovoltage. This difference will be zero for a system without losses 

(i.e., negligible recombination). The analytical expression for 𝑉𝑙𝑜𝑠𝑠𝑒𝑠 in MIS systems can be 

obtained by algebraic manipulation of equations 4-9, 4-10, and 4-11: 

 
𝑉𝑙𝑜𝑠𝑠𝑒𝑠 = 𝑉𝑓𝑏 − |𝑉𝑜𝑐| ≈

𝑛𝑘𝑇

𝑞
[𝑙𝑛 (

𝐴∗𝑇

𝐽𝑝ℎ

2

) −
𝑞

𝑘𝑡
𝑉𝑛−∝ 𝑑𝜙𝑒

1/2
] 

4-29 

The main parameters that impact the performance of these systems are the photocurrent (𝐽𝑝ℎ), 

the properties of the insulator (𝑑 and 𝜙𝑒), the presence of nonidealities (𝑛), and the 

semiconductor doping density (related to 𝑉𝑛). We note that the Richardson constant (𝐴∗) is not a 

tunable parameter but is rather an inherent property for a given semiconductor.  

Using equation 4-29, we can quantify the losses in MIS systems and suggest ways to 

achieve a photovoltage that approaches the upper limits. The data in Figure 4-10a show the 

photovoltage as a function of the insulator tunneling probability and the ideality factor for our 

Ir/HfO2/n-Si systems as calculated using equation 4-29. The other parameters were measured as 

described above. The stars in the plot refer to the measured experimental data. The ideality 

factors of 1, 1.3, and 1.74 correspond to an ideal system, the experimental Ir/n-Si system (i.e., 0 

nm HfO2), and the experimental 2 nm HfO2 system, respectively. For both, Ir/n-Si and Ir/2nm-

HfO2/n-Si, the photovoltage losses associated with nonidealities (i.e., the difference between the 

performance of an ideal and a nonideal system) are ~70 mV, as indicated by the blue and green 

arrows in Figure 4-10a. In other words, a photovoltage enhancement of ~70 mV is possible by 

removing nonidealities from these MIS systems.  
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Figure 4-10a also shows that even if all nonidealities were eliminated (𝑛 = 1), the 

optimal thickness of 2 nm HfO2 would generate a photovoltage that is still ~80 mV below the 

flat-band potential (i.e., 𝑉𝑙𝑜𝑠𝑠𝑒𝑠=80 mV). Based on equation 4-29, the 𝑉𝑙𝑜𝑠𝑠𝑒𝑠 can theoretically be 

eliminated by using an insulator with a tunnel probability (𝑇𝑡) less than 0.0001 (gray star in 

Figure 4-10a). This tunneling probability can be achieved with an HfO2 layer of ~3 nm; 

however, as we previously established a thick HfO2 insulator leads to additional photovoltage 

drops because the hole transport is impeded. This analysis suggests that HfO2 may not be 

suitable to maximize photovoltage, and insulators with better selectivity toward hole transport 

compared to the electron transport are necessary to further improve the performance.  

 

Figure 4-10. (a) Modeled (lines) and experimental (stars) photovoltages and flat-band potential as a function of the 

tunneling probability for the Ir/HfO2/n-Si MIS samples. The model lines were obtained using equation 4-29 and the 

data from Figure 4-4. The blue star represents the experimental data point for the Ir/HfO2/n-Si system with the 

optimal 2 nm HfO2, and the green star represents the Ir/n-Si system without an insulator. The blue and green arrows 

correspond to the ~70 mV 𝑉𝑙𝑜𝑠𝑠𝑒𝑠 associated with nonidealities in the system as described in the text. The black 

arrow represents additional 𝑉𝑙𝑜𝑠𝑠𝑒𝑠  totaling 80 mV. The gray star represents a system that achieves the photovoltage 

upper limit of the flat-band potential, which can be obtained if the tunnel probability is less than 0.0001 (assuming 

no changes to 𝐽𝑝ℎ). (b) Modeled 𝑉𝑙𝑜𝑠𝑠𝑒𝑠 as a function of photocurrent and ideality factor. The dashed line represents 

the photocurrent observed experimentally for Ir/HfO2/n-Si photoelectrocatalysts. 
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Besides the dominant role of the insulator physical thickness and tunneling probabilities 

as well as system nonidealities, there are also losses associated with the photocurrent and light 

absorption in the semiconductor (𝐽𝑝ℎ in equation 4-29). The maximum photocurrent that can be 

obtained for Si under 1-sun illumination is ~44 mA/cm2.47 However, parasitic light absorption 

and reflection from the Ir catalyst layer (which was not optimized for the systems studied here) 

significantly lowers the photocurrent. The photocurrent for our samples was ~24 mA/cm2, 

leading to photovoltage losses of 20-30 mV associated with the poor utilization of light (Figure 

4-10b). The above discussion has assumed 1-sun illumination, but it is also worth noting that 

using concentrated light can result in higher photovoltages approaching the flat-band potential as 

well, although other considerations like temperature, resistance, and recombination pathways are 

additional complications to consider under high-injection of charge carriers.34,48–50 

4.9 Conclusion 

This work has allowed us to identify different parameters that play critical roles in the 

performance of these systems. Furthermore, through the combined experimental measurements 

and modeling we can identify the best approaches that can be employed to improve the 

performance of these systems. For example, our work on planar Ir/n-Si systems has shown that 

the introduction of an HfO2 insulator and optimizing its thickness results in significantly 

increased photovoltage (in this case by ~160 mV). We also learned that these increases in 

photovoltage are not sufficient to approach the upper performance limits of the flat-band 

potential (in this case, the maximum measured photovoltage was ~150 mV lower than flat-band). 

We showed that these additional loses can be minimized by a combination of improving light 

absorption by the semiconductor (up to 30 mV under 1-sun illumination), removing nonidealities 

(up to 70 mV), and incorporating a different insulator with an improved carrier selectivity (up to 
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150 mV). Figure 4-11a illustrates the extent to which each of these factors can improve the 

photovoltage up to the flat-band potential. The above discussions and results of this work can 

help enable the overarching goal to develop a stable, efficient, and economical tandem system 

that is submerged in electrolyte to split water upon solar illumination. The next chapter addresses 

some of the key fabrication strategies to optimize the photovoltage. 

 

Figure 4-11. (a) Components that contribute to the photovoltage and the losses relative to the upper limit of the flat-

band potential for the Ir/HfO2/n-Si system. (b) Experimental photocurrent (relative to bare Si) for samples with Pt 

nanoparticles either deposited on the Si or embedded in the Si.  
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Chapter 5  

Strategies for Optimizing the Photovoltage of MIS photoelectrocatalysts 

5.1 Introduction 

New fundamental insights about MIS photoelectrocatalysts have been obtained from the 

thorough experimental and theoretical analyses in Chapters 3 and 4. So far, the primary strategy 

to optimize the photovoltage for the MIS systems has focused on tuning the insulator thickness 

which modulates the recombination flux of the charge carriers.1–4 The work in Chapters 3 and 4, 

however, demonstrate that tuning the insulator thickness, while significantly improving the 

photovoltage, is not sufficient for Ir/HfO2/n-Si systems to approach the photovoltage limits. 

Based on the theoretical analysis, the major obstacles preventing the systems from approaching 

their limits are (1) the presence of defect states at the interfaces and (2) the use of insulators that 

are not sufficiently selective for the desired charge carriers.  Another opportunity for increasing 

the photovoltage is by increasing the flat-band potential (i.e., the upper photovoltage limit). This 

chapter provides design guidelines and insights on some of the key strategies to optimize the 

photovoltage of MIS photoelectrocatalysts.  

5.2 Increasing Flat-band Potential 

A higher flat-band potential means that a higher maximum photovoltage can be extracted 

from a system. As previously discussed, the flat-band potential for the ideal case is simply 

defined as the difference between the metal and the semiconductor Fermi levels or work 

functions:  
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 𝑉𝑓𝑏 = 𝐸𝑚 − 𝐸𝑠 5-1 

For n-type systems, the flat-band potential can be increased by using a higher work function 

metal and/or by using a semiconductor with a lower work function, while the opposite is true for 

p-type systems.  

5.2.1 Varying Work Function of the Metal  

For the case of p-type systems for the hydrogen evolution reaction (HER), we have 

demonstrated the increase in the flat-band potential by utilizing different metals with low work 

functions. One of the challenges is that metals with low work functions are generally not good 

HER catalysts, so bilayer metal systems have been employed.5–8 Our group developed MIS 

systems with either Pt-Ti or Pt-Al as the metal bilayer component on HfO2/p-Si.7 In these 

systems, Pt is the top metal which serves as the HER catalyst, while Ti and Al are the underlayer 

metals which set the barrier height and flat-band potential. On the basis of the tabulated work 

function values, Al (work function of ∼4.06–4.26 eV9) is expected to generate a higher flat-band 

potential with p-Si compared to that with Ti (work function of ∼4.33 eV10).  

The flat-band potential and the semiconductor doping density for the Al and Ti based 

systems with varied HfO2 thickness were evaluated using the Mott-Schottky method in a 

ferri/ferrocyanide redox solution (details in Chapter 2). The barrier heights of the MIS systems 

are then measured using the following equation that was also described in Chapter 4: 

 
𝜙𝑏,𝑖𝑑𝑒𝑎𝑙 = 𝑉𝑓𝑏 + 𝑉𝑛 = 𝑉𝑓𝑏 +

𝑘𝑇

𝑞
𝑙𝑛

𝑁𝐶

𝑁𝐷
 

5-2 

The resulting barrier height data for each system is provided Figure 5-1. The barrier heights for 

the Al-containing samples (median 0.97eV) was ~100 mV larger than the barrier heights for the 

Ti-containing samples (median 0.86eV). Since all samples have the same semiconductor doping 

density, it is evident that the flat-band potential is also ~100 mV larger for the Al-based samples. 
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The barrier heights and the flat-band potentials are also not strongly dependent on the insulator 

thickness, in accordance with equations 5-1 and 5-2 which are not a function of the insulator.   

 

Figure 5-1: Measured barrier heights for the Al-based (a) and Ti-based (b) MIS systems as a function of the number 

of ALD cycles which govern the thickness of the HfO2 insulator layer 

 

The increased flat-band potential and barrier height have significant implications on the 

photovoltage as a function of HfO2 thickness. Data in Figure 5-2 show the LSVs and generated 

open-circuit photovoltages for each of the systems. The Al-containing system, with the higher 

flat-band potential and barrier height, achieves a higher photovoltage (285 mV) compared to the 

Ti-containing sample (167 mV). This difference corresponds with the difference in the barrier 

height and matches the theoretical expectations from Chapter 4. The Al and Ti-based samples 

also exhibit different responses when varying the HfO2 insulator layer. Both samples improve 

from adding an insulator, but the optimal insulator thickness is different (1.9 nm for the Al-based 

system compared to 2.6 nm for the Ti-based system). In other words, the systems with different 

barrier heights have inherently different levels of recombination, and the low-barrier system 

requires a thicker HfO2 layer to sufficiently decrease the recombination. Ultimately both systems 

generate similar photovoltages of ~515 mV after optimizing the insulator thickness.  These 
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trends were corroborated with a comprehensive finite-difference time-domain (FDTD) model 

that iteratively solves the two governing equations for the transfer of charge carriers in these 

systems, Poisson’s and the continuity equations.1,7,11,12 This numerical model also qualitatively 

agrees with the analytical modeling in Chapter 4.  

 

 

Figure 5-2: Electrochemical performance of the photocathodes in light-driven HER. (a,b) Linear sweep 

voltammograms of the pSi-HfO2–Al–Pt and pSi-HfO2–Ti–Pt electrodes at various insulator thicknesses. (a) The 

photovoltage of the pSi-HfO2–Al–Pt samples improves with insulator thickness up to 1.9 nm and decreases 

thereafter. The photovoltage for the highest-performing insulator thickness is 517 mV. (b) The pSi-HfO2–Ti–Pt 

samples show improving photovoltage up to 2.6 nm, after which it decreases. The photovoltage for the highest-

performing insulator thickness is 514 mV. (c) Voc for the pSi-HfO2–Al–Pt and pSi-HfO2–Ti–Pt samples plotted as a 

function of increasing insulator thickness. 

 

5.2.2 Increasing Semiconductor Doping Density  

For a given semiconductor, the Fermi level and work function can be modified by 

varying the doping density in the semiconductor. Mott-Schottky plots were once again used to 

evaluate the flat-band potential for Ir/HfO2/n-Si systems with a different semiconductor doping 

densities (low-doped ~5 ohm-cm resistivity compared to high-doped ~0.5 ohm-cm resistivity). In 

Figure 5-3a, it is clear that the doping density significantly impacts the slope of the Mott-

Schottky plots, as expected from the Mott-Schottky equation. The closeup region in Figure 5-3b 
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near the x-axis shows that the flat-band potential is increased by nearly 100 mV (shifted to the 

left) for the higher doping density.  

 

Figure 5-3: Mott-Schottky plots for Ir/19-cycle HfO2/n-Si systems with a different semiconductor doping densities 

(~5 ohm-cm resistivity compared to ~0.5 ohm-cm resistivity). The right side is a closeup of the figure near the x-

intercept which shows that the flat-band potential is increased by nearly 100 mV from increasing the semiconductor 

doping density.  

 

It is important to note that large changes to the semiconductor doping density can also 

impact the minority diffusion length and the photo-limited current, and it can also impact the 

recombination current, introducing alternative recombination mechanisms like Auger 

recombination or thermionic field emission as the semiconductor behaves more like a metal from 

the higher doping.13–17 Overall, there is a tradeoff between the increased flat-band potential and 

these other losses from the increased semiconductor doping density. The higher doped Si of ~0.5 

ohm-cm explored herein significantly increases the flat-band potential, and yet is not too highly 

doped to result in other losses. Indeed, the highest photovoltages in the literature have been 
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obtained with similarly doped Si.18,19 The remainder of this chapter uses the higher doped n-Si 

with resistivity of ~0.5 ohm-cm used in MIS architecture for the water oxidation reaction. 

5.3 Characteristics and Performance of Systems with Higher Doped n-Si  

Before identifying the approaches to optimize the photovoltage, the experimental 

performance of the MIS photoelectrocatalysts on higher doped Si must first be evaluated. 

Besides HfO2, an additional insulator layer, Al2O3 is explored in this section. Al2O3 has been 

previously studied in MIS systems water oxidation to achieve high performance, but the 

tunneling properties and ideality factor are typically not evaluated.2,4,19–23 20 cycles for both 

HfO2 and Al2O3 were used during the fabrication of the MIS systems which yields the optimal 

thickness of about 2 nm. Thus, the two studied systems are Ir/20cyc Al2O3/n-Si (higher doped) 

and Ir/20cyc HfO2/n-Si (higher doped), and the only difference between these systems is the 

insulator layer component.  

Data in Figure 5-4 shows the measured open-circuit photovoltages (𝑉𝑜𝑐), flat-band 

potential (𝑉𝑓𝑏) and voltage losses (i.e., 𝑉𝑙𝑜𝑠𝑠𝑒𝑠 = 𝑉𝑓𝑏 − 𝑉𝑜𝑐) for the HfO2-containing and Al2O3-

containing MIS photoelectrocatalysts. Both systems have the same flat-band potential (~0.74 eV) 

which is expected from equation 5-1 because both systems include the same Ir metal and similar 

Si doping densities. The system with Al2O3 outperforms the HfO2 system by about 75 mV. In 

other words, the Al2O3 system is closer by ~75 mV to achieving the upper photovoltage of the 

flat-band potential and therefore exhibits lower 𝑉𝑙𝑜𝑠𝑠𝑒𝑠. 
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Figure 5-4: Experimental open-circuit photovoltage (blue), flat-band potential (orange), and 𝑉𝑙𝑜𝑠𝑠𝑒𝑠  (yellow) for the 

HfO2-containing and Al2O3-containing MIS photoelectrocatalysts. 

 

To evaluate if these voltage losses are related to the presence of nonidealities, the ideality 

factor and recombination current was also measured by varying the light intensity. The results 

are shown in Figure 5-5. Interestingly, the ideality factor is the same value of ~1.6 for both the 

HfO2 and Al2O3 MIS samples (Figure 5-5a). On the other hand, the Al2O3 sample has 

significantly lower reverse saturation recombination current (Figure 5-5b). This suggests that 

Al2O3 is superior to HfO2 in terms of minimizing recombination by being a better charge carrier 

selective insulator layer. Specifically, the tunnel probability is about an order of magnitude lower 

tunnerling probability term for Al2O3 compared to HfO2 using the process described in Chapter 

4. However, Al2O3 is not superior to HfO2 in terms of minimizing the overall contributions from 
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nonidealities. Using the analysis from Chapter 4, it is determined that nonidealities result in up to 

90 mV in losses for the HfO2 sample and up to 55 mV in losses for the Al2O3 sample. Therefore, 

the photovoltage for Al2O3 and HfO2 based MIS systems can still increase significantly if the 

nonidealities can be removed. 

 

Figure 5-5: (a) Experimental ideality factors amd (b) reverse saturation recombination currents for HfO2-containing 

and Al2O3-containing MIS photoelectrocatalysts with 20 cycles of the insulator layer. 

 

5.4 Annealing to Remove Nonidealities 

As discussed in Chapter 3, the nonidealities are probably associated with the presence of 

interfacial defects or surface states in the MIS systems, particularly at the 

insulator/semiconductor interface.18,21,24 To passivate these defect states, the samples were rapid 

thermal annealed for 10 minutes under a forming gas (5% H2 and 95% N2) ambient environment 

at 300 to 500 degrees Celsius. The elevated temperatures can restructure the atoms at the 

insulator/semiconductor interface, and the hydrogen atoms from the gas ambient can diffuse 

through the insulator layer and interact with the insulator/semiconductor interface to passivate 
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the defect states.18,25,26 The samples in this section were annealed after the insulator deposition, 

but before the metal deposition. This process is shown in Figure 5-6, and the fabrication steps are 

identical to non-annealed systems except for the addition of the annealing step. 

 

Figure 5-6: Steps in the fabrication process showing that the annealing step was performed after the insulator 

deposition, but before the metal deposition. 

 

The ideality factors for both the HfO2 and Al2O3 samples as a function of the annealing 

temperature are shown in Figure 5-7. The data shows that the ideality factor gets lower and lower 

(i.e., the systems become more ideal approaching 𝑛=1) as the annealing temperature increases. 

This indicates that the annealing process may passivate the defect states resulting in more ideal 

interfaces. Interestingly, the ideality factor falls below the value of 1 for the HfO2 (𝑛=0.93) and 

Al2O3 (𝑛=0.71) samples after annealing at 500 degrees Celsius. Ideality factors below the ideal 

value of 1 have been observed under high injection conditions from Auger recombination in pn 

junction Si solar cells.15 However, Auger recombination is not expected to be prevalent in the 

current systems under 1 sun-illumination and the relative low semiconductor doping density 

compared to pn junction Si solar cells. It is worth noting that the samples annealed at 500 

degrees Celsius were also more resistive than the other samples, so it is also possible that the 

additional resistance interferes with the measurement for the ideality factor or that the systems 

have alternative recombination pathways that cannot be accurately captured by the simple diode 
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equation upon which this method is based. Overall, the annealing condition of 400 degrees 

Celsius results in ideality factors closest to the ideal value of 1 for both HfO2 and Al2O3 MIS 

systems.  

 

Figure 5-7: Experimental ideality factors for HfO2-containing and Al2O3-containing MIS photoelectrocatalysts as a 

function of the annealing temperature. Samples were annealed in forming gas (5% H2 and 95% N2) for 10 minutes 

with rapid heating and cooling. 

 

The question is if this removal of nonidealities results in an enhanced photovoltage as 

predicted in Chapter 4. Data in Figure 5-8 shows the photovoltage for each system as a function 

of the annealing temperature. For the HfO2 systems, the optimal photovoltage is obtained from 

annealing at 400 degrees Celsius, which corresponds with the HfO2 system that also is the most 

ideal. Specifically, the photovoltage increases from 516 mV for the non-annealed system up to 

573 mV for 400℃ annealed system. Of the theoretical 90 mV that that theoretically be improved 

by removing the nonidealities, the HfO2 system experimentally improved by 57 mV.  
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Figure 5-8: Experimental open-circuit photovoltage (blue), flat-band potential (orange), and 𝑉𝑙𝑜𝑠𝑠𝑒𝑠  (yellow) for the 

(a) HfO2-containing and (b) Al2O3-containing MIS photoelectrocatalysts as a function of the annealing temperature. 
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In contrast, the Al2O3 system experiences no significant enhancement in the photovoltage 

from the annealing process. The highest performance of 597 mV is obtained after annealing at 

200℃ which is not statistically significant over the 592 mV photovoltage for the non-annealed 

system (Figure 5-8b). Furthermore, the photovoltage drops to 560 mV for the 400℃ annealed 

system. This result is unexpected because the Al2O3 400℃ annealed system is very close to ideal 

with 𝑛=1.03. It is worth noting that the flat-band potentials are similar for all tested samples with 

slight variations associated with slight differences in the Si doping density between samples. 

Therefore, variations in the flat-band potential cannot explain any of the shifts in the 

photovoltage. Instead, the photovoltage losses associated with annealing, despite the idealized 

interfaces, is attributed to the tunneling probability of the Al2O3 (Figure 5-9). Specifically, the 

tunneling probability through the Al2O3 decreases by a factor of 25 after annealing at 400℃. In 

other words, 25 times more electrons will recombine by tunneling through the insulator. Even 

though the Al2O3 system benefits from the improved ideality factor, the severe losses from the 

tunneling probably result in a net loss in the photovoltage. In contrast, the tunneling probability 

term for the HfO2 sample is only marginally impacted by annealing, and therefore, a 

photovoltage enhancement is observed due to the improved ideality factor. The reason why 

annealing could impact the tunneling probability is still being investigated, but the tunneling 

probability is dominated by the insulator thickness and the insulator conduction band offset. 

Therefore, tunneling probability losses are either associated with insulator thickness variation or 

due to changes in the insulator offsets as the amorphous insulator may become more crystalline 

during the annealing process.  
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It is also worth noting that annealing after the metal deposition (instead of just before 

metal deposition) as well as annealing in an oxygen ambient environment were also explored. 

Both approaches resulted in significant losses in performance. Annealing after the metal 

deposition lowers the flat-band potential, and it is likely that the metal reacts with the insulator 

during the annealing step which lowers the performance. Meanwhile, annealing in oxygen 

ambient typically results in very resistive samples. The insulator layer may grow and become 

more resistive as it oxidizes during the annealing step which lowers the performance. 

 

Figure 5-9: Experimental tunnel probability terms for for HfO2-containing and Al2O3-containing MIS 

photoelectrocatalysts as a function of the annealing condition (non-annealed compared to annealed at 400 degrees 

Celsius). 
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5.5 Vary Insulator Composition to Improve Charge Carrier Selectivity 

Chapter 4 also highlighted the importance of improving the charge carrier selectivity of 

the insulator layer in order to approach the upper photovoltage limits. The Al2O3 based system 

yielded a high photovoltage of 597 mV, but the voltage losses are still between 120 to 150 mV 

depending on the variation in the flat-band potential and the annealing temperature. The 

tunneling probability for Al2O3 based systems (~2 nm thick Al2O3) was about 1.6×10-4 for non-

annealed samples and 2.6×10-4 for 300℃ annealed samples. However, to reach the upper 

photovoltage limit for these systems, an Al2O3 thickness of ~3 nm is required to sufficiently 

minimize the recombination rates. The challenge is that the resistance gets very large for 

insulators thicker than 2 nm because the holes have a difficult time to tunneling through the 

insulator. Therefore, the goal is to use an improved 3 nm thick insulator layer that (1) allows 

holes to easily tunnel through thus minimizing resistance losses and (2) prevent electrons from 

tunneling through thus minimize the recombination current. The strategy used herein is to vary 

the insulator composition by doping the Al2O3 layer with HfO2 to investigate how the dopant 

atoms impact the charge transfer.  

The fabricated samples use identical Si and Ir semiconductor and catalyst layers, and the 

only difference is the composition of the insulator layer. Mixtures of Al2O3 and HfO2 were 

obtained by alternating the ALD precursor throughout the deposition. First, we started with 

insulators mixtures that resulted in a total of 20 cycles, so it could be directly compared with the 

previous samples with 20 cycles of Al2O3. For these initial samples the insulator consisted of 

20% HfO2 and 80% Al2O3 as the ALD cycle ratio of HfO2:Al2O3 was 1:4. The order of the ALD 

cycles was also varied to see how the quality of the interfaces could change. Overall, the three 

general categories of insulator with a total number of 20 ALD cycles are (1) pure Al2O3, (2) 
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HfO2:Al2O3 with a ratio 1:4 in which the Al2O3 was deposited first (denoted “20cyc Alloy Al-

first”), and (3) HfO2:Al2O3 with a ratio 1:4 in which the HfO2 was deposited first (denoted 

“20cyc Alloy Hf-first”). An illustration of these insulators is provided in Figure 5-10. 

 

Figure 5-10: Illustration of the different insulator compositions that were investigated. 
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The data in Figure 5-11 shows the experimental photovoltage and flat-band potential for 

each of the 20 cycle insulator compositions. All samples have a similar flat-band potential which 

is expected because each sample has the Ir metal layer and similar Si doping density. The pure 

Al2O3 and the Al-first sample have similar photovoltage of about 590 mV while the Hf-first 

sample has slightly lower photovoltage of 563 mV.  

 

Figure 5-11: Experimental photovoltage and flat-band potential for each of the 20 cycle insulator compositions. 

 

The data in Figure 5-12 shows the experimental ideality factor and reverse saturation 

recombination current for each of the 20 cycle insulator compositions. Again, the pure Al2O3 and 

the Al-first sample have similar performance in both metrics, while the Hf-first sample deviates 

significantly. Specifically, the Hf-first sample behaves more ideally (𝑛=1.32) and the 

recombination current is lower by a factor of 2.5. Despite these promosing values, the Hf-first 
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sample still exhibits a lower photovoltage, ultimately because the tunneling probability is about 

an order of magnitude lower compared to the other samples. This lower tunneling probability is 

probably because the insulator layer is physically thinner as a result of poor nucleation of the 

HfO2 cycle during the ALD process. Cross-sectional STEM imaging would be needed to confirm 

this hypothesis. It is less likely that the HfO2 doping addition makes an intrinsic difference to the 

tunneling probability beside affecting the thickness, because the Al-first sample with the same 

20% HfO2 composition does not result in deviation in the tunneling probability. This analysis 

demonstrates that the order of the ALD cycling can have a significant impact on the overall 

performance. 

 

Figure 5-12: (a) Ideality factor (b) and reverse saturation recombination current for each of the 20 cycle insulator 

compositions. 

 

The next step was to investigate if higher photovoltage can be obtained for thicker 

insulator layers, which would be possible only if the insulator is more carrier selective to allow 

holes to travel through without adding resistance losses. Instead of 20 total ALD cycles, now 24 

total ALD cycles was used to make analogous samples to the previous ones. Also, instead of 
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20% HfO2 to 80% Al2O3, the alloy ratio was 25% HfO2 to 75% Al2O3 which is a 3:1 Al2O3:HfO2 

ratio (Figure 5-10d-f). The goal of using slightly higher HfO2 doping concentration was to 

improve the conductivity, as thicker samples are more resistive. The compiled photovoltages for 

each sample are plotted in Figure 5-13. The pure Al2O3 with 24 cycles yields a very low 

photovoltage of about 180 mV, which is expected due to the significant resistance the system 

experiences as a result of the thicker insulator layer. Both the alloy samples exhibit higher 

photovoltages, with the Al-first yielding the highest photovoltage of ~320 mV. The alloy 

samples also experienced a lower series resistance, which is likely the reason for the higher 

photovoltages. This analysis is a proof of concept which demonstrates that doping or alloying the 

insulator layer with multiple components can improve the conductivity and performance. 

However, if the insulators were truly carrier selective, then the theoretical photovoltage for these 

thicker samples would be about 670 mV. 

 

Figure 5-13: (a) Ideality factor (b) and reverse saturation recombination current for each of the 20 cycle insulator 

compositions. 



 141 

5.6 Conclusions 

This chapter focused on developing strategies to optimize the photovoltage of MIS 

photoelectrocatalysts. The flat-band potential was increased by varying the work function of the 

metal layer and by increasing the doping density of the semiconductor. Two different types of 

insulators were compared to identify which one results in higher performance and better 

tunneling probabilities. Both insulators still result in significant (>55 mV) losses from the 

presence of nonidealities and have an ideality factor of about 1.6. To improve the performance, 

the samples were annealed in forming gas at various temperatures to passivate the defect states in 

the interface. This resulted in significant improvement for HfO2 as the defect states were 

passivated. The defect states were also passivated for the Al2O3 samples (as evidenced by a 

lower ideality factor closer to 1), but interestingly this did not improve the generated 

photovoltage. Annealing did not impact the flat-band potential, so the annealing step must either 

be altering the insulator tunneling probability or introducing an alternative recombination 

pathway. Finally, the composition and the order of the insulator layer was varied to form layered 

alloy insulator structures in an attempt to improve the charge carrier selectivity. This is not an 

exhaustive list of every possible method to improve the performance, and other possible 

strategies to improve the nonidealities and the charge carrier selectivity which will be discussed 

in Chapter 8. 
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Chapter 6  

Insights from Modeling Nanoparticle Metal/Semiconductor Systems 

6.1 Introduction 

The previous chapters have focused on uniform films of metals and insulators to enhance 

the stability and ensure the semiconductor avoids direct contact with the corrosive electrolyte. 

Recently, unexpected stability has been demonstrated for PEC systems consisting of 

electrodeposited Ni nanoparticles on Si in which the Si is directly exposed to an alkaline 

electrolyte. Hours of stability have been achieved because of anodic passivation of the Si, forming 

stable SiOx.
1 In addition to providing stability, nanoparticle catalysts can be tuned to minimize 

parasitic light absorption2–4 and enhance the rates of the desired chemical reactions.5–9 

Furthermore, nanoparticle catalyst/semiconductor systems may exhibit enhanced performance if 

operating in the “pinch-off” regime, where  sufficiently small nanoparticles with a low potential 

barrier to recombination are surrounded by a region with a high potential barrier to recombination. 

The effective barrier height of the nanocontact is significantly larger than otherwise predicted for 

the nanoparticle itself, or when compared to systems with bulk films.10–13  

A decade after being predicted, the pinch-off effect has been experimentally demonstrated 

for Ni nanoparticles on a Si substrate.14,15 These works suggest that the pinch-off effect may be an 

inherent feature of sufficiently small nanoparticle catalysts on semiconductors, and this 

phenomenon has been of recent interest in the field of water splitting. Electrodepositing Ni 

nanoparticles on Si has been the most-reported strategy. Specifically, high photovoltages and good 

onset potentials have been obtained using activated Ni nanoparticles,1,16,17 Fe-modified Ni 
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nanoparticles,18 Ir-modified Ni nanoparticles,19 and thermally oxidized Ni nanoparticles.20 Besides 

Ni, electrodeposited Co and Fe nanoparticles may also benefit from the pinch-off effect.17,21,22  

Despite claims that the pinch-off effect is the reason for enhanced photovoltage of water 

splitting systems, there has been minimal attempts to find quantitative agreement between 

experimental systems and the theoretical pinch-off effect.15 Furthermore, there has been no 

theoretical guidance on the critical parameters that can be tuned to optimize the performance of 

pinched-off systems. In this chapter, we establish a comprehensive theoretical model to obtain a 

better understanding of the factors that influence the photovoltage in pinched-off 

photoelectrocatalysts. The interplay of semiconductor doping density, nanoparticle radius, and 

catalyst coverage are highlighted as important parameters to optimize performance. The results are 

important for fundamentally understanding and optimizing photovoltage of nanoparticle 

catalyst/semiconductor photoelectrocatalysts and opens the door for the rational design of future 

device architectures.  

6.2 Analytical Model for Pinch-off Effect 

The pinch-off effect is used to describe a system consisting of nanoparticles with a low 

barrier to recombination (𝜙𝑏
𝑛𝑝

) surrounded by a region with a large barrier to recombination 

(𝜙𝑏
0). The barrier to recombination is called the barrier height which is defined as the difference 

between the band edge of the semiconductor (𝐸𝑐𝑏
 ) and the work function (or Fermi level, 𝐸𝐹

 ) of 

the metal or electrolyte as illustrated in Figure 6-1. In Figure 6-1, the nanoparticle is assumed to 

be sufficiently large that the system can be treated as two independent and distinct regions with 

different barrier heights. An alternative illustration of these high and low barrier heights is shown 

in Figure 6-2a. 
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Figure 6-1: Illustration and energy band diagram for the types of systems studied in this chapter. The nanoparticle is 

assumed to be sufficiently large that the system can be treated as two independent and distinct regions with different 

barrier heights. The variables and key parameters are defined throughout the text. 

 

If the nanoparticle is sufficiently small, then the high barrier and low barrier regions may 

interact and result in a new barrier height underneath the nanoparticle. This resulting barrier 

height is called the “effective barrier height” (𝜙𝑏
𝑒𝑓𝑓

), and the height is this barrier is bounded by 

the high and low barrier regions (i.e., 𝜙𝑏
𝑛𝑝  <  𝜙𝑏

𝑒𝑓𝑓
 <  𝜙𝑏

0).  An illustration of the effective 

barrier height is shown in Figure 6-2b.  This is significant because an increase in the barrier 

height is well known to improve the photovoltage in metal-semiconductor systems by decreasing 

electron/hole (e-/h+) recombination (which is also described in Chapter 4).23–27 Therefore, 
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systems with pinched-off nanoparticles are predicted to generate higher photovoltage than 

equivalent systems with larger nanoparticles or with planar catalysts. 

The following condition must be met for a nanoparticle with radius (𝑟) to be pinched-

off:10 

 
𝑟 <

𝑊∆

2𝑉𝑏𝑏
 

6-1 

 Where 𝑊 is the width of the depletion region in the high barrier region (see Figure 6-1). 

∆ is the difference between the low barrier region (𝜙𝑏
𝑛𝑝

) and the high barrier region (𝜙𝑏
0): 

 ∆= 𝜙𝑏
0 − 𝜙𝑏

𝑛𝑝
 6-2 

And 𝑉𝑏𝑏 is the band bending in the semiconductor which is defined as 

 𝑉𝑏𝑏 = 𝜙𝑏
0 − 𝑉𝑛 − 𝑉𝑎 6-3 

Where 𝑉𝑛 is the offset between the semiconductor conduction band and Fermi level and 𝑉𝑎 is the 

applied potential in the system (relative to the Fermi level of the majority carriers in the 

semiconductor). We used equation 6-1 to determine the upper bound for the nanoparticle radius 

in which the pinch-off effect is expected to occur, and only studied nanoparticles smaller than 

this upper bound. 
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Figure 6-2: Energy band diagrams that illustrate the key parameters that are described throughout the text. (a) 

Illustration of the high barrier height and low barrier height and well as their difference (∆). (b) If the nanoparticle is 

sufficiently small, the nanoparticle becomes pinched off which results in an effective barrier height (𝜙𝑏
𝑒𝑓𝑓

) that is 

larger than the natural barrier height of the nanoparticle (𝜙𝑏
𝑛𝑝

).  

 

To predict the performance of pinched-off systems, our model system consists of metal 

nanoparticles on a semiconductor and immersed in electrolyte, as shown in Figure 6-1. The 

model is general to a variety of electrochemical systems, but our focus is on the experimentally 

relevant system of Ni nanoparticle deposited on n-Si and immersed in water to perform the OER 

upon solar illumination. These types of Ni/Si systems have been of great interest for solar water 

splitting,1,15,20,28–32 but the electronic properties and overall performance have not been 

quantitatively linked to the physical and chemical characteristics of the interface.  

All charge transfer is assumed to take place through the Ni nanoparticles (i.e., there are 

no reactions or recombination at the semiconductor/electrolyte interface). This results in an 

upper limit estimate on the performance of pinched-off systems. The system is characterized by a 

low barrier height region under the Ni nanoparticles (𝜙𝑏
𝑛𝑝

)  and a high barrier height region 

induced by the electrolyte (𝜙𝑏
0). The low barrier height is set at 0.6 eV which is the typical 
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barrier height for Ni on n-Si found experimentally.15,30 The high barrier height is set to the upper 

limit which is governed by the onset of strong inversion in the semiconductor. Strong inversion 

occurs when the minority carriers outnumber the majority carrier doping density, and the 

corresponding barrier height (𝜙𝑏
𝑖𝑛𝑣) is expressed by:14 

 
𝜙𝑏

𝑖𝑛𝑣 =
2𝑘𝑇

𝑞
𝑙𝑛 (

𝑁𝑑

𝑁𝑖
) + 𝑉𝑛 

6-4 

Here, 𝑁𝑖 is the intrinsic carrier concentration in the semiconductor. According to this equation, a 

higher doping density leads to a higher maximum barrier height because more minority carriers 

need to accumulate before they outnumber the dopant ion concentration. This trend is illustrated 

in Figure 6-3. Because we are interested in modeling the upper photovoltage limit for pinched-

off systems, we set 𝜙𝑏
0 equal to 𝜙𝑏

𝑖𝑛𝑣 in the model. Now that the low barrier and high barrier 

regions have been defined, the key to modeling these systems is to predict the effective barrier 

height (𝜙𝑏
𝑒𝑓𝑓

) that develops from the interaction of these regions.  

An analytical expression for 𝜙𝑏
𝑒𝑓𝑓

 has been previously derived for a circular nanoparticle 

contact on a semiconductor:12,14,15 

 
𝜙𝑏

𝑒𝑓𝑓
= 𝜙𝑏

0 − (
3𝑞∆𝑟2𝑉𝑏𝑏𝑁𝑑

4𝜀𝑠
)

1/3

 
6-5 

𝑉𝑛 is the offset between the semiconductor conduction band and Fermi level and Va is the applied 

potential relative to the electrolyte Fermi level. This equation demonstrates that the effective 

barrier height is a complicated function of different parameters, but one of the key trends is that 

𝜙𝑏
𝑒𝑓𝑓

 approaches the upper limit of 𝜙𝑏
0 as the nanoparticle radius approaches 0. In this limit, the 

high barrier region dominates the barrier height of the nanocontact. This general trend is 

illustrated in Figure 6-3a. 
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The effective barrier height is important to model these systems because it significantly 

contributes to the reverse saturation current density (𝐽𝑠,𝑝𝑖𝑛𝑐ℎ) which is associated with e-/h+ 

recombination. An analytical expression for 𝐽𝑠,𝑝𝑖𝑛𝑐ℎ has been previously derived for a circular 

nanoparticle contact by assuming that the recombination current is dominated by thermionic 

emission throughout an effective area (𝑆𝑒𝑓𝑓) and over an effective barrier height (𝜙𝑏
𝑒𝑓𝑓

):12,14,15 

 
𝐽𝑠,𝑝𝑖𝑛𝑐ℎ = 𝐴∗𝑇2𝑓𝑐

𝑆𝑒𝑓𝑓

𝑆
𝑒𝑥𝑝 (−

𝑞𝜙𝑏
𝑒𝑓𝑓

𝑘𝑇
) 

6-6 

Where  

 
𝑆𝑒𝑓𝑓 = (

4𝜋𝑘𝑇

3𝑞
) (

3∆𝑟2

4
)

1/3

(
𝜀𝑠

𝑞𝑁𝑑𝑉𝑏𝑏
)

2/3

 
6-7 

Here, 𝐴∗ is Richardson’s constant, 𝜀𝑠 is the permittivity of the semiconductor 𝑓𝑐 is the catalyst 

coverage defined as the ratio of the semiconductor surface covered by catalyst, 𝑆 is the physical 

surface area of the nanoparticle in contact with the semiconductor (𝑆 = 𝜋𝑟2). From the above 

equation, in addition to the effective barrier height (𝜙𝑏
𝑒𝑓𝑓

), the total effective area of the 

nanoparticles deposited on the semiconductor (𝑓𝑐
𝑆𝑒𝑓𝑓

𝑆
) is another major contribution to the 

reverse saturation recombination current (𝐽𝑠,𝑝𝑖𝑛𝑐ℎ). As plotted in Figure 6-3b, 
𝑆𝑒𝑓𝑓

𝑆
 (with a 

constant 𝑓𝑐 of 15%) decreases as the nanoparticle radius increases. The implications of this trend 

are discussed in the next section. In short, the recombination current is directly proportional to 

the total effective area of the nanoparticles (𝑓𝑐
𝑆𝑒𝑓𝑓

𝑆
) because the charge carrier recombination is 

assumed to only occur from thermionic emission near the nanoparticle contacts.14,15 While this 

assumption is not particularly valid for practical systems, we make this assumption because we 

are interested in modeling the upper performance limit for the pinch-off effect. Practical systems 

are therefore expected to perform worse than the models predict because practical systems will 
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have an additional recombination pathway in the regions between the nanoparticles (i.e., at the 

semiconductor/electrolyte interface). This additional recombination term could be added to the 

model in equation 6-6 which has been described in prior work.14  

 

Figure 6-3: Modeled (a) barrier heights and (b) 
𝑆𝑒𝑓𝑓

𝑆
  for pinched-off systems as a function of nanoparticle radius and 

doping density. The catalyst coverage is 15%. 

 

Now that the recombination pathway has been identified, we can define the current-

voltage relationship for the overall photoelectrochemical system, which can be modeled using 

the illuminated diode equation:14,15 

 
𝐽𝑝𝑖𝑛𝑐ℎ = 𝐽𝑝ℎ − 𝐽𝑠,𝑝𝑖𝑛𝑐ℎ (𝑒𝑥𝑝 (−

𝑞𝑉𝑎

𝑛𝑘𝑇
) − 1) 

6-8 

Where 𝐽𝑝𝑖𝑛𝑐ℎ is the total current density through the system, 𝐽𝑝ℎ is the photocurrent 

density generated from absorbing light, q is the elementary charge, n is the ideality factor (which 

is assumed to equal 1 in this work meaning that the systems behave like an ideal diode), k is the 

Boltzmann constant, and T is temperature. The first term after the equal sign (𝐽𝑝ℎ) is the hole 
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current that reaches the catalyst to perform OER while the second term is the electron current 

that reaches the metal and recombines with the holes. 

Using the above equations, we can model the current-voltage characteristics for pinched-

off systems. The primary performance metric we model is the photovoltage, which is the voltage 

generated upon illuminating the semiconductor. Specifically, we model the open-circuit 

photovoltage by setting 𝐽𝑝𝑖𝑛𝑐ℎ to zero (i.e., open-circuit condition). The voltage required to make 

𝐽𝑝𝑖𝑛𝑐ℎ equal 0 is the value for the open-circuit photovoltage.  

We note that the pinch-off effect is theoretically applicable for nanoparticles up to about 

70 nm for the highest semiconductor doping density case, but the analytical model loses 

accuracy for larger nanoparticles. Therefore, our modeling focuses on small nanoparticles (𝑟 <

40𝑛𝑚) which is in the range where the pinch-off effect holds, and the analytical model is most 

accurate. 

6.3 Modeling Light Absorption and Photo-limited Current 

The final important parameter needed to model the current-voltage relationship of 

pinched-off nanoparticles on semiconductors is the photo-limited current (𝐽𝑝ℎ in equation 6-8). 

The photo-limited current is ultimately governed by what how much light is absorbed by the 

silicon. If 100% of the photons above the band gap of 1.1 eV are absorbed then, the upper limit 

for the photocurrent is about 44 mA/cm2. However, Si experiences significant losses from 

reflection, and the nanoparticles on the surface will also parasitically absorb and reflect light.  

 The fractional reflection and nanoparticle absorption of the Ni/Si systems were 

calculated using the COMSOL Multiphysics finite-element based software and performed by 

Steven Chavez. The ‘Wave Optics’ module was used to calculate the radiative field resulting 

from a TE-polarized electromagnetic wave incident on a Ni hemisphere of diameter d resting on 
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a silicon substrate using the ‘full-field/scattered-field’ formulation (Figure 6-4). In this 

formulation, the model is first solved without the presence of the nanoparticle (the scatterer) to 

obtain the background electric field. This is achieved by setting the simulation up with two port 

conditions: the first defining the incident plane wave allowing for specular reflection and the 

second acting as an absorber of the transmitted plane wave. In the model, the plane wave is sent 

from Port 1 with a total power P (in W) and absorbed at Port 2. The calculated field is then used 

as an input for a second simulation that introduces the Ni hemisphere as the scatterer. In the 

model geometry, Perfectly Matched Layers (PMLs) are used to act as an absorber of the 

scattered field. 

 

Figure 6-4: Schematic of the model geometry used in the COMSOL simulations. The background electromagnetic 

field is first calculated in the absence of the nanoparticle (Left) and then used as an input for the simulation of the 

scattered field (Right).  
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Dielectric data for Ni and Si (Figure 6-5) were obtained from COMSOL’s optical 

materials database33,34 and a region of water was defined around the particle by setting the real 

part of the dielectric function equal to 1.33.  

 

Figure 6-5: The refractive index (n) and extinction coefficient (k) used in the model for Si (Left) and Ni (Right). 

 

This modeling allowed us to determine the total light transmission through an individual 

Ni nanoparticle as a function of the nanoparticle radius, and the data is shown in Figure 6-6. For 

regions without Ni nanoparticles, the light absorption in the Si was approximated using OPAL 2 

from PV Lighthouse and using a Si thickness of 525 μm and a 0.6 nm SiO2 native oxide layer, 

and water on top. This resulted in 75.7% of the possible photons being absorbed by the Si. Then 

a weighted average based on the coverage of the nanoparticles and the region without 

nanoparticles was used to determine overall fraction of light that the Si can absorb. 
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Figure 6-6: Modeled total light transmission through an individual Ni nanoparticle as a function of the nanoparticle 

radius. 

 

6.4 Key Physical Parameters that Impact Performance 

6.4.1 Radius Impact on Effective Barrier Height, Effective Area, and Light Absorption 

We have plotted different variables as a function of nanoparticle radii ranging from 1-40 

nm which demonstrates the importance of the nanoparticle radius on the photovoltage generated 

by the system. Figure 6-7 shows the modeled photovoltage as a function of nanoparticle radius 

and the semiconductor doping density for a catalyst coverage of 15%. The model predicts an 

optimal nanoparticle radius ranging from 3-10 nm depending on the Si doping density. This 

prediction of an optimal nanoparticle radius has not been previously reported, as previous works 

modeled radii > 35 nm.15  
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The volcano-type relationship can be understood be considering the two key 

contributions to the recombination: the effective barrier height and the effective area (see 

equation 6-6). As shown in Figure 6-3a, the effective barrier height (𝜙𝑏
𝑒𝑓𝑓

) increases as the 

nanoparticle radius decreases. The higher barrier height exponentially lowers recombination 

rates which explains the right side of the volcano. The photovoltage loss on the left side of the 

volcano is associated with total effective area of the nanoparticles on the semiconductor (𝑓𝑐
𝑆𝑒𝑓𝑓

𝑆
). 

As shown in Figure 6-3b, the ratio of the effective area to the actual physical area significantly 

increases for small nanoparticles. This is because the physical area scales with radius squared 

(𝑆 = 𝜋𝑟2), while the effective area scales with radius to the 2/3 power (see equation 6-7). This 

increase in 𝑓𝑐
𝑆𝑒𝑓𝑓

𝑆
 increases the recombination rates (𝐽𝑠,𝑝𝑖𝑛𝑐ℎ in equation 6-6) which causes the 

decline in photovoltage for the smallest nanoparticles. 

 

Figure 6-7: Modeled photovoltage as a function of nanoparticle radius and doping density. The catalyst coverage is 

15% (i.e., 𝑓𝑐=0.15). 
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It is also worth noting that the nanoparticle radius impacts the photo-limited current 

density as shown in Figure 6-8. In general, the photo-limited current decreases as the 

nanoparticle radius increases because less light can transmit through a bigger nanoparticle. A 

similar argument is true for higher catalyst coverage because there are a higher number of 

nanoparticles that block the incident light. These photo-limited current losses are already 

factored into the photovoltage calculations in Figure 6-7, and only have a small impact on the 

generated photovoltage. However, the photo-limited current does have a large impact on the 

overall efficiency of the system as well as the maximum power that the system can generate. 

Overall, these results show that lower nanoparticle radius is generally beneficial in terms of 

photovoltage and photo-limited current density, but other factors must be considered as well to 

obtain the complete picture and further optimize these systems. 

 

Figure 6-8: Modeled photo-limited current density as a function of nanoparticle radius and the catalyst coverage.  
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6.4.2 Semiconductor Doping Density 

The importance of semiconductor doping density for optimizing the photovoltage is also 

evident from Figure 6-7b. The optimal nanoparticle radius depends on the doping density. 

Specifically, 3 nm particles are optimal for the 0.5 ohm-cm doping, while 10 nm particles are 

optimal for 5 ohm-cm doping. In general, the highest photovoltage is possible for the highest 

doping density (0.5 ohm-cm in this case) as long as thermionic emission remains the dominant 

recombination mechanism.35 Higher doping density is beneficial because it allows for a higher 

maximum barrier height as shown in Figure 6-3a (𝜙𝑏
𝑖𝑛𝑣 in equation 6-4). However, doping 

densities significantly higher than the 0.5 ohm-cm case can also impact the recombination 

current, introducing alternative recombination mechanisms like Auger recombination or 

thermionic field emission as the semiconductor behaves more like a metal from the higher 

doping.35–38 Therefore, Si with a doping density higher than 0.5 ohm-cm was not modeled in this 

analysis.  

Interestingly, the benefit from higher doping (0.5 ohm-cm) only applies for ultrasmall 

nanoparticles <10 nm radius because the photovoltage and the effective barrier height rapidly 

drop for larger nanoparticles. In contrast, the lower doping density of 5 ohm-cm results in a less 

dramatic losses in the photovoltage and effective barrier height as the nanoparticle radius gets 

larger (Figure 6-7 and Figure 6-3a). This means that the lower doped semiconductor can yield 

higher photovoltages for nanoparticles with radius greater than 25 nm (Figure 6-7). The critical 

importance of doping density on the pinch-off effect has not been previously identified in the 

literature, and these results can help guide the design and optimization of experimental systems. 

In many cases, fabricating uniformly dispersed <25 nm nanoparticles on Si is difficult. In these 

cases, the modeled results suggest that lower doped silicon (5 ohm-cm) should be used.   
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6.4.3 Catalyst Coverage 

As seen in equation 6-6, the catalyst coverage (𝑓𝑐) is also a key parameter that governs 

the reverse saturation recombination current in the system. The data in Figure 6-9a, is a plot of 

the catalyst coverage and the resulting photovoltage for the three different semiconductor doping 

densities. The selected nanoparticle radius used for each doping density was based on the radius 

that yielded the optimal photovoltage in Figure 6-7. The data shows that a decrease in the 

catalyst coverage (while keeping all other parameters constant except the photo-limited current 

which is also a function of catalyst coverage as seen in Figure 6-8) results in a higher 

photovoltage. This is because lower catalyst coverage decreases overall recombination rates as 

there is less surface area for the recombination pathways to occur (see equation  6-6). In general, 

the low catalyst coverage and recombination for nanoparticle-based systems is another inherent 

advantage compared to planar systems in which the catalyst coverage is equal to 1. 

The data in Figure 6-9a show that the theoretical photovoltage of pinched-off systems can 

approach 500 mV if the catalyst coverage is below 0.001%. We note that such a low catalyst 

coverage would not be practical because of significant resistance losses, associated with charges 

traveling long distances between the nanoparticles. These resistance losses would significantly 

lower the performance. Furthermore, such a low catalyst coverage would also result in a low 

catalyst surface area for the reaction and therefore result in large kinetic overpotentials (this 

wouldn’t impact the photovoltage, but instead impact the onset potential which is another 

important performance metric to consider for practical systems).  

Despite the importance of the catalyst coverage, many reports in the literature do not 

report this value.20,39 The reports that do report catalyst coverage generally result in greater than 

15% catalyst coverage.1,15 However, the results here demonstrate that lower catalyst coverages 
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are preferable as long as the system remains stable and can minimize resistance. The interplay 

between resistance and recombination due to metal contacts has been the subject of previous 

studies in the solar cell literature.40–42 

 

Figure 6-9: Modeled photo-limited current density as a function of nanoparticle radius and the catalyst coverage.  

 

6.4.4 Comparison with Literature and Discussion 

The analytical model describing the pinch-off effect has explored the impact of the key 

parameters including the nanoparticle radius, the semiconductor doping density, and the catalyst 

coverage. Each of these parameters can be experimentally modulated with relative ease. For an 

experimentally reasonable catalyst coverage of 15%, Si doping density of 1 ohm-cm, and 

nanoparticle radius of 30 nm, the theoretical photovoltage from the pinch-off effect is expected 

to be only 280 mV. Interestingly, most literature reports photovoltages exceeding 400 mV for Ni 

nanoparticles on Si, and several previous reports have achieved 500 mV of photovoltage.15,39 

Overall, the theoretical pinch-off effect is significantly underestimating the experimental 
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performance of comparable systems. We note that the analytical model was designed to output 

the upper limit of the pinch-off effect (i.e., ideal diode behavior, upper limit of the high barrier 

region equal to inversion, extended high barrier region, no alternative recombination 

mechanisms, etc.) and yet the model still yields low photovoltages. This suggests that the pinch-

off effect as we know it cannot adequately explain the high performance seen experimentally. 

Additional explanations are required. 

Previous work has suggested that a higher ideality factor could increase the photovoltage 

allowing it to match the experimental data.15 However, any source of nonidealities resulting in 

the ideality being larger than 1 means that there is an alternative recombination mechanism that 

causes deviation from the ideal diode and ultimately causes worse performance.24 Therefore, an 

ideality factor greater than 1 cannot be added to a model without influencing the barrier height or 

adding an alternative recombination mechanism (i.e., space-charge recombination, thermionic-

field emission, etc.). We have added an ideality factor of greater than 1 to the model, and the 

nonidealities result in a lower barrier height in the high barrier and low barrier regions (see 

Chapter 4 for how the nonidealities lower the barrier height). Figure 6-10 plots the photovoltage 

as a function of the nanoparticle radius and the ideality factor for the high doping case (0.5 ohm-

cm) and 15% catalyst coverage. The data shows that the photovoltage significantly decreases 

from adding nonidealities, ultimately because the barrier heights end up being decreased from 

the nonidealities.24,43 
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Figure 6-10: Modeled photovoltage as a function of nanoparticle radius and the ideality factor. The catalyst coverage 

is 15% and the Si doping density is 0.5 ohm-cm. 

 

So far, the analytical model has used the onset of the inversion layer as the upper limit to 

the barrier height in the high barrier region.14 This also corresponds to the maximum depletion 

width in the semiconductor space charge region. For Si with 0.5 ohm-cm resistivity, the 

inversion layer barrier height is about 0.925 eV. However, barrier heights exceeding the 

inversion layer barrier height have been reported in previous literature.15 A barrier height beyond 

the inversion limit would result in an inversion layer within the first few nanometers of the Si 

surface. We have explored using higher barrier heights of 1 and 1.1 eV (with 1.1 eV being a 

fundamental upper limit for Si which is equivalent to the band gap44), and the results are plotted 

in Figure 6-11 for 0.5 ohm-cm resistivity and 15% catalyst coverage. The analytical model 

predicts that the photovoltage can exceed 500 mV if a barrier height of 1.1 eV is used for 
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nanoparticles with radius lower than 10 nm. However, the photovoltage for nanoparticles with 

>30 nm which is common for experimental systems15,39 would still yield less than 400 mV of 

theoretical photovoltage, still much less than the experimental photovoltage. It is also worth 

noting that the above analytical model may not accurate when the barrier heights are high 

enough to induce inversion. The equations for the analytical model were derived when the 

semiconductor is in depletion,12 and it is unclear how the system would change upon inversion in 

the semiconductor. Overall, the pinch-off effect cannot explain the high photovoltages from 

experiments, which suggests that there must be alternative contributions to experimental systems 

that are improving the performance. 

 

Figure 6-11: Modeled photovoltage as a function of nanoparticle radius and the barrier height of the high barrier 

region. The catalyst coverage is 15% and the Si doping density is 0.5 ohm-cm. 
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6.5 COMSOL Model for Pinch-off Effect 

The analytical model for the pinch-off effect was derived with some assumptions that 

limit its overall accuracy.14 Therefore, to confirm the general trends from the analytical model, a 

more rigorous finite element model was created using COMSOL Multiphysics using the 

Semiconductor Module.45 In short, the model is based on a cylindrical Si semiconductor with 

axial symmetry about the center (red dashed line in Figure 6-12). A low-barrier nanoparticle is 

placed on the Si and surrounded by a high-barrier shell to induce the pinch-off effect (Figure 

6-12). The barrier heights, nanoparticle radius, and Si doping density are the same as with the 

analytical model. The high barrier region is treated like an insulator, so that no charge can pass 

through the high barrier region (similar to the analytical model where no charge passes directly 

from the semiconductor to the electrolyte). Charge only travels through the low barrier 

nanoparticle, and through the ohmic back contact in the model. We note that the model is 

designed with inputs to be directly comparable to the analytical model, but the COMSOL model 

should be more accurate by avoiding the assumptions built into the analytical model.  
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Figure 6-12: Schematic of the model geometry used for COMSOL simulations. The Si has dimensions of 1x1 μm, 

which is big enough to fit the entire space charge region, but small enough to minimize resistance losses. The radius 

of the nanoparticle is varied, and the size of the high barrier region covers the entire surface of the Si that is not 

already covered by the nanoparticle. The red dashed line marks the axis in which the system is rotated with axial 

symmetry. 

 

The effective barrier height of the system is evaluated by investigating the conduction 

band edges relative to the Fermi level in equilibrium (Figure 6-13a). A plot of the effective 

barrier height as a function of the nanoparticle radius is shown in Figure 6-13b. For a 

nanoparticle with radius of 70 nm, there is no pinch-off effect observed because this is right at 

the cutoff for the pinch-off effect based on equation 6-1. Meanwhile the highest barrier height is 

obtained for the lowest nanoparticle radius of 5 nm.  
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For comparison, the effective barrier heights obtained from the analytical model are also 

plotted in Figure 6-13b. The results are similar for radii lower than 20 nm, but the gap gets wider 

for larger nanoparticles. For nanoparticles greater than 40 nm in radius, the analytical model 

predicts effective barrier heights that are even lower than the barrier height of the nanoparticle 

(0.6 eV, dashed gray line in Figure 6-13b). Such low barrier heights should be physically 

impossible, which is why the above analytical modeling has focused on small nanoparticle radii. 

The error in the analytical model is because of the approximation of the nanoparticle as a point 

dipole which is necessary to generate simple analytical solutions.12 The nanoparticle can be more 

accurately approximated as a dipole layer.11 Indeed, the effective barrier heights using a dipole 

layer agrees very well with the COMSOL model (Figure 6-13b). 

 

Figure 6-13: (a) Pinched-off system modeled conduction band edges (relative to the Fermi level) into the depth of 

the Si which is evaluated at zero bias in equilibrium for different nanoparticle radii. The peak of the conduction band 

edge is used to determine the effective barrier height. (b) Compiled effective barrier heights as a function of 

nanoparticle particle radius as evaluated using different models and methods.  For both (a) and (b), the Si resistivity 

was 0.5 ohm-cm (i.e., the high doping case). 
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The photovoltages are extracted from the model by obtaining current-voltage plots in the 

dark. Assuming these systems (like most solar cells) obey the diode equation, then the only 

difference between a dark and illuminated current voltage plot is a constant equal to the photo-

limited current.46,47 Therefore, the photovoltage can be extracted using the dark current-voltage 

plot combined with the photo-limited currents discussed in sections 1536.3 and 6.4.1 To confirm 

the accuracy of this method, charge carrier generation to simulate sunlight was also employed to 

produce an illuminated current-voltage plot and extract the photovoltage. The photovoltage from 

both methods are within 1%, which confirms that these systems are accurately captured by the 

diode equation.  

Figure 6-14 shows the compiled data for the effective barrier heights and the generated 

photovoltage as a function of nanoparticle radius and Si doping density. The figure compiles the 

data from both the analytical model (lines) and the COMSOL model (circles). Data in Figure 

6-14a shows that the effective barrier height for both models agree well for the lower doping 

cases of Si with 1 and 5 ohm-cm. The error is only a problem for the high doped case for 

nanoparticles larger than 10 nm.  Data in Figure 6-14b shows that COMSOL model predicts a 

lower photovoltage than the analytical model. Overall, the photovoltages from the COMSOL 

model are about 10-50 mV lower. Regardless, both models follow the same general trend in 

which higher photovoltages are generally obtained for smaller nanoparticles. 

The exact reason for the discrepancy in the models could be due to a variety of reasons. 

Whereas the analytical model is highly idealized, the COMSOL model is more realistic. The 

COMSOL model includes some alternative recombination mechanisms such as space charge 

recombination and shunt resistance which may lower the photovoltage relative to the analytical 

model. Meanwhile, we can rule out the contribution from the effective barrier heights in Figure 
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6-14a because they cannot explain the difference between the models. We can also rule out the 

impact of series resistance since it is negligible for the systems studied in COMSOL. But it could 

possible that the effective area of the nanoparticles could contribute to the discrepancy since the 

analytical model can have error for the smallest nanoparticles when 
𝑆𝑒𝑓𝑓

𝑆
 is very large (see Figure 

6-3b). Overall, the COMSOL modeling confirms the general trends from the analytical model, 

and the conclusion still stands that experimental systems significantly outperform the theoretical 

photovoltages expected from the pinch-off effect. 

 

Figure 6-14: Compiled data for the effective barrier heights (a) and the generated photovoltage (b) as a function of 

nanoparticle radius and Si doping density. The circle data points are from the COMSOL model and the lines are 

from the analytical model. 

 

6.6 Conclusions 

The pinch-off effect has been widely used to explain large photovoltages of metal 

nanoparticle/semiconductor systems. However, a close analysis of how the important parameters 

contribute to the photovoltage has not been rigorously performed. Using analytical and COMSOL 
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modeling, we have demonstrated the importance of tuning the catalyst coverage, the nanoparticle 

radius, and the semiconductor doping density to optimize the performance. However, the modeled 

photovoltages are typically far less than 400 mV, while experimental photovoltages of 500 mV 

have been obtained with comparable systems with the same Ni nanoparticles on Si 

semiconductor.15,39 Overall, the pinch-off effect cannot explain the high photovoltages from 

experiments, which suggests that there must be alternative contributions to experimental systems 

that are improving the performance. The next chapter takes a closer look at the experimental 

systems to establish plausible explanations for why experimental systems perform well with such 

high photovoltages. To conclude, this chapter aimed to clarify assumptions often made about 

pinched-off nanoparticle systems and shed light on interactions that may have been previously 

overlooked. Knowledge of these additional interactions may help optimize future nanoparticle 

devices and more clearly explain observed phenomena.  
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Chapter 7  

Atomistic Characterization and Properties of Nanoscale Metal/Semiconductor Interfaces 

on Water Splitting Photoelectrocatalysts 

7.1 Introduction 

The previous chapter developed models to obtain new insights and design principles for 

photoelectrocatalysts consisting of metal electrocatalyst nanoparticles dispersed on a 

semiconductor. The benefits of nanoparticle electrocatalysts is that they serve to enhance the 

rates of the desired chemical reactions,1–5 improve the system stability,6 and increase light 

absorption in the semicoductor.7–11  Furthermore, the performance of these nanoparticle 

electrocatalyst/semiconductor (np-EC/SC) photoelectrocatalysts is to a large degree governed by 

the interface between the semiconductor and the electrocatalyst. These interfaces govern the 

transfer of photo-excited electrons and holes from the semiconductor to the electrocatalyst and 

therefore govern the generated photovoltage which is one of the critical figures of merit for solar 

water splitting performance.12,13 

 Despite the importance of the np-EC/SC interface, its physical and chemical properties 

are poorly understood and difficult to characterize. The challenge is that the interface is complex 

on atomic and nanoscales, often dynamic under reaction conditions, and inaccessible to direct 

experimental probes. For example, under the conditions of photoelectrocatalytic water oxidation 

reaction, there is a strong thermodynamic driving force to oxidize the interface at the regions that 

are accessible to the reacting electrolyte.14 This driving force can lead to changes to the interface 

relative to the as-prepared material. The atomistic changes to the interface may affect the work 
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function, oxidation state, and catalytic function of the catalyst and semiconductor.15,16 These 

changes can have a profound effect on the performance as described recently in the studies of 

individual electrocatalysts nanoparticles on Si semiconductor.17  

In this contribution we shed light on the complexities associated with the evolution of the 

semiconductor/nanoparticle-electrocatalyst interface under photoelectrochemical water oxidation 

conditions. We do this by focusing on systems that contain planar silicon semiconductor in 

contact with nickel electrocatalysts. These types of Ni/Si systems have been of great interest for 

solar water splitting,6,17–23 but the electronic properties and overall performance have not been 

quantitatively linked to the physical and chemical characteristics of the interface. Herein, we 

demonstrate the critical importance of the EC/SC interface by comparing the interfacial 

properties and the performance of planar Ni/Si systems and nanoparticle Ni/Si systems. We 

observe that under reaction conditions adventitious Ni oxide and Si oxide layers evolve at the 

interface between the Si and Ni nanoparticles. More importantly, we show that these atomistic 

changes to the interface need to be built into any physical model that can even qualitatively 

capture the behavior of these systems. Specifically, we show that the interfacial oxide layers play 

a critical role in (1) minimizing the electron/hole recombination by influencing the charge carrier 

fluxes, (2) increasing the barrier height of the EC/SC junction, and (3) improving the stability of 

the system. The findings show that to capture and optimize the behavior of multifunctional 

EC/SC systems, the atomistic structure of the interface under reaction conditions needs to be 

characterized. These results offer new insights and design principles to optimize the flux of 

charge carriers through EC/SC interfaces which are ubiquitous in photoelectrocatalysis. 
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7.2 Fabrication and Characterization 

7.2.1 Fabrication of Ni Nanoparticles on Si 

We fabricated and analyzed three experimental systems: (1) 5 nm of planar Ni film 

electrocatalyst evaporated on HF-etched Si (pf-Ni/Si), (2) 5 nm of planar Ni film evaporated on 

Si with a native silicon oxide layer (pf-Ni/SiO2/Si), and (3) nanoparticle Ni electrodeposited on 

HF-etched Si (np-Ni/Si). The fabrication of planar systems was described in Chapter 2, while the 

nanoparticle Ni samples were fabricated using electrodeposition similar to previous reports.17,24 

In short, a three electrode setup (Ag/AgCl reference electrode and Pt wire counter electrode) was 

used with a Ni electrodeposition solution consisting of 0.01 M NiCl2 and 0.1 M H3BO3. Before 

electrodeposition, the Si was HF-etched and then stored in water until it was time for fabrication. 

The electrodeposition of Ni nanoparticles occurred chronoamperometry for 5 seconds in which 

the potential was held at -2.3 V vs Ag/AgCl. The fabrication and experimental testing of the np-

Ni/Si samples were performed by Aarti Mathur. 

7.2.2 Electrochemical CVs and Photovoltage 

Each sample was electrochemically tested and the cyclic voltammograms after 30 cycles 

of activation are provided in Figure 7-1 with the full CVs shown in a-c and a closeup of the 

photovoltage in d-f. The data in Figure 7-1a,d show that planar Ni electrocatalyst deposited on 

pristine planar Si (pf-Ni/Si), exhibits poor performance, generating only ~65 mV photovoltage 

under solar illumination. On the other hand, planar Ni electrocatalysts deposited on oxidized Si 

(pf-Ni/SiO2/Si) yielded a higher photovoltage of 230 mV. The data also show that Ni 

nanoparticles Ni electrodeposited on Si (np-Ni/Si) generated a photovoltage of ~480 mV, which 

is comparable with previous literature results.17,24   
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The photo-limited current density for pf-Ni/SiO2/n-Si (20.5 mA/cm2) and np-Ni/n-Si (21 

mA/cm2) are very similar, meaning that the light transmission through the Ni overlayer is 

comparable despite the different architecture. While the Ni nanoparticles cover only about 21% 

of the Si surface, only a small fraction of the light can transmit through the relatively thick (> 40 

nm) nanoparticles. Meanwhile the thin planar Ni (~5 nm) enables a larger fraction of the light to 

transmit through the layer. We also note that the photo-limited current of pf-Ni/n-Si does not 

plateau but instead continues to increase with increasing voltage. This phenomenon is due to the 

significant dark current that the system generates (in addition to the light current) because the 

barrier height is so poor and allows for a significant shunt current. After subtracting the dark 

current, the measured photo-limited current density is 20 mA/cm2, in good agreement with the 

other samples.   

 



 179 

 

Figure 7-1: Cyclic Voltammetry plots after 30 cycles of activation for (a,d) pf-Ni /Si, (b,e) pf-Ni/SiO2/Si, and (c,f) 

np-Ni/Si samples. Both illuminated n-Si and dark electrocatalytic p+-Si are tested for each system architecture. 

These types of plots are used to evaluate the generated photovoltage, the onset potential and the kinetic overpotential 

for each system. It is noted that p+-Si samples are valid controls for evaluating the photovoltage because the 

corresponding p+-Si and n-Si samples each have similar number of Ni active sites as observed by the comparable 

sizes of the Ni oxidation and reduction peaks.  

 

7.2.3  SEM Characterization 

Figure 7-2 shows the scanning electron micrograph (SEM) top-down views of the np-Ni/n-

Si and np-Ni/p+-Si systems after the electrochemical cycling. For the electrodeposited Ni 

nanoparticles on both n-Si and p+-Si, the average nanoparticle radius was 37.5 nm and 43.8 nm 

respectively and the nanoparticle size distributions (Figure 7-2c) are similar, confirming that the 

p+-Si samples are valid electrocatalytic controls for evaluating the photovoltage. The top-down 

SEM images also reveal that around 22% of the Si surface is covered by the Ni nanoparticles. 
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Unlike the nanoparticle systems, the SEM images for the planar samples show minimal features 

indicating that the catalyst is planar and covering 100% of the Si surface (Figure 7-2d).  

 

Figure 7-2: High magnification SEM characterization of (a) np-Ni/n-Si with 30% catalyst coverage, (b) np-Ni/p+-Si 

with 21% catalyst coverage. (c) Size distribution of the nanoparticles which yields an average of 40 nm for np-Ni/n-

Si and 56 nm for np-Ni/p+-Si. (d) Lower magnification SEM characterization for np-Ni/n-Si showing minimal 

defects and 100% catalyst coverage. 

 

7.2.4 Evolution of the Performance Over Time 

We also monitored the performance of these systems over extended potential cycling. The 

data in Figure 7-1a show that under illumination the onset potential of each sample slightly 
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improves as the number of voltage sweeps increases during testing. The onset potential is governed 

by two factors: (1) the system’s generated photovoltage and (2) the electrocatalyst overpotential. 

These two contributions can be deconvoluted by comparing the n-Si and p+-Si data in Figure 

7-3a,b. For all planar and nanoparticle Ni samples, the p+-Si electrocatalytic overpotential 

improves at the same rate as the onset potentials for the n-Si samples, meaning that the generated 

photovoltage for each system is not changing as the function of voltage cycling (Figure 7-3c). As 

discussed in the supplement, the systems experience an increase in catalytic activity as more Ni is 

oxidized and incorporated with Fe ions from the electrolyte during each voltage sweep.25 This 

leads to the observed increase in the onset potential, which is not accompanied with the increase 

in the system’s generated photovoltage. These trends also continue for longer term cycling and 

stability testing (see supplement for details). 

Figure 7-3 show that under illumination the onset potential of each sample slightly 

improves as the number of voltage sweeps increases during testing. The onset potential is 

governed by two factors: (1) the system’s generated photovoltage and (2) the electrocatalyst 

overpotential. These two contributions can be deconvoluted by comparing the n-Si and p+-Si data 

in Figure 7-3a,b. For all planar and nanoparticle Ni samples, the data shows that the p+-Si 

electrocatalytic overpotential improves at the same rate as the onset potentials for the n-Si 

samples. Specifically, both the planar and nanoparticle systems experience an increase in 

catalytic activity as more Ni is oxidized and incorporated with Fe ions from the electrolyte 

during each voltage sweep.25–29 This leads to the observed increase in the onset potential. 

Meanwhile, the data in Figure 7-3c show that the generated photovoltage for each system is not 

significantly changing as the function of voltage cycling (Figure 7-3c). Therefore, the overall 
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improvement of the onset potential over extended cycling is attributed to an increase in the 

catalytic activity rather than any change in the generated photovoltage. 

    

Figure 7-3: (a) Evolution of the onset potentials as a function of increasing voltage sweeps for 1-sun illuminated 

nickel systems and dark catalyst control samples for (a) pf-Ni/Si and pf-Ni/SiO2/Si and (b) np-Ni/Si. (c) 

Photovoltage as a function of voltage sweeps for pf-Ni/Si, pf-Ni/SiO2/Si, and np-Ni/Si systems, defined as the 

difference in onset potentials between illuminated systems and respective dark electrocatalytic controls.  

 

7.2.5 STEM Characterization of the Interfaces 

To understand the significant differences in the measured photovoltage for each system in 

Figure 7-1, we characterized the Ni/Si interface using scanning transmission electron microscopy 

(STEM) cross-sectional imaging.  The STEM image of a representative nanoparticle in Figure 

7-4 shows that the radius of the contact area at the Ni nanoparticle/Si interface is significantly 

smaller than the nanoparticle radius. On average, the actual contact area of the interface is a 

factor of ~2 times smaller than the amount of Si surface that appears to be covered based on the 

SEM images in Figure 7-2. We note that the nanoparticle radius is an important consideration for 

light absorption and transmission, but the contact radius is critically important for the charge 

transfer and recombination at the nanoparticle/semiconductor interface. By combining the SEM 

top-down view with the STEM cross-sectional view, we measure that the actual catalyst contact 

area is approximately 10% of the Si surface 
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Figure 7-4: Cross-sectional STEM image of nanoparticle system demonstrating the difference in the actual contact 

radius compared to the nanoparticle radius. 

 

We also performed elemental mapping of the interfaces for each photoelectrocatalyst 

system. Figure 7-5a,b shows the cross-sectional STEM images for the planar Ni samples after 

OER experimental testing. The data show that in these systems, the Ni atoms at the surface of the 

Ni electrocatalyst that are directly exposed to the electrolyte are oxidized. The electrolyte does 

not penetrate through the Ni film, so the underlying Ni/Si interface remains buried and 

unaffected by the electrolyte. The pf-Ni/Si system exhibits a direct Ni/Si contact without an 

interfacial layer while pf-Ni/SiO2/n-Si exhibits a 1.6 nm thick SiO2 interfacial layer. 

The data in Figure 7-5c show that as-deposited Ni nanoparticles on Si are in metallic state 

with undetectable NiOx. On the other hand, after OER testing, a thin NiOx shell surrounds the Ni 

nanoparticles, forming a core-shell Ni/ NiOx structure. The NiOx shell is formed in-situ as a 
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result of the interaction between the system and the electrolyte under the oxidizing conditions of 

OER.  The cross-sectional images also show that the interface between the Ni and the Si is fully 

oxidized, with layers of SiO2 and NiOx forming during OER. This result contrasts with previous 

reports which generally assume that the interface is a direct Ni/Si contact.17 Comparing the 

images in Figure 7-5c,d shows that the as-deposited and post-testing samples exhibit the same 

SiO2 thickness (~2.3 nm) throughout the system. This indicates that the SiO2 layer is formed 

before Ni electrodeposition when the Si is exposed to air or the electrodeposition electrolyte and 

also demonstrates that the SiO2 is stable (i.e., not growing or being etched) throughout the 

timescale of the experiments (30 voltage sweeps). Meanwhile, the NiOx layer at the interface 

grows from 0 nm to approximately 2.4 nm throughout the experiments, which is comparable to 

the thickness of the NiOx shell surrounding the nanoparticles. 
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Figure 7-5: EDS analysis of the STEM cross sections for (a) Tested pf-Ni/SiO2/n-Si (b) tested pf-Ni/n-Si (c) as-

deposited np-Ni/n-Si, (d) Tested np-Ni/n-Si. 

 

The question is to what extent these atomistic changes impact the performance of the 

Ni/Si photoelectrocatalysts in OER. The changes that can play a significant role in generating a 

photovoltage are: (i) the formation of the interfacial NiOx and SiO2 layers can lead to the change 

in the barrier height, (ii) the formation of the thin SiO2 insulator layers can lead to the change in 
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the flux of energetic electrons and holes across the metal/semiconductor interface, (iii) the 

precise geometry of the interfacial contact area will also modulate the transfer of charge carriers 

across the interface.  

It is important to quantify how these atomistic geometric changes impact the performance 

of the Ni/Si photoelectrocatalysts in OER. The atomistic changes that can play a significant role 

in affecting a photovoltage are:  

(i) The formation of the interfacial NiOx layers can lead to the change in the static barrier 

height between EC and SC. For metal-EC/SC contacts, the equilibration between the 

SC and EC Fermi levels results in an electric potential barrier height that promotes a 

selective transfer of one charge carrier (in this case, holes) while impeding the 

transport of the opposite charge carrier.30 This potential barrier (also known as the 

barrier height), governs the e-/h+ recombination rates and is dependent on the 

properties of the metal/semiconductor interface. A smaller barrier leads to higher 

recombination rates and photovoltage losses.  

(ii) The formation of the interfacial SiO2 layers can also impact the magnitude of the 

barrier height since the direct Si/Ni contacts can lead to formation of Ni silicide or the 

undesired Fermi level pinning due to the creation of direct Ni-Si chemical bonds.  

(iii) The formation of the thin SiO2 insulator layers can also lead to the change in the flux 

of energetic electrons and holes across the metal/semiconductor interface since these 

charge carriers need to tunnel through the insulator to reach the electrocatalyst. This 

also can affect the recombination rates and impact the photovoltage.12,31–34  
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(iv) The geometry of the interfacial contact area will also modulate the transfer of charge 

carriers across the interface, i.e., the rate of the collection of charge carriers by the EC 

is affected by the interfacial contact EC/SC area.35  

7.2.6 Experimental and Modeled Barrier Heights at the Metal/Semiconductor Interface 

To test whether the barrier height is different for the oxidized interface in contact with Ni 

compared to the non-oxidized Si/Ni interface, we performed the Mott-Schottky analysis and light 

intensity variation experiments as detailed in Chapter 2. The pf-Ni/n-Si sample does not have 

enough space charge capacitance to perform the Mott-Schottky analysis, and so the light 

intensity experiments were used to determine the barrier height instead (which is possible 

because there is no insulator layer). The compiled ideality factors and ideal barrier heights from 

these experiments are provided in Figure 7-6. The resulting barrier height for pf-Ni/n-Si (i.e., Si 

in direct contact with Ni) is 0.59 eV which is consistent with previously reported values.17,21 

Such a low barrier height is typically attributed to Fermi level pinning or to the formation of a 

nickel silicide at the interface.36,37 Meanwhile, the ideal barrier height of the planar Ni/SiO2/Si 

was measured to be 0.67 eV. The results demonstrate that the SiO2 interfacial layer significantly 

improves the Mott-Schottky barrier height, probably by physically preventing the formation of 

Ni silicide at the interface.36,37  

It is worth noting that the ideality factor for the pf-Ni/n-Si is close to 1 which is relatively 

common for Schottky contacts,36–38 while the pf-Ni/SiO2/Si systems have an ideality factor of 

~1.7. Therefore, the native oxide layer results in nonidealities which are comparable to the 

nonidealities previously discussed in Chapters 3 through 5. Following previous discussions, 

these nonidealities result in actual barrier heights that are lower than the ideal barrier height 

which is evaluated by the Mott-Schottky equation. However, the enhanced tunneling probability 
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from the SiO2 more than compensates for the lower barrier height to yield a higher photovoltage 

(Figure 7-1). 

 

Figure 7-6: (a) Ideality factors and (b) ideal barrier heights measured from combined Mott-Schottky analysis and 

light intensity experiments for pf-Ni/n-Si and pf-Ni/ SiO2/n-Si. 

 

Due to the heterogeneous nature of the np-EC/SC systems (i.e., a fraction of Si is covered 

by Ni and the rest with the electrolyte), the barrier height cannot be directly evaluated with Mott-

Schottky analysis. The nanoparticle systems are expected to have a similar barrier height to the 

pf-Ni/SiO2/n-Si system because both contain similar SiO2 interfacial layers. As demonstrated 

above, the nanoparticle systems, however, also have a thin interfacial NiOx layer, so we explored 

how the additional oxidation of interfacial Ni atoms under the OER conditions could enhance the 

barrier height. We synthesized planar Si/SiO2/NiOx/Ni systems by oxidizing the Ni layers in the 

planar Si/SiO2/Ni sample and depositing an additional 20 nm thick Ni layer on the NiOx. While 

this system is not identical to the system that contained Ni nanoparticles, the Mott-Schottky 

analysis showed that the barrier height was not enhanced further by the NiOx layer. A control 
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sample of 20-Ni/SiO2/n-Si without the NiOx interfacial layer was also fabricated. The CVs in 

Figure 7-7a in a ferri/ferrocyanide electrolyte shows that the sample with NiOx is highly 

resistive. In contrast, our experimental nanoparticle systems are not resistive, which suggests the 

that the NiOx is not significantly impacting the performance. Figure 7-7b shows the flat-band 

potentials for each system. The presence of interfacial NiOx results in a slightly lower flat-band 

potential, meaning that the effective work function of the NiOx/Ni contact is lower than the pure 

Ni contact. This analysis suggests interfacial NiOx has a negligible or detrimental effect on the 

barrier height of the system. Indeed, such a thin NiOx layer (~2 nm) underneath a >20 nm Ni np 

overlayer is expected to have a negligible impact on the effective work function and barrier 

height of the junction because the thick overlayer tends to dominate the junction characteristics, 

especially when there is considerable interdiffusion between the layers.39 

 

Figure 7-7: (a) CVs in 350/50 mM ferri/ferrocyanide and 1 M KCl electrolyte under approximately 1-sun 

illumination. The curves are corrected for solution resistance and the dark current was subtracted. (b) Measured flat-

band potentials and ideal barrier heights for 20-Ni/2-NiOx /SiO2/n-Si and 20-Ni/SiO2/n-Si. 
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We also note that previous literature has attributed the high photovoltages of nanoparticle 

systems to the so-called, pinch-off effect.35,40 Specifically, it has been proposed that the evolution 

of a high work function NiOx (>5 eV15,41–43) shell surrounding the nanoparticle increases the 

effective barrier height.17,18,23,44,45 To investigate this possibility, we modeled the nanoparticle 

systems with COMSOL finite-element simulations similar to the methods discussed in the 

previous chapter. The primary difference from the modeling in the previous chapter is that the 

high barrier region is now modeled as a thin shell surrounding the nanoparticle rather than as an 

extended region (Figure 6-12). The dimensions of the contact area and shell thickness are based 

on the cross-sectional STEM analysis, and the contact barrier heights are varied based on 

experimental and literature values. We note that the model is designed to capture the upper-

bound on the pinch-off effect by (1) removing all other sources of recombination besides 

recombination under the nanoparticle contact, (2) using the upper limit for the barrier height of 

the oxide shell, and (3) minimizing resistance losses. 

Ni Nanoparticles with radius of 20 nm and 40 nm with a barrier height of 0.6 eV 

(matching the experiment results) were each surrounded by a 10 nm thick NiOx shell with a work 

function of 5.15 eV. This work function yields band bending equal to the band gap of Si which is 

the upper limit, and this was selected to predict the upper limit to the pinch-off effect that could 

be induced by a high work function shell.  
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Figure 7-8: Schematic of the model geometry used for COMSOL simulations. The overall dimensions of the Si is 

1x1 μm, which is big enough to fit the entire space charge region, but small enough to minimize resistance losses. 

The radius of the nanoparticle is 20 or 40 nm with a barrier height of 0.6 eV and each nanoparticle is surrounded by 

a 10 nm thick NiOx shell with a work function of 5.15 eV. The resistivity of the Si is 0.5 ohm-cm which is 

comparable to the experimental Si used in this study. In some models, the shell is reduced to zero to determine how 

the shell impacts the band bending and effective barrier height. The red dashed line marks the axis in which the 

system is rotated with axial symmetry. 

 

The data in Figure 7-9 conduction band edges plotted into the depth of the Si 

semiconductor for each nanoparticle size. For the case of 40 nm radius, the effective barrier 

height is the same for a nanoparticle with a high work function shell and a nanoparticle without 

the shell (i.e., the effective barrier height remains at the non-pinched-off value of 0.6 eV). The 

introduction of the shell only widens the barrier, but the recombination current is governed by 

the height of the barrier, not the width. For the case of the 20 nm radius, the effective barrier 
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height slightly increases by a few mV after adding a high work function shell compared to a 

nanoparticle without the shell. However, this increase is quite negligible and only increases the 

systems generated photovoltage by a few mV, not nearly enough to explain the high performance 

observed experimentally. These results corroborate the results from Chapter 6 in that the pinch-

off effect is expected to have a negligible impact on the effective barrier height and the 

photovoltage generated by these systems. 

Furthermore, we observed no photovoltage enhancement in Figure 7-3c despite the 

extensive oxidation of the Ni nanoparticles, confirming that the NiOx does not significantly 

impact the photovoltage. We can therefore assume that the barrier height in the nanoparticle 

systems is similar to the barrier height in the planar Si/SiO2/Ni systems (~0.67 eV). 

 

Figure 7-9: Conduction band edges plotted into the depth of the Si semiconductor for Ni nanoparticles with (a) 40 

nm radius and (b) 20 nm radius with and without a high work function shell. 

 

To summarize, the compiled results show that: (1) the EC/SC contact area is significantly 

lower than the area covered by the nanoparticles, and only a relatively small fraction of the Si 
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surface (~10 percent) is in the direct contact with the electrocatalysts and (2) in the case where 

the electrolyte can reach the interface, there is a degree of oxidation of the interfacial Ni and Si 

atoms. The presence of the oxides increases the barrier height from 0.59 eV for the pf-Ni/n-Si to 

0.67 eV for pf-Ni/SiO2/n-Si. Furthermore, the presence of the SiO2 insulator at the interface will 

impact the flow of energetic charge carriers, which need to tunnel from the semiconductor to the 

electrocatalyst through the interface.12,34 

7.3 Interfacial Insights from Modeling 

We have developed analytical models to describe how these changes to the nanoparticle 

system impact the overall OER performance. The model is based on the illuminated diode 

equation, in which the relationship between the photovoltage (𝑉𝑝ℎ) and the net current (𝐽𝑛𝑒𝑡) 

through an EC/SC interface is given by the expression:31 

 
|𝑉𝑝ℎ| ≈

𝑛𝑘𝑇

𝑞
[𝑙𝑛

𝐽𝑝ℎ−𝐽𝑛𝑒𝑡

𝐽𝑠
] 

7-1 

Where 𝑛 is the ideality factor, 𝑘 is the Boltzmann constant, 𝑇 is temperature,  𝐽𝑝ℎ is the photo-

limited current density, and 𝐽𝑠 is the dark saturation current which is related to the rate at which 

electrons can migrate to the metal electrocatalyst and recombine with holes. 𝐽𝑠 is a critical 

parameter governing e-/h+ recombination rates and the generated photovoltage. For the initial 

case of a planar metal/semiconductor interface, 𝐽𝑠 can be evaluated using the following 

expression:36 

 
𝐽𝑠 = 𝐴∗𝑇2𝑒𝑥𝑝 (−

𝑞𝜙𝑏

𝑘𝑇
)  

7-2 

 Here, 𝐴∗ is Richardson’s constant, and 𝜙𝑏 is the barrier height which is defined as the difference 

between the silicon conduction band and the effective work function of the metal at the interface 

(see Figure 7-10a).  
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The pf-Ni/n-Si system with direct Ni/Si contact can be modeled using equations 7-1 and 

7-2. In general, the current-voltage curves are modeled by (1) using the experimentally evaluated 

barrier height, ideality factor, and photo-limited current density, (2) plugging equation 2 into 

equation 1, and (3) incorporating the electrocatalytic current which is modeled using the Butler-

Volmer equation.  

Modeling planar systems with interfacial insulator layers or Ni nanoparticle systems 

introduce a few physical changes that need to be introduced in the model. These physical 

changes affect the reverse saturation recombination current. These changes include an increase in 

the barrier height from 0.59 to 0.67 eV due to the presence of the SiO2 at the interface, the lower 

Si/Ni contact area, and the fact that the formation of the Si insulator limits the flow of charge 

carriers which now must tunnel through the insulator. The reverse saturation recombination 

current can be generalized to account for these modifications: 

𝐽𝑠 = 𝑓𝑐𝐴∗𝑇2𝑒𝑥𝑝 (−
𝑞𝜙𝑏

𝑘𝑇
) 𝑒𝑥𝑝(−∝ 𝑑√𝜙𝑒) 

Here, 𝑓𝑐 is the fraction of the semiconductor surface in direct contact with the catalyst (𝑓𝑐 = 1 for 

planar films, 𝑓𝑐 < 1 for nanoparticles). The second exponential term (𝑇𝑡 = 𝑒𝑥𝑝(−∝ 𝑑√𝜙𝑒)) is 

the probability that an electron will tunnel through the insulator where  ∝ is a constant 

approximately equal to 1,46 𝑑 is the insulator thickness, and 𝜙𝑒 is the offset between the insulator 

conduction band and semiconductor conduction band (see Figure 7-10a for illustrations of these 

variables). For bulk SiO2, 𝜙𝑒 exceeds 3 eV, but the actual offset is significantly lower for 

nanoscale SiO2.
47,48 Using previously described methodology,31 we calculate an insulator offset 

of 0.14 eV and a tunneling probability of 0.002 for pf-Ni/SiO2/n-Si with 1.6 nm thick SiO2. We 

incorporate this tunneling probability and other experimental parameters to obtain an excellent 

model fit to the experimental data for pf-Ni/SiO2/n-Si (Figure 7-10b). Assuming the same 
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insulator offset for the np-Ni/Si system with 2.3 nm thick SiO2, we calculate the tunneling 

probability to be ~1×10-4. This means that the SiO2 layer in np-Ni/n-Si decreases recombination 

rates by preventing 99.99% of the electrons from tunneling through the insulator. These results 

are comparable to previous tunneling probabilities obtained for ~2 nm thick SiO2.
46,48,49 

Using the experimental catalyst contact area, barrier height, ideality factor, and tunneling 

probability, we have modeled the I-V curves for np-Ni/Si (see supplement for details). There is 

uncertainty in the modeling based on the standard deviations of the measured experimental 

parameters (particularly the SiO2 thickness), and the upper and lower bounds for the model are 

shown in Figure 7-10c. The experimental I-V curves in Figure 7-10c are within the bounds of the 

model. Therefore, the model captures the critical physical features that contribute to the enhanced 

performance of these complex nanoparticle systems. Such a good fit to the experimental data 

would not be possible without accounting for the interfacial SiO2 layer. Indeed, alternative 

contributions like the pinch-off effect are expected to be negligible, and the COMSOL simulations 

without an insulator layer underpredicts the photovoltage by hundreds of mV. These modeling 

efforts therefore emphasize the critical role of the SiO2, the barrier height and the interfacial 

geometry in these systems. 
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Figure 7-10: (a) Energy band diagram of a nanoparticle-based system that illustrates the key parameters. 

(b,c) Experimental current-voltage forward sweeps overlaid with the corresponding modeled fits for (b) 

pf-Ni/SiO2/Si and (c) np-Ni/Si.  

 

7.4 Conclusions 

Investigating the true nature of the interface between nanoscale catalysts and 

semiconductor light absorbers is of high interest to rigorously understand the performance of 

water splitting devices. We experimentally compared the performance of planar nickel and 

nickel nanoparticle electrocatalysts deposited on Si to determine how both systems evolve over 

time and highlight the importance of the interfaces. Average photovoltages of ~480 mV were 

recorded for nanoparticle systems, compared to 230 mV for planar Ni/SiO2/Si, and only 65 mV 

for planar Ni/Si. STEM and EDS analysis identified the presence of a static 2.3 nm silicon oxide 

at the semiconductor/catalyst interface for nanoparticles before and after testing under OER 

conditions while an NiOx shell surrounds the nanoparticle including at the interface.  

Detailed computational modeling confirms that the presence of an advantageous silicon 

oxide insulator layer serves to enhance the barrier height and provide hole selectivity to 

dramatically improve the photovoltage for nanoparticle systems. STEM and EDS analysis of 

samples before and after testing showed the growth of a nickel oxide shell that gradually 
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increased the catalytically active area but did not significantly impact the barrier height or the 

system’s generated photovoltage.  Instead, our modeling efforts demonstrate that the 

combination of low catalyst/semiconductor contact area and the SiO2 layer are the major 

contributors towards the high performing nanoparticle photoelectrocatalysts. These insights can 

be used to design novel photoelectrocatalysts with improved interfaces and highly stable 

nanoscale catalyst geometry. 
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Chapter 8  

Conclusions and Future Prospects 

8.1 Summary of Results and Key Strategies 

As described in previous chapters, there has been considerable interest in developing MIS 

photoelectrocatalysts throughout the past decade. The initial interest in the introduction of 

insulators was primarily driven by the desire to enhance the stability of various semiconductors 

under corrosive water splitting conditions. In Chapters 3-5, we have described the recent work 

aimed at shedding light on the connections between the introduction of an insulator and the 

performance of MIS systems. This work has allowed us to identify different parameters that play 

critical roles in the performance of these systems. Furthermore, through experimental 

measurements and modeling we have identified the best approaches that can be employed to 

improve the performance of these systems.  

For example, the work in Chapters 3 and 4 on planar Ir/n-Si systems have shown that the 

introduction of an HfO2 insulator and optimizing its thickness results in significantly increased 

photovoltage (in this case by ~160 mV). We also learned that these increases in photovoltage are 

not sufficient to approach the upper performance limits of the flat-band potential (in this case, the 

maximum measured photovoltage was ~150 mV lower than the flat-band potential). We showed 

that these additional loses can be minimized by a combination of improving light absorption by 

the semiconductor (up to 30 mV under 1-sun illumination), removing nonidealities (up to 70 

mV), and incorporating a different insulator with an improved carrier selectivity (up to 150 mV).  
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Chapter 5 introduced several methods to increase the flat-band potential so that higher 

performance limits can be theoretically reached. Leveraging the insights from the modeling, we 

also introduced several strategies such as annealing and varying the insulator composition to 

overcome some of the losses and approach the upper photovoltage limits. 

Chapters 6 and 7 transition from traditional MIS systems to nanoparticle electrocatalysts 

deposited on Si. For these systems, and virtually all photoelectrocatalysts, the atomistic 

interfacial properties are critical for understanding and predicting the performance.  The high 

efficiency of these nanoparticle-based systems has been previously associated with the so-called 

“pinch-off” effect. However, the results in Chapters 6 and 7 demonstrate that an adventitious 

SiO2 insulator layer at the nanoparticle Ni/Si interface may be the primary explanation for the 

good performance of these systems. This means that even these systems behave comparably with 

traditional MIS systems as even an unintentional interfacial insulator layer can significantly 

improve the performance for nanoparticle-based systems. Overall, this combined work highlights 

the importance of the interfaces in driving charge transport and offers design guidelines that are 

broadly applicable to a variety of photoelectrocatalysts.   

8.2 Additional Methods and Considerations to Enhance Performance and Practicality of 

Water Splitting Photoelectrocatalysts 

It is critical to understand how to engineer MIS systems that can approach the upper 

performance limits. This dissertation has focused on the generated photovoltage as the key 

performance metric, but additional performance metrics of importance include the maximum 

power (which is directly related to the overall solar-to-hydrogen efficiency of the system) and the 

onset potential which both have different implications when it comes to optimization.1–3 For 

example, the photocurrent or total light absorption does not have a large impact on the 
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photovoltage because of how is scales with the natural log, but the maximum power scales 

linearly with current (i.e., P=IV). Meanwhile the onset potential includes the contribution from 

photovoltage, but also considers the catalytic overpotential. So even if a photoelectrocatalyst has 

an excellent photovoltage, the onset potential will not be good unless the kinetics are also fast.  

This dissertation has not yet discussed key strategies to increase light absorption in the 

semiconductor, which again is particularly important when considering the overall power and 

efficiency. To maximize light absorption in the semiconductor, there are several useful strategies 

such as texturing the surface, introducing an antireflection coating, and incorporating plasmonic 

metal nanoparticles.4–13 For example, our group demonstrated that by embedding nanoparticle 

electrocatalysts in a semiconductor as opposed to dispersing them on the semiconductor’s 

surface, the light reflection and parasitic light absorption by the metal are minimized.14 In this 

particular example, 150 nm diameter Pt nanoparticles were embedded into p-type Si and the 

system was analyzed for photoelectrochemical HER activity. The embedded nanoparticle system 

increases the light-limited photocurrent by ~24% compared to the non-embedded system and by 

~15% compared to bare Si. Furthermore, this strategy of embedding nanoparticles can introduce 

unique catalytic active sites. A fundamental understanding of the catalysis and measuring rates is 

another important focus in the literature.15–17 Indeed, improving the catalysis is important to 

enhancing the onset potential. Many new electrocatalysts have achieved highly efficient and 

stable water electrolysis,18–25 but in most cases, these electrocatalysts are not integrated with 

semiconductors for solar water splitting.26,27 Significant improvements could be possible with 

more cross-fertilization of ideas between these sub-fields.  

In addition to the management of light reflections and absorption, significant efforts need 

to focus on identifying the physical sources of nonidealities. In general, an insulator introduces 
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additional interfaces which are often sources of defect states that can result in significant charge 

build-up and a voltage drop in the insulator. The presence of these interfacial defect states will 

appear as an ideality factor greater than 1 in these systems. This dissertation (Chapter 5) has 

focused on annealing techniques to remove the defect states.28–33 Another strategy to improve 

interfacial quality is through chemical medication of the Si surface.34–37 In addition to interfacial 

defects, nonidealities can result from image force lowering, barrier height inhomogeneity, 

recombination in the semiconductor depletion region, and field emission.28 While these 

nonidealities may be negligible for some MIS systems, including the ones discussed above, 

removing these sources of nonidealities would require alternative approaches for different 

systems.  

The results in Chapter 4 show that systems incorporating an insulator with improved e-/h+ 

selectivity can generate photovoltages that approach the upper limits. To this end, novel 

insulators with better e- or h+ selectivity, depending on the desired half-reaction, should be 

explored. Indeed, this strategy has been implemented in high-efficiency photovoltaics, and the 

charge carrier selectivity may be improved by introducing dopant ions to the insulator or by 

utilizing alternative transition metal oxides such as MoOx or V2Ox.
38–43 We note that even with a 

perfectly selective insulator, the photovoltage may remain slightly below the flat-band potential 

as other recombination mechanisms (e.g., radiative recombination, Shockley-Read-Hall 

Recombination, or recombination at the back contact) may become dominant and limit the 

performance.28 

Despite the importance of the flat-band potential, only a few studies have explored 

methods to increase it. As discussed in Chapter 5, one method to achieve a higher flat-band 

potential is to increase the doping density of semiconductors, although one must be aware that 
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the doping density can also influence the photocurrent and the minority carrier diffusion length.28 

Furthermore, if the doping density becomes too large, this can introduce alternative 

recombination pathways from field emission and Auger recombination.44 As also discussed in 

Chapter 5, the flat-band potential can also be increased by incorporating metals or metal oxides 

with high (for n-Si) and low (for p-Si) work functions. The methods are based on the simplified 

form of the flat-band potential in which the insulator does not impact the result. However, if an 

insulator has fixed charges at the surface or charges within the bulk, then this can also impact the 

flat-band potential (see equation 4-6). It may be possible to manipulate these charges to improve 

the flat-band potential and increase the overall performance. 

Overall Si has been widely studied for water splitting using a variety of architectures 

including MIS, nanoparticle/Si junction (both studied in this dissertation), p-n junctions, and 

heterojunctions.45,46 A comprehensive comparison of the prospects for these general architectures 

could help guide the field. The key aspects to consider would be performance metrics of 

photovoltage, onset potential, maximum power, and stability while also considering the 

expenses. In terms of expenses, nearly every water splitting study with Si uses monocrystalline 

silicon45 but expenses can be significantly lower using polycrystalline Si. Therefore, it would be 

insightful to explore which of the architectures are most suitable for overcoming the challenges 

of polycrystalline Si such as lower diffusion lengths, grain boundaries, and impurities.47 In terms 

of stability, the perhaps the longest stability has been demonstrated using ALD heterojunctions 

with months of stability.48,49 

So far, this dissertation has only discussed work on specifically protecting and improving 

the Si semiconductor. Moving forward, significant effort should be dedicated to implementation 

of MIS concepts to wider band gap semiconductors. Some groups have studied the performance 
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of MIS architecture for Ni/TiO2/BiVO4
50 and graded MoSx/c-TiO2/GaInP2

51 MIS systems; 

however, the important fundamental concepts of photovoltage, flat-band potential, and barrier 

height were not analyzed. p-type Cu2O (band gap ~2.1 eV) is a suitable option for coupling with 

n-Si in a tandem configuration. Good performance has been achieved by forming pn 

heterojunctions for solar cell and water splitting applications,52–56 but MIS junctions with Cu2O 

have not yet been demonstrated. If high performance can be obtained with pn junctions, then in 

principle high performance can also be obtained with MIS junctions where the work function and 

barrier height are relatively easy to tune using the metal layer. It is important to note that the 

equations and theory used throughout this dissertation apply for systems with high carrier 

mobility in the bulk of the semiconductor. But many wide band gap semiconductors have poor 

carrier mobilities, and so additional recombination mechanisms may need to be considered to 

obtain a complete picture of the MIS system performance. 

8.3 Tandem Systems for Overall Photoelectrochemical Water Splitting 

More research should also focus on incorporating Si into practical tandem water splitting 

systems. So far, the STH efficiency of Si coupled to other wide band gap semiconductors in a 

tandem configuration is below 5%, and the semiconductors are electrically connected with 

wires.57–62 A more integrated design consists of Si in direct contact with a wide band gap 

semiconductor. Attempts at fabricating fully-integrated tandem structures utilizing Si have not 

generated enough voltage to split water63–65 until very recently.45,66 Instead, higher efficiencies 

have been reported using wired designs or Si solar cells.67–69 Besides Si, STH efficiencies 

exceeding 10% have been obtained using wired III/V semiconductors, although these tend to be 

expensive and unstable.70–74 In addition to the costs and the generated photovoltage, important 

considerations for integrated tandem systems are the design of the interfaces between the 
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semiconductors and the light absorption and photocurrent matching between the semiconductors. 

Since Si is the bottom absorber in the tandem configuration, photons will enter the Si through the 

backside, and the high-energy photons will be preferentially absorbed by the wide-band gap 

semiconductor.75 Thus, the photocurrent through Si in the tandem configuration will be 

significantly lower compared to 1-sun illumination used in experiments. Based on the results of 

Chapter 4, the lower photocurrent will only modestly decrease the photovoltage, but this has 

important implications for the total generated power and for current matching with the wide band 

gap semiconductor.76  

Additional factors that need further study and performance improvements to improve the 

economic viability of overall water splitting with tandem structures include stability and 

degradation pathways, the impact of using concentrated sunlight, integration of membranes to 

separate products, integration with state-of-the-art catalysts, and overall reactor design. The 

above discussions and results of this dissertation aim to help achieve the overarching goal in the 

solar water splitting community to develop stable, efficient, and economical tandem 

photoelectrocatalysts to produce abundant hydrogen for sustainable energy storage and 

generation. 
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