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Abstract

In quantum field theories with massless gauge bosons, the conventional formulation of
scattering amplitudes in terms of momentum eigenstates lead to infrared divergences. To
resolve this one should dress charged particles with an infinite number of low-energy (soft)
gauge bosons. These dressings are closely related to the asymptotic symmetries of the the-
ory. The aim of this dissertation is to investigate this relation in detail, and study the
implications of dressings in a quantum field theoretical context in asymptotically flat and
Schwarzschild spacetimes. In particular, the asymptotic symmetry of interest in gravity is
the BMS supertranslation. First, we demonstrate in perturbative quantum gravity that the
dressings facilitate charge conservation by carrying a definite supertranslation charge. We
then use this property to derive dressed states from the charge conservation laws of asymp-
totic symmetries. We develop a unified quantum mechanical framework for the construction
of dressings at the null infinity and the horizon of a Schwarzschild black hole, and show
that the black hole soft hairs are planted on the horizon by dressed particles falling into the
black hole. This framework is then extended to the magnetic parity soft charges of electro-
magnetism and gravity. It is shown that one can construct ’t Hooft line dressings at the
asymptotic boundaries, which are charged under the magnetic large gauge transformations
and the dual supertranslations. Finally, we study the standard and dual supertranslation
charges at the black hole horizon. We find central terms in their algebra in the presence of
singularities in the parameter functions, which hints at further interesting soft structures yet
to be revealed.

xii



Chapter 1

Introduction

1.1 Dressings and the infrared

In quantum electrodynamics (QED), a charged particle may emit an infinite number of low-
energy (or soft) photons with a finite total energy below the energy resolution of detectors.
This gives rise to divergences in the S-matrix elements of real emission processes, which are
referred to as infrared divergences. It was soon shown that the infrared-divergent contribu-
tions can be factored, order by order in the perturbation theory, and exponentiated [2]. The
exponentiation of divergent factors implies that the corresponding S-matrix element van-
ishes as one removes the infrared cut-off. Since any charged particle may emit soft photons,
the S-matrix elements for all processes in QED vanish. While this is problematic, it poses
no problem in physical predictions. In practice, one sums up physically indistinguishable
(inclusive) cross-sections, order by order in perturbation theory, which leads to cancellations
of infrared-divergent factors. The infrared cutoff is replaced by the detector resolutions,
and the inclusive cross-sections are well-defined even after one removes the infrared cut-offs.
This method is referred to as the Bloch-Nordsieck resummation [3], and it is known to also
work in perturbative quantum gravity and for appropriate processes in non-abelian gauge
theories.

Although physically sensible predictions can be made using the Bloch-Nordsieck resum-
mation, it is troubling that the S-matrix in gauge and gravitational theories in the standard
Fock (momentum) basis is not well-defined. Thus, it is natural to ask if this is a feature
deriving from the physical nature of the problem, or whether there exists a formalism in
which the S-matrix can be well-defined. Chung [4] has shown that one can choose coher-
ent states which contain not only charged particles but also an infinite set of photons, and
therefore different from the set of conventional Fock states, superposed in such a way that
the infrared-divergent factors cancel out, leaving the S-matrix elements well-defined. Soon
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afterwards, Kibble [5–7] introduced, based on the asymptotic behavior of charged particle
Green’s functions near the mass shell, a large non-separable space of asymptotic states in
the basis of which the S-matrix can be well-defined as a unitary operator.

Building on their work, Faddeev and Kulish [8] developed a formalism which allows for
the construction of appropriately defined S-matrix elements. This takes into account the fact
that the early and late time dynamics in theories with massless gauge particles cannot be
free. For example, in QED, they observed that there are terms in the interaction Hamiltonian
that arise from the coupling of soft photons to creation or annihilation operators of a charged
particle and give a non-vanishing contribution in the limit t→ ±∞. The proposed solution
was to construct true asymptotic states which include multiple soft particle emissions to all
orders in the coupling constant. Physically, these states describe dressing of the charged
particles by soft photon clouds. The standard Dyson S-matrix between these asymptotic
states is then free of infrared singularities. This Faddeev-Kulish method was extended to
perturbative quantum gravity in [9]. It should be noted that the Faddeev-Kulish construction
is valid in QED only for massive charged particles. In contrast, perturbative quantum gravity
does not suffer from this restriction because of the cancellation of collinear divergences [10].
In this sense, the infrared behavior of gravity is simpler than that of QED.

Studies of the large time structure of gauge and gravitational theories have recently seen
a resurgence following the original work of [11–13] on asymptotically flat spacetimes. In
particular, an important realization has emerged that the infrared sector of these theories
is governed by an infinite dimensional symmetry group generated by large gauge transfor-
mations (LGT) [14–17]. In perturbative gravity, for example, there are infinitely degenerate
vacua which differ by the addition of soft gravitons and are related by spontaneously broken
Bondi-van der Burg-Metzner-Sachs (BMS) symmetries. The infinite number of conservation
laws associated with the BMS supertranslations forbids the transitions between equivalent
vacua, and this is interpreted (for the case of QED see [18,19]) as the reason of the vanishing
of the Fock space S-matrix elements for transitions involving soft gravitons. We have seen
that the Faddeev-Kulish (FK) asymptotic states were introduced to precisely take care of
this problem. Since the Dyson S-matrix is finite between the FK asymptotic states, the ques-
tion that naturally arises is, what is the relation between the FK asymptotic operator which
generates the asymptotic states and the BMS supertranslations? For the aforementioned
interpretation to be valid, it must be that the FK dressings implicitly induce transitions
between the degenerate vacua. This interpretation has been explicitly verified for the case
of QED in [18] and [19]. Related discussions have appeared in [20–22], where the authors
study the factorization of the hard and soft sectors in a scattering experiment, and the re-
lation to BMS transformations, with a special emphasis on the application of their results
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to the black hole information paradox. Also, the relation between the soft and hard sectors
was formulated using information-theoretic tools in [23], see also [24]. Since then, there has
been an extensive analysis of asymptotic symmetries of gauge theories and soft theorems,
see [25–53] for examples of some earlier work.

It is clear that there exists a close relationship between the Faddeev-Kulish dressings,
the asymptotic symmetries and the infrared structures of quantum field theories. It is at
this interface wherein the motivation of this dissertation lies. The Faddeev-Kulish dressings
present a new perspective on the study of long-distance interactions in field theories. The
asymptotic symmetries, while being classical, lead to rich structures in the quantum theory,
and the dressings serve a natural tool to study such structures. Initially, there was hope
that the BMS black hole soft hairs have the potential to resolve the black hole informa-
tion paradox. But since then, there has been various works (see for example [54]) which
show that BMS supertranslations do not have obvious connections to Hawking radiations.
However, there are recent papers [55–57] that suggest soft near-horizon physics can have
nontrivial bearings on the information paradox. We believe that the results presented in this
dissertation is relevant to this active field of research. Let us summarize the contents of this
dissertation below.

In chapter 2, we show that the ill-defined nature of scattering amplitudes in perturbative
quantum gravity is tied to a transition between the degenerate vacua, and demonstrate
how the dressings encapsulate the correct vacuum transition. Moreover, we show that the
cancellation of infrared divergences in perturbative quantum gravity is closely related to the
conservation law of BMS charge. This chapter is based on the paper Asymptotic dynamics
in perturbative quantum gravity and BMS supertranslations with Ratindranath Akhoury and
Uri Kol that has been published in JHEP [58].

In chapter 3, we observe that the dressed states of gravity in scattering amplitudes
act essentially as BMS charge eigenstates. This allows us to re-derive the dressed states by
introducing the BMS charge as a new quantum number. Using this, we prove a conjecture by
Strominger and his collaborators [19] which asserts that BMS symmetry implies cancellation
of infrared divergence. This chapter is based on the paper BMS supertranslation symmetry
implies Faddeev-Kulish amplitudes with Ratindranath Akhoury, published in JHEP [59].

In chapter 4, we explore the possible implications of dressings on the black hole hori-
zon. The degeneracy of vacuum in QED and gravity can be interpreted as the vacuum
containing information encoded by the low-energy photons and gravitons, also referred to as
the soft hair. Building on this, Hawking, Perry and Strominger [60, 61] proposed that the
Schwarzschild black holes carry soft hair, and that this may bear non-trivial implications
on the fate of information stored in evaporating black holes. They showed in the classical
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theory that BMS supertranslation (a subset of the BMS symmetry) leads to a non-trivial
structure on the Schwarzschild horizon, exhibiting low-energy graviton degrees of freedom
localized on the horizon. Along with some of the earlier work (for example [62]), this led to
numerous investigations on the effects of non-trivial diffeomorphisms acting on black hole
horizons [63–85,85–89,89,90]. This structure is actually a characteristic of horizon dressings:
in a quantum field theory, particles falling into the horizon are accompanied by dressings,
and these dressings show up as soft hairs on the horizon. Therefore, deriving the dressings
yields a quantum-field-theoretical handle on the black hole soft hairs, thereby paving the way
to studying microstates responsible for black hole entropy. In order to extend the dressing
construction to curved spacetime, we adopt the work of Jakob and Stefanis [91] to express
the dressing as the Wilson lines. We consider photons in a Rindler spacetime, which can be
viewed as the near-horizon geometry of a Schwarzschild black hole. We obtain the photon
dressings on the Rindler horizon, and noticed that the horizon has the low-energy photon
degrees of freedom analogous to the results of Hawking, Perry and Strominger. Chapter 4 is
based on the paper Soft photon hair on Schwarzschild horizon from a Wilson line perspective
with Ratindranath Akhoury that has been published in JHEP [92].

In chapter 5, we demonstrate that asymptotic particles falling into the black hole leave
behind a soft graviton hair on the horizon, by constructing gravitational dressings on the
black hole horizon in the context of perturbative quantum gravity in a Schwarzschild back-
ground. This extends the result of chapter 4 to gravity, with the crucial difference that we
work directly in a Schwarzschild background instead of a Rindler wedge. To this end, we
quantize the metric perturbation as in [93,94]. We observe that the work of Jakob and Ste-
fanis [91] extends to gravity in flat background without difficulty, and adopt Mandelstam’s
point of view [95] to construct Faddeev-Kulish dressings as gravitational Wilson lines along
the geodesic of a massive, radially infalling scalar matter field. The gravitational Wilson
line in curved background is taken to be a straightforward generalization of that in flat
background, see [9] for instance. It is shown that the dressing thus constructed carries a
definite soft supertranslation charge parametrized by the mass and energy of the matter
particle being dressed, in accordance with the case of flat spacetime. More explicitly, the
dressing operator for a radially infalling particle of mass m and energy E acting on a black
hole state with no hair, creates a black hole with soft hair. This state is characterized by
the energy E and mass m through the ratio m2/E and by the spherical angles on the future
boundary of the future horizon. This should be contrasted with the case of soft hair on the
asymptotic infinities I±, where the corresponding state is labeled by a charge parametrized
only by the momentum of the asymptotic particle (see section 5.1.2). Chapter 5 is based on
the paper Supertranslation hair of Schwarzschild black hole: a Wilson line perspective with
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Ratindranath Akhoury and Sandeep Pradhan, published in JHEP [96].
While the dressings constructed at the leading soft order is relevant for the infrared-

divergent soft factor of scattering amplitudes, to study the infrared-finite part we need
dressings that include corrections due to photons and gravitons that are in the subleading
soft order. This is of great importance since it is relevant to physical predictions. The
main obstacle to constructing such dressings is that the leading and subleading charges of
the asymptotic symmetry do not commute, and therefore one cannot have simultaneous
eigenstates of both. In chapter 6, we observe that by working to first order in the coupling
constant, we can construct dressed states that behave as eigenstates of the leading and
subleading charges in scattering amplitudes. Using these corrected dressed states, we show
that that the infrared-finite parts of scattering amplitudes are in agreement with the cross-
sections used in experiments. This is an important consistency check of the dressed-state
formalism. Moreover, we show that there is no tree-level radiation of low-energy photons and
gravitons. Chapter 6 is based on the paper Subleading soft dressings of asymptotic states in
QED and perturbative quantum gravity with Ratindranath Akhoury, published in JHEP [97].

In the construction of Schwarzschild gravitational dressings in chapter 5, we observe that
only the electric parity gravitons contributes to the horizon structure; the magnetic parities
cancel out by themselves in a very non-trivial way. This issue is related to dual supertransla-
tion [98–100], which has gained a lot of attention recently [101–115] as a “magnetic” dual of
the BMS supertranslation. The electromagnetic duality of the vacuumMaxwell theory is bro-
ken in quantum electrodynamics with only electric sources. However, recent works [116,117]
have shown that this duality is regained, even in the absence of magnetic monopoles, for
the asymptotic states which include the soft electric and magnetic modes. In a theory with
electrically and magnetically charged particles, Strominger [32] has obtained the magnetic
corrections to the usual soft photon theorems and explicitly constructed the charges which
generate the magnetic large gauge transformations. A number of interesting questions, how-
ever, need to be further explored. Is the theory of electric and magnetic charges infrared
finite? Are Strominger’s magnetic soft photon theorems [32] exact? In chapter 7, we aim
to address these issues. Our approach is to construct the dressings which are charged under
magnetic LGT in electrodynamics and under dual supertranslations in perturbative quan-
tum gravity. First, working within the framework of a quantum field theory of magnetic
and electric charges formulated by Blagojević and collaborators [118–120], we construct the
asymptotic states of the magnetically charged particles by diagonalizing the asymptotic three
point interaction potential of these with the photon. We emphasize that the field theory for-
mulation of [118–120] is used only in the spirit of an effective field theory to determine the
structure of the asymptotic three-point interaction. This construction at large times is non-
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perturbative, since the states can also be derived by other non-perturbative methods, such
as writing Wilson line dressings or building eigenstates of the soft charge associated with the
asymptotic symmetry. These methods give identical results (see [19, 59, 91]). Later in the
chapter, we use only the second method for gravity. Having obtained the asymptotic states,
we then show that the soft photon dressing associated to these states can be written as a
’t Hooft line operator along the asymptotic trajectory of the magnetically charged particle.
By direct computation, we demonstrate that the ’t Hooft line dressings are charged under
the magnetic LGT while neutral under electric LGT. This is in contrast to the dressings for
electrons [8], which can be written as a Wilson line [91] and are charged under electric LGT
while neutral under magnetic LGT. The construction of the ’t Hooft line dressing parallels
the treatment of electrically charged particles and this acts on the Fock states to create
coherent states. The infrared finiteness of the quantum field theory of electric and mag-
netic charges is then manifest. The construction also makes clear that the leading magnetic
dressings, just like their electric counterparts, are exact as was conjectured by Strominger
in [32]. The ’t Hooft line interpretation of the dressing allows us to extend the construction
to perturbative quantum gravity. We construct gravitational ’t Hooft line dressings that are
charged under dual supertranslations but carry zero BMS supertranslation charge. Again,
this is to be contrasted with gravitational Wilson line dressings, which are charged only un-
der supertranslations. In gravity, we have no magnetic counterpart of the graviton coupling
to the energy-momentum tensor. Thus, there are no particles that carry dual supertransla-
tion charge, and hence no issue regarding infrared divergences. We study the algebra of dual
supertranslation charges and the ’t Hooft line dressings for smooth parameter functions on
the sphere. Chapter 7 is based on the paper Magnetic soft charges, dual supertranslations,
and ’t Hooft line dressings with Ratindranath Akhoury, published in PRD [121].

Both the LGT and the BMS supertranslation charges are parametrized by a function
on the sphere. This is true both for charges on null infinities and charges on the horizon.
When this function is smooth, the algebra of standard and dual soft charges are known to be
abelian. In electromagnetism, it has been shown by two independent groups [116, 117] that
the algebra of charges bears a central term when the parameter function has singularities. In
chapter 8, we extend this result to gravity on the Schwarzschild horizon. In the presence of
a black hole, the future null infinity by itself does not form a Cauchy surface (in the absence
of massive particles), and should be augmented by the future Schwarzschild horizon H+.
Accordingly, the supertranslation charge obtains a contribution from the horizon. Using the
first-order formalism of gravity to compute the horizon standard and dual supertranslation
charges [108, 109], we derive that the horizon charge algebra exhibits a central term in the
presence of poles in the parameter function. We discuss possible physical implications of
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such terms in the algebra, by drawing analogy to electromagnetism. Chapter 8 is based on
an ongoing project with Ratindranath Akhoury and Malcolm Perry.

We end this introduction with a brief review of the two cornerstones of this dissertation:
Faddeev-Kulish dressings of gravity and BMS supertranslation.

1.2 Dressings of perturbative quantum gravity

In this section, we review how the dressed states (and dressings) arise in perturbative quan-
tum gravity around asymptotically flat spacetimes arise. The construction is very similar to
the case of gauge theories [8]. The main reference is [9]. Throughout this section we work
in the leading soft approximation, the eikonal limit, when the spin of the matter particles
does not play a role. Thus, our results are equally valid for scalars, fermions, and gravitons;
however, to be specific, we explicitly work with a massive scalar field ϕ coupled to gravity.

We expand around flat space gµν = ηµν + κhµν where ηµν = diag(−1, 1, 1, 1) and κ2 =
32πG. In this expansion, hµν is the graviton field. We choose to work in the harmonic gauge
(also known as the de Donder gauge)

∂µhµν −
1
2∂νh = 0. (1.1)

The Lagrangian of the theory assembles into the form

L = Lϕ + Lh + Lint, (1.2)

where we have the free-field Lagrangians of the matter field ϕ and the graviton hµν ,

Lϕ = −1
2∂

µϕ∂µϕ−
1
2m

2ϕ2 (1.3)

Lh = −1
2∂αhµν∂

αhµν + 1
4∂αh∂

αh (1.4)

as well as the leading-order interaction Lagrangian

Lint = κ

2

[
hµν∂µϕ∂νϕ−

h

2
(
∂µϕ∂µϕ+m2ϕ2

)]
. (1.5)

Here h = ηµνhµν = hµµ is the trace. It is sufficient to include only cubic interactions, since it
has been shown in [9,10] that interactions at quadratic and higher order in the graviton field
play no role in the infrared structure of the theory. One can read off the graviton propagator
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to be

1
2I

µνρσ i

(−k2 + iε) (1.6)

where Iµνρσ = ηµρηνσ + ηµσηνρ − ηµνηρσ. The hϕϕ vertex rule, with scalar momentum p

flowing in and p′ flowing out is

iκ

2
[
pµp′ν + pνp′µ − ηµν

(
p · p′ +m2

)]
(1.7)

The fields ϕ(x) and hµν(x) can be expanded in harmonic modes

ϕ(x) =
∫
d̃3p

(
b(p)eip·x + b†(p)e−ip·x

)
, (1.8)

hµν(x) =
∫
d̃3k

(
aµν(k)eik·x + a†µν(k)e−ik·x

)
, (1.9)

where we have employed the shorthand notation

d̃3p = d3p

(2π)32ωp
, d̃3k = d3k

(2π)32ωk
, (1.10)

with ωp =
√
|p|2 +m2 and ωk = |k|. With our choice of normalization (which is different

from [9]), the creation and annihilation operators obey the commutation relations

[
b(p), b†(p′)

]
= (2π)3(2ωp)δ3(p− p′), (1.11)[

aµν(k), a†ρσ(k′)
]

= 1
2Iµνρσ(2π)3(2ωk)δ3(k− k′), (1.12)

where Iµνρσ ≡ ηµρηνσ + ηµσηνρ − ηµνηρσ. We define the physical states as the subset of all
the states in the Fock space that obey the gauge condition (1.1). The gauge condition (1.1)
translates into the Gupta-Bleuler constraint on the Fock space

(
kµaµν(k)− 1

2kνa
µ
µ(k)

)
|Ψ〉 = 0 for all physical Fock states |Ψ〉. (1.13)

In the following we discuss the construction and properties of physical asymptotic states.
Now we consider the interaction potential, namely

V (t) = −κ2

∫
d3x

[
hµν∂µφ∂νφ−

h

2
(
∂µφ∂µφ+m2φ2

)]
. (1.14)
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Using the expansions for hµν and φ, we get

V (t) =− κ

2

∫
d̃3p d̃3q d̃3k

(
aµν(k)eik·x + a†µν(k)e−ik·x

)
×
(
ipµb(p)eip·x − ipµb†(p)e−ip·x

) (
iqνb(q)eiq·x − iqνb†(q)e−iq·x

)
. (1.15)

The second term in the integrand of (1.14) does not contribute since p2 + m2 = 0. Due to
the Riemann-Lebesgue lemma, for |t| → ∞ this potential effectively becomes

Vas(t) =− κ
∫
d̃3p d̃3k

pµpν
2p0 ρ(p)

(
aµν(k)ei

k·p
p0 t + a†µν(k)e−i

k·p
p0 t
)

(1.16)

where ρ(p) ≡ b†(p)b(p). Then for |t| → ∞ the asymptotic Hamiltonian is Has = H0 + Vas,
withH0 denoting the Hamiltonian for the free fields. The asymptotic time evolution operator
solves

i
d

dt
Uas(t) = Has(t)Uas(t) (1.17)

To solve for Uas, let us define the function

Z(t) = eiH0tUas(t). (1.18)

In terms of Z, the time evolution equation takes the form

i
d

dt
Z(t) = Vas(t)Z(t), (1.19)

for which we obtain the solution

Z(t) = T exp
(
−i
∫ t

Vas(τ)dτ
)

= e−R(t)eiΦ(t). (1.20)

Here we have the two commuting operators R(t) and Φ(t), defined as

R(t) = i
∫ t

Vas(τ)dτ, (1.21)

Φ(t) = i

2

∫ t

dτ
∫ τ

ds [Vas(τ), Vas(s)]. (1.22)
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Plugging in our expression (1.16) for Vas, we obtain

R(t) = κ

2

∫
d̃3p d̃3k ρ(p)p

µpν

p · k

(
a†µν(k)e−i

p·k
ωp
t − aµν(k)ei

p·k
ωp
t
)
, (1.23)

Φ(t) = − κ2

16(2π)3

∫
d̃3p d̃3p′ : ρ(p)ρ(p′) : 2(p · p′)2 −m4√

(p · p′)2 −m4

∫ t dτ

|τ |
. (1.24)

At large times t → ∞, eiΦ(t) is a divergent phase (that is related to Coulomb phase) and
e−R(t) is an operator that carries an infinite number of soft gravitons. That the large-time
interaction Hamiltonian induces an infinite number of soft graviton operators implies that
the asymptotic state space Has should be defined in terms of the space of Fock states HF as

Has = eR(t)HF, (1.25)

where t, the asymptotic time, is taken to be very large. For QED [8] and for gravity [9],
it was shown that this asymptotic space has a number of important properties including
gauge invariance (linearized general coordinate invariance). However, recent works [14, 15]
have clarified that the gauge invariance is only with respect to small gauge transformations.
Large gauge transformations, or those that do not reduce to the identity at time-like and
null infinity, are instead symmetries of the system. Among these, the ones relevant for us
are the BMS supertranslations. The space of asymptotic states is divided into superselection
sectors, each labeled by a BMS charge.

We note that there is a 3-graviton interaction vertex in perturbative quantum gravity,
so the gravitons are dressed as well. Since the leading soft approximation is not sensitive to
spin of the particle, the dressings for gravitons are the same as those for massless scalars.

1.3 BMS Symmetry

The group of BMS (named after Bondi, van der Burg, Metzner and Sachs) transformations
form the asymptotic symmetry group of gravity in asymptotically flat spacetimes [11, 12].
Not only does it contain the Poincaré transformations, but it also includes a novel diffeo-
morphism called the supertranslation. Since supertranslations are intimately related to the
gravitational dressings of perturbative quantum gravity, we explore in this section how su-
pertranslation arises as the asymptotic symmetry of the asymptotically flat spacetime. The
main reference for this section is [1].

Let us begin with the simplest example of an asymptotically flat metric, the Minkowski
metric. An asymptotic boundary of this spacetime is the future null infinity I+, with the
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future and past boundaries I+
+ and I+

− respectively. I+ is a three-dimensional manifold
parametrized by the retarded time u = t− r and the angular coordinates. To get to I+, one
takes the limit r → ∞ while keeping u fixed. In the retarded set of coordinates (u, r, xA),
where we use the capital Latin letter A,B, . . . to denote angular indices, the Minkowski
metric takes the form

ds2 = −du2 − 2dudr + r2γABdx
AdxB. (1.26)

Here γAB is the metric on the unit sphere; for instance in the standard spherical coordinates
xA = (θ, φ),

γAB =
1 0

0 sin2 θ

 . (1.27)

Now, let us turn to the asymptotically flat spacetimes. What coordinates should we use
to parametrize their asymptotic boundaries? Let us demand that we retain a nice set of
coordinates (u, r, θ, φ) that we used for Minkowski spacetime. First, we want a constant-u
surface to be a null hypersurface, that is, it is everywhere tangent to a light cone. This
implies that the normal vector ∇µu should be null, that is,

∇µu∇µu = guu = 0. (1.28)

Next, we want the angular coordinates to be constant along any light ray. This implies that
given a light ray defined by the tangent ∇µu, angular coordinates are orthogonal in the sense
that

∇µu∇µx
A = guA = 0. (1.29)

Notice that these two conditions that we impose on the coordinates fix three (out of ten)
components of the inverse metric to zero:

gµν =


0 gur 0
gur grr grA

0 grB gAB

 . (1.30)

By direct computation, one can observe that this is enough to fix three components of the
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metric grr = grA = 0,

gµν =


guu gur guA

gur 0 0
guA 0 gAB

 , (1.31)

as well as fix gAB and gAB to be inverses of each other.
Finally, we want r to represent the luminosity distance. In terms of the metric, this

property translates to

∂r det
(
gAB
r2

)
= 0. (1.32)

Since (1.31) is to be an asymptotically flat metric, we want gAB to reduce to r2γAB at large
r, which implies the large-r expansion

gAB
r2 = γAB + 1

r
CAB +O(r−2) (1.33)

for some symmetric two-dimensional tensor CAB that is a function of u and xA. Using
this expansion and the identity detM = exp tr lnM , one finds that the luminosity distance
condition (1.32) reduces to tracelessness of CAB,

γABCAB = 0. (1.34)

Metrics that satisfy grr = grA = 0 as well as (1.32) (or (1.34)) are said to be in the Bondi
gauge. Einstein’s equations require the metric in Bondi gauge to have the large-r expansion

ds2 = −du2 − 2dudr + r2γABdx
AdxB

+ 2mB

r
du2 + rCABdx

AdxB + UAdudx
A + · · · , (1.35)

where mB(u, xA) is called the Bondi mass aspect, and UA(u, xB) is a function that can be
fixed in terms of CAB by demanding some fall-off conditions on the Weyl tensor. These set
of coordinates (u, r, xA) are often referred to as the Bondi coordinates.

Now that we have the asymptotically flat metric on I+, let us see which diffeomorphisms
ξ leave this structure invariant. Since we are interested in seeing something other than
Poincaré transformations, let us exclude rotations and boosts. Recalling that rotation and
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boost generators are of the form x[µ∂ν], we restrict

ξu, ξr ∼ O(1), ξA ∼ O(r−1). (1.36)

This leaves us with translation-like transformations. Since we want to stay in the Bondi
gauge, we demand that Lξgrr = LξgrA = 0 and γABLξgAB = 0. This is enough to fix the
components of the vector field ξ at leading order in large r,

ξµ∂µ = f∂u + 1
2D

2f∂r −
1
r
DAf∂A, (1.37)

where f is a function on the unit sphere, DA denotes covariant derivative on the unit sphere
(and thus is compatible with γAB), DA = γABDB, and D2 = DADA.

We have identified the translation-like diffeomorphisms ξ that retain the structure of
asymptotically flat spacetimes, that are parametrized by a function f on the sphere. One
finds that they are abelian at large r, in the sense that the Lie bracket of two such diffeomor-
phisms vanishes as r → ∞. So, what are these transformations? It is instructive to write
the vector field ξ in spherical coordinates,

ξµ∂µ = f∂u + 1
2L2f∂r −

1
r
∂θf∂θ −

1
r sin2 θ

∂φf∂φ. (1.38)

Here we have used D2 = −L2, where L2 is the angular momentum operator. Taking f(xA)
to be the four lowest spherical harmonics (up to constant normalization)

Y 0
0 = 1, Y 0

1 = cos θ, Y ±1
1 = sin θe±iφ, (1.39)

we find that

ξ(Y 0
0 ) = T0, ξ(Y 0

1 ) = −T3, ξ(Y ±1
1 ) = −(T1 ± iT2), (1.40)

where T0 = ∂t and Ti = ∂i are the space and time generators respectively, with t = u + r.
Therefore, the l = 0, 1 partial waves of f(xA) generate spacetime translation. Since f(xA)
can be a generic function on the sphere, it also contains higher order partial waves,

f(xA) =
∞∑
l=0

l∑
m=−l

flmY
m
l (xA). (1.41)

Therefore, the diffeomorphism generated by ξ can be thought of as a generalization of space-
time translations, and is referred to as BMS supertranslation in the literature. There is an
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infinite number of supertranslation generators, one for each spherical harmonic.
While our analysis was done on the future null infinity I+, one can follow a similar line of

reasoning to obtain supertranslation on the past null infinity I−. These two supertranslations
are closely related. The charge at I+ can be written as an integral over the past boundary
I+
− ,

Q+
f+ = 1

4πG

∫
I+
−

dΩ f+mB, (1.42)

while at I− it can be written as one over the future boundary I−+ ,

Q−f− = 1
4πG

∫
I−+
dΩ f−mB. (1.43)

For the scattering problem in general relativity to be well-defined, the charge must be con-
served in the sense that

Q+
f+ = Q−f− , f+ = f−|antipodal. (1.44)

Here the two parameter functions f+ and f− are to be antipodally matched. This is usually
implicit in most computations in the literature, and therefore one uses a single f for both
null infinities. In perturbative quantum gravity, this conservation law becomes [14]

Q+
f S − SQ−f = 0, (1.45)

where S is the S-matrix operator. This conservation law plays a central role in the relation
between dressings and supertranslation charges.

There exists an extension of the BMS symmetry called the BMS superrotations. Just
as supertranslations are generalizations of translations, superrotations can be thought of as
generalizing boosts and rotations. There are, however, complications to this generalization
as superrotations are known to change the structure of the metric (1.35) (and hence the
need for extension of BMS symmetry). We come back to superrotations in the context of
subleading soft theorems in chapter 6.

There is an asymptotic symmetry transformation of gravity that is not a diffeomorphism,
which goes under the name of dual supertranslation (see [98–100]). The relationship between
standard and dual supertranslation is parallel to that between the LGTs of electric and
magnetic charges in electromagnetism. We discuss dual supertranslations in chapters 7 and
8.
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Chapter 2

BMS Supertranslations and
Gravitational Dressings

2.1 Physical asymptotic states for gravity

Kulish and Faddeev have constructed physical asymptotic states in QED [8], following the
works of Chung [4] and Kibble [5]. The physical asymptotic states (dressed states) were
constructed by dressing the incoming and outgoing states with a coherent cloud of photons.
This formalism has been used in [9] to construct asymptotic states in gravity, which involve
coherent clouds of gravitons. In this chapter, we demonstrate that the these dressed states
facilitate charge conservation by carrying a definite BMS supertranslation charge. We start
with a brief overview of the work done in [9] and provide generalizations that are relevant
to our discussion.

As reviewed in chapter 1, the Faddeev-Kulish formalism was used in [9] to construct an
operator eR(t) that projects the Fock space HF into the space of asymptotic states Has

eR(t)HF = Has. (2.1)

The anti-Hermitian operator R(t) is given by

R(t) = κ

2

∫
d̃3p d̃3k ρ(p)p

µpν

p · k

(
a†µν(k)e−i

p·k
ωp
t − aµν(k)ei

p·k
ωp
t
)
, (2.2)

where t, the asymptotic time, is taken to be very large and ρ(p) = b†(p)b(p) is the num-
ber operator of the scalar particle. For QED [8] and for gravity [9], it was shown that this
asymptotic space has a number of important properties including gauge invariance (linearized
general coordinate invariance). However, recent works [14, 15] have clarified that the gauge
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invariance is only with respect to small gauge transformations. Large gauge transformations,
or those that do not reduce to the identity at time-like and null infinity, are instead symme-
tries of the system. Among these, the ones relevant for us are the BMS supertranslations.
The space of asymptotic states is divided into superselection sectors, each labeled by a BMS
charge which is explicitly constructed in section 2.4.

The operator R(t), however, exhibits some properties which make it unfavorable to work
with. For example, it does not preserve the Gupta-Bleuler condition (1.13):

[
R(t), kµaµν(k)− 1

2kνa
µ
µ(k)

]
6= 0. (2.3)

To resolve this, we note that only the low energy behavior of R(t) defines the space Has, and
introduce another operator Rf of the form:

Rf = κ

2

∫
d̃3p d̃3k ρ(p)

(
fµν∗(p, k)a†µν(k)− fµν(p, k)aµν(k)

)
, (2.4)

which is characterized by an infrared function fµν(p, k). This function is different in different
superselection sectors, but its form is restricted as we show now. One restriction comes from
the fact that eR(t) and eRf must describe unitarily equivalent spaces, i.e.,

eRfHF = eR(t)HF = Has.

The constraints arising from these, which are discussed in [9] and in appendix A, make it
convenient to write fµν(p, k) in a form analogous to that of QED in [8], which reads

fµν(p, k) =
[
pµpν
p · k

+ cµν(p, k)
ωk

]
φ(p, k) (2.5)

with some function cµν(p, k), where φ(p, k) is a smooth function such that φ→ 1 as k → 0.
This form is useful to work with, because it separates the two terms that play distinct roles:
the first term is responsible for mapping Fock states into asymptotic states and, as we see
later in this chapter, the second term parametrizes the superselection sector.

We note that since we have not restricted the form of cµν(p, k) yet, the expression (2.5)
is still general. Depending on how we parametrize cµν(p, k), however, (2.5) might not be
compatible with some possible forms of fµν(p, k). For example, if we demand that cµν(p, k)
does not contain terms proportional to pµpν , then (2.5) becomes incompatible with certain
parametrizations, such as the one used in [9]. However, since we use explicit parameterization
only as an example, our results are valid in general.

With the new operator Rf , we demand that the physical asymptotic states be subject to
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the Gupta-Bleuler condition (1.13), which implies
[
Rf , k

µaµν −
1
2kνa

µ
µ

]
= 0, (2.6)

or,

kµfµν = kµcµν
ωk

+ pν = 0. (2.7)

There are additional constraints on the function fµν , or equivalently, on cµν arising again
from the fact that eR(t) and eRf define unitarily equivalent spaces. In appendix A we show
that, to leading order in k, these constraints are

c∗µν(p, k) = cµν(p, k) (2.8)

cµν(p, k)Iµνρσcρσ(p′, k) = 0 for all p and p′. (2.9)

Subleading corrections to (2.8)-(2.9) only rescales the operator eRf by a positive finite con-
stant, and we could therefore absorb them in the normalization of the state.

With a cµν that satisfies (2.7)-(2.9), the graviton cloud operator eRf properly gives us
the asymptotic states

|Ψas〉 = eRf |Ψ〉 , (2.10)

where |Ψ〉 denotes Fock states of the matter fields. It is convenient to interpret eRf as an
operator that dresses each scalar with its own cloud of gravitons. Indeed, this is seen most
clearly by commuting eRf through the scalar operators using [b(p), ρ(p′)] = (2π)3(2ωp)δ3(p−
p′)b(p). In this way we obtain, for example

eRf b†(p1)b†(p2) |0〉 = eRf (p1)b†(p1)eRf (p2)b†(p2) |0〉 , (2.11)

where
Rf (p) = κ

2

∫
d̃3k

(
fµν(p, k)a†µν(k)− fµν(p, k)aµν(k)

)
. (2.12)

One can parameterize the c-matrix as the following to exclude terms proportional to
pµpν ,

cµν(p, k) = a1q(µpν) + a2qµqν , (2.13)

where q(k) is some four-vector and a1, a2 are coefficients to be determined.1 This parame-
1We have used the following notation for the symmetric combination q(µpν) ≡ qµpν + qµpν .
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terization is similar to the one used in [18] for the case of QED. The gauge constraint (2.7)
then fixes the coefficients to be

a1 = − ωk
k · q

and a2 = −k · p
k · q

a1 , (2.14)

and therefore we have
cµν(p, k) = ωk

k · q

[
k · p
k · q

qµqν − q(µpν)

]
. (2.15)

The constraint (2.9) then reads

cµν(p, k)Iµνρσcρσ(p′, k) = ω2
k

(k · q)2 q
2
[

(k · p)
(k · q)q − p

]
·
[

(k · p′)
(k · q) q − p

′
]

= 0, (2.16)

and can be satisfied identically only if q is a null vector q2 = 0. In addition, since rescaling
q by a constant does not affect (2.15), we can assume that the time component of q is 1
without any loss of generality. As we see later, the null vector q parameterizes the space of
superselection sectors, and the combination

cµν(p, k)ε±µν(k), (2.17)

where ε±µν(k) are the transverse, traceless physical polarization tensors of graviton,

kµε±µν(k) = 0 and ηµνε±µν(k) = 0, (2.18)

is related to the conserved charge under BMS symmetry transformations. The BMS charge
therefore characterizes the superselection sector. A similar conclusion was drawn for QED
in [18]. In [9], the choice cµν(p, k)ε±µν(k) = 0 was made. This choice can be realized by (2.15)
with qµ = (1,−k̂) and corresponds to a vanishing BMS charge.

The harmonic gauge condition (1.1) does not fix the gauge completely. BMS transfor-
mations parameterize the residual leftover gauge freedom [11,12,14,15], which is given by

hµν → hµν + ∂µλν + ∂νλµ, (2.19)

with the gauge parameter λµ satisfying the wave equation

�λµ = 0, (2.20)

We review this in section 2.2. Here it is worth noting that under this residual gauge freedom
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the infrared function fµν transforms as

fµν(p, k) → fµν(p, k) + k(µλν) − (k · λ)ηµν , (2.21)

with k2 = 0, which is also implied by equation (2.7). It was shown in [9] that the action of
eRf on a matter Fock state |Ψin〉 is invariant under (2.21) for small gauge transformations.
In the subsequent sections, we scrutinize how the BMS transformation, in particular the
supertranslation, plays a role in the context of the asymptotic states.

We would now like to show that the S-matrix elements in the basis (2.10)

〈Ψas
out| S |Ψas

in〉 = 〈Ψout| e−RfSeRf |Ψin〉 , (2.22)

are free of IR divergence. This has been shown in [9] for a process between single-scalar
asymptotic states using a specific choice of cµν . In appendix B, we present a generalization
of this result; we show that the divergences cancel for a process between asymptotic states
with arbitrary number of scalar particles to all orders in the perturbative expansion, provided
that the c-matrices satisfy, to leading order in the momentum k,

∑
j∈out

c(out)
µν (pj, k) =

∑
i∈in

c(in)
µν (pi, k), (2.23)

where “in" and “out" denote the set of incoming and outgoing scalar particles, respectively.
We briefly describe these results now.

First, note that from the work of Weinberg [2] we know that the amplitude M of a
process can be decomposed into

M = 〈Ψout| e−RfSeRf |Ψin〉 = AvirtM′, (2.24)

where Avirt is the IR-divergent contribution of virtual gravitons andM′ is the remainder of
the amplitude. In (B.80) we show that

M′ = AcloudM̃, (2.25)

where M̃ is the IR-finite part of the amplitude and Acloud is the divergent factor coming
from interactions that involve graviton clouds. The latter has the form

Acloud = (Avirt)−1e−aC , (2.26)
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where a is a positive constant, and

C ≡
∫ d3k

ω3
k

ctot
µν I

µνρσctot
ρσ with ctot

µν =
∑
j∈out

cµν(pj, k)−
∑
i∈in

cµν(pi, k). (2.27)

The factor e−aC derives solely from the interactions between graviton clouds. Since we have
the same c-matrices for both the incoming and outgoing states, by (2.9) the integrand of
(2.27) vanishes and C = 0. If we use different c-matrices, for instance cµν for incoming and
c′µν for outgoing states, then (2.27) readily generalizes to the same expression for the integral
with

ctot
µν =

∑
j∈out

c′µν(pj, k)−
∑
i∈in

cµν(pi, k). (2.28)

If the condition (2.23) is not met, then C exhibits IR divergence and the amplitude vanishes.
Therefore to obtain a non-zero amplitude, (2.23) must be satisfied and C = 0. It is worth
noting that subleading corrections in the momentum k to equation (2.23) are finite and can
therefore be absorbed in the normalization of the states. The amplitude thus becomes

M = AvirtAcloudM̃ = Avirt(Avirt)−1e−aCM̃ = M̃, (2.29)

which is IR finite.

2.2 The BMS group

2.2.1 Asymptotically flat spacetime

In this section we review the structure of asymptotically Minkowski geometry and BMS
transformations. We follow closely the works of [14,15].

Let us first define the retarded system of coordinates, which is related to the Cartesian
system by

r2 = x2
1 + x2

2 + x2
3, u = t− r, z = x1 + ix2

r + x3
. (2.30)

The inverse relations are given by

t = u+ r , x = rx̂ = r

1 + zz̄
(z + z̄, i(z̄ − z), 1− zz̄) . (2.31)
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The flat Minkowski metric is then given by

ds2
0 = −dt2 + dx2

1 + dx2
2 + dx2

3

= −du2 − 2dudr + 2r2γzz̄dzdz̄ ,
(2.32)

where
γzz̄ = 2

(1 + zz̄)2 (2.33)

is the round metric on the unit S2.
Asymptotically flat metrics have an expansion around future null infinity (r =∞), whose

leading order terms are given by

ds2 = ds2
0

+ 2mB

r
du2 + rCzzdz

2 + rCz̄z̄dz̄
2 − 2Uzdudz − 2Uz̄dudz̄

+ . . . ,

(2.34)

where
Uz = −1

2D
zCzz , Uz̄ = −1

2D
z̄Cz̄z̄ , (2.35)

and the dots denote higher order terms. The Bondi mass aspect mB and the radiative data
Czz, Cz̄z̄ are functions of (u, z, z̄). We also define the Bondi news by

Nzz ≡ ∂uCzz , Nz̄z̄ ≡ ∂uCz̄z̄ . (2.36)

The I+ data mB and Czz are related by the constraint equation

∂umB = −1
2∂u

[
DzUz +Dz̄Uz̄

]
− Tuu , (2.37)

where
Tuu = 1

4NzzN
zz + 4πG lim

r→∞

[
r2TMuu

]
(2.38)

is the total outgoing radiation energy flux. The first term of (2.38) is the gravitational
contribution while TM is the stress-energy tensor of the matter sector.

It is important to note that the metric in (2.34) is written in the Bondi gauge, which is
convenient for the presentation of the asymptotic solution but is not compatible with the
harmonic gauge. The transformation that relates the two gauges

hHµν = hBµν + ∂µξν + ∂νξµ (2.39)

21



obeys the following equation
�ξµ = 1

2∂µh
B − ∂νhBµν (2.40)

where the label H stands for Harmonic gauge and the label B stands for Bondi gauge.
For a detailed discussion on the relation between the two gauges we refer the reader to
references [36,122,123]. In the rest of the chapter, we work in the harmonic gauge.

2.2.2 BMS supertranslations

As discussed in the previous section, after fixing the harmonic gauge there is still a residual
leftover gauge freedom given by (2.19)-(2.20). The gauge field λµ parameterizes the group
of BMS transformations. At leading order it is given by [36]

λµ∂µ = f∂u + V i∂i + 1
2(DiVi) (u∂u − r∂r) + . . . , (2.41)

where i = 1, 2 runs over the S2 coordinates, and the dots stand for subleading terms.
The function f(z, z̄) is the transformation parameter of supertranslations, and the 2-vector
V i(z, z̄) is the transformation parameter of superrotations. In this chapter, we are interested
only in the supertranslations.

The retarded system of coordinates (u, r, z, z̄) is useful to describe null infinity. However,
in the following we study the action of BMS transformations on massive particles, which
reach null infinity only asymptotically far in the future (at I+

+ ). For this purpose it is useful
to adopt the hyperbolic system of coordinates defined as

τ =
√
t2 − r2 =

√
u2 + 2ur , ρ = r√

t2 − r2
= r√

u2 + 2ur
, (2.42)

with the inverse relations given by

u = τ
√

1 + ρ2 − ρτ , r = ρτ . (2.43)

In this system of coordinates, the world-line of a massive particle moving at a constant
velocity is described by hypersurfaces of constant ρ. The Minkowski metric then takes the
form

ds2 = −dτ 2 + τ 2
(

dρ2

1 + ρ2 + ρ2γzz̄dzdz̄

)
. (2.44)

An illustrative diagram of the causal structure of Minkowski spacetime in the hyperbolic
coordinates is given in Strominger’s lecture notes [1], which we reproduce in figure 2.1.
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Figure 2.1: Diagrams illustrating the causal structure of Minkowski spacetime, reproduced
from [1]. Left: the green lines describe hypersurfaces of constant ρ, and the grey line is the
world-line of a massive particle moving at a constant velocity. Right: hyperbolic slicing of
Minkowski spacetime. The slices correspond to constant τ hypersurfaces, where for τ 2 > 0
the resulting surface is the hyperbolic space H3 and for τ 2 < 0 it is dS3.

It was shown in [36,124] that at τ →∞ the only non-vanishing component of λµ is λτ ,

lim
τ→∞

λτ (τ, ρ, z, z̄) = λ̃τ (ρ, z, z̄) , (2.45)

In appendix C we study the two solutions for λ̃τ (ρ, z, z̄). At time-like infinity they asymptote
to

lim
ρ→∞

λ̃τ (ρ, z, z̄) = α(z, z̄)ρ (1 + . . . ) + β(z, z̄)ρ−3 (1 + . . . ) , (2.46)

where the dots denote subleading terms in 1/ρ. The α-series is leading and do not vanish at
time-like infinity ρ→∞. It is a large gauge transformation. The β-series is subleading and
vanishes at time-like infinity. We also show that in terms of the radiative data, the α and β
modes are given by

α(z, z̄) = (∂zUz̄ + ∂z̄Uz)I+
+
,

β(z, z̄) = i (∂zUz̄ − ∂z̄Uz)I+
+
.

(2.47)

The supertranslation charge (as well as the radiative data) is gauge-invariant to leading
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order in r [36, 122,123]. At null infinity I+ it is given by

T (f) = 1
4πG

∫
I+
−

d2zγzz̄f(z, z̄)mB . (2.48)

Using the constraint equation (2.37) we can write

T (f) = Tsoft(f) + Thard(f), (2.49)

where we have the soft part, given by the boundary term

Tsoft(f) = 1
8πG

∫
d2z [∂zUz̄ + ∂z̄Uz] f(z, z̄), (2.50)

and the hard part

Thard(f) = 1
4πG

∫
dud2zf(z, z̄)γzz̄Tuu . (2.51)

The soft part of BMS supertranslations corresponds to the α-mode. The reason is that the
graviton’s zero-mode is precisely the pure gauge mode λµ. To isolate the BMS mode we
therefore have to impose the following boundary conditions

β = i (∂zUz̄ − ∂z̄Uz)I+
±

= i
(
D2
zCz̄z̄ −D2

z̄Czz
)
I+
±

= 0 . (2.52)

After imposing these boundary conditions, the Bondi news and the radiative data transform
as

δfNzz = f∂uNzz

δfCzz = f∂uCzz − 2D2
zf

(2.53)

under supertranslations, and the action of the BMS charge is described by the following
Dirac (or Poisson) brackets

{T (f), Czz} = f∂uCzz − 2D2
zf

{T (f), Nzz} = f∂uNzz .
(2.54)

Without imposing the boundary conditions (2.52) the result of the Dirac brackets would be
different. Imposing different boundary conditions does not change the Dirac brackets, but
fails to identify the BMS mode correctly (at leading order the β-mode does not contribute,
but at subleading orders it does).

We would now like to express the generator of soft supertranslations in terms of the
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creation and annihilation operators. To do this, we use the results of [122, 123], where
it was shown that to leading order in the asymptotic expansion, the soft supertranslations
generator is gauge-invariant. Therefore, instead of performing the computation in the general
Gupta-Bleuler quantization that we have been using so far, we can go further and fix the
residual gauge freedom left after setting the harmonic gauge. That can be done by adopting
the canonical quantization in terms of the physical, transverse-traceless, components of the
graviton

aµν(k) =
∑
r=±

εr∗µν(k)ar(k), (2.55)

where the momentum modes in the polarization basis obey the following commutation rela-
tions [

ar(k), a†s(k′)
]

= δrs(2ωk)(2π)3δ3 (k− k′) . (2.56)

The transverse-traceless components of the polarization tensor can be decomposed as follows

ε±µν(k) = ε±µ (k)ε±ν (k), (2.57)

and we further use the following concrete realization for them

ε−µ(k) = 1√
2

(z, 1,+i,−z) ,

ε+µ(k) = 1√
2

(z̄, 1,−i,−z̄) .
(2.58)

Using the physical components of the polarization tensor we completely fix the gauge and
eliminate any ambiguities that could complicate the computation. As explained above, that
does not change the result since, to leading order in the asymptotic expansion, the soft
supertranslation generator is independent of the gauge choice [122,123].

Using this and the plane wave expansion (for example see Appendix A of [18]), we write
the radiative data as [15]

Czz(u, z, z̄) = κ lim
r→∞

1
r
hzz(r, u, z, z̄)

= κ lim
r→∞

1
r
∂zx

µ∂zx
νhµν

= − iκ

8π2γzz̄

∫ ∞
0

dωk
[
a+(ωkx̂z)e−iωku − a†−(ωkx̂z)eiωku

]
.

(2.59)

where we have been using that the four-momentum of the graviton, being a massless excita-
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tion, can be expressed as

kµ = ωk
1 + zz̄

(1 + zz̄, z + z̄,−i(z − z̄), 1− zz̄) . (2.60)

The soft supertranslations generator (2.50) can then be written as2

Tsoft(f) = − 1
16πG

∫
dud2z

[
Nz̄

zD2
zf +Nz

z̄D2
z̄f
]

= lim
ωk→0

ωk
4πκ

∫
d2z

[(
a+(ωkx̂z) + a†−(ωkx̂z)

)
D2
z̄f + h.c.

]
.

(2.61)

In this form it is clear why Tsoft is, indeed, described by soft gravitons.

2.3 Action of BMS supertranslation

In this section we study the action of BMS supertranslations on single-particle states, as well
as on the vacuum state, using the expressions obtained in section 2.2.

2.3.1 Outgoing graviton

Using the expression (2.61) and the commutation relations (2.56), the action of the super-
translation generator on an outgoing soft graviton at future null infinity is given by

[
T (f), a+/−(k)

]
= 8π2

κ

1
γzk z̄k

δ(ωk)D2
z/z̄f. (2.62)

Since we take a+/−(k) to be soft, it is the soft part Tsoft(f) of T (f) that contributes to (2.62),
and hence the delta function on the right hand side.

2.3.2 Undressed massive particle

The action of BMS supertranslations on an undressed massive particle has been studied
in detail by Campiglia and Laddha [36, 124, 125]. Here we briefly review this result. For
simplicity we take the particle to be a scalar, but to leading order the result is the same for
particles of any spin.

2We use that 1
2π
∫
due−iωu = δ(ω). Note that since the ω-integration is over half the real plane we have∫ ∞

0
dω δ(ω)f(ω) = 1

2f(0)
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The retarded system of coordinates (u, r, z, z̄) is useful to describe null infinity, and
therefore more convenient when we discuss massless particles. However, massive particles
reach null infinity only asymptotically (in the future), and to describe them it is more
convenient to use the hyperbolic system of coordinates that we have introduced in subsection
2.2.2.

The canonically quantized massive scalar field is given by (1.8),

ϕ(x) =
∫
d̃3p

[
b(p)eip·x + b†(p)e−ip·x

]
. (2.63)

The creation and annihilation operators of the scalar particle obey the commutation relation
(1.11), [

b(p), b†(p′)
]

= (2π)3(2ωp)δ3(p− p ′), (2.64)

where ω2
p = |p|2 +m2. The phase factor is

x · p = τ
(
ρ x̂ · p− ωp

√
1 + ρ2

)
. (2.65)

At large τ the integral in (2.63) is dominated by a saddle point at p = mρx̂,

lim
τ→∞

ϕ(x) =
√
m

2(2πτ)3/2

[
b(mρx̂)e−imτ + b†(mρx̂)eimτ

]
, (2.66)

where the constant phase factors have been absorbed into the creation and annihilation
operators. Asymptotically, the scalar field transforms under BMS supertranslations as

δfϕ = λ̃τ (ρ, z, z̄)∂τϕ, (2.67)

where λ̃τ is a function that parametrizes the transformation (see appendix C). The annihi-
lation operator therefore transforms as

δfb(p) = −imλ̃τ (|p|/m, z, z̄) b(p), (2.68)

which is equivalent to the following commutation relation

[T (f), b(p)] = −mλ̃τ (|p|/m, z, z̄)b(p)

= −b(p)
∫ d2z

4π
√
γ

m4(√
m2 + |p|2 − p · x̂z

)3f(z, z̄). (2.69)
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2.3.3 Vacuum

BMS supertranslations give rise to a freedom in the definition of the vacuum. We define the
vacuum as the state that satisfies

a(ωx̂) |0〉 = 0 , (2.70)

which applies, in particular, to a soft graviton annihilation operator. Alternatively, the state
T (f) |0〉 = Tsoft(f) |0〉, for any function f(z, z̄), could serve as the zero energy state (note
that the hard part inside T (f) annihilates the vacuum). Physically, this state differs from
the original vacuum (2.70) by the addition of a soft graviton. In this section we show that
these different choices are orthogonal to each another. More explicitly, we show that acting
with the generator of BMS supertranslations on the original vacuum (2.70) creates a state
which is orthogonal to any state constructed from the original vacuum

〈0|T (f)Ψ̂oute−RfSeRf Ψ̂in |0〉 = 0 . (2.71)

This implies that no physical process can transform the original vacuum into the new state
generated by BMS supertranslations. This is one of our main results in this chapter.

We start by considering a scattering process with an emission of a single soft graviton.
The amplitude for this process is given by

Mk, soft = 〈out|e−RfSeRf |in〉

= 〈k, r|Ψ̂oute−RfSeRf Ψ̂in|0〉 ,
(2.72)

where3

〈k, r| = 〈0| ar(k) = εrρσ(k) 〈0| aρσ(k) (2.73)

is the soft graviton state with polarization r. The scalar operators are given by

Ψ̂in ≡
∏
i∈in

b†(pi) and Ψ̂out ≡
∏
j∈out

b(pj), (2.74)

where “in" and “out" denote the set of incoming and outgoing scalar particles, respectively.
The soft graviton can connect to a diagram in three different ways:

1. Connect to an external scalar leg.

2. Connect to the graviton cloud e±Rf (or equivalently e±Rf (p)).

3. Connect to an internal leg.
3We have used εt · ε−r = δtr.
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Figure 2.2: Different ways to connect an external soft graviton to a scattering amplitude.
The first two diagrams on the left represent a soft graviton that is connected to an external
leg. The last two diagrams on the right represent a soft graviton that is connected to the
gravitons’ cloud. The diagram in the middle represents a soft graviton that is connected to
an internal leg.

These three options are depicted in figure 2.2. Contractions of the last type are IR-convergent,
and therefore do not contribute to the amplitude at leading order. The cloud also dresses the
soft graviton operator, but this dressing involves the scalar number operator ρ(p) = b†(p)b(p)
and vanishes by acting on the vacuum.

Consider the contraction of the first type. By virtue of the soft theorem [2], each such
contraction contributes

η κ
pµpν
2p · kε

r
µν(k)M , (2.75)

where η = +1 for an outgoing state and η = −1 for an incoming state, and

M≡ 〈0| Ψ̂oute−RfSeRf Ψ̂in |0〉 (2.76)

is the amplitude without the soft graviton. Let us briefly review the derivation of (2.75).
Using the commutation relation (1.12), we derive the momentum-space contraction rule to
be

〈k, r|hµν = εr,ρσ(k) 〈0|
∫
d̃3k′

[
aρσ(k), a†µν(k′)

]
= 1

2ε
r,ρσ(k)Iρσµν 〈0|

= εrµν(k) 〈0| ,

(2.77)

where we used (2.18) in the last line. One may consider this to be the external “wavefunction"
of a graviton with polarization r. Next, we observe that the insertion of a soft graviton to
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an external leg with momentum p adds a scalar propagator

−i
(p± k)2 +m2

k→0−−→ ∓ i

2p · k (2.78)

and scalar-scalar-graviton vertex

iκ

2

(
pµ(p± k)ν + pν(p± k)µ −

1
2ηµν

[
p · (p± k) +m2

])
k→0−−→ iκpµpν , (2.79)

where the upper (lower) sign is for an outgoing (incoming) state. Putting (2.77)-(2.79)
together, we recover the result (2.75) in the soft limit.

Next, we study the soft gravitons’ contractions of the second type, i.e. to the clouds of
gravitons. The incoming and outgoing asymptotic states can be written in terms of single
particle dressed states:

eRf Ψ̂in |0〉 =
[∏
i∈in

b†(pi)eRf (pi)
]
|0〉 (2.80)

and

〈0| Ψ̂oute−Rf = 〈0|
 ∏
j∈out

e−Rf (pj)b(pj)
 . (2.81)

The contraction of the soft graviton with the cloud gives

〈k, r| e±Rf (p) = ± 〈k, r|Rf (p)e±Rf (p)

= ±εr,ρσ(k) 〈0| κ2

∫
d̃3k′ fµν(k′, p)

[
aρσ(k), a†µν(k′)

]
e±Rf (p)

= ±κ4f
µν(p, k)Iµνρσεr,ρσ(k) 〈0| e±Rf (p)

= ±κ2f
µν(p, k)εrµν(k) 〈0| e±Rf (p) ,

(2.82)

where the upper (lower) sign is for incoming (outgoing) particles.
Using these results, we obtain

Mk, soft = κ

2

 ∑
j∈out

pµj p
ν
j

pj · k
−
∑
i∈in

pµi p
ν
i

pi · k

−
 ∑
j∈out

fµν(pj, k)−
∑
i∈in

fµν(pi, k)
 εrµν(k)M,

(2.83)

where the first two sums come from soft factors (2.75), and the last two sums come from
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contractions with clouds (2.82). Multiplying by ωk and taking the soft limit results in

lim
ωk→0

ωkMk, soft = lim
ωk→0

ωk

× κ

2

 ∑
j∈out

pµj p
ν
j

pj · k

(
1− φ(pj, k)

)
−
∑
i∈in

pµi p
ν
i

pi · k

(
1− φ(pi, k)

)

− 1
ωk

 ∑
j∈out

c′µν(pj, k)φ(pj, k)−
∑
i∈in

cµν(pi, k)φ(pi, k)
 εrµν(k)M,

(2.84)

where the c-matrix cµν (c′µν) was used to construct the incoming (outgoing) state. Since
φ(p, k) → 1 in this limit, each term in the second line of (2.84) having a factor of the form
(1− φ) vanishes. Then, the right-hand side of (2.84) becomes

lim
ωk→0

−κ2

 ∑
j∈out

c′µν(pj, k)−
∑
i∈in

cµν(pi, k)
 εrµν(k)M. (2.85)

With the parametrization (2.15), we observe that using the same q for incoming and outgoing
states reduces this to

lim
ωk→0

−κ2

[
ωk
k · q

(
k · ptot

k · q
qµqν − 2qµpνtot

)]
εrµν(k)M = 0, (2.86)

since

ptot ≡
∑
j∈out

pj −
∑
i∈in

pi = 0 (2.87)

by energy-momentum conservation. For the general case where c′µν 6= cµν , we show at the
end of appendix B that processes with non-zero amplitudes can only occur between states
that satisfy

∑
j∈out

c′µν(pj, k) =
∑
i∈in

cµν(pi, k). (2.88)

Therefore, we conclude that
lim
ωk→0

ωkMk, soft = 0 , (2.89)

that is,Mk, soft is not IR divergent. Since the creation operators annihilate the Bra vacuum,
the action of the soft part of the BMS supertranslations (2.61) is given by

〈0|T (f) = lim
ωk→0

ωk
4πκ

∫
d2z 〈0|

[
a−(ωkx̂)D2

zf + a+(ωkx̂)D2
z̄f
]
. (2.90)
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The soft limit of the amplitude, equation (2.89), together with (2.90), then implies the
identity (2.71). Namely, the original vacuum state |0〉 and and the new state Tsoft(f) |0〉 are
orthogonal.

2.4 BMS supertranslation of asymptotic states

We are now in a position to compute BMS supertranslations of a physical asymptotic state.
For simplicity we consider a single particle state with momentum p dressed with a graviton
cloud. The action of the supertranslation generator on the physical asymptotic state can be
decomposed into the following three pieces

〈0| e−Rf (p) b(p)T (f) = 〈0|T (f) e−Rf (p) b(p)

+ 〈0|
[
e−Rf (p) , T (f)

]
b(p)− 〈0| e−Rf (p) [T (f), b(p)] .

(2.91)

The first term in (2.91) is the action of BMS supertranslation on the vacuum. It vanishes
when contracted with an incoming (ket) state, by the result of previous section. The second
and third terms are the actions of BMS on the graviton cloud and on the massive particle,
respectively.

Let us first compute the commutator of Rf (p) and T (f),

[Rf (p), T (f)] = κ

2

∫
d̃3k

(
fµν(p, k)εrµν

[
a†r(k), T (f)

]
− h.c.

)
. (2.92)

Using (2.62) we arrive at

[Rf (p), T (f)] = −4π2
∫ d̃3k

γzk z̄k
δ(ωk)

[
fµν(p, k)

(
ε−µνD

2
zf + ε+µνD

2
z̄f
)

+ h.c.
]

= −π2
∫ d2z

(2π)3ωk
[
fµν(p, k)

(
ε−µνD

2
zf + ε+µνD

2
z̄f
)

+ h.c.
]
.

(2.93)

Defining k̂z,z̄ ≡ (1, k̂z,z̄), the last expression takes the form

[Rf (p), T (f)] = −π2
∫ d2z

(2π)3

(
pµpν

k̂z,z̄ · p
+ cµν

) [(
ε−µν(k̂z,z̄)D2

zf + ε+µν(k̂z,z̄)D2
z̄f
)

+ h.c.
]
,

(2.94)
where according to our convention the delta function yielded half the value of the integrand
at 0. Since εr∗µν = ε−rµν , we arrive at

[Rf (p), T (f)] = −2π2
∫ d2z

(2π)3

(
pµpν

k̂z,z̄ · p
+ cµν

)(
ε−µν(k̂z,z̄)D2

zf + ε+µν(k̂z,z̄)D2
z̄f
)
. (2.95)
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Integrating by parts, we then have4

[Rf (p), T (f)] = −
∫ d2z

4π

[
∂z∂

z̄

(
γzz̄

pµpνε−µν

k̂z,z̄ · p

)
+ ∂z̄∂

z

(
γzz̄

pµpνε+µν

k̂z,z̄ · p

)
+ C(p, z, z̄)

]
f ,

(2.96)
where we have defined

C(p, z, z̄) ≡ ∂z∂
z̄(γzz̄cµνε−µν) + ∂z̄∂

z(γzz̄cµνε+µν). (2.97)

With ε±µν = ε±µ ε
±
ν , we get

[Rf (p), T (f)] = −
∫ d2z

4π

[
∂z∂

z̄

(
γzz̄

(p · ε−)2

k̂z,z̄ · p

)
+ ∂z̄∂

z

(
γzz̄

(p · ε+)2

k̂z,z̄ · p

)
+ C(p, z, z̄)

]
f .

(2.98)
An explicit calculation shows that

∂z∂
z̄

(
γzz̄

(p · ε−)2

k̂z,z̄ · p

)
= ∂z̄∂

z

(
γzz̄

(p · ε+)2

k̂z,z̄ · p

)
= 1

2γzz̄
p4

(p · k̂z,z̄)3
. (2.99)

We therefore end up with

[Rf (p), T (f)] = −
∫ d2z

4π

[
γzz̄

p4

(p · k̂z,z̄)3
+ C(p, z, z̄)

]
f . (2.100)

The first contribution,

p4

(p · k̂z,z̄)3
= m4(

p · k̂z,z̄ −
√
m2 + |p|2

)3 , (2.101)

is the Aichelburg-Sexl gravitational field of a massive particle [126]. This is the gravita-
tional analogue of the Lienard-Wiechert electromagnetic radiation field of a moving charged
particle.

We now see that the first term in the second line of (2.91) is equal to

〈0| e−Rf (p) [−Rf (p) , T (f)] b(p) , (2.102)
4Derivatives with upper indices are defined as usual by ∂z̄ = γz̄z∂z and ∂z = γzz̄∂z̄.
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since [Rf (p) , T (f)] is a c-number. We therefore have

〈0| e−Rf (p) b(p)T (f) = 〈0|T (f) e−Rf (p) b(p)

− 〈0| e−Rf (p)
{

[Rf (p) , T (f)] b(p) + [T (f), b(p)]
}
.

(2.103)

From (2.69) and (2.100), we observe that the BMS of the bare particle and the momentum
dependent part of the BMS of the graviton cloud exactly cancel each other5. Finally, the
outgoing BMS charge between the two physical asymptotic states is then given by

〈0| Ψ̂out
as TsoftSΨ̂in

as |0〉
〈0| Ψ̂out

as SΨ̂in
as |0〉

= −
∑
j∈out

∫ d2z

4π C(pj, z, z̄)f(z, z̄). (2.104)

Similarly, one can also construct the BMS charge of an incoming physical asymptotic state.
The BMS charge (2.104) parameterizes the asymptotic state and is conserved as long as
BMS supertranslation is a symmetry of the system, in line with the discussion in section 2.1.

To better understand the meaning of the BMS charge and the implications of the BMS
symmetry, we end this section by looking at a BMS eigenstate defined as

〈ΩΛ|T (f) ≡
∫ d2z

4π Λ(z, z̄)f(z, z̄) 〈ΩΛ| , (2.105)

and which is related to the vacuum by

〈0| =
∫
D[Λ]e− 1

2 Λ2 〈ΩΛ| , where Λ2 =
∫ d2z

4π Λ2(z, z̄) . (2.106)

in a similar fashion to the case of QED [18]. The asymptotic states built from these eigen-
states are also eigenstates of BMS transformations

〈ΩΛ| e−Rf (p)b(p)T (f) = 〈ΩΛ| e−Rf (p)b(p)
∫ d2z

4π [Λ(z, z̄)− C(p, z, z̄)] f(z, z̄), (2.107)

and similarly their BMS charge is given by

〈ΩΛ| Ψ̂out
as TsoftSΨ̂in

as |ΩΛ〉
〈ΩΛ| Ψ̂out

as SΨ̂in
as |ΩΛ〉

=
∫ d2z

4π

Λ(z, z̄)−
∑
j∈out

C(pj, z, z̄)
 f(z, z̄) (2.108)

The state |ΩΛ〉 belongs to a superselection sector which is characterized by its BMS charge.
We can now study the transition amplitude between two different BMS eigenstates by com-

5Note that √γ = γzz̄.
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puting the expectation value of the following commutator

〈ΩΛ1 |Ψ̂out
as [T (f),S]Ψ̂in

as |ΩΛ2〉

=
∫ d2z

4π [Λ1(z, z̄)− Λ2(z, z̄)] f(z, z̄) 〈ΩΛ1 | Ψ̂out
as SΨ̂in

as |ΩΛ2〉 ,
(2.109)

where we used (2.88) to remove the terms involving C(z, z̄). The left hand side of equation
(2.109) is the difference between the total incoming and outgoing BMS charges, which is
zero by the conservation law of the symmetry. The right hand side vanishes when either

Λ1 = Λ2 (2.110)

or
〈ΩΛ1| Ψ̂out

as SΨ̂in
as |ΩΛ2〉 = 0 for Λ1 6= Λ2 (2.111)

We therefore conclude that BMS symmetry implies that the amplitude for transition between
different superselection sectors is zero, once the contribution of the FK clouds is taken into
account.

2.5 Summary

In this chapter, we have studied the effect of BMS supertranslations on physical asymptotic
states in perturbative quantum gravity. These states were constructed in [9] using the method
of Kulish and Faddeev for QED [8] by dressing the Fock states with a cloud of soft gravitons.
BMS supertranslations, in turn, give rise to a freedom in the definition of the vacuum. By
acting with the BMS generator on the vacuum one generates a different state which could
equally serve as the zero energy state. Therefore there exists a family of states generated
by the action of BMS supertranslations on the vacuum. This is a continuous family (or a
moduli) which is parameterized by the BMS transformation parameter.

We end with a summary of the main results. First, we have shown that all the states in
this family are orthogonal to each other once we take into account the contribution of the FK
clouds, see equation (2.71). In other words, the amplitude for transition between any two
states in this family is zero for any physical process. Second, we have computed the BMS
charge of a physical asymptotic state, see equation (2.107). The BMS charge is conserved
if BMS supertranslation is a symmetry of the system, see equations (2.110) and (2.111). It
characterizes the superselection sector to which the state belongs and the conservation law
implies that there is no transition between different superselection sectors.
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Chapter 3

BMS Supertranslation Symmetry
Implies Faddeev-Kulish Amplitudes

3.1 BMS charge and eigenstates

In this chapter, we show that the dressed states of gravity in scattering amplitudes act
essentially as BMS charge eigenstates. We then use this property to re-derive the dressed
states by introducing the BMS charge as a new quantum number.

In order to establish notation and to make connections with earlier work, we begin with
a review of BMS symmetry and the conserved charges. As is customary, we employ the
retarded coordinates (u, r, z, z̄), defined in terms of the Cartesian coordinates (t, x1, x2, x3)
as

u = t− r, r2 = x2
1 + x2

2 + x2
3, z = x1 + ix2

r + x3
. (3.1)

Here u is the retarded time and z is the complex coordinate on the unit 2-sphere with the
metric γzz̄ = 2

(1+zz̄)2 . Then in the Bondi gauge [11, 12], the asymptotically flat metric has
the expansion [14]

ds2 =− du2 − 2dudr + 2r2γzz̄dzdz̄

+ 2mB

r
du2 + rCzzdz

2 + rCz̄z̄dz̄
2 +DzCzzdudz +Dz̄Cz̄z̄dudz̄

+ · · · ,

(3.2)

where mB is the Bondi mass aspect and Dz, Dz̄ are the 2-sphere covariant derivatives. The
gravitational radiation is characterized by the Bondi news tensor Nzz = ∂uCzz.
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The BMS supertranslation charge for a 2-sphere function f = f(w, w̄) is then

Q(f) = QS(f) +QH(f), (3.3)

where, explicit expressions for the soft part QS and the hard part QH are given in [1, 36].
We are interested in these expressions at the leading terms in the large-r expansion which
are known to be gauge-invariant [122].

The action of the hard charge QH on a Fock state of N massive particles can be expressed
as [36]

QH |p1, . . . ,pN〉 =
N∑
i=1

f̃(pi) |p1, . . . ,pN〉 , (3.4)

where pµi = (Ek,pi), and

f̃(p) = − 1
2π

∫
d2w

(ε+(w, w̄) · p)2

p · x̂w
D2
w̄f(w, w̄). (3.5)

Here x̂µw = (1, x̂w) with the unit vector x̂w pointing in the direction (w, w̄), and the polar-
ization vectors have components

ε−µ(z, z̄) = 1√
2

(z, 1, i,−z) and ε+µ(z, z̄) = 1√
2

(z̄, 1,−i,−z̄). (3.6)

The action of the soft charge QS on the same state is [14]

QS |p1, . . . ,pN〉 = − 1
8πG

∫
du d2w γww̄N

w̄w̄D2
w̄f |p1, . . . ,pN〉 . (3.7)

Conservation of BMS supertranslation charges imply,

〈out| [Q(f),S] |in〉 = 0, (3.8)

which should hold for all functions f(w, w̄). In particular, let us choose

f(w, w̄) = (1 + ww̄)(w̄ − z̄)
(1 + zz̄)(w − z) , (3.9)

such that [36]

D2
w̄f(w, w̄) = 2πδ2(w − z). (3.10)
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With this choice, the conservation law (3.8) reads

γzz̄
4G

∫ ∞
−∞

du 〈out|(N z̄z̄S − SN z̄z̄)|in〉 = −
∑
i

ηi
(pi · ε+(z, z̄))2

pi · x̂z
〈out|S|in〉 , (3.11)

where the sum on the RHS runs over all external particles and ηi = +1 (−1) if i is an
outgoing (incoming) particle. Let us define the operator

N(z, z̄) ≡ γzz̄

∫ ∞
−∞

duN z̄z̄ = γzz̄
∫ ∞
−∞

duNzz. (3.12)

Then (3.11) becomes

〈out|(N(z, z̄)S − SN(z, z̄))|in〉 = −κ
2

8π
∑
i

ηi
(pi · ε+(z, z̄))2

pi · x̂z
〈out|S|in〉 , (3.13)

where κ =
√

32πG. If the in- and out-states are eigenstates of N(z, z̄) such that

〈out|N(z, z̄) = Nout 〈out| and N(z, z̄) |in〉 = Nin |in〉 , (3.14)

then we obtain

(Nout −Nin) 〈out|S|in〉 = Ωsoft 〈out|S|in〉 , (3.15)

with a soft factor that is analogous to that of [19]:

Ωsoft = −κ
2

8π
∑
i

ηi
pµi p

ν
i

pi · x̂z
ε+µν . (3.16)

To see what the eigenstates look like, we first note that N(z, z̄) can be expressed in terms
of the graviton creation and annihilation operators as [15]

N(z, z̄) = − κ

8π lim
ω→0

[
ωa+(ωx̂z) + ωa†−(ωx̂z)

]
. (3.17)

This suggests that the eigenstate should take some form of a coherent graviton state. Next,
consider the following state

|N〉 = exp
{∫

d̃3k Nµν(k)
[
a†µν(k)− aµν(k)

]}
|0〉 , (3.18)
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where d̃3k = d3k
(2π)3(2ωk) is the Lorentz-invariant measure,

a†µν(k) =
∑
r

εrµν(k)ar†(k), aµν(k) =
∑
r

εr∗µν(k)ar(k), (3.19)

Nµν is an arbitrary symmetric tensor and the sum runs over all polarizations, including the
unphysical ones. We next show that if the symmetric tensor Nµν(k) has soft poles, then the
above state is an eigenstate of both limωa+ and limωa†−. Indeed,

lim
ω→0

ωa+(ωx̂z) |N〉 = lim
ω→0

ω
[
a+(ωx̂z),

∫
d̃3k Nµν(k)

(
a†µν(k)− aµν(k)

)]
|N〉 (3.20)

= lim
ω→0

ω

2Nµν(ωx̂z)Iµνρσε+ρσ(z, z̄) |N〉 (3.21)

= lim
ω→0

ωNµν(ωx̂z)ε+µν(z, z̄) |N〉 . (3.22)

Thus we see that the eigenvalue is non-zero only if Nµν has poles for soft momenta. Similarly,

lim
ω→0

ωa†−(ωx̂z) |N〉 = lim
ω→0

ωNµν(ωx̂z)ε+µν(z, z̄) |N〉 . (3.23)

It should be noted that in (3.23), the term with the creation operator acting on the vacuum
vanishes upon taking the soft limit ω → 0. From this we can immediately see that |N〉 is an
eigenstate of N(z, z̄), i.e.,

N(z, z̄) |N〉 = − κ

4π

(
lim
ω→0

ωNµνε+µν

)
|N〉 . (3.24)

In particular, the Fock vacuum |0〉 , which corresponds to Nµν = 0, is itself an eigenstate with
eigenvalue 0. Later for convenience, when considering S matrix elements, we put Nµν = 0
for the incoming state, which amounts to assuming that the incoming state is a Fock state.
This does not entail a loss of generality because as can be seen from (3.15), it is only the
difference Nµν

out −Nµν
in that matters. Similarly, the bra state

〈N | = 〈0| exp
[
−
∫
d̃3k Nµν

(
a†µν − aµν

)]
(3.25)

is an eigenstate of N(z, z̄):

〈N |N(z, z̄) = − κ

4π 〈N |
(

lim
ω→0

ωNµνε+µν

)
. (3.26)

We want to treat these eigenstates as alternative vacuums, so we restrict the momentum
integrals to run over only the soft momenta. With these choices, |N〉 remains an eigenstate
with any number of hard particle operators acting on it.
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The conservation law Nout −Nin = Ωsoft implied by (3.15) is then

lim
ω→0

ω
[
Nµν

out(ωx̂z)−Nµν
in (ωx̂z)

]
ε+µν(z, z̄) = κ

2
∑
i

ηi
pµi p

ν
i

pi · x̂z
ε+µν(z, z̄). (3.27)

As shown above, the leading soft terms in Nµν are the only ones contributing to the eigen-
value, which therefore satisfy

Nµν
out(k)−Nµν

in (k) = κ

2
∑
i

ηi
pµi p

ν
i

pi · k
, (3.28)

where we have put k = ωx̂z. We should emphasize that either this conservation law is
satisfied or the amplitude 〈out|S|in〉 vanishes. This implies that if the initial state is built
on the Fock vacuum |0〉, i.e.

|in〉 =
∏
i∈in

b†(pi) |0〉 , (3.29)

where b† is the creation operator of hard massive particles, then this state does not scatter
into any state built on the same vacuum |0〉, since in that case Nout = Nin = 0, thereby
violating the conservation law Nout − Nin = Ωsoft. Instead, scattering must take place into
states built on the vacuum |Nout〉 with

Nµν
out = κ

2
∑
i

ηi
pµi p

ν
i

pi · k
. (3.30)

Such states therefore have the form, (see Eq. (3.18))

〈out| = 〈0|
 ∏
j∈out

b(pj)
 exp

[
−κ2

∑
i

ηi

∫
d̃3k

pµi p
ν
i

pi · k
(a†µν − aµν)

]
. (3.31)

The scattering amplitude now can be written in the form:

〈out| S |in〉 = 〈Ψout| exp
[
−κ2

∑
i

ηi

∫
d̃3k

pµi p
ν
i

pi · k
(a†µν − aµν)

]
S |Ψin〉 , (3.32)

where Ψout, Ψin denote the usual Fock states for the hard particles. The form of (3.32) is
reminiscent of the Faddeev-Kulish amplitudes. In the following two sections, we spell out this
equivalence more precisely. It turns out that any amplitude that obeys the conservation law
(3.28), an example being (3.32), is equal to the Faddeev-Kulish amplitude and is therefore
IR-finite.
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Before moving on, it is worth noting that the Faddeev-Kulish states of gravity have
zero supertranslation charge for the specific choice made in (3.9) (but not for a general
function f(z, z̄), as shown in [18, 58]). This is analogous to the case of QED [19], where
the corresponding Faddeev-Kulish states have zero large gauge charge for f(z, z̄) = 1

z−w .
Therefore, Faddeev-Kulish states trivially conserve this large gauge charge, and this appears
to have been a motivation for the conjecture in [19], that the conservation of large gauge
charge leads to infrared-finiteness. The authors provide an argument based on crossing
symmetry that, just as Faddeev-Kulish amplitudes are infrared-finite, other states with non-
zero charge should lead to infrared-finite S-matrix elements as well. We prove this conjecture
in the next section.

3.2 Relation to Faddeev-Kulish amplitudes

As a first step in establishing this equality, we demonstrate a crucial feature of the Faddeev-
Kulish amplitudes which, although technical, has important physical consequences. Since a
Faddeev-Kulish amplitude is constructed by dressing each external particle with its cloud
of soft gravitons, an amplitude with n incoming and n′ outgoing particles necessarily has
n clouds on the right of the scattering operator S, and n′ clouds on the left. Although
the clouds commute with each other, it was not clear how things change if, for example,
one moves a cloud dressing an incoming particle (therefore sitting on the right of S) to the
left of S. In this connection, based on the conservation of supertranslation charge and the
crossing symmetry, the authors of [19] conjectured that such amplitudes exhibit the same
cancellation of IR divergences. In this section, we explicitly show that the clouds “weakly
commute" with S, in the sense that in an S matrix element, any incoming cloud can be
moved to the outgoing state without affecting the amplitude, and vice versa. This result
proves the aforementioned conjecture, since it follows that the amplitudes considered in [19]
are equal to the Faddeev-Kulish amplitude. Then in the next section, we use this to show
that any amplitude that conserves supertranslation charge, for example (3.32), is equal to the
Faddeev-Kulish amplitude with the same external particle configuration. This establishes
the notion that Faddeev-Kulish amplitudes naturally arise from the charge conservation of
asymptotic symmetries.

In order to relate (3.32) to the Faddeev-Kulish amplitude, let us denote its left hand side
byM,

M = 〈Ψout| exp
[
−κ2

∑
i

ηi

∫
d̃3k

pµi p
ν
i

pi · k
(a†µν − aµν)

]
S |Ψin〉 . (3.33)
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Next, consider another amplitudeMc, given by

Mc = 〈Ψout| exp
{
−κ2

∑
i

ηi

∫
d̃3k

[
pµi p

ν
i

pi · k
+ cµν(pi, k)

ωk

]
(a†µν − aµν)

}
S |Ψin〉 (3.34)

= 〈Ψout| exp
[
−
∑
i

ηiRf (pi)
]
S |Ψin〉 , (3.35)

where we inserted a term proportional to cµν/ωk to the argument of the exponential. Here
cµν(p, k) is the tensor of [9] that parametrizes the asymptotic space, and

Rf (pi) = κ

2

∫
d̃3k

[
pµi p

ν
i

pi · k
+ cµν(pi, k)

ωk

]
(a†µν − aµν) (3.36)

is the anti-Hermitian operator appearing in the construction of Faddeev-Kulish state [9] with
φ = 1. In contrast toM andMc, the IR-finite Faddeev-Kulish amplitudeMFK is given by

MFK = 〈Ψout| exp
[
−
∑
i∈out

Rf (pi)
]
S exp

[∑
i∈in

Rf (pi)
]
|Ψin〉 . (3.37)

We aim to establishMFK =Mc =M.

3.2.1 Moving the graviton clouds

Let us start by considering the simplest case, i.e., the Faddeev-Kulish amplitude for single-
particle external states to leading order in the interaction. We follow the shorthand notations
used in [58]:

Pµν(p, k) = κ

2

(
pµpν
p · k

)
, Cµν(p, k) = κ

2
cµν(p, k)
ωk

, (3.38)

and Sµν(p, k) = Pµν(p, k) + Cµν(p, k). These allow us to write, (see [58] for details)

MFK = 〈0| b(pf )e−Sf ·(a
†−a)SeSi·(a†−a)b†(pi) |0〉 , (3.39)

where Sµνf ≡ Sµν(pf , k) and Sµνi ≡ Sµν(pi, k). The subscript FK is written to emphasize
that this is a Faddeev-Kulish amplitude. In what follows we employ the following notation,

S · (a† − a) ≡
∫
d̃3k Sµν(a†µν − aµν), (3.40)
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and

Sf · I · Si ≡
∫
d̃3k Sµνf IµνρσS

ρσ
i , (3.41)

where

Iµνρσ = ηµρηνσ + ηµσηνρ − ηµνηρσ. (3.42)

Up to the one loop order, this amplitude is

MFK = 〈0| b(pf )
(

1 + Sf · a−
1
4Sf · I · Sf

)
S
(

1 + Si · a† −
1
4Si · I · Si

)
b†(pi) |0〉 . (3.43)

Working out the infrared divergences (see [58] for details), we see that they factor out and
cancel as 1− 1

4P · I · P︸ ︷︷ ︸
virtual

+ 1
2S · I · P︸ ︷︷ ︸
interacting

− 1
4S · I · S︸ ︷︷ ︸

cloud-to-cloud

 〈pf |S|pi〉 = 〈pf |S|pi〉 , (3.44)

where P = Pf − Pi and S = Sf − Si. Note that the various infrared divergent contributions
are indicated in braces. These are (1) corrections due to virtual graviton exchange, (2) the
interacting graviton corrections arising from gravitons connecting the Faddeev-Kulish clouds
to external legs, and finally (2) corrections due to cloud-to-cloud graviton exchanges. These
have been discussed in detail in appendix B of [58].

Now let us see what happens if we put all the clouds in the outgoing state. We denote
this amplitude as,

Mc = 〈0| b(pf )e−Sf ·(a
†−a)eSi·(a

†−a)Sb†(pi) |0〉 . (3.45)

Let us consider the various infrared divergent contributions in this case. The virtual graviton
contribution remains unchanged. For the interacting gravitons, it used to be that the graviton
contractions with a cloud gives the factor

1
2

∫
d̃3k SµνIµνρσ, (3.46)

43



(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.1: Diagrams (a)-(d) represent processes with Faddeev-Kulish asymptotic states.
Diagrams (e)-(h) represent the same processes with the incoming cloud moved to the outgoing
state. Notice the “wrong" sign +Rf compared to a normal outgoing cloud with −Rf .

and depending on whether it was an incoming or an outgoing cloud, the contraction became

+η2

∫
d̃3k Sµνf IµνρσP

ρσ for outgoing cloud (Figures 3.1(a),(b)), and (3.47)

−η2

∫
d̃3k Sµνi IµνρσP

ρσ for incoming cloud (Figures 3.1(c),(d)), (3.48)

due to the difference in the sign of soft factor for absorption and emission. Figures 3.1(a)
and 3.1(c) have η = +1, while 3.1(b) and 3.1(d) have η = −1. But now, we have two clouds
that are in the outgoing state, so the graviton contraction gives the factor

+1
2

∫
d̃3k Sµνf Iµνρσ for the pf cloud, and (3.49)

−1
2

∫
d̃3k Sµνi Iµνρσ for the pi cloud, (3.50)

due to the difference in the signs of Rf . Since both are outgoing clouds, we have the same
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sign for the soft factor,

+η2

∫
d̃3k Sµνf IµνρσP

ρσ for the pf cloud (Figures 3.1(e),(f)), and (3.51)

−η2

∫
d̃3k Sµνi IµνρσP

ρσ for the pi cloud (Figures 3.1(g),(h)), (3.52)

where Figures 3.1(e) and 3.1(g) have η = +1, while 3.1(f) and 3.1(h) have η = −1. One can
see that the results stay the same, meaning that contributions of interacting gravitons are
unaltered. It remains to check the cloud-to-cloud contributions, but since these arise from
contractions between operators in the clouds, they do not depend on which side of S the
cloud is located and therefore are unchanged. We have thus shown that the infrared divergent
part of the single-particle, leading order amplitudesMc andMFK remains unchanged upon
shifting the cloud around, i.e. between the in and out states.

Next, we generalize this result to the most general case of multiple external particles and
all loop orders. Again, we begin by considering the individual contributions, i.e., virtual,
interacting, and cloud-to-cloud gravitons. The virtual graviton contribution is unchanged
from the one given in [58]. For the interacting gravitons, consider the amplitude of a diagram
with N (N ′) absorbed (emitted) interacting gravitons,

(−1)N
N+N ′∏

r=1

1
2

∫
d̃3kr Sµν(pr, kr)Iµνρrσr

Jρ1σ1ρ2σ2···ρN+N′σN+N′ , (3.53)

where pr is the momentum of the external particle that exchanges graviton r, and J is a
complicated tensor whose detailed form is given in equation (B.58) of [58]. Taking the k-th
incoming cloud and moving it to the outgoing state has the two following effects (see Figure
3.2):

1. The factor (−1)N , which comes from the signs in the soft factors, becomes (−1)N−nk ,
where nk is the number of interacting gravitons connected to the k-th (previously)
incoming cloud. This is because these gravitons used to be absorbed but are now
emitted.

2. The following factor in (3.53),
N+N ′∏

r=1

1
2

∫
d̃3kr Sµν(pr, kr)Iµνρrσr

 , (3.54)

came from contractions of gravitons with the clouds. For the Faddeev-Kulish ampli-
tude, where all clouds are in the proper locations, each cloud gives the same factor
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Figure 3.2: An example of an incoming cloud being moved to the out-state. Each boson
connecting this cloud to an external propagator obtains two factors of (−1), one from the
soft factor and the other from the “wrong" sign of Rf . These two factors cancel, and thus
the overall amplitude is unaffected by such a change.

1
2
∫
d̃3k SµνIµνρσ upon contraction. But now that the k-th incoming cloud is sitting

in the outgoing state with a wrong sign (incoming and outgoing clouds have different
signs e±Rf ), only this cloud gives an additional factor of −1. The above factor changes
to (−1)nk

N+N ′∏
r=1

1
2

∫
d̃3kr Sµν(pr, kr)Iµνρrσr

 . (3.55)

It follows that we obtain two factors (−1)−nk and (−1)nk , which cancel each other and the
overall contribution remains unchanged. It remains to consider the cloud-to-cloud gravitons.
There are three types: out-to-out, in-to-in, and the disconnected. The contributions of l
disconnected gravitons factored out as

l!
[1
2S

out · I · Sin
]l
, (3.56)

but with the k-th incoming cloud moved to the out-state (as an outgoing cloud with the
wrong sign), this is adjusted to

l!
[1
2(Sout − Sk) · I · (Sin − Sk)

]l
, (3.57)
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which eventually exponentiates to

exp
{1

2(Sout − Sk) · I · (Sin − Sk)
}
. (3.58)

The in-to-in and out-to-out contributions change from

exp
{
−1

4S
out · I · Sout − 1

4S
in · I · Sin

}
(3.59)

to

exp
{
−1

4(Sout − Sk) · I · (Sout − Sk)− 1
4(Sin − Sk) · I · (Sin − Sk)

}
. (3.60)

Putting (3.58) and (3.60) together, we obtain

exp
{
−1

4(Sout − Sin) · I · (Sout − Sin)
}
, (3.61)

which is the same factor that was obtained without moving the cloud, and thus the cloud-
to-cloud contribution also remains unaltered.

It follows that we can write

〈Ψout|

 ∏
j∈out

e−Sj ·(a
†−a)

S [∏
i∈in

eSi·(a
†−a)

]
|Ψin〉

= 〈Ψout|

 ∏
j∈out

e−Sj ·(a
†−a)

 [∏
i∈in

eSi·(a
†−a)

]
S |Ψin〉 (3.62)

= 〈Ψout| S

 ∏
j∈out

e−Sj ·(a
†−a)

 [∏
i∈in

eSi·(a
†−a)

]
|Ψin〉 , (3.63)

and so on. Therefore, we conclude that the Faddeev-Kulish amplitude does not change under
a shift of the cloud from one side of the scattering operator to the other.

3.2.2 Equality of the amplitudes

From (3.37) and (3.35), it is clear that the only difference betweenMc andMFK is in the
location of the clouds; the incoming cloud, which should be dressing the incoming state,
is located in the out-state. We have seen in the previous subsection that in an amplitude
the clouds can freely be commuted through the scattering operator. This implies that the
amplitude Mc, which has all the clouds in the outgoing state, is actually equal to the
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Faddeev-Kulish amplitude, i.e.

Mc =MFK. (3.64)

Now let us consider the original amplitudeM of (3.35) that emerged from the conservation
of supertranslation charge. This is a special case of Mc, in the sense that putting cµν = 0
in Mc recovers M. Thus, M is equal to the Faddeev-Kulish amplitude constructed using
the R(t) operator of [9] instead of Rf . Since states constructed with R(t) and Rf are related
by a unitary transformation, this implies thatM =Mc. We can see this more directly by
noting that amplitudes constructed with cµν = 0 are related to those with non-zero cµν by
the following relation [58]

Mc = exp
−κ2

4
∑
n,m

ηnηm

∫ d̃3k

ω2
k
cµν(pn, k)Iµνρσcρσ(pm, k)

M =M, (3.65)

where each sum runs over the whole set of external particles. The summand vanishes term
by term, due to one of the constraints that cµν has to satisfy. Therefore

M =Mc =MFK, (3.66)

and the amplitudeM of (3.35) is the IR-finite Faddeev-Kulish amplitude.

3.3 Soft gravitons and decoherence of momentum con-
figurations of hard matter particles

In this section we reconsider the problem of the decoherence of momentum superpositions
of hard matter particles due to low energy soft gravitons that was discussed in [23]. The
same conclusions were reached in [24] using a different approach. In [23] the usual Bloch-
Nordsieck mechanism was introduced to cancel the infrared divergences in order to obtain
finite density matrices, and the asymptotic symmetries discussed in section 3.1 do not play
any role. The question we address in this section is how a consistent application of the
results of the previous sections might change the conclusions of [23]. This problem also
has potential implications in the recent debate regarding the proposal of Hawking, Perry
and Strominger [60], concerning new charges on black holes and their consequences for the
information paradox. We refer interested readers to the relevant literature [18,20,21,60,61].

First, we briefly outline the logic of [23]. Consider an “in" Fock state |α〉in at time
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t = −∞, which is related to the “out" Fock state at t =∞ by the S matrix:

|α〉 → |α〉in = S |α〉out (3.67)

=
∑

βb

|βb〉 〈βb|

S |α〉out (3.68)

=
∑
βb

Sβb,α |βb〉out , (3.69)

where, Sβb,α ≡ 〈βb|S|α〉, and β (b) stands for the set of hard (soft) particles. We drop
subscripts on the kets which, unless specified, are the asymptotic out-states. Then the
authors construct a reduced density matrix by tracing out the external soft bosons |b〉:

ρ =
∑
ββ′b

Sβb,αS
∗
β′b,α |β〉 〈β′| . (3.70)

By factoring out the divergences from the sum,

∑
b

Sβb,αS
∗
β′b,α = Sβ,αS

∗
β′,α

(
E

λ

)Ãββ′,α (E
λ

)B̃ββ′,α
f
(
E

ET
, Ãββ′,α

)
f
(
E

ET
, B̃ββ′,α

)
︸ ︷︷ ︸

real soft bosons

= SΛ
β,αS

Λ∗
β′,α

(
λ

Λ

)Aβ,α/2+Aβ′,α/2 (λ
Λ

)Bβ,α/2+Bβ′,α/2

︸ ︷︷ ︸
virtual bosons

×
(
E

λ

)Ãββ′,α (E
λ

)B̃ββ′,α
f
(
E

ET
, Ãββ′,α

)
f
(
E

ET
, B̃ββ′,α

)
︸ ︷︷ ︸

real soft bosons

,

and by considering the limit as the IR cut-off λ is removed, the authors of [23] observed
the decoherence of momentum configurations of hard particles or conversely, the strong
correlations between the hard and soft particles. We refer to [23] for details of the notations
and derivations of this equation. However, note that it is essential in this approach to sum
over the soft bosons because otherwise the infrared divergences do not cancel.

We now show that this conclusion implicitly assumes that the vacuum is unique and
before the cancellation of IR divergences for the inclusive process, one is dealing with S
matrix elements which vanish as the cut-off is removed. We have seen that conservation of
BMS charge, namely

(Nout −Nin) 〈out|S|in〉 = Ωsoft 〈out|S|in〉 , (3.71)
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dictates that scattering processes starting from a state built on the Fock vacuum |0〉 evolves
only into states that are built on the coherent vacuum

exp
[∫

soft
d̃3k Nµν

out(a†µν − aµν)
]
|0〉 , (3.72)

where,

Nµν
out = κ

2
∑
i

ηi
pµi p

ν
i

pi · k
, (3.73)

with the sum running over all external particles1. Therefore, if we started with a state |α〉
built on |0〉, then the outgoing state cannot be just |βb〉, which is a Fock state built on |0〉; all
S-matrix elements between such states vanish. Instead, |α〉 scatters into states accompanied
by a coherent cloud,

|β;Nout〉 = |β〉 exp
[∫

soft
d̃3k Nµν

out(a†µν − aµν)
]
, (3.74)

with Nout dependent on the sets of external hard momenta α and β. We therefore should
consider,

|α〉in =
∑
β

SFK
β,α |β;Nout〉 , (3.75)

where we have written,

SFK
β,α ≡ 〈β| exp

[
−
∫

soft
d̃3k Nµν

out(a†µν − aµν)
]
S |α〉 . (3.76)

The states |α〉 and |β〉 are just the conventional Fock states. We have seen earlier that the
right hand side is exactly equivalent to the amplitude constructed using the Faddeev-Kulish
asymptotic states, i.e.,

〈β| e−RfSeRf |α〉 , (3.77)

and hence the the left hand side has the superscript FK on the S matrix element. Now the
density matrix becomes

∑
ββ′

SFK
β,αS

FK∗
β′,α |β;Nout〉 〈β′;N ′out| . (3.78)

1Note that here the in and out labels refer to incoming or outgoing particles. The Fock states are all in
the “out" basis.
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The amplitudes SFK
β,α do not have infrared divergences coming from the virtual bosons. In

the “virtual bosons" part of (3.71), the λ-dependent part is exactly canceled by interac-
tions involving the clouds, as seen in [58]. Thus, in this framework there is no longer the
decoherence that was observed in [23].

To sum up, due to the conservation of BMS charge, any conventional Fock state |α〉
evolves not into another Fock state |βb〉, but instead into a coherent state |β;Nout〉. If the
starting state is a coherent state, then the end state is just be another coherent state, and the
BMS charge conservation guarantees that the amplitudes SFK

β,α coincide with the infrared-
finite Faddeev-Kulish amplitudes. We reiterate, that the presence of the coherent boson
cloud cancels all the problematic dependence on the infrared cut-off λ, and therefore one is
no longer mathematically forced to sum over the soft particles in order to obtain well-defined
density matrix elements.

It is noteworthy that although the density matrix elements (3.78) are now well-defined,
depending on what kind of measurement is being carried out, one may still construct a
reduced density matrix by summing over the soft particles. Would the decoherence of the
momentum configurations of the hard matter particles return in this case? This analysis has
recently been carried out in [127]. We next reanalyze this within the framework introduced
in the previous sections of this chapter.

The ββ′-component of the reduced density matrix is

ρββ′ =
∑
b

SFK
β,αS

FK∗
β′,α 〈b|Nout〉 〈N ′out|b〉 (3.79)

= SFK
β,αS

FK∗
β′,α 〈N ′out|

(∑
b

|b〉 〈b|
)
|Nout〉 (3.80)

= SFK
β,αS

FK∗
β′,α 〈N ′out|Nout〉 . (3.81)

By normal-ordering the graviton operators, we obtain

〈N ′out|Nout〉 = 〈0| exp
{
κ

2

∫
soft

d̃3k
(
Nµν

out −N ′µνout

)
(a†µν − aµν)

}
|0〉 (3.82)

= exp
{
−κ

2

16

∫
soft

d̃3k
(
Nµν

out −N ′µνout

)
Iµνρσ

(
Nρσ

out −N ′ρσout

)}
, (3.83)

where we can write

Nµν
out −N ′µνout =

∑
p∈β

pµpν

p · k
−
∑
p∈β′

pµpν

p · k
. (3.84)

Therefore, if β 6= β′ then the integral in (3.83) is infrared-divergent and the expression (3.83)
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vanishes. This implies that the off-diagonal elements of the reduced density matrix is zero
and the decoherence of momentum configurations of the hard particles reappears.

Does this conclusion change if we include external states with soft gravitons? The density
matrix with external soft gravitons is

∑
ββ′bb′

SFK
βb,αS

FK∗
β′b′,α |βb;Nout〉 〈β′b′;N ′out| , (3.85)

and the reduced density matrix, after tracing out the soft particles, becomes

ρββ′ =
∑
b′′

∑
bb′
SFK
βb,αS

FK∗
β′b′,α 〈b′′|b;Nout〉 〈b′;N ′out|b′′〉 (3.86)

=
∑
bb′
SFK
βb,αS

FK∗
β′b′,α 〈b′;N ′out|b;Nout〉 . (3.87)

Let us employ a notation similar to that of [127]:

W (β) = exp

κ2
∫

soft
d̃3k

∑
p∈β

pµpν

p · k
(a†µν − aµν)

 , (3.88)

W †(β′) = exp

−κ2
∫

soft
d̃3k

∑
p∈β′

pµpν

p · k
(a†µν − aµν)

 , (3.89)

such that |b;Nout〉 = W (β) |b〉. Then, the reduced density matrix element is

ρββ′ =
∑
bb′
SFK
βb,αS

FK∗
β′b′,α 〈b′|W †(β′)W (β) |b〉 . (3.90)

Let us see what we can say about 〈b′|W †(β′)W (β)|b〉. Let m and n be the particle number
of b′ and b, respectively. Then,

〈b′|W †(β′)W (β)|b〉 = 〈0| a`′1(k′1) · · · a`′m(k′m)W †(β′)W (β)a†`1(k1) · · · a†`n(kn) |0〉 , (3.91)

where `′i and k′i (`i and ki) are the polarization and momentum of the i-th graviton in b′ (b).
Let us use the shorthand

W 2 ≡ W †(β′)W (β), (3.92)
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and observe that since

a`(k) = εµν` (k)aµν(k), (3.93)

a†`(k) = εµν∗` (k)a†µν(k), (3.94)

we have the commutators

[
W 2, a†`(k)

]
= −κ2

∫
soft

d̃3k′
∑
p∈β,β′

ηp
pµpν

p · k′
[
a†µν(k′)− aµν(k′), a

†
`(k)

]
W 2 (3.95)

= +κ2
∑
p∈β,β′

ηp
pµpν

p · k
ε`∗µν(k)W 2, (3.96)

[
a`(k),W 2

]
= −κ2

∫
soft

d̃3k′
∑
p∈β,β′

ηp
pµpν

p · k′
[
a`(k), a†µν(k′)− aµν(k′)

]
W 2 (3.97)

= −κ2
∑
p∈β,β′

ηp
pµpν

p · k
ε`µν(k)W 2, (3.98)

where ηp = +1 if p ∈ β′ and ηp = −1 if p ∈ β. Using this, we can commute the left-most
creation operator a†`1(k1) to the left side of W 2 to obtain

〈b′|W 2|b〉 =
κ

2
∑
p∈β,β′

ηp
pµpν

p · k1
ε`1∗µν (k1)

 〈0| a`′1(k′1) · · · a`′m(k′m)W 2a†`2(k2) · · · a†`n(kn) |0〉

+ 〈0| a`′1(k′1) · · · a`′m(k′m)a†`1(k1)W 2a†`2(k2) · · · a†`n(kn) |0〉 . (3.99)

However, we next show that the contribution from the second term in the parentheses is
vanishingly small. To see this, one may consider commuting a†`1(k1) all the way to the left,
aiming to act it on the vacuum. This creates one term for each annihilation operator which
has a factor of the following form,

∫
soft

d̃3k′j d̃
3k1 S

FK
βb,αS

FK∗
β′b′,α

[
a`′j(k

′
j), a

†
`1(k1)

]
= δ`′j ,`1

∫
dΩ′jdΩ1δ

2(Ω′j − Ω1)SFK
βb,αS

FK∗
β′b′,α

∫
soft

|k′j|2d|k′j|
(2π)3|k′j|

, (3.100)

where we have separated out the radial parts from the momentum integrals. The radial
integrals can be computed separately, because the Faddeev-Kulish amplitudes SFK

βb,α and
SFK∗
β′b′,α are O(|k|0) in each soft momentum k, which can be seen in figure 3.3 for a single

outgoing soft graviton; the first two diagrams cancel the last two diagrams, and only the one
in the middle, which is infrared-finite, contribute. If the momentum integral was over the
whole momentum space, then the last integral in (3.100) diverges. But since it is only over
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Figure 3.3: Diagrams contributing to an amplitude with external soft boson. The first two
diagrams cancel the last two diagrams, and only the diagram in the middle remains, which
is of zeroth order in the soft momentum.

the soft momentum space, it has a vanishingly small value (proportional to some momentum
cutoff squared, ω2

c , where we think of ωc → 0) and therefore the expression vanishes. Thus,
we have

〈b′|W 2|b〉 =
κ

2
∑
p∈β,β′

ηp
pµpν

p · k1
ε`1∗µν (k1)

 〈0| a`′1(k′1) · · · a`′m(k′m)W 2a†`2(k2) · · · a†`n(kn) |0〉 .

(3.101)

Each creation operator gives a factor analogous to that in the square brackets, so we may
write

〈b′|W 2|b〉 =
n∏
i=1

κ
2
∑
p∈β,β′

ηp
pµpν

p · ki
ε`i∗µν (ki)

 〈0| a`′1(k′1) · · · a`′m(k′m)W 2 |0〉 . (3.102)

We can perform a similar process for the annihilation operators, where this time the factors
have an additional minus sign, and this yields

〈b′|W 2|b〉 =
n∏
i=1

κ
2
∑
p∈β,β′

ηp
pµpν

p · ki
ε`i∗µν (ki)

 m∏
j=1

−κ2 ∑
p∈β,β′

ηp
pµpν

p · k′j
ε`jµν(k′j)

 〈0|W 2 |0〉 . (3.103)

This explicitly shows that each term in the sum of (3.90) contains a product of infrared-finite
integrals as well as the vacuum expectation value 〈0|W 2|0〉 = 〈N ′out|Nout〉, but we have seen
that this value vanishes for the off-diagonal elements β 6= β′. Therefore, the reduced density
matrix still exhibits a complete decoherence of the hard particle momentum configurations.

We conclude this section with a discussion of the two formulations of the density ma-
trix: the one using the Bloch-Nordsieck mechanism and the one using dressed states. It
is straightforward to see that only the off-diagonal elements of the reduced density matrix
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are different, whereas, the diagonal element which is essentially the Bloch-Nordsieck cross
section is the same in the two approaches. Indeed, the cross section of the process α → βb

is given (up to a factor) by the absolute square of the amplitude:

Γβb,α = Sβb,αS
∗
βb,α. (3.104)

These cross sections exhibit two types of infrared divergence, one arising from the real soft
bosons and the other from the virtual bosons. The Bloch-Nordsieck method of dealing with
these divergences is to sum over all unobservable soft bosons,

Γβ,α =
∑
b

Γβb,α =
∑
b

Sβb,αS
∗
βb,α, (3.105)

and performing this sum results in the exponentiation of the soft factors of real bosons, which
then cancels the divergence due to virtual bosons. It is clear that every diagonal element of
the reduced density matrix in (3.70) is a Bloch-Nordsieck cross section:

ρββ = 〈β|ρ|β〉 =
∑
b

Sβb,αS
∗
βb,α. (3.106)

Thus, only the off-diagonal elements are affected (see Eq. (3.90)). The practical use of
the Bloch-Nordsieck mechanism for obtaining IR finite cross sections does not require any
modifications.

3.4 Summary

In this chapter, we have demonstrated that graviton cloud operators weakly commute with
the scattering operator (see equations (3.62) and (3.63)), and used this to show that scatter-
ing amplitudes which conserve BMS supertranslation charge are equivalent to the Faddeev-
Kulish amplitudes, see equation (3.66). Since Faddeev-Kulish amplitudes are free of infrared
divergence, this proves the conjecture in [19], which proposes that conservation of asymp-
totic charge leads to infrared finite scattering amplitudes. The contents of this chapter
ties up some loose ends on the relation between the Faddeev-Kulish formalism, asymptotic
symmetry and infrared divergences.

We have also applied our formalism to the intriguing problem considered in [23] where it
was found that tracing out soft degrees of freedom leads to the decoherence of hard particle
momenta, whether or not one employs the Faddeev-Kulish states [127]. In contrast to their
work, we have constructed the corresponding reduced density matrices conserving the BMS
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supertranslation charge at all stages and arrived at a similar conclusion, see equation (3.103).
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Chapter 4

Soft Photon Hair on Schwarzschild
Horizon from a Wilson Line

Perspective

4.1 Wilson lines and soft charge in Minkowski space-
time

In this chapter, we extend the construction of photon dressing to the future horizon of Rindler
spacetime. Then, we demonstrate that their structure is reminiscent of that exhibited by
soft gravitons on the Schwarzschild horizon, which was derived earlier by Hawking, Perry
and Strominger [60,61].

We start by reviewing topics in flat Minkowski spacetime that are crucial in our subse-
quent analysis of Rindler and Schwarzschild horizons. In the first subsection, selected mate-
rials from [128] and [91] are used to show that the Faddeev-Kulish dressings of asymptotic
states [8,9] are in fact Wilson lines along a specific time-like path. Then in the second subsec-
tion, we explore the connections between Faddeev-Kulish dressings, Wilson line punctures,
edge states and surface charges associated with the asymptotic symmetry transformation
developed in [19].

4.1.1 Equivalence of Wilson lines and Faddeev-Kulish dressings

A gauge-invariant formulation of QED using path-dependent variables dates back to Mandel-
stam’s work [128]. In this formulation, the conventional matter fields are dressed by Wilson
lines extending out to infinity. It is known [91,129] that taking the path in each Wilson line

57



to be the time-like path of an asymptotic particle yields the Faddeev-Kulish dressings [8].
In this section we briefly review this connection.

Under a gauge transformation, the gauge and matter fields transform as

ϕ(x)→ e−ieΛ(x)ϕ(x), (4.1)

Aµ(x)→ Aµ(x) + ∂µΛ(x). (4.2)

Mandelstam introduces a non-local path dependent variable which is the matter field dressed
with a Wilson line, i.e.,

Ψ(x |Γ) = P exp
{
ie
∫ x

Γ
dξµAµ(ξ)

}
ϕ(x), (4.3)

along the path Γ, with the path-ordering operator P. We show that this path-dependent
dressing describes the Faddeev-Kulish dressing for a particular time-like, straight line path
relevant for asymptotic field. In the Lorenz gauge, the equation of motion of the gauge field
with source Jµ is

�Aµ(x) = Jµ(x). (4.4)

Therefore one may use the retarded Green’s function Gret to decompose

Aµ(x) = Ain
µ (x) +

∫
d4z Gret(x− z)Jµ(z), (4.5)

where the Gret solves �Gret(x) = δ(4)(x), and the incoming asymptotic field Ain
µ is the

homogeneous solution satisfying �Ain
µ (x) = 0. Then, the dressing in (4.3) can be written as

P exp
{
ie
∫ x

Γ
dξµAµ(ξ)

}
= T exp

{
ie
∫ x

Γ
dξµAin

µ (ξ) + ie
∫ x

Γ
dξµ

∫
d4z Gret(ξ − z)Jµ(z)

}
(4.6)

= exp
{
ie
∫ x

Γ
dξµAin

µ (ξ)
}
× (phase factors), (4.7)

where P is replaced by the time-ordering operator T since Γ is time-like. The path-ordering
has been removed at the price of gaining an infinite c-number phase, which is related to the
Coulomb phase and thus is not of interest for us. We anticipate letting x0 → −∞ for an
asymptotic incoming particle. With this limit in mind, we may assume Γ to be the trajectory
of a free particle described by a constant four-velocity vµ, and parametrize ξµ = xµ + τvµ.
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Then,

exp
{
ie
∫ x

Γ
dξµAin

µ (ξ)
}

= exp
{
ie
∫ 0

−∞
dτ
dξµ

dτ
Ain
µ (ξ)

}
(4.8)

= exp
{
ievµ

∫ 0

−∞
dτAin

µ (x+ vτ)
}
. (4.9)

For the in field, we have the standard asymptotic mode expansion

Ain
µ (x) =

∫
d̃3k

[
aµ(k)eik·x + a†µ(k)e−ik·x

]
, (4.10)

where d̃3k = d3k
(2π)3(2ω) with ω = |k| is the Lorentz-invariant measure, and

aµ(k) =
∑
`=±

ε`∗µ (k)a`(k), a†µ(k) =
∑
`=±

ε`µ(k)a†`(k), (4.11)

with the polarization tensor ε`µ(k). The creation and annihilation operators satisfy the
standard commutation relations

[
a`(k), a†`′(k′)

]
= δ``′(2π)3(2ω)δ(3)(k− k′). (4.12)

Using the mode expansion, we may write

vµ
∫ 0

−∞
dτAin

µ (x+ vτ) = vµ
∫ 0

−∞
dτ
∫
d̃3k

[
aµ(k)eik·(x+vτ) + h.c.

]
(4.13)

= −i
∫
d̃3k

pµ

p · k
[
aµ(k)eik·x − h.c.

]
, (4.14)

where pµ = mvµ, and we have used the boundary condition [8]
∫ 0

−∞
dτ eik·vτ = 1

ik · v
. (4.15)

Therefore, we obtain

exp
{
ie
∫ x

Γ
dξµAin

µ (ξ)
}

= exp
{
−e

∫
d̃3k

pµ

p · k
(
a†µ(k)e−ik·x − aµ(k)eik·x

)}
. (4.16)

Now, recall that we anticipate x0 → −∞. Under this limit, non-vanishing contribution to
the integral comes only from k → 0 by virtue of the Riemann-Lebesgue lemma. Following
the construction of [8], we implement this by replacing e±ik·x with a scalar function φ(p, k)
having support in a small neighborhood of k = 0 and satisfying φ→ 1 as k → 0. Then, we

59



Figure 4.1: A Penrose diagram of the Minkowski spacetime, where I+ (I−) represents the
future (past) null infinity and i+ (i−) represents the future (past) time-like infinity. The
spacetime point x is the position of a massive dressed particle, and the time-like path Γ
extends from i− to x. The time-like infinities i± are 3-dimensional hyperbolic spaces H3 each
parametrized by a 3-vector, see for example [1].

may write,

exp
{
ie
∫ x

Γ
dξµAin

µ (ξ)
}

= W (p), (4.17)

where W (p) is, up to a unitary transformation, the Faddeev-Kulish operator (or dressing)
of an asymptotic incoming particle of momentum p,

W (p) = exp
{
−e

∫
d̃3k

pµ

p · k
φ(p, k)

(
a†µ(k)− aµ(k)

)}
. (4.18)

Equation (4.17) shows that a Wilson line along the trajectory of an asymptotic particle
corresponds to the Faddeev-Kulish dressing.

4.1.2 Faddeev-Kulish dressings and the soft charge

In the previous subsection, we have seen that Faddeev-Kulish dressings are essentially Wilson
lines. Let us consider a Wilson line along a time-like curve Γ of constant momentum p ending
at a point x, as in figure 4.1. The Wilson line stretches all the way down to the past time-like
infinity i−, where the asymptotic phase space is the hyperbolic space H3. If this Wilson line
is dressing an asymptotic massive charged particle, as is the case under our consideration,
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we can assume that the limit x0 → −∞ is being taken. In this picture, one can see that
the Faddeev-Kulish dressing can essentially be viewed as a Wilson line puncture on i−, the
asymptotic boundary of Minkowski spacetime. The term “puncture" henceforth is be used to
denote a Wilson line along a time-like path piercing the spacetime boundary of our interest.

Let us put this intuitive description on a more formal ground. The Minkowski spacetime
has the following metric in terms of the Cartesian coordinates

ds2 = −dt2 + dx2
1 + dx2

2 + dx2
3. (4.19)

We introduce the advanced set of coordinates (v, r, z, z̄), which is related to the Cartesian
coordinates by

v = t+ r, r2 = x2
1 + x2

2 + x2
3, z = x1 + ix2

r + x3
. (4.20)

The Minkowski metric can then be written as

ds2 = −dv2 + 2dvdr + 2r2γzz̄dzdz̄, (4.21)

where γzz̄ = 2/(1 + zz̄)2 is the unit 2-sphere metric. In terms of these coordinates, the
momentum measure is d3k = ω2dωγzz̄d

2z, so we may write the asymptotic gauge field as

Ain
µ (x) =

∫ d3k

(2π)3
1

2ω
[
aµ(k)eik·x + a†µ(k)e−ik·x

]
(4.22)

= 1
16π3

∫
ωdωγzz̄d

2z
[
aµ(ωk̂)eik·x + a†µ(ωk̂)e−ik·x

]
. (4.23)

Here k̂ is a unit 3-vector that points in the direction defined by (z, z̄), such that k = ωk̂.
Let us employ the usual polarization tensors

ε+µ = 1√
2

(z̄, 1,−i,−z̄), ε−µ = 1√
2

(z, 1, i,−z), (4.24)

the plane-wave expansion,

eik·x = 4πe−iωt
∞∑
`=0

i`j`(ωr)
∑̀
m=−`

Y`m(k̂)Y ∗`m(x̂) (4.25)

= 2πi
ωr

e−iωvδ(2)(k̂ + x̂) +O
(
r−2

)
, (4.26)
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as well as the relation Az = ∂z(xµAµ) to obtain the non-vanishing components [19]:

Az(v, z, z̄) = lim
r→∞

Az(v, r, z, z̄) (4.27)

= i

8π2
√
γzz̄

∫
dω

(
a†−(−ωx̂)eiωv − a+(−ωx̂)e−iωv

)
. (4.28)

Here the expression a±(−ωx̂) should be understood as a particle operator with ω > 0 with
momentum in the direction −x̂. The minus sign comes from the fact that a massless particle
moving in the direction (z, z̄) is mapped to its antipodal point in the past infinity.

Observe in (4.28) that taking the limit v → −∞ forces the integral to get contributions
only from the zero-modes ω = 0 by virtue of the Riemann-Lebesgue lemma. We may use
the method of [8, 9] to implement this explicitly, by introducing an infrared scalar function
φ(ω) that has support only in a small neighborhood of ω = 0 and satisfies φ(0) = 1:

Az(z, z̄) = i

8π2
√
γzz̄

∫
dw

(
a†−(−ωx̂)− a+(−ωx̂)

)
φ(ω). (4.29)

A Faddeev-Kulish dressing W (p) of a particle with momentum p can be written in terms of
these boundary modes.

W (p) = exp
{
ie

2π

∫
d2z
√
γzz̄

[(
p · ε−

p · k̂

)
Az(z, z̄) +

(
p · ε+

p · k̂

)
Az̄(z, z̄)

]}
, (4.30)

where k̂µ = (1, k̂) = (1,−x̂).
In terms of the language used in [130], the edge modes Az(z, z̄) and Az̄(z, z̄) are the

zero modes that exponentiate to the Wilson line sourced and localized at the boundary. In
this reference which deals with the case of Rindler space, for each edge mode annihilation
operator ak, there is a conjugate variable qk such that

[ak, q−k′ ] = iδkk′ , (4.31)

The eigenspace of this conjugate variable is more natural (compared to the eigenspace of
ak) in the sense that it diagonalizes the boundary Hamiltonian of the Rindler space. We
see below that even in flat Minkowski space, the vacua of Faddeev-Kulish states define an
eigenspace analogous to that of qk in a manner which was previously discussed in [16].

For this purpose, consider a function ε(z, z̄) on the 2-sphere. The conserved charge Qε

associated with this function can be written as [16]

Qε = Qsoft
ε +Qhard

ε , (4.32)
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where the hard charge Qhard
ε contains charged matter current and hence commutes with the

boundary field Az(z, z̄), and the soft charge Qsoft
ε is given by

Qsoft
ε = −2

∫
d2z ∂z̄ε(z, z̄)Nz(z, z̄) = −2

∫
d2z ∂zε(z, z̄)Nz̄(z, z̄). (4.33)

Here the operator Nz(z, z̄) is defined as

Nz(z, z̄) =
∫ ∞
−∞

dv ∂vAz(z, z̄), (4.34)

and contains only zero-energy photon operators, as one can see from the expression

Nz(z, z̄) = − 1
4π
√
γzz̄

∫ ∞
0

dω ω δ(ω)
(
a†−(−ωx̂) + a+(−ωx̂)

)
, (4.35)

obtained by using the mode expansion (4.29) and the integral representation
∫ ∞
−∞

dω e±iωv = 2πδ(ω). (4.36)

From (4.29) and (4.35), we obtain by direct calculation

[Az(z, z̄), Nw̄(w, w̄)] = i

2
√
γzz̄γww̄

∫
dω dω′ ωφ(ω)ω′δ(ω′)δ(3)(ωx̂z − ω′x̂w), (4.37)

where we used the commutation relation (4.12). Now, note that we may write

δ(3)(ωx̂z − ω′x̂w) = 1
ω2γzz̄

δ(ω − ω′)δ(2)(z − w). (4.38)

Therefore, with the convention
∫ ∞

0
dω δ(ω)f(ω) = 1

2f(0), (4.39)

of delta functions acting on the boundary of the integration domain, we obtain the commu-
tation relation

[Az(z, z̄), Nw̄(w, w̄)] = i

2δ
(2)(z − w). (4.40)

It follows from the expression (4.33) that

[Qε, Az(z, z̄)] = i∂zε(z, z̄). (4.41)

It is worth noting here that Qε may be replaced by Qsoft
ε since Qhard

ε commutes with Az(z, z̄).

63



There is an immediate consequence of (4.41) and (4.30), which has been pointed out in [19].
Consider a vacuum |0〉 such that Qε |0〉 = 0 and dress it with the Faddeev-Kulish operator
to construct a state W (p) |0〉. The expression (4.30) shows that W (p) involves only the
boundary gauge fields and thus only the zero-mode photon operators, qualifying W (p) |0〉 as
a vacuum. The two vacua |0〉 and W (p) |0〉 are distinct, since the latter carries soft charge,

QεW (p) |0〉 = − e

2π

∫
d2z
√
γzz̄

{(
p · ε−

p · k̂

)
∂zε(z, z̄) +

(
p · ε+

p · k̂

)
∂z̄ε(z, z̄)

}
W (p) |0〉 , (4.42)

as implied by (4.41). Since there are infinitely many dressings W (p), there exists an infi-
nite number of degenerate vacua, each characterized by its soft charge. The selection rule
arising from the charge conservation manifests itself as the infrared divergence of scattering
amplitudes, and the asymptotic states of Faddeev and Kulish are the eigenstates of the con-
served charge Qε. This has been investigated for the flat spacetime both in QED [19] and
in perturbative gravity [59].

In summary, we have seen that the flat-space Faddeev-Kulish dressings can be written as
Wilson line punctures on the asymptotic boundary of Minkowski spacetime. The massless
gauge field has non-vanishing components at the asymptotic boundary, and the Wilson line
can be written as a linear combination of these fields. On the other hand, the soft charge of
the large gauge symmetry is a linear combination of a variable which is canonically conjugate
to the boundary gauge field. As a consequence, each dressing carries a definite soft charge,
parametrized by a 3-momentum p. The dressings carry zero energy, and therefore can be
used to generate a Hilbert space consisting of an infinite number of distinct vacua. This
space is referred to as the edge Hilbert space in some literature, see for example [130]. The
soft charge of large gauge transformation is a good quantum number to label the states.
In the next section, we extend this work to the Rindler spacetime and the future Rindler
horizon, aiming to draw results consistent with the analysis made in [130].

4.2 Soft photon hair on future Rindler horizon

In the previous section, we have seen that the Faddeev-Kulish dressings of asymptotic states
are Wilson lines along a time-like path at the future/past time-like infinity. From this,
along with the previous works exploring the connection between large gauge symmetry and
Faddeev-Kulish dressings [18,19,58], it follows that the set of degenerate vacua carrying soft
charge of large gauge transformation is obtained by dressing the vacuum with Wilson lines.
Then it is only natural to expect that, in spacetimes exhibiting an event horizon, Wilson
lines piercing the horizon along a time-like path are the dressings carrying soft hair on the

64



(a) (b)

Figure 4.2: A depiction of the Rindler spacetime. The Rindler coordinates (τ , ξ) are related
to the Minkowski coordinates (X, T ) by T = 1

a
eaξ sinh(aτ) and X = 1

a
eaξ cosh(aτ). At the

future Rindler horizon H, one has ξ = −∞ and τ =∞. H is parametrized by the advanced
time v = τ + ξ, along with the coordinates x⊥ which are omitted in the diagram. (a) The
constant-ξ curves (marked blue) are parametrized by τ , while the constant-τ curves (marked
red) are parametrized by ξ. (b) The purple curve illustrates a Wilson line along a time-like
trajectory of a massive particle, starting at a point x and extending into H.

horizon. In this section, we show that this expectation indeed holds in the Rindler spacetime.
We begin by reviewing a canonical quantization scheme of gauge fields developed in [131].
This is then be used to demonstrate that radial (time-like) Wilson lines in the vicinity of
the future horizon are the analogue Faddeev-Kulish operators that dress the Fock vacuum
to create degenerate vacua carrying soft charge.

Following the notation of [131], we use lower case Latin letters such as i, j to denote the
spatial components of tensors and capital Latin letters such as I, J to denote the perpendic-
ular components x⊥ (that is, x2 and x3).

4.2.1 Review of transverse gauge fields in Rindler spacetime

Here we present a brief review the quantization scheme developed in [131]. This quantization
in Weyl gauge especially proves to be useful because it involves only the physical, transverse
gauge fields. The methods introduced here are relevant to the Schwarzschild case as well.
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The Rindler metric takes the following form,

ds2 = e2aξ(−dτ 2 + dξ2) + dx2
⊥. (4.43)

We sometimes write (x0, x1, x2, x3) = (τ, ξ,x⊥). The quantization is carried out in the Weyl
gauge,

A0(τ, ξ,x⊥) = 0. (4.44)

The Lagrangian density of the gauge field Aµ coupled to an external current jµ is

L =
√
−g

(
−1

4F
µνFµν − Aµjµ

)
, (4.45)

where the field strength tensor Fµν is

Fµν = ∂µAν − ∂νAµ. (4.46)

The equations of motion are then given by

∂µ
√
−ggµρgνσ (∂ρAσ − ∂σAρ) =

√
−gjν , (4.47)

and the conjugate momenta are

Πi = −
√
−gg00∂0A

i. (4.48)

With the metric of the form (4.43), the equations of motion reduces to

∂0
√
−gg00∂0A

i + ∂j
√
−ggjkgil(∂kAl − ∂lAk) =

√
−gji, (4.49)

and the Gauss Law (ν = 0 in (4.47)),

∂iΠi =
√
−gj0, (4.50)

is no longer part of the equations of motion; it becomes a constraint on the conjugate
momentum. Canonical quantization is achieved by postulating the equal-time commutation
relation

[
Πi(τ, ξ,x⊥), Aj(τ, ξ′,x′⊥)

]
= 1
i
δijδ(ξ − ξ′)δ(2)(x− x′). (4.51)
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Define the transverse projection operator as

P i
j = δij − ∂i

1
∆∂j, (4.52)

where ∆ is given by

∆ = ∂i∂
i = ∂ξe

−2aξ∂ξ +∇2
⊥, (4.53)

with ∇2
⊥ = ∂2

2 + ∂2
3 . The projection operator satisfies the following identities,

P i
jP

j
k = P i

k, ∂iP
i
j = 0, P i

j∂
j = 0. (4.54)

Using this, one can define the transverse components of the gauge field and the conjugate
momentum which we denote with a hat,

Âi = P i
jA

i, Π̂i = P i
jΠj. (4.55)

A nice property of these transverse projections are that by a proper choice of gauge-fixing,
the Hamiltonian of the gauge field can be formulated completely in terms of the transverse
fields (4.55), plus a c-number contribution describing the effect of the external current –
therefore, no unphysical degrees of freedom need to be carried around. We do not delve into
the details of how the dynamics can be written down in terms of the transverse fields; we
refer the interested readers to [131].

The equal-time commutation relation of the transverse fields can be obtained by trans-
verse projection of the canonical relation (4.51). To this end, it is convenient to first consider
a massless scalar field ϕ in Rindler spacetime, because, as we later see, the radial gauge fields
satisfy the same equation of motion. The free-field equation of motion is

(
∂2
τ −∆s

)
ϕ = 0, (4.56)

where the scalar Laplacian ∆s is given by

∆s = ∂2
ξ + e2aξ∇2

⊥. (4.57)

This can be solved with the ansatz

ϕ = e−iωτeik⊥·x⊥kiw
a
(z), (4.58)
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where we defined

z = k⊥
a
eaξ, (4.59)

with k⊥ = |k⊥|. Here kiw
a
is the appropriately normalized MacDonald function,

kiω
a
(z) = 1

π

√
2ω
a

sinh πω
a
Kiω

a
(z), (4.60)

which forms a complete orthonormal set. In particular, it satisfies the completeness relation
∫ ∞

0
dω kiω

a
(z)kiω

a
(z′) = azδ(z − z′) = δ(ξ − ξ′). (4.61)

Among the components of the transverse projection operator (4.52), the one that is be
relevant for our purposes is i = j = 1. Using the completeness relations and noting that P 1

1

can be written in terms of the scalar Laplacian ∆s as1

P 1
1 = 1

∆s

e2aξ∇2
⊥, (4.62)

one obtains the commutation relation

[
Π̂1(τ, ξ,x⊥), Â1(τ, ξ′,x′⊥)

]
= −ig11P

1
1g

11δ(ξ − ξ′)δ(2)(x⊥ − x′⊥) (4.63)

= −i
∫ d2k⊥

(2π)2 z
2eik⊥·(x⊥−x′⊥)

∫ ∞
0

dω
a2

ω2ki
ω
a
(z)kiω

a
(z′). (4.64)

Now, using the properties (4.54) of the transverse projection operator, one can show that
the equation of motion of the transverse field Âµ with no external current is

√
−gg00∂2

0Â
i + ∂j

√
−ggjkgil(∂kÂl − ∂lÂk) = 0, (4.65)

which can be written as

∂2
τ Â

1 −∆sÂ
1 = 0, (4.66)

∂2
τ Â

I −∆sÂ
I + 2ae2aξ∂IÂ

1 = 0, (4.67)

where I = 2, 3. The commutation relation (4.64) and the equation of motion (4.66) can
be used to write down the normal mode expansion of the transverse gauge field Â1 and its

1This can be seen by showing ∆sP
1
1 = e2aξ∇2

⊥.
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conjugate momentum Π̂1:

Â1(τ, ξ,x⊥) =
∫ dω√

2ω
d2k⊥
2π

a2

ωk⊥

[
a1(ω,k⊥)e−iωτeik⊥·x⊥ + h.c.

]
z2kiω

a
(z), (4.68)

Π̂1(τ, ξ,x⊥) = −i
∫ dω√

2ω
d2k⊥
2π k⊥

[
a1(ω,k⊥)e−iωτeik⊥·x⊥ − h.c.

]
kiω

a
(z). (4.69)

Requiring that the creation/annihilation operators satisfy the standard commutation relation

[a1(ω,k⊥), a†1(ω′,k′⊥)] = δ(ω − ω′)δ(2)(k⊥ − k′⊥), (4.70)

one can readily check that the transverse fields (4.68), (4.69) satisfy the relation (4.64). The
remaining components ÂI can also be obtained by writing down a relation similar to (4.62)
and using the equations of motion (4.67). The fields ÂI has been worked out in [131], the
result of which we state here for later reference:

ÂI(τ, ξ,x⊥) =
∫ dω√

2ω
d2k⊥
2π

×
[{
εI(k⊥)a2(ω,k⊥) + i

akI
ωk⊥

a1(ω,k⊥)z d
dz

}
kiω

a
(z)e−iωτeik⊥·x⊥ + h.c.

]
,

(4.71)

where kI denotes the I-th component of k⊥, and the second pair of creation/annihilation
operators satisfy the commutation relations

[a2(ω,k⊥), a†2(ω′,k′⊥)] = δ(ω − ω′)δ(2)(k⊥ − k′⊥), (4.72)

[a1(ω,k⊥), a†2(ω′,k′⊥)] = 0, (4.73)

and the polarization vector εI(k⊥) is transverse to k⊥,

kIε
I(k⊥) = 0. (4.74)

4.2.2 Wilson lines, edge modes and surface charges on the horizon

In order to investigate the behavior of the transverse fields near the future Rindler horizon,
we note that the horizon is parametrized by the advanced time v = τ + ξ as well as the
2-dimensional plane coordinates x⊥. In terms of the advanced coordinates (v, ξ,x⊥), the
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Rindler metric is

ds2 = e2aξ(−dv2 + 2dvdξ) + dx2
⊥, (4.75)

and the transverse gauge field (4.68) is

Â1(v, ξ,x⊥) =
∫ dω√

2ω
d2k⊥
2π

a2

ωk⊥

[
a1(ω,k⊥)e−iωv+iωξeik⊥·x⊥ + h.c.

]
z2kiω

a
(z). (4.76)

Notice the factors e±iωξ in the integrand. As we approach the horizon ξ → −∞, by virtue of
the Riemann-Lebesgue lemma only the leading soft modes contribute to the integral. Similar
to the construction of [8,9], we can explicitly implement this by replacing e±iωξ with a scalar
function φ(ω), which satisfies φ(0) = 1 and has support only in a small neighborhood of
ω = 0. With this and the asymptotic form

kiω
a
(z) ∼ ω

a

√
2
π
K0(z) as z → 0, (4.77)

we obtain

Â1(v, ξ,x⊥) ∼
∫ dω√

πω

d2k⊥
2π

a

k⊥
φ(ω)

[
a1(ω,k⊥)eik⊥·x⊥ + h.c.

]
z2K0(z) as ξ → −∞. (4.78)

Now, let us consider the exponent in the Wilson line, i.e., the line integral

A(x) =
∫

Γ
dxµÂµ(x), (4.79)

where Γ is a time-like path in the vicinity of the horizon. In the following we evaluate this
assuming that the gauge fields satisfy sourceless, quasi-free equations of motion, i.e., we do
not consider its interactions with any currents, classical or otherwise. As we have seen in
section 4.1.1, the current for the straight line asymptotic path is essentially classical. Use
of the Yang-Feldman equation (4.5) in the evaluation of the line integral implies that the
interaction terms with the external current gives additional c-number terms in the expression
for the Wilson line, which are related to the Coulomb phase. These were not relevant for the
analysis of the soft hair for that case and we think it is safe to assume this to be the case
here as well. From the metric (4.43), one can see that dx2

⊥ = 0 along a time-like geodesic as
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ξ → −∞. Thus we may write

A(x⊥) =
∫

Γ
dξÂ1(v, ξ,x⊥) (4.80)

= −
∫ dω√

πω

d2k⊥
2π

1
k⊥
φ(ω)

[
a1(ω,k⊥)eik⊥·x⊥ + h.c.

]
, (4.81)

where we used a boundary condition analogous to (4.15),
∫

Γ
dz zK0(z) = −zK1(z), (4.82)

and took the limit corresponding to ξ → −∞,

lim
z→0

zK1(z) = 1. (4.83)

Drawing analogy from Minkowski spacetime, we expect the Wilson line exp {ieA(x)} to serve
as the Faddeev-Kulish dressings in Rindler spacetime. To see this, consider any function
ε(x⊥) on the 2-dimensional plane. The conserved charge Qε associated with this function is
then [1]

Qε = Qsoft
ε +Qhard

ε , (4.84)

where the soft and hard charges are given as

Qsoft
ε =

∫
H

dε ∧ ∗F, Qhard
ε =

∫
H
ε ∗ j. (4.85)

Here H denotes the future Rindler horizon, j is the charged matter current, and ∗F is the
dual field strength tensor

(∗F )µν = 1
2εµνρσF

ρσ, (4.86)

where εµνρσ is the antisymmetric Levi-Civita tensor with ε0123 = √−g = e2aξ. Since the
operator A(x) involves only the soft photon modes (cf. (4.81)), it commutes with the hard
charge Qhard

ε and we may thus focus our attention on the soft charge Qsoft
ε . The horizon is

parametrized by (v,x⊥) and ∂vε(x⊥) = 0, which implies that the relevant components of the
dual tensor ∗F are, up to some magnetic fields that vanish at the future horizon,

(∗F )02 = −∂vÂ3, (∗F )03 = ∂vÂ
2. (4.87)
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We therefore have

Qsoft
ε = − lim

ξ→−∞

∫ ∞
−∞

dv
∫
d2x⊥∂Iε(x⊥)∂vÂI(v, ξ,x⊥) (4.88)

=
∫
d2x⊥ε(x⊥)N(x⊥), (4.89)

where, in the last line we defined

N(x⊥) = lim
ξ→−∞

∫ ∞
−∞

dv ∂v∂IÂ
I(v, ξ,x⊥), (4.90)

after an integration by parts. The transverse property (4.54) of the projection operator
implies that ∂iÂi = 0, or equivalently ∂IÂI = −∂ξÂ1 = −az∂zÂ1. Thus with the integral
representation (4.36) of the Dirac delta function, we obtain

N(x⊥) = lim
z→0

i
∫ dω√

2ω
d2k⊥k⊥δ(ω)

[
a1(ω,k⊥)eik⊥·x⊥ − h.c.

]
az

d

dz
kiω

a
(z). (4.91)

= −i
∫ dω√

πω
d2k⊥k⊥ωδ(ω)

[
a1(ω,k⊥)eik⊥·x⊥ − h.c.

]
, (4.92)

where in the second line we used the asymptotic form (4.77), along with the relation

d

dz
K0(z) = −K1(z), (4.93)

and then took the limit z → 0 using (4.83). With the commutation relation (4.70), we obtain

[N(x⊥),A(x′⊥)] = i
∫ dωdω′

π
√
ωω′

d2k⊥d
2k′⊥

2π
k⊥
k′⊥
ωδ(ω)φ(ω′)

×
[
a1(ω,k⊥)eik⊥·x⊥ − h.c., a1(ω′,k′⊥)eik′⊥·x′⊥ + h.c.

]
(4.94)

= i
∫ dωdω′

π
√
ωω′

d2k⊥d
2k′⊥

2π ωδ(ω)φ(ω′)

× δ(ω′)δ(2)(k⊥ − k′⊥)
[
eik⊥·(x⊥−x′⊥) + e−ik⊥·(x⊥−x′⊥)

]
(4.95)

= 2iδ(2)(x⊥ − x′⊥)
∫ ∞

0
dω δ(ω) (4.96)

= iδ(2)(x⊥ − x′⊥), (4.97)

where we used the following convention of delta functions,
∫ ∞

0
dω δ(ω)f(ω) = 1

2f(0). (4.98)
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Equation (4.97) shows that N(x⊥) and A(x⊥) are canonically conjugate variables, and there-
fore A(x⊥) satisfies the commutator

[Qε,A(x⊥)] = iε(x⊥). (4.99)

This has immediate consequence. Consider the following state,

|q,x⊥〉 = eiqA(x⊥) |0〉 , (4.100)

where we choose |0〉 to be the vacuum satisfying Qε |0〉 = 0. Since A(x⊥) only involves zero-
energy photon operators, this state carries zero energy and is therefore a vacuum. However,
it follows from (4.99) that

Qε |q,x⊥〉 = Qsoft
ε |q,x⊥〉 = −qε(x⊥) |q,x⊥〉 . (4.101)

which implies that this is a degenerate vacuum carrying soft charge. This is analogous to
the case of flat space [19, 59], where the set of degenerate vacua is obtained by dressing the
vacuum with the Faddeev-Kulish operators. We are thus led to the conclusion that the time-
like Wilson lines near the horizon are the Faddeev-Kulish dressings of Rindler spacetime.

We end this section with an instructive derivation of the boundary values of gauge fields
to see how the charge Qε acts on them. Let us define the boundary fields

ÂHi = lim
ξ→−∞

Âi(v, ξ,x⊥). (4.102)

From (4.78) we can see that ÂH1 = 0 since

lim
z→0

z2K0(z) = 0. (4.103)

In the advanced coordinates the remaining components (4.71) can be written as

ÂI(v, ξ,x⊥) =
∫ dω√

2ω
d2k⊥
2π

[{
εIa2 + i

akI
ωk⊥

a1z
d

dz

}
kiω

a
(z)e−iωv+iωξeik⊥·x⊥ + h.c.

]
. (4.104)

The first term in the curly brackets involving the polarization tensor εI is proportional to
the expression

eiωξkiω
a
(z) = ω

a

√
2
π
K0(z) +O(ω2)→ 0 as ω → 0, (4.105)
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so it retains no zero-energy modes at the horizon. However, the second term survives,
yielding the non-zero components

ÂHI (x⊥) = −i
∫ dω√

πω

d2k⊥
2π

kI
k⊥
φ(ω)

[
a1(ω,k⊥)eik⊥·x⊥ − h.c.

]
. (4.106)

The expression (4.81) tells us that we can write these fields in terms of A(x⊥) as

ÂHI (x⊥) = ∂IA(x⊥), (4.107)

from which we obtain the commutation relation

[
Qε, Â

H
I (x⊥)

]
= i∂Iε(x⊥). (4.108)

This is reminiscent of the action of charge on boundary fields in Minkowski spacetime [16],

[Qε, Az(u, z, z̄)] = i∂zε(z, z̄), (4.109)

and shows that Qε correctly generates the boundary degrees of freedom (large gauge trans-
formations), which in our case are the fields at the Rindler horizon.

In summary, we have shown that, similar to the Minkowski spacetime, the Wilson line
puncture on the future Rindler horizon carries a definite soft horizon charge. This identifies
the puncture as the Faddeev-Kulish dressing of Rindler spacetime, which can be used to
generate the edge Hilbert space. The edge Hilbert space consists of an infinite number
of degenerate vacua, where each state is labeled by its soft horizon charge. This result is
consistent with the analysis made in [130] with regards to the edge states in the Lorenz gauge.
In the next section, we apply similar methods to extend our analysis to the Schwarzschild
spacetime and its horizon.

4.3 Soft photon hair on Schwarzschild horizon

In this section, we investigate the soft photon hair directly on the Schwarzschild horizon
using the quantization method of [131]. The Schwarzschild metric reads

ds2 = −
(

1− 2M
r

)
dt2 +

(
1− 2M

r

)−1
dr2 + r2

(
dθ2 + sin2 θdφ2

)
, (4.110)

where M = GM0, with G the Newton’s constant and M0 the mass of the black hole. From
the lessons learned in Rindler spacetime, we know that it is only the near-horizon physics
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that plays a role in the analysis: it is expected that the Wilson lines along a time-like path
in the vicinity of the horizon are again the analogue of the Faddeev-Kulish dressings, the
building blocks of the edge Hilbert space. This motivates us to restrict our attention to the
near-horizon region of Schwarzschild, by writing

ρ = r − 2M. (4.111)

The leading terms in the small-ρ expansion of (4.110) yields the near-horizon metric,

ds2 = − ρ

2Mdt2 + 2M
ρ
dρ2 + 4M2

(
dθ2 + sin2 θdφ2

)
. (4.112)

Then, let us define new coordinates ξ and y as

ξ = 2M ln
(
ρ

2M

)
, y = cos θ, (4.113)

in terms of which the metric reads

ds2 = e2aξ
(
−dt2 + dξ2

)
+ 4M2

[
dy2

1− y2 + (1− y2)dφ2
]
, (4.114)

where a = 1
4M is the surface gravity of the black hole. We use Ω to denote the spherical

coordinates (y, φ) collectively. The (t, ξ) space resembles the Rindler spacetime, but the re-
maining space is a 2-sphere, not a 2-plane. There are two reasons for choosing the coordinate
y = cos θ over the conventional θ: One is that this achieves ∂i(

√
−gg00) = 0 which simplifies

a lot of calculations [131], and the other is that it is difficult to obtain a simple operator
relation such as (4.62) if we use θ.

In the following subsections, we work with the metric (4.114). We begin by deriving the
mode expansion of transverse gauge fields. These are used to show that the near-horizon,
time-like Wilson lines are the Faddeev-Kulish dressings that build the edge Hilbert space.

4.3.1 Transverse gauge fields

We work in the Weyl gauge as before,

A0(t, ξ,Ω) = 0. (4.115)
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With the metric (4.114), the transverse projection operator is defined as,

P i
j = δij − ∂i

1
∆∂j, (4.116)

where the operator ∆ = ∂i∂
i is now given by

∆ = ∂ξe
−2aξ∂ξ −

L2

4M2 . (4.117)

Here L2 is the angular momentum squared operator,

L2 = −∂y(1− y2)∂y −
∂2
φ

1− y2 , (4.118)

whose eigenfunctions are the spherical harmonics Y`m,

L2Y`m(y, φ) = `(`+ 1)Y`m(y, φ). (4.119)

In order to find the mode expansion of transverse gauge fields, as for the Rindler case, let
us first look at the case of free scalar field ϕ, whose equation of motion has the form

1√
−g

∂µ
√
−ggµν∂νϕ = 0, (4.120)

or equivalently,

(
∂2
t −∆s

)
ϕ = 0, (4.121)

where ∆s is the scalar Laplacian,

∆s = ∂2
ξ −

e2aξ

4M2 L2. (4.122)

From symmetry, solutions take the form

ϕ(t, ξ, y, φ) = e−iωtY`m(y, φ)R(ξ) (4.123)

with some function R of ξ. Then, the equation of motion (4.121) reduces to an equation for
R, which reads

d2R

dξ2 +
[
ω2 − e2aξ

4M2 `(`+ 1)
]
R = 0. (4.124)
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Now, define a new variable

z = 2
√
`(`+ 1)eaξ, (4.125)

where we exclude the ` = 0 mode. We see later that ` = 0 is associated to the total electric
charge and hence is not of our interest. In terms of z, equation (4.124) becomes

z2d
2R

dz2 + z
dR

dz
+
(
ω2

a2 − z
2
)
R = 0. (4.126)

This is the same modified Bessel equation that we saw in Rindler space, whose solutions are
the properly normalized MacDonald functions

R = kiω
a
(z) = 1

π

√
2ω
a

sinh
(
πω

a

)
Kiω

a
(z). (4.127)

Now we’re in the right place to obtain the commutation relation of the transverse fields.
From the free Maxwell Lagrangian density,

L =
√
−g

(
−1

4F
µνFµν

)
, (4.128)

we obtain the momentum density Πi conjugate to the gauge field to be

Πi = −
√
−gg00∂0A

i = 4M2∂0A
i. (4.129)

Then we quantize the fields by imposing the equal-time commutation relation,

[
Πi(t, ξ, y, φ), Aj(t, ξ′, y′, φ′)

]
= 1
i
δijδ(ξ − ξ′)δ(y − y′)δ(φ− φ′). (4.130)

Commutation relation between transverse components of the fields is obtained by applying
transverse projection onto (4.130). The projection operator relevant to our analysis is P 1

1.
Observing that

∆s

(
1− ∂1 1

∆∂1

)
= − e2aξ

4M2 L2, (4.131)

we find that the projection operator can be written as

P 1
1 = − 1

∆s

e2aξ

4M2 L2. (4.132)

77



Then, we obtain

[
Π̂1(t,x′), Â1(t,x)

]
= 1
i
g11P

1
1g

11δ(ξ − ξ′)δ(y − y′)δ(φ− φ′) (4.133)

= i
e2aξ

4M2
1

∆s

L2δ(ξ − ξ′)δ(y − y′)δ(φ− φ′), (4.134)

which, making use of the completeness relations
∫ ∞

0
dω kiω

a
(z)kiω

a
(z′) = δ(ξ − ξ′), (4.135)

∞∑
`=0

∑̀
m=−`

Y`m(y, φ)Y ∗`m(y′, φ′) = δ(y − y′)δ(φ− φ′), (4.136)

can be written as

[
Π̂1(t,x′), Â1(t,x)

]
= i

∑
`m

z2Y`m(y, φ)Y ∗`m(y′, φ′)
∫ ∞

0
dω

a2

ω2ki
ω
a
(z)kiω

a
(z′). (4.137)

Now that we have the commutation relation, let us consider the equation of motion of free
gauge field in Weyl gauge, which reads

∂0
√
−gg00∂0A

i + ∂j
√
−ggjkgil(∂kAl − ∂lAk) = 0. (4.138)

Noting that ∂iAj − ∂jAi = ∂iÂj − ∂jÂi, one may write the equations of motion of the
transverse fields as

√
−gg00∂2

0Â
i + ∂j

√
−ggjkgil(∂kÂl − ∂lÂk) = 0, (4.139)

or written out explicitly,

−∂2
0Â

1 + ∆sÂ
1 = 0, (4.140)

−∂2
0Â

y + ∆sÂ
y + e2aξ

4M2

[
2y∂φÂφ − 2a

(
1− y2

)
∂yÂ

1 + 2y∂yÂy
]

= 0, (4.141)

−∂2
0Â

φ + ∆sÂ
φ − e2aξ

4M2

[
∂y
(
2yÂφ

)
+ 2a∂φÂ1

1− y2 + 2y∂φÂy
(1− y2)2

]
= 0. (4.142)

Using the equal-time commutation relation (4.137) and the equation of motion (4.140), we
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obtain the ξ-component of the transverse fields to be

Â1(t, ξ,Ω) =
∑
`m

4
√
`(`+ 1)

∫ dω√
2ω

a2

ω

[
a`m(ω)e−iωtY`m(Ω) + h.c.

]
kiω

a
(z), (4.143)

Â1(t, ξ,Ω) =
∑
`m

1√
`(`+ 1)

∫ dω√
2ω

a2

ω

[
a`m(ω)e−iωtY`m(Ω) + h.c.

]
z2kiω

a
(z). (4.144)

Due to the property ∂i(
√
−gg00) = 0 of our metric (4.114), the transverse conjugate momen-

tum is simply

Π̂1(t, ξ,Ω) = 4M2∂0Â
1(t, ξ,Ω) (4.145)

= −i
∑
`m

√
`(`+ 1)

∫ dω√
2ω

[
a`m(ω)e−iωtY`m(Ω)− h.c.

]
kiω

a
(z). (4.146)

One can readily check that by postulating the standard commutation relation

[
a`m(ω), a†`′m′(ω′)

]
= δ``′δmm′δ(ω − ω′), (4.147)

the transverse fields (4.144) and (4.146) satisfy (4.137).

4.3.2 Wilson lines and edge degrees of freedom

Since the horizon is parametrized by the 2-sphere coordinates (y, φ) and the advanced time
v = t + ξ, let us change coordinates to (v, ξ, y, φ). In terms of these coordinates, the radial
field (4.144) is simply obtained by replacing t with v − ξ,

Â1(v, ξ,Ω) =
∑
`m

1√
`(`+ 1)

∫ dω√
2ω

a2

ω

[
a`m(ω)e−iωv+iωξY`m(Ω) + h.c.

]
z2kiω

a
(z). (4.148)

In the vicinity of the horizon ξ → −∞, only the leading soft modes contribute to the integral,
due to the factor e±iωξ and the Riemann-Lebesgue lemma. As in [8, 9], we implement this
with a scalar function φ(ω) that has support in a small neighborhood of ω = 0 and satisfies
φ(0) = 1:

Â1(v, ξ,Ω) =
∑
`m

1√
`(`+ 1)

∫ dω√
2ω

a2

ω
φ(ω) [a`m(ω)Y`m(Ω) + h.c.] z2kiω

a
(z). (4.149)
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Let us consider the line integral

A(x) =
∫ x

Γ
dzµÂµ(z), (4.150)

where Γ is a time-like path in the vicinity of the horizon. We are again treating the gauge
fields to satisfy sourceless quasi-free equations of motion, for the same reason discussed in
section 4.2.2. From the metric (4.114), one can observe that dy, dφ→ 0 along Γ as ξ → −∞,
which allows us to write

A(Ω) =
∫

Γ
dξÂ1(v, ξ,Ω) (4.151)

= −
∑
`m

1√
`(`+ 1)

∫ dω√
πω

φ(ω) [a`m(ω)Y`m(Ω) + h.c.] (4.152)

where we used the asymptotic form (4.77) of the MacDonald function and the boundary
condition (4.82).

As in the case of Rindler spacetime, we want to show that the Wilson line exp {ieA(x)} is
the Faddeev-Kulish dressing that implements soft hair on the Schwarzschild horizon. To this
end, let us consider a 2-sphere function ε(Ω). The conserved charge Qε of QED associated
with ε(Ω) is [1]

Qε = Qsoft
ε +Qhard

ε , (4.153)

where we have

Qsoft
ε =

∫
H

dε ∧ ∗F, Qhard
ε =

∫
H
ε ∗ j, (4.154)

with the Schwarzschild horizon H and the charged matter current j. Equation (4.152) shows
that A(Ω) only involves zero-energy photon operators, which implies that it commutes with
the hard charge Qhard

ε . To obtain an explicit expression for the soft charge Qsoft
ε , we note

that the horizon H is parametrized by v, y, and φ. Thus the two relevant components of
the dual field tensor are, up to some magnetic fields that vanish at H,

(∗F )vy = −4M2∂vÂ
φ, (∗F )vφ = 4M2∂vÂ

y, (4.155)

using which we may write the soft charge Qsoft
ε as

Qsoft
ε = −4M2

∫ ∞
−∞

dv
∫ 1

−1
dy
∫ 2π

0
dφ
{
∂yε(y, φ)∂vÂy + ∂φε(y, φ)∂vÂφ

}
. (4.156)
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After a partial integration, we may write

Qsoft
ε =

∫
dΩ ε(Ω)N(Ω), (4.157)

where we defined the operator N(Ω) as

N(Ω) = 4M2
∫ ∞
−∞

dv ∂v(∂yÂy + ∂φÂ
φ). (4.158)

Using the property ∂iÂi = 0 of transverse fields and the definition a = 1/4M , we obtain

N(Ω) = − 1
4a2

∫ ∞
−∞

dv ∂v∂1Â
1. (4.159)

Now, we can substitute the mode expansion (4.143) and use (4.77), (4.93) as well as the
integral representation (4.36) to write N(Ω) in terms of the zero-mode photon operators,

N(Ω) = −4i
∑
`m

√
`(`+ 1)

∫ dω√
πω

ωδ(ω) [a`m(ω)Y`m(Ω)− h.c.] , (4.160)

where we also took the limit (4.83) since the gauge field is evaluated at the horizon. Now
that we have expressions (4.152) and (4.160), one can see by direct calculation that N(Ω)
and A(Ω) are conjugate variables, up to a constant,

[N(Ω),A(Ω′)] = 2i
∑
`m

∑
`′m′

√√√√ `(`+ 1)
`′(`′ + 1)

∫ dωdω′√
ωω′

ωδ(ω)φ(ω′)

× [a`m(ω)Y`m(Ω)− h.c. , a`′m′(ω′)Y`′m′(Ω′) + h.c.] (4.161)

= i
∞∑
`=1

∑̀
m=−`

Y`m(Ω)Y ∗`m(Ω′) (4.162)

= iδ(y − y′)δ(φ− φ′)− i

4π , (4.163)

where we used the convention (4.98) of delta function and the completeness relation of
spherical harmonics (4.136). If we expand the gauge parameter ε(Ω) in spherical harmonics,
the ` = 0 mode is associated to the conservation of total electric charge [1], which is not of
our interest. Thus we want to restrict our attention to the case where

∫
dΩ ε(Ω) = 0. (4.164)
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Then it follows from (4.157) that the following commutation relation is satisfied,

[Qε,A(Ω)] = iε(Ω). (4.165)

The implication of this is that the Wilson lines eieA are indeed the Faddeev-Kulish dress-
ings corresponding to the soft hair residing at the Schwarzschild horizon. To illustrate this
point, let |M〉 denote a state describing a Schwarzschild black hole with no soft hair. Since
Schwarzschild black holes carry no electromagnetic charge, Qε |M〉 = 0. Let us construct
another state by dressing |M〉 with a Wilson line,

|M, (q,Ω)〉 = eiqA(Ω) |M〉 . (4.166)

From (4.152) we can see that the operator A(Ω) only involves soft photons; the dressing
carries no additional energy, angular momentum, or electromagnetic charge. Unlike |M〉,
however, this new state carries soft hair on the horizon,

Qε |M, (q,Ω)〉 =
[
Qε, e

iqA(Ω)
]
|M〉 = −qε(Ω) |M, (q,Ω)〉 . (4.167)

This implies that there exists an infinite number of such degenerate states, each labeled by
its soft charge configuration. Given a quantum black hole state with soft hair, one can shift
its soft charge using a Wilson line operator.

We end the section by analyzing the action of Qε on the boundary gauge fields, given by

ÂHy (y, φ) ≡ lim
ξ→−∞

Ây(v, ξ, y, φ), (4.168)

ÂHφ (y, φ) ≡ lim
ξ→−∞

Âφ(v, ξ, y, φ). (4.169)

Since these fields are purely large-gauge, they can be obtained indirectly via the relations
ÂHy (y, φ) = ∂yA(y, φ) and ÂHφ (y, φ) = ∂φA(y, φ).2 Under a large gauge transformation
δÂi = ∂iε, the commutation relation (4.165) implies

[
Qε, Â

H
y (y, φ)

]
= i∂yε(y, φ) = iδÂHy (y, φ), (4.170)[

Qε, Â
H
φ (y, φ)

]
= i∂φε(y, φ) = iδÂHφ (y, φ). (4.171)

Therefore, we conclude that the conserved charge Qε correctly generates the boundary de-
2This can be explicitly shown by obtaining a mode expansion of the transverse fields using the equations

of motion (4.141) and (4.142) and then taking the limit ξ → −∞. As an example, a derivation for ÂHy is
done in appendix D.
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grees of freedom.
To summarize, we have identified the Wilson line punctures on the Schwarzschild horizon

as the Faddeev-Kulish dressings that carry definite soft horizon charge. Similar to the case of
Minkowski and Rindler spacetimes, these dressings can be used to generate the edge Hilbert
space consisting of an infinite number of states, each of which is labeled by its soft horizon
charge. In this case, the bulk state is a quantum state labeled solely by the mass of the
Schwarzschild black hole. The existence of the edge Hilbert state implies that this bulk
state is degenerate, and thus a new quantum number, e.g. the soft horizon charge, should
be introduced to correctly identify the state. This is consistent with the Hawking-Perry-
Strominger analysis, which claims that the Schwarzschild black holes carry soft hairs [60,61].

4.4 Summary

In this chapter, we have applied the Weyl-gauge quantization scheme of transverse photon
fields developed in [131] to show that for the QED in Rindler and Schwarzschild backgrounds,
the Wilson line punctures on the horizon are objects that correspond to the Faddeev-Kulish
dressings (see equation (4.81)). By computing the commutation relation between Wilson
lines and the soft charge, we have shown that each dressing carries a definite soft horizon
charge (see equations (4.101) and (4.167)). The dressings can be used as building blocks
to generate the so-called edge Hilbert space (as opposed to the bulk Hilbert space), that
consists of an infinite number of degenerate states each of which is labeled by its charge.
This shows that the Wilson line dressing is an effective tool to study the soft hair at both
infinity and the horizon. Moreover, this approach provides for a systematic way to construct
the edge Hilbert space which has applications in studies of entanglement entropy of gauge
fields [132].

We have provided a straightforward quantum-mechanical calculation that demonstrates
the existence of soft charges localized on the Rindler and Schwarzschild horizons, supports
the claim that Schwarzschild black holes carry soft hair [60, 61], and also bridges the gap
between the Hawking-Perry-Strominger analysis and the Wilson line formulation [133] of
Rindler edge states. Moreover, our calculations show explicitly that the limit of gauge fields
at the horizon only involve static photons, see for example equation (4.152). This suggests
that similar results are expected in curved spacetimes exhibiting an infinite red-shift surface,
for example the cosmological horizon of a de Sitter space.
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Chapter 5

Supertranslation Hair of
Schwarzschild Black Hole: A Wilson

Line Perspective

5.1 Review of gravitational dressings at infinity in flat
spacetime

In this chapter, we extend the results of the previous chapter to construct graviton dressings
on the future Schwarzschild horizon. We then use the dressed states to demonstrate that
asymptotic particles falling into the black hole leave behind a soft graviton hair on the
horizon.

To this end, we start by briefly reviewing the gravitational FK dressings in flat spacetime
[9] and its Wilson line representation [91, 95]. We also review how the dressings carry a
definite supertranslation charge [58, 59]. These results are central to our construction of
dressings on the Schwarzschild horizon.

5.1.1 Dressing as a Wilson line

Mandelstam [95] formulated a method for quantizing gravity using path-dependent but
coordinate-independent variables. This involves quantizing of the curvature tensor field
directly in a path-dependent way instead of the standard quantization of the metric tensor
field (gauge field). Consider the interaction between a scalar field and gravitational field.
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Let us consider a small perturbation with respect to the flat spacetime,

gµν(x) = ηµν + κhµν(x), (5.1)

where ηµν = diag(−1, 1, 1, 1) is the flat metric and κ2 = 32πG with Newton’s constant G.
The prescription of writing a path-dependent variable A(x, P ) in terms of a coordinate-
dependent variable a(x) is given in [95], which reads

A(x, P ) = a(x) + iκ

4

∫ x

P
dzλ

{
∂hµλ(z)
∂zν

− ∂hνλ(z)
∂zµ

}
[Jµν(z), a(x)]− κ

2

∫ x

P
dzλhµλ(z)∂a(x)

∂xµ
,

(5.2)

to first order in κ. Here Jµν(z) is the angular momentum operator about z in the µν-
plane. Let us consider the case where the variables are scalar fields of mass m, and write
A(x, P ) = Φ(x, P ) and a(x) = φ(x). Since our focus is on supertranslation charges, and the
angular momentum term is sub-leading, we arrive at the following expression for the leading
order:

Φ(x, P ) = φ(x)− κ

2

∫ x

P
dzλhµλ(z)∂φ(x)

∂xµ
(5.3)

=
{

1− iκ

2

∫ x

P
dzλhµλ(z) (−i∂µ)

}
φ(x) (5.4)

= W1(x, P )φ(x), (5.5)

where the operator W1(x, P ) is defined as

W1(x, P ) ≡ 1− iκ

2

∫ x

P
dzλhµλ(z) (−i∂µ) . (5.6)

This can be interpreted as an operator that dresses the scalar field. When the scalar field is
quantized, we have the standard expansion

φ(x) =
∫ d3p

(2π)3
1

2Ep

{
a(p)eip·x + a†(p)e−ip·x

}
, (5.7)

where E2
p = p2 +m2 and the creation/annihilation operators a, a† satisfy the commutation

relation

[
a(p), a†(q)

]
= (2π)3(2Ep)δ(3)(p− q). (5.8)
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The expansion of φ(x) shows that dressing each scalar field with the operator W1(x, P ) is
essentially equivalent to dressing each operator a(p) with W1(p;x, P ) defined as

W1(p;x, P ) = 1− iκ

2

∫ x

P
dzλhµλ(z)pµ, (5.9)

where pµ = (Ep,p), and each operator a†(p) with W †
1 (p;x, P ). Notice that this is the

first-order approximation of the Wilson line W(p;x, P ), defined as

W (p;x, P ) = P exp
{
−iκ2

∫ x

P
dzλhµλ(z)pµ

}
(5.10)

with path-ordering P . Taking the path P to be a trajectory of a free particle with velocity
v = p/m allows us to parametrize z = x+ vτ and write

W (p;x) = P exp
{
−iκ2

∫ 0

−∞
dτ pµvνhµν(x+ vτ)

}
. (5.11)

Notice the similarity between this Wilson line operator defined in gravity with that defined
in QED [91,92]. Next we consider the metric perturbations.

The Einstein’s equations Gµν = κ2

2 Tµν in terms of the perturbation reads [134]

Oµνρσh
ρσ = κ

2Tµν , (5.12)

where

Oµν
ρσ =

(1
2δ

µ
ρ δ

ν
σ + 1

2δ
ν
ρδ

µ
σ − ηµνηρσ

)
�− 1

2
(
δµρ∂

ν∂σ + δµσ∂
ν∂ρ + (µ↔ ν)

)
+ ηρσ∂

µ∂ν + ηµν∂ρ∂σ.

(5.13)

The operator Oµνρσ is not invertible, so we must fix the gauge using the harmonic gauge
condition

∂µh
µ
ν −

1
2∂νh = 0, (5.14)

after which we obtain the retarded Green’s function [134]

Gret
µνρσ(x) = 1

2Iµνρσ
1

4π|x|δ(|x| − x
0), (5.15)
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where Iµνρσ = ηµρηνσ + ηµσηνρ − ηµνηρσ, satisfying

Oµν
ρσGret

ρσαβ(x− y) = 1
21µναβδ(4)(x− y), Gret

µνρσ(x− y) = 0 if x0 < y0. (5.16)

Here the “identity" tensor 1µναβ is defined as

1µναβ = 1
2(ηµαηνβ + ηµβηνα). (5.17)

Using the retarded Green’s function, we may express metric perturbations in terms of free
fields as

hµν(x) = hin
µν(x) + 2

∫
d4y Gret

µνρσ(x− y)T ρσ(y), (5.18)

where hin
µν is the free field satisfying Oµνρσhρσ = 0, and T µν is the energy-momentum tensor

of the scalar field which is given by (see eq. (4.2) in [9])

T rs(y) = κ
∫
d3pρ(p)p

rps

2p0
δ(3)

(
y− pt

p0

)
, (5.19)

where ρ(p) is the (unintegrated) number operator a†(p)a(p). It follows that the Wilson line
W (p;x) can be written in terms of free field and the energy-momentum tensor as

W (p;x) = P exp
{
−iκ2

∫ 0

−∞
dτvµpνhin

µν(x+ vτ)
}

(5.20)

× exp
{
−iκ

∫ 0

−∞
dτvµpν

∫
d4y Gret

µνρσ(x+ vτ − y)T ρσ(y)
}

(5.21)

Next let us recall the Wick’s ordering theorem, given by

T exp
[
−i
∫
dtHI(t)

]
= exp

[
−i
∫
HI(t)

]
exp

[
− i2

∫
dt
∫
ds θ(t− s)[HI(t), HI(s)]

]
, (5.22)

where θ is the step function. Using this, we can express the Wilson line operator as [91]

W (p;x) = exp
{
−iκ2

∫ 0

−∞
dτ vµpνhin

µν(x+ vτ)
}
× (phases) (5.23)

= W̃ (p;x)× (phases). (5.24)

We do not concern ourselves with the phases, and focus on the first factor,

W̃ (p;x) ≡ exp
{
−iκ2

∫ 0

−∞
dτ vµpνhin

µν(x+ vτ)
}
. (5.25)
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Using the standard mode expansion of the asymptotic in-field,

hin
µν(x) =

∫ d3k

(2π)3
1

2ω
[
aµν(k)eik·x + a†µν(k)e−ik·x

]
, (5.26)

where ω ≡ |k|, we obtain

∫ 0

−∞
dτ vµpνhin

µν(x+ vτ) =
∫ 0

−∞
dτ vµpν

∫ d3k

(2π)3
1

2ω
[
aµν(k)eik·(x+vτ) + a†µν(k)e−ik·(x+vτ)

]
(5.27)

= i
∫ d3k

(2π)3
1

2ω
pµpν

p · k
[
a†µν(k)e−ik·x − aµν(k)eik·x

]
, (5.28)

where we used p = mv and the boundary condition
∫ 0

−∞
dτ eik·vτ = 1

ik · v
. (5.29)

Recall that x is the position of the scalar field which is dressed by the Wilson line. The
dressing of a scalar field at the past time-like infinity can be obtained by taking the limit
x0 → −∞. Due to the factors e±ik·x, by the Riemann-Lebesgue lemma only the leading
soft particles contribute to the integral. Following [8], we implement this using an infrared
function φ(ω) that has support in a small neighborhood of ω = 0 and φ(0) = 1,

W (p) = lim
x0→−∞

W̃ (p;x) (5.30)

= exp
{
κ

2

∫ d3k

(2π)3
1

2ω
pµpν

p · k
φ(ω)

[
a†µν(k)− aµν(k)

]}
, (5.31)

which is, up to a unitary transformation, identified with the Faddeev-Kulish dressing of
gravity [9]. The dressings may be interpreted as Wilson line punctures [92, 130, 133] on the
spacetime boundary.

5.1.2 Wilson line punctures and boundary charges

In this subsection, let us review how the dressing (5.31) carries BMS supertranslation
charge [58, 59]. We work with the asymptotically flat metric, and use the Bondi coordi-
nates (v, r, z, z̄) [15],

ds2 = −dv2 + 2dvdr + 2r2γzz̄dzdz̄

+ 2mB

r
dv2 + rCzzdz

2 + rCz̄z̄dz̄
2 − 2Vzdvdz − 2Vz̄dvdz̄ + · · · , (5.32)
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where γzz̄ = 2/(1+zz̄)2 is the 2-sphere metric,mB is the Bondi mass aspect, and Vz = 1
2D

zCzz

with Dz the covariant derivative on the 2-sphere. The first line corresponds to the flat metric.
We start by using (5.1) to write the radiative data Czz as (see for example [15])

Czz(v, z, z̄) = κ lim
r→∞

1
r
hzz(r, v, z, z̄) (5.33)

= κ lim
r→∞

1
r
∂zx

µ∂zx
νhµν (5.34)

= −iκγzz̄8π2

∫ ∞
0

dω
[
a+(−ωx̂z)e−iωv − a†−(−ωx̂z)eiωv

]
. (5.35)

Taking the limit v → −∞, we obtain

Czz(z, z̄) ≡ lim
v→−∞

Czz(v, z, z̄) (5.36)

= iκγzz̄
8π2

∫ ∞
0

dω
[
a†−(−ωx̂z)− a+(−ωx̂z)

]
φ(ω), (5.37)

where we have again used the Riemann-Lebesgue lemma and the infrared function φ(ω).
Now rewrite the dressing (5.31) as,

W (p) = exp
[
κ

2

∫ dωd2zγzz̄
16π3

pµpν

p · k̂
φ(ω)

(
a†µν(k)− aµν(k)

)]
(5.38)

= exp
[
κ

2

∫ d2zγzz̄
16π3

{
(p · ε−)2

p · k̂

∫
dω φ(ω)

(
a†−(−ωx̂)− a+(−ωx̂)

)
(5.39)

+ (p · ε+)2

p · k̂

∫
dω φ(ω)

(
a†+(−ωx̂)− a−(−ωx̂)

)}]
, (5.40)

where k̂µ = (1, k̂) = (1,−x̂) and we have used

aµν(k) =
∑
r=±

εr∗µν(k)ar(k),

with graviton polarization tensors ε±µν(k) = ε±µ (k)ε±ν (k), defined as ε−µ(k) = 1√
2 [z, 1,+i,−z]

and ε+µ(k) = 1√
2 [z̄, 1,−i,−z̄]. In this form (5.40), we can see that the dressing may be

written in terms of Czz(z, z̄) as

W (p) = exp
[
− i

4π

∫
d2z

{
(p · ε−)2

p · k̂
Czz(z, z̄) + (p · ε+)2

p · k̂
Cz̄z̄(z, z̄)

}]
. (5.41)

This form is convenient in computing the dressing’s supertranslation charge.
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Next we consider the soft BMS supertranslation charge QI−f , which is given as [15]

QI
−

f = 4
κ2

∫
dvd2zγzz̄D2

zf(z, z̄)∂vCzz = 4
κ2

∫
dvd2zγzz̄D2

z̄f(z, z̄)∂vCz̄z̄, (5.42)

where f(z, z̄) is the 2-sphere function that parametrizes the transformation. Let us define
the operator

Mzz(z, z̄) = 4
κ2γ

zz̄
∫ ∞
−∞

dv ∂vCzz(v, z, z̄) (5.43)

= − 1
κπ

∫ ∞
0

dω ωδ(ω)
[
a+(−ωx̂z) + a†−(−ωx̂z)

]
, (5.44)

where we have used the mode expansion (5.35) and the integral representation

±2πiωδ(ω) =
∫ ∞
−∞

dv ∂v e
±iωv. (5.45)

Then, we may write QI−f as

QI
−

f =
∫
d2z MzzD

2
zf(z, z̄) =

∫
d2z Mz̄z̄D

2
z̄f(z, z̄). (5.46)

Using (5.37), one can see by direct calculation that the following commutation relation is
satisfied:

[Mzz(z, z̄), Cw̄w̄(w, w̄)] = iγww̄
4π3

∫ ∞
0

dω ωδ(ω)(2π)3(2ω)
ω2γzz̄

δ(2)(w − z) (5.47)

= 4iδ(2)(w − z)
∫ ∞

0
dω δ(ω) (5.48)

= 2iδ(2)(w − z), (5.49)

where in the last line we used the convention
∫ ∞

0
dω f(ω)δ(ω) = 1

2f(0). (5.50)

This commutation relation shows that the operator 1
2Mzz is the canonical conjugate variable

of the radiative mode Czz. It follows from (5.46) that

[QI−f , Czz] = 2iD2
zf(z, z̄), (5.51)

which is the correct commutator between the soft supertranslation charge and the radiative
mode Czz [15] in the past infinity.
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Figure 5.1: Depiction of a gravitational Wilson line in the Schwarzschild background (marked
red in the figure). The line extends from the spacetime point z = (t0, r0,Ω0) at which the
field being dressed is located. For the dressing of an asymptotic massive particle falling into
the black hole, we take the Wilson line to be along the particle’s geodesic and take the limit
r0 → 2M . We refer to this as the Wilson line puncture.

From (5.41) and (5.51), we obtain the commutator

[
QIf ,W (p)

]
= Qf (p)W (p), (5.52)

where Qf (p) is given in terms of the 2-sphere function f and the momentum p,

Qf (p) = 1
2π

∫
d2z

{
(p · ε−)2

p · k̂
D2
zf + (p · ε+)2

p · k̂
D2
z̄f

}
. (5.53)

The commutator (5.52) shows that the FK dressing W (p) carries a definite supertranslation
charge Qf (p).

5.2 Gravitational dressing on the Schwarzschild hori-
zon

In this section, we apply the methods we reviewed in section 5.1 to construct the dressing
of an asymptotic massive scalar field that falls into the Schwarzschild black hole. Following
Mandelstam’s approach [95], we assume that the scalar field is made coordinate-invariant
by a gravitational Wilson line dressing, which now follows a time-like trajectory into the
black hole. After quantizing the graviton, we observe that the dressing comprises only zero-
frequency graviton excitations. It is then shown in section 5.4 that the dressing we construct
carries a definite horizon supertranslation charge of Hawking, Perry and Strominger [60,61].
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I+

I−H−

H+

in

Bin

Ain I+

I−H−

H+

up

Aup

Bup

Figure 5.2: Representations of the “in” and “up” modes in the Penrose diagram of the exterior
of a Schwarzschild black hole. The in-modes consist purely of traveling waves incoming from
the past null infinity I− and therefore vanish on the past horizon H−. The up-modes consist
purely of traveling waves incoming from H− and therefore vanish on I−. For each mode
Λ, sRΛ

lωe
−iωt is the incoming partial wave,

∣∣∣AΛ
∣∣∣2 is the reflection coefficient and

∣∣∣BΛ
∣∣∣2 is the

transmission coefficient.

To this end, let us first consider the dressing of a particle of mass m at a spacetime
point z = (t0, r0, θ0, φ0). Drawing analogy from section 5.1, we write its dressing as the
gravitational Wilson line,

exp(W ) ≡ exp
{
− i2mκ

∫ z

Γ
dxµhµν(x)dx

ν

dτ

}
, (5.54)

along a radial geodesic Γ of a massive particle of mass m, extending from z to the future
horizon H+, see figure 5.1. As usual, we employ the boundary condition [8, 92] that the
contribution to W comes from only the upper bound, z, of the integral. To obtain the
dressing of an asymptotic particle on H+, we evaluate the integral under the limit r0 → 2M .
In this case, the entirety of the geodesic Γ lies in the vicinity of H+. Since this Wilson line
acts like a puncture on the future boundary H+

+ of the horizon, we refer to this as the Wilson
line puncture, following [92,133].

We now employ the graviton quantization of Candelas et. al. [93] (see appendix F for
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details), where the graviton field hµν(x) has the mode expansion

hµν(x) =
∑
Λ

∑
lmP

∫ ∞
0

dω
[
aΛ
lmP (ω)hΛ

µν(l,m, ω, P ;x) + h.c.
]
. (5.55)

The mode functions hΛ
µν(l,m, ω, P ;x) and their complex conjugates form a complete or-

thonormal set with l ≥ 2, |m| ≤ l, P = ±1, and Λ ∈ {in, up}. Here P = +1 (−1) is
referred to as the electric (magnetic) parity. Modes with Λ = in (up) are referred to as the
in-modes (up-modes); it denotes the boundary conditions satisfied by the modes (see Fig.
5.2). Throughout this chapter, it is tacitly assumed that the sum over l, m and P span
l ≥ 2, |m| ≤ l and P = ±1:

∑
lmP

(· · · ) ≡
∑
l≥2

l∑
m=−l

∑
P=±1

(· · · ) , (5.56)

unless explicitly stated otherwise. The graviton is quantized by promoting aΛ
lmP (ω) and

aΛ†
lmP (ω) to operators satisfying the canonical commutation relation (F.24).
Coming back to the dressing (5.54), let us first consider the contribution to W coming

from the up-modes.1 First, we separate the graviton field (5.55) into two parts,

hµν(x) = hin
µν(x) + hup

µν(x), (5.57)

hΛ
µν(x) ≡

∑
lmP

∫ ∞
0

dω
[
aΛ
lmP (ω)hΛ

µν(l,m, ω, P ;x) + h.c.
]
, Λ ∈ {in, up}. (5.58)

Then, we may write (5.54) as

W = − i2mκ
∫ z

Γ
dxµhup

µν(x)dx
ν

dτ
+ (in-mode contribution). (5.59)

Let E be the total energy of the particle at infinity. This fixes the geodesic Γ, along which
we have

dt

dτ
= E

mV
,

dr

dτ
= −

(
E2

m2 − V
)1/2

,
dθ

dτ
= dφ

dτ
= 0. (5.60)

To simplify the calculations, we move to the ingoing Eddington-Finkelstein coordinates
1From figure 5.2, we see that the in-modes are incoming waves from I−, which are known to have vanishing

contribution to the horizon supertranslation charge (see [61] for a discussion). For this reason, we expect
the dressing to receive vanishing contribution from the in-modes as well, and later in this section we see that
this is indeed the case.

93



(v, r, θ, φ), where we have hup
vr (x) = 0 and hup

rr (x) = 0. Then (5.59) simplifies to

W = − i2mκ
∫ v0

dv hup
vv (x)dv

dτ
+ (in-mode contribution) (5.61)

= −im
2κ

4E

∫ v0
dv hup

vv (x) + (in-mode contribution), (5.62)

where in the last equation we used

dv

dτ
= dt

dτ
+ dr∗
dr

dr

dτ
= E

mV

1−
(

1− m2V

E2

)1/2
 = m

2E +O(r − 2M), (5.63)

and discarded subleading terms in the expansion, since for an asymptotic particle Γ lies
entirely in the vicinity of H+. The component hup

vv (x) is a linear combination of the modes
hup
vv (l,m, ω, P ;x), whose explicit form may be read off from (F.9),

hup
vv (l,m, ω, P ;x) = Nup {Υvv −2Ylm(θ, φ) + PΥ∗vv +2Ylm(θ, φ)} +2R

up
lω (r)e−iωt, (5.64)

where Nup is a normalization constant, Υvv is a second-order differential operator defined as
(F.11), ±2Ylm are s = ±2 spin-weighted spherical harmonics, and +2R

up
lω is a radial function

satisfying the boundary condition for up-modes; see appendix F for details. Now, observe
that (G.9) can be used to write the spin-weighted spherical harmonics in terms of ordinary
spherical harmonics,

Υµν −2Ylm(θ, φ) = −r
2V 2

8 ðð −2Ylm(θ, φ) = −r
2V 2

8

√√√√(l + 2)!
(l − 2)! Ylm(θ, φ), (5.65)

Υ∗µν +2Ylm(θ, φ) = −r
2V 2

8 ð̄ð̄ +2Ylm(θ, φ) = −r
2V 2

8

√√√√(l + 2)!
(l − 2)! Ylm(θ, φ). (5.66)

Thus we may write (5.64) as

hup
vv (l,m, ω, P ;x) = −Nup(1 + P )r

2V 2

8

√√√√(l + 2)!
(l − 2)! Ylm(θ, φ) +2R

up
lω (r)e−iωt. (5.67)

One immediately sees that hup
vv (x) does not have P = −1 contribution,

hup
vv (l,m, ω, P = −1;x) = 0. (5.68)

We also see in section 5.3 that supertranslation horizon charge only receives contribution
from P = 1 modes. This is reminiscent of the gravitational memory at the asymptotic
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infinities (see for example [135–137]). Since Γ is near H+, we can replace the radial function
+2R

up
lω (r) by its asymptotic form (F.15) for r → 2M ,

+2R
up
lω (r) ∼ Aup

lω

(2M)4V 2 e
−iωr∗ near H+, (5.69)

which leads to

hup
vv (l,m, ω, P ;x) ∼ −N

upAup
lω

8(2M)2 (1 + P )

√√√√(l + 2)!
(l − 2)! Ylm(θ, φ)e−iωv near H+. (5.70)

Expanding (5.62) into modes and substituting the above expression yields

W = −im
2κ

4E
∑
lmP

∫ ∞
0

dω
∫ v0

dv [aup
lmP (ω)hup

vv (l,m, ω, P ;x) + h.c.]

+ (in-mode contribution) (5.71)

= im2κ

4E
∑
lm

√√√√(l + 2)!
(l − 2)!

∫ ∞
0

dω

[
aup
lm,P=1(ω)N

upAup
lω

4(2M)2 Ylm(θ, φ) e
−iωv0

(−iω) + h.c.
]

+ (in-mode contribution), (5.72)

where we have used a boundary condition analogous to that used in [8, 92] to evaluate

∫ v0
dv e−iωv = e−iωv0

(−iω) . (5.73)

Recall that the line integral was along a time-like geodesic Γ of a particle with total energy E
at infinity, which implies that as r0 → 2M , the advanced time v0 diverges to infinity. Thus in
this limit, the presence of e±iωv0 in the integrand removes all contributions except those from
ω = 0 by virtue of the Riemann-Lebesgue lemma. Following the previous approaches [8,9,92],
we explicitly implement this by replacing e±iωv0 with an infrared function φ(ω), which we
define to have support only in a small neighborhood of ω = 0 and satisfy φ(0) = 1. This
yields

W = im2κ

4E
∑
lm

√√√√(l + 2)!
(l − 2)!

∫ ∞
0

dωφ(ω)
[
aup
lm,P=1(ω) NupAup

lω

(−4iω)(2M)2 Ylm(θ, φ) + h.c.
]

+ (in-mode contribution). (5.74)

Due to the function φ(ω), only the leading soft term in the integrand contributes to the
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integral. From (F.21) and (F.17), we have the soft expansion

NupAup
lω = (2M)2 (−4iω)√

πω

[
(l − 2)!
(l + 2)! +O(ω)

]
. (5.75)

We can substitute this to (5.74) to obtain

W = im2κ

4E
∑
lm

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω√
πω

φ(ω)
[
aup
lm,P=1(ω)Ylm(θ, φ) + h.c.

]
+ (in-mode contribution). (5.76)

Now, let us turn our attention to last term in (5.76), the contribution from the in-
modes. One could imagine carrying out a similar set of steps, after which one would obtain
an expression analogous to the first term in (5.74), where the integrand is proportional to
φ(ω)N inBin

lω. From (F.20) and (F.16), we have the expansion

N inBin
lω = − (−4iMω)l+1

2(2M)3√πω

[
l!(l − 2)!(l + 2)!
2(2l + 1)!(2l)! +O(ω)

]
, (5.77)

which, when compared to (5.74), contains far more factors of ω since l ≥ 2. This leads
to the in-mode contribution being sub-leading soft in comparison to that of up-modes, and
therefore negligible in comparison due to the presence of φ(ω). There is a subtlety here that
is worth mentioning: unlike the up-modes, the in-modes are in the ingoing radiation gauge
h(a)(1) = 0, gµνhµν = 0, which is not compatible with the Bondi gauge. However, that the
in-modes are sub-leading soft to the up-modes on H+ is still true in Bondi gauge. To see
this, we note that the radial function −2R

in
lω(r) derives its origin from the contribution of

each in-mode to the Weyl scalar Ψ4 [93, 94],

δΨ4
[
hin(l,m, ω, P ;x)

]
= −N

in

8r4

[
(l + 2)!
(l − 2)! + 12iMωP

]
−2R

in
lω(r) −2Ylm(θ, φ)e−iωt. (5.78)

Since δΨ4 is a gauge-invariant quantity, the Bondi gauge expression of the in-mode con-
tribution to W also includes the radial dependence −2R

in
lω(r), which includes the factor ωl

near H+, rendering the in-mode contribution sub-dominant in comparison to that of the
up-modes. Therefore, one obtains the final expression

exp(W ) = exp
im2κ

4E
∑
lm

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω√
πω

φ(ω)
[
aup
lm,P=1(ω)Ylm(θ, φ) + h.c.

] (5.79)
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of the gravitational Wilson line, dressing an asymptotic particle of mass m and total energy
E falling into the black hole.

We have seen that the in-modes are sub-leading soft to up-modes on H+ and vanish by
choice of boundary conditions on H−. Due to this observation, we can restrict our attention
to the up-modes when dealing with supertranslation (and zero-modes) on both horizons.

5.3 Supertranslation charge and horizon fields

Classical analysis of the black hole horizon [61] suggests that there exist horizon degrees of
freedom of the form hAB that live on H±. Our goal in this section is to derive an expression
of the horizon supertranslation charge and horizon fields in terms of the graviton Fock space
operators. From the previous work with regards to Maxwell fields [92], it is reasonable
to expect that such fields can be obtained as an appropriate limit of the bulk fields (5.55).
However, one fails to do so directly onH+, since +2R

up
lω blows up as one approachesH+. This

is perhaps due to the fact that the bulk fields are Klein-Gordon normalized on H−∪I−. The
limit, on the other hand, is well defined on H−, which leads us to take an alternate approach:
we derive the horizon fields on the past horizon H− first, and use time-inversion symmetry
of Schwarzschild spacetime to obtain the corresponding fields on the future horizon H+.

5.3.1 Past horizon

Let H−∪Σ− be a Cauchy surface in the past (for instance, in the absence of massive particles
Σ− = I−). The linearized supertranslation charge Q−f on this surface can be decomposed as

Q−f = QH
−

f +QΣ−
f . (5.80)

We loosely refer to QH−f as the supertranslation charge on H−.
To obtain an expression for QH−f , we move to the outgoing Eddington-Finkelstein coor-

dinates (u, r,Ω), where u = t − r∗ is the retarded time. The Schwarzschild metric in these
coordinates reads

ds2 = −V du2 − 2dudr + r2γABdx
AdxB, V ≡ 1− 2M

r
, (5.81)

with the 2-sphere metric γAB. The Bondi gauge conditions read [61]

hrr = hrA = γABhAB = 0. (5.82)
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We want to find infinitesimal diffeomorphisms δxµ = ξµ that preserve the Bondi gauge
conditions as well as the standard falloffs at large r [61]. Gauge conditions put the following
constraints on ξµ,

1
2Lξgrr = ∂rξ

u = 0, (5.83)

LξgAr = ∂rξ
A − 1

r2D
Af = 0, (5.84)

1
2γ

ABLξgAB = DAξ
A + 2

r
ξr = 0. (5.85)

We restrict our attention to supertranslations by choosing ξu = f such that ∂uf = 0. Then
(5.83) leads to f = f(Ω), and (5.84) with falloff condition on ξA implies ξA = −1

r
DAf .

Substituting this into (5.85), one obtains ξr = 1
2D

2f . Therefore we obtain

ξα∂α = f∂u + 1
2D

2f∂r −
1
r
DAf∂A. (5.86)

In order to exclude ordinary spacetime translations which are not of our interest, we restrict
the angular function f(Ω) to contain only partial waves with l ≥ 2.

The supertranslation charge associated with the diffeomorphism ξ on H− reads (see
appendix H for a derivation)

QH
−

f = 1
κM

∫
H−

dΩ du f(Ω)DADB∂uh
−
AB(u,Ω), (5.87)

where h−AB(u,Ω) are the horizon fields related to the supertranslation fields on H+ obtained
in [61]; the “−” superscript emphasizes that these fields are defined on H−. The u-integral
and u-derivative introduce a delta function δ(u) into the mode expansion of h−AB, which
implies that it is only the zero-energy modes that are relevant for horizon supertranslation.

We can obtain the horizon fields h−AB by taking the quantized graviton field hµν(x) and
taking the limit to H−. The boundary conditions are such that the in-modes vanish on H−,
so it suffices to consider the up-modes. Although the up-modes are in the outgoing radiation
gauge, the angular components hup

AB already satisfy the Bondi gauge condition γABhAB = 0
and therefore is expected to retain their functional form onH− under a gauge transformation
to Bondi gauge. Recalling from (F.15) that

+2R
up
lω (r)e−iωt ∼ e−iωu near H−, (5.88)
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and observing from (F.11) that,

ΥAB = −r4e(3)Ae(3)B (∆ + 5µ− 2γ) (∆ + µ− 4γ) (5.89)

= −r4e(3)Ae(3)B

(
∂u −

V

2 ∂r −
5V
2r −

M

r2

)(
∂u −

V

2 ∂r −
V

2r −
2M
r2

)
, (5.90)

one obtains from (F.9) the asymptotic form

hup
AB(l,m, ω, P ;x) ∼ −1

2(2M)2NupHAB(P ; Ω)e−iωu + · · · near H−, (5.91)

where “ · · · ” contains terms with additional factors of ω, which are omitted since we’re
ultimately interested in leading soft modes. Here we have defined

HAB(P ; Ω) ≡
[
e(3)Ae(3)B −2Ylm(Ω) + Pe∗(3)Ae

∗
(3)B +2Ylm(Ω)

]∣∣∣
r=2M

. (5.92)

A tedious but straightforward computation shows that (see I for a derivation)

DADBHAB(P = −1; Ω) = 0, (5.93)

which implies

DADBhup
AB(l,m, ω, P = −1;x) = 0, (5.94)

that is, the magnetic parity modes P = −1 do not contribute to the supertranslation charge
(5.87). Again, this is similar to the fact that gravitational memory at the asymptotic infinities
receive contribution only from the electric parity modes; see [135–137]. For P = 1, it can be
shown that

HAB(P = 1; Ω) = (2M)2

√√√√(l − 2)!
(l + 2)!

(
2DADB − γABD2

)
Ylm(Ω). (5.95)

Substituting the expressions to (5.91), keeping only the relevant leading soft contribution
and plugging the modes into the expansion (5.55) yields

h−AB(u,Ω) = −(2M)4

2
(
2DADB − γABD2

)
×
∑
lm

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω
[
Nupaup

lm,P=1(ω)Ylm(Ω)e−iωu + h.c.
]
. (5.96)

99



Since D2Ylm(Ω) = −l(l + 1)Ylm(Ω), and

DADB(2DADB − γABD2)Ylm(Ω) = D2(D2 + 2)Ylm(Ω) = (l + 2)!
(l − 2)!Ylm(Ω), (5.97)

we immediately obtain

DADB∂uh
−
AB(u,Ω) = −(2M)4

2
∑
lm

√√√√(l + 2)!
(l − 2)!

×
∫ ∞

0
dω(−iω)

[
Nupaup

lm,P=1(ω)Ylm(Ω)e−iωu − h.c.
]
. (5.98)

Let us define the operator

N−(Ω) ≡ 1
κM

∫ ∞
−∞

duDADB∂uh
−
AB(u,Ω). (5.99)

Using (5.98) and the integral representation
∫ ∞
−∞

du e±iωu = 2πδ(ω) (5.100)

of the delta function, we obtain the expression

N−(Ω) = 2iπ(2M)3

κ

∑
lm

√√√√(l + 2)!
(l − 2)!

∫ ∞
0

dω ω δ(ω)
[
Nupaup

lm,P=1(ω)Ylm(Ω)− h.c.
]
. (5.101)

The supertranslation charge (5.87) can be written in terms of the operator N−(Ω) as

QH
−

f =
∫
dΩ f(Ω)N−(Ω). (5.102)

The presence of the delta function δ(ω) clearly shows that only the zero-energy gravitons
contribute to the supertranslation charge.

Now, let us take the horizon field h−AB(u,Ω) and take the limit u → ∞, which brings
the field to the future infinity H−+ of the past horizon. Due to the factors e±iωu in the inte-
grand, by the the Riemann-Lebesgue lemma only the zero-energy modes have non-vanishing
contributions to the integral. We can implement this by introducing the infrared function
φ(ω) in place of e±iωu, which vanishes outside of a small neighborhood of ω = 0 and satisfies
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φ(0) = 1. Using this trick, we may define

h−AB(Ω) ≡ lim
u→∞

h−AB(u,Ω) (5.103)

= −2M
(
2DADB − γABD2

)
A−(Ω) (5.104)

where we introduced the scalar field

A−(Ω) = 1
2(2M)3∑

lm

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω φ(ω)
[
Nupaup

lm,P=1(ω)Ylm(Ω) + h.c.
]
, (5.105)

with the infrared function φ(ω). The operators N−(Ω) and κA−(Ω) satisfy the commutation
relation2

[
N−(Ω′), κA−(Ω)

]
= iπ(2M)6∑

lm

∑
l′m′

√√√√(l′ + 2)!
(l′ − 2)!

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω′dω ω′ δ(ω′)φ(ω)

×
[
Nup′aup

l′m′,P=1(ω′)Yl′m′(Ω′)− h.c., Nupaup
lm,P=1(ω)Ylm(Ω) + h.c.

]
(5.107)

= i
∑
l≥2

∑
m

Ylm(Ω′)Y ∗lm(Ω) (5.108)

= iδ(2)(Ω− Ω′) + (l = 0, 1 terms). (5.109)

Since f(Ω) does not contain partial waves with l = 0, 1, equations (5.102), (5.104) and
(5.109) lead to the commutator

[
QH

−

f , κh−AB(Ω)
]

= −2iM(2DADB − γABD2)f(Ω), (5.110)

which is the anticipated quantum action of supertranslation on H−, reflecting the Lie deriva-
tive

LξgAB|H− = −2M(2DADB − γABD2)f(Ω) (5.111)

of the metric.
2In deriving (5.109), we used a crossing relation similar to that used in the original quantization [93] to

avoid dealing with factors of 1/2 coming from delta functions sitting on the boundary of integration domains;
see appendix J. This is similar to using conventions such as∫ ∞

0
dωf(ω)δ(ω) = 1

2f(0), (5.106)

which were used in, for example, [18, 58,92].
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5.3.2 Future horizon

Now that we have derived the supertranslation charge and the horizon fields on H−, we use
the time-reversal symmetry of the Schwarzschild spacetime to obtain analogous results on
H+. The appropriate choice of coordinates is the ingoing Eddington-Finkelstein coordinates
(v, t,Ω) with advanced time v = t+ r∗, in which the Schwarzschild metric reads

ds2 = −V dv2 + 2dvdr + r2γABdx
AdxB. (5.112)

Since there are the horizon degrees of freedom h−AB(u,Ω) on H−, one should obtain their
counterparts h+

AB(v,Ω) on H+ by taking t→ −t, or equivalently u→ −v. Applying this to
(5.96), we obtain the future horizon field to be

h+
AB(v,Ω) = h−AB(−v,Ω) (5.113)

= −(2M)4

2
(
2DADB − γABD2

)
×
∑
lm

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω
[
Nupaup

lm,P=1(ω)Ylm(Ω)eiωv + h.c.
]
. (5.114)

From [61], we know that the vector field which generates supertranslation on H+ is

ζα∂α = f∂v −
1
2D

2f∂r + 1
r
DAf∂A, (5.115)

and that the associated supertranslation charge on H+ is

QH
+

f = 1
κM

∫
H+

dΩ dv f(Ω)DADB∂vh
+
AB(v,Ω). (5.116)

Let us define the operator

N+(Ω) ≡ 1
κM

∫ ∞
−∞

dv DADB∂vh
+
AB(v,Ω), (5.117)

in terms of which the charge QH+
f has the simple form

QH
+

f =
∫
dΩ f(Ω)N+(Ω). (5.118)
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Similar to the derivation of (5.101), we plug in the mode expansion (5.114) and use (5.97)
to obtain

N+(Ω) = −2iπ(2M)3

κ

∑
lm

√√√√(l + 2)!
(l − 2)!

∫ ∞
0

dω ω δ(ω)
[
Nupaup

lm,P=1(ω)Ylm(Ω)− h.c.
]
, (5.119)

which, as expected, only involves zero-energy gravitons.
As in the case of H−, we can obtain the zero-modes h+

AB(Ω) by taking h+
AB(v,Ω) to the

past boundary H+
− of the future horizon. From (5.114), we have

h+
AB(Ω) ≡ lim

v→−∞
h+
AB(v,Ω) (5.120)

= 2M(2DADB − γABD2)A+(Ω), (5.121)

where A+(Ω) is the scalar field defined as

A+(Ω) = −1
2(2M)3∑

lm

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω φ(ω)
[
Nupaup

lm,P=1(ω)Ylm(Ω) + h.c.
]

(5.122)

= −1
2
∑
lm

√√√√(l − 2)!
(l + 2)!

∫ ∞
0

dω√
πω

φ(ω)
[
aup
lm,P=1(ω)Ylm(Ω) + h.c.

]
. (5.123)

In the second equality we used (F.21). The field h+
AB(Ω) are, up to a factor of κ, the

supertranslation zero modes δfgAB obtained in [61]. The operators N+(Ω) and κA+(Ω)
satisfy a commutation relation similar to (5.109),

[
N+(Ω′), κA+(Ω)

]
= iδ(2)(Ω− Ω′) + (l = 0, 1 terms), (5.124)

from which we obtain

[
QH

+

f , κA+(Ω)
]

= if(Ω), (5.125)[
QH

+

f , κh+
AB(Ω)

]
= 2iM(2DADB − γABD2)f(Ω), (5.126)

which is the anticipated quantum action of supertranslation on the metric perturbation,
correctly reflecting the classical result [61] on H+,

LζgAB|H+ = 2M(2DADB − γABD2)f. (5.127)

Equation (5.126) shows that the supertranslation zero modes κh+
AB, written as a linear

combination of zero-frequency electric-parity up-mode gravitons, are the symplectic partners
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of the linearized horizon charge QH+
f that enlarge the horizon phase space, as anticipated

from [61].

5.3.3 Comments

We notice that the structures of the horizon fields and zero-modes on H± are very similar
to those of the past/future null infinities I± that are extensively studied in the literature.
The commutator (5.125) and its counterpart on H− suggest that the two scalar fields A±(Ω)
are the analogs of the Goldstone boson modes on I± for asymptotically flat spacetimes [16].
Recall that we obtained the horizon fields on H+ from those on H− via time-inversion
symmetry of Schwarzschild spacetime. This was used to derive (5.105) and (5.122), from
which one obtains

A−(Ω) = −A+(Ω). (5.128)

This is reminiscent of the antipodal matching conditions of I± for Christodoulou-Klainerman
spaces [13, 14,16].

Also, we note that the relations (5.104) and (5.121) suggest A± to be related to the
horizon analogs of the “scalar memory” T introduced in [137] at I± for asymptotically
flat spacetimes. Recall that magnetic parity modes dropped out in the construction of the
dressing and the charge, which is reminiscent of the situation of gravitational memory at
infinities.

5.4 Gravitational dressing implants supertranslation
charge

In section 5.2 we obtained the dressing exp(W ) for a particle of mass m with energy E that
falls into the black hole. In this section, we show that this dressing carries a definite horizon
supertranslation charge.

Comparing the expression (5.79) for exp(W ) with the expression (5.123) for A+, one
immediately recognizes that the exponent W is proportional to the operator A+,

W = W (m,E,Ω) = −im
2

2E κA+(Ω). (5.129)
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This with (5.125) implies the commutation relation

[
QH

+

f , eW (m,E,Ω)
]

= m2

2Ef(Ω)eW (m,E,Ω). (5.130)

Recall from (5.79) that the dressing exp(W ) is written purely in terms of zero-energy gravi-
tons and therefore carries no energy. Given a Schwarzschild black hole state |M0, 0〉 of mass
M0 with zero soft supertranslation charge, i.e.

QH
+

f |M0, 0〉 = 0, (5.131)

one can use the dressings to obtain other Schwarzschild black hole states carrying non-zero
soft supertranslation charge,

|M0, (m,E,Ω)〉 ≡ eW (m,E,Ω) |M0, 0〉 , (5.132)

QH
+

f |M0, (m,E,Ω)〉 = m2

2Ef(Ω) |M0, (m,E,Ω)〉 . (5.133)

Therefore, our derivation of the gravitational dressing provides an example in the quantum
theory of the classical construction of the supertranslation hair in [61].

5.5 Summary

In this chapter, we have explicitly shown how to construct soft supertranslation hair on the
horizon of Schwarzschild black holes within a quantum field theoretical framework. The
essential ingredient was the construction of dressed states by attaching Wilson lines to the
infalling scalar particles, see equation (5.79). We have observed the horizon graviton su-
pertranslation modes proposed by Hawking, Perry and Strominger [60, 61] in the quantum
theory, see equation (5.126). We have then used the dressings to show that infalling particles
implant supertranslation charge on the black hole, see equations (5.132) and (5.133).

This perspective works for dressed states implanting hair both at I± and at the hori-
zon. Our quantization procedure implies that a crucial component in our construction of
soft charges and Faddeev-Kulish dressings is the existence of an infinite red-shift surface.
At this surface the Killing vector ∂u associated with the time-translation symmetry of the
background spacetime becomes null. A massive particle approaching this surface only makes
contact asymptotically at u =∞ and at this point its dressing carrying the soft charge only
contains soft gravitons (ω = 0). This can be seen by expanding the dressing in terms of
plane waves e±iωu; as u→∞ only soft modes contribute by virtue of the Riemann-Lebesgue
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lemma. Thus, we can conclusively confirm that there is structure at the horizon and not just
any null surface. However, there is evidence that this particular example of supertranslation
hair does not appear to have relevance to the black hole information paradox. Evidence
that Hawking radiation is not modified by soft hair implanted by supertranslating shock
waves comes from [54], at least using the mechanisms analyzed therein. Their results com-
plement those of [47] obtained from the perspective of dressing states with soft hair where
the authors showed that the spectrum of Hawking radiation (without backreaction) emitted
in the Schwarzschild background is unchanged after including the dressing of asymptotic
states with soft form factors. See also [138, 139] for arguments against the role of soft hair
carrying black hole information. The relevance of soft hair to black hole entropy is still an
open question.
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Chapter 6

Subleading Soft Dressings of
Asymptotic States in QED and
Perturbative Quantum Gravity

6.1 Dressings in perturbative quantum gravity

In this chapter, we construct dressed states at the subleading soft order as eigenstates of the
leading and subleading charges, by working to first order in the coupling constant. We then
show that that the infrared-finite parts of scattering amplitudes are in agreement with the
cross-sections used in experiments. To this end, we start with a brief review of the relevant
asymptotic symmetry of gravity: BMS superrotation.

6.1.1 Review of superrotation in asymptotically flat spacetime

We start by establishing our notation regarding asymptotically flat spacetimes and reviewing
the materials associated with the superrotation on I±. We follow the construction of [140]
closely. For the sake of simplicity we assume that all matter particles are massless scalars;
for particles with spin see appendix K.1.2.
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Metric and mode expansions

In Bondi coordinates, the metric for an asymptotically flat spacetime near the future null
infinity I+ reads [140]

ds2 = −du2 − 2dudr + 2r2γzz̄dzdz̄

+ 2m+
B

r
du2 + rCzzdz

2 + rCz̄z̄dz̄
2 + 2guzdudz + 2guz̄dudz̄ + · · · , (6.1)

where the first line corresponds to the flat metric. Here z = eiφ tan θ
2 is the stereographic

coordinate, γzz̄ = 2
(1+zz̄)2 is the metric on the 2-sphere and m+

B is the Bondi mass aspect.
The uz-component of the metric has the expansion

guz = 1
2D

zCzz + 1
6rCzzDzC

zz + 2
3rN

+
z + · · · , (6.2)

where Dz is the covariant derivative on S2 and N+
z is the angular momentum aspect. In

general, m+
B, N+

z and Czz are functions of u, z and z̄.
Let us define the graviton field hµν through

gµν(x) = ηµν + κhµν(x), κ2 = 32πG, (6.3)

where ηµν = diag(−1, 1, 1, 1). Near I+, the graviton field can be approximated by the
on-shell mode expansion

hout
µν (x) =

∑
s=±

∫ d3k

(2π)3
1

2ωk

[
εs∗µν(k)aout

s (k)eik·x + εsµν(k)aout†
s (k)e−ik·x

]
, (6.4)

where ωk = k0 = |k|, and ε±µν = ε±µ ε
±
ν are the spin-2 polarization tensors. By parametrizing

the graviton momentum kµ by (ωk, z, z̄),

kµ = ωk
1 + zz̄

(
1 + zz̄, z̄ + z, i(z̄ − z), 1− zz̄

)
, (6.5)

we may write the polarization tensors as

ε+µ(k) = 1√
2

(z̄, 1,−i,−z̄), ε−µ(k) = 1√
2

(z, 1, i,−z). (6.6)

The out-operators satisfy the standard commutation relation,

[
aout
s (k), aout†

r (k′)
]

= δsr(2π)3(2ωk)δ(3)(k− k′). (6.7)
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Near the past null infinity I−, the asymptotically flat metric reads

ds2 = −dv2 + 2dvdr + 2r2γzz̄dzdz̄

+ 2m−B
r

dv2 + rDzzdz
2 + rDz̄z̄dz̄

2 + 2gvzdvdz + 2gvz̄dvdz̄ + · · · , (6.8)

where

gvz = −1
2D

zDzz −
1
6rDzzDzD

zz − 2
3rN

−
z + · · · . (6.9)

We have the mode expansion for the incoming graviton field

hin
µν(x) =

∑
s=±

∫ d3k

(2π)3
1

2ωk

[
εs∗µν(k)ain

s (k)eik·x + εsµν(k)ain†
s (k)e−ik·x

]
, (6.10)

where the in-operators satisfy

[
ain
s (k), ain†

r (k′)
]

= δsr(2π)3(2ωk)δ(3)(k− k′). (6.11)

Superrotation charge

Superrotation near I± are generated by the following vector fields respectively [140],

ξ+(Y ) =
(

1 + u

2r

)
Y z∂z −

u

2rD
z̄DzY

z∂z̄ −
(r + u)

2 DzY
z∂r + u

2DzY
z∂u + c.c., (6.12)

ξ−(Y ) =
(

1− v

2r

)
Y z∂z + v

2rD
z̄DzY

z∂z̄ −
(r − v)

2 DzY
z∂r + v

2DzY
z∂v + c.c., (6.13)

parametrized by the same vector field Y z on the sphere. We drop the constraint that Y z is a
conformal Killing vector, following [35]. The conserved charges associated with superrotation
have the expressions [1]

Q±Y = 4
κ2

∫
I±∓
d2z

(
Yz̄N

±
z + YzN

±
z̄

)
, (6.14)

where I+
− (I−+ ) is the past (future) boundary of the future (past) null infinity. The charges

can be decomposed into soft and hard parts,

Q±Y = Q±S +Q±H , (6.15)
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where the soft charges are given by

Q+
S = − 2

κ2

∫
I+
du d2z γzz̄D3

zY
zuNz̄z̄ + h.c. (6.16)

= − i

4πκ lim
ω→0

(1 + ω∂ω)
∫
d2z D3

zY
z
[
aout
− (ωxz)− aout†

+ (ωxz)
]

+ h.c., (6.17)

Q−S = 2
κ2

∫
I−
dv d2z γzz̄D3

zY
zvMz̄z̄ + h.c. (6.18)

= i

4πκ lim
ω→0

(1 + ω∂ω)
∫
d2z D3

zY
z
[
ain
−(ωxz)− ain†

+ (ωxz)
]

+ h.c., (6.19)

with Nzz = ∂uCzz and Mzz = ∂vDzz; we refer to [140] for details. Here xz denotes a unit
3-vector whose direction is given by (z, z̄),

xz = 1
1 + zz̄

(
z̄ + z, i(z̄ − z), 1− zz̄

)
. (6.20)

The hard charges Q±H are defined by their actions on the Fock states,

〈p1, . . . ,pn|Q+
H = i

n∑
i=1

(
Y z(zi)∂zi −

Ei
2 DzY

z(zi)∂Ei + (z → z̄)
)
〈p1, . . . ,pn| , (6.21)

Q−H |p1, . . . ,pn〉 = −i
n∑
i=1

(
Y z(zi)∂zi −

Ei
2 DzY

z(zi)∂Ei + (z → z̄)
)
|p1, . . . ,pn〉 . (6.22)

where the momentum of the massless scalar pi is written as

pµi = Ei
1 + ziz̄i

(
1 + ziz̄i, z̄i + zi, i(z̄i − zi), 1− ziz̄i

)
. (6.23)

6.1.2 Distinction between in and out operators

Notice that in (6.17) and (6.19) we follow the notation of [14] and others to distinguish
between the “out” operators on I+ and the “in” operators on I−. They are related by the
boundary condition Nz̄z̄|I+

−
= −Mz̄z̄|I−+ such that the subleading soft contribution to the

S-matrix element from insertions of ain†
s in the incoming state and −aout

−s in the outgoing
state are equivalent, see [140] for a discussion. An alternative approach, which was taken
in [59], is to make this relation explicit by taking in (6.19) and (6.26),

aout
s (ωxz)→ as(ωxz), ain

s (ωxz)→ −as(ωxz), (6.24)
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such that Q+
S = (Q−S )† = Q−S , and[

ar(k), a†s(k′)
]

= δrs(2π)3(2ωk)δ(3)(k− k′). (6.25)

Then we can remove the superscript in Q±S and write

QS = −i
4πκ lim

ω→0
(1 + ω∂ω)

∫
d2z D3

zY
z
[
a−(ωxz)− a†+(ωxz)

]
+ h.c.. (6.26)

Either approach yields the same result; with the distinction intact, one just has to be cautious
when contracting an “out” and an “in” operator. We employ the latter convention (6.24)
and use (6.26) for it removes some complications in the amplitude computation.

6.1.3 Subleading soft dressing

Let us consider the scattering from some incoming state |in〉 to some outgoing state 〈out| –
the states can be either dressed states or Fock states. Superrotation symmetry states that
the associated charge must be conserved in a scattering process, i.e.

〈out|
(
Q+
Y S − SQ−Y

)
|in〉 = 0, (6.27)

where S is the scattering matrix. This can be written as

〈out|[QS(Y ),S]|in〉 = −i
∑
i

(
Y z(zi)∂zi −

Ei
2 DzY

z(zi)∂Ei + (z → z̄)
)
〈out|S|in〉 , (6.28)

where we used (6.21) and (6.22).
Let us choose the vector field

Y = Yg ≡
(z − w)2

(z̄ − w̄) ∂z, (6.29)

for which (6.28) becomes [35,140] (see appendix K.1 for a derivation)

〈out|[QS(Yg),S]|in〉 = −
∑
i

pµi kλε
−
µν(ωxz)
pi · k

(
pλi

∂

∂piν
− pνi

∂

∂piλ

)
〈out|S|in〉 (6.30)

= −iS(1)−
g 〈out|S|in〉 , (6.31)
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where kµ ≡ (ω, ωxz), and S(1)−
g is the subleading soft factor for negative-helicity graviton,

S(1)−
g = −i

∑
i

ηi
pµi kλJ

λν
i

pi · k
ε−µν(ωxz), (6.32)

with ηi = +1 for incoming particles and ηi = −1 for outgoing particles.1 Using the identity
D3
zY

z
g = 4πδ(2)(z − w), we may write the soft charge as

QS(Yg) = − i
κ

lim
ω→0

(1 + ω∂ω)
[
a−(ωxz)− a†+(ωxz)

]
. (6.33)

We now claim that under certain circumstances stated below, we may write for a ket
vacuum |0〉,

QS |0〉 ≈ 0. (6.34)

Strictly speaking, the subleading soft charge does not annihilate the vacuum state (and hence
the symbol ≈), but rather creates a state containing a soft graviton. In section 6.3 we show
that no state may scatter to such a state and vice versa in the dressed state formalism.
Therefore, QS may be taken to annihilate |0〉 insofar as scattering processes are concerned.

As was done in [59] for the leading soft dressings, we aim to construct the subleading
soft dressed state by using superrotation charge conservation. Since QS(Yg) is of the form
a− a†, we want to consider a coherent state of the form

exp
{
iκ

2
∑
s=±

∫ d3k

(2π)3
φ(ωk)
2ωk

Nµν
in

[
εs∗µν(k)as(k) + εsµν(k)a†s(k)

]}
|p1, · · · ,pm〉 , (6.35)

where Nµν
in is a tensor whose components are to be determined by charge conservation,

φ(ωk) is an infrared function [8, 9] that has support only in a small neighborhood of ωk = 0
satisfying φ(0) = 1. Here |p1, · · · ,pm〉 is an m-particle Fock state,

|p1, · · · ,pm〉 =
m∏
i=1

b†(pi) |0〉 , (6.36)

where b†(p) is the creation operator of the scalar field. However, since we are using the
tree-level subleading soft theorem, we can only construct a dressing that can be trusted to

1In this definition of S(1)−
g we deviate from the convention used in [140]. The signs ηi derive from the dif-

ferent momentum-space representations of the action of angular momentum on bras and kets. Alternatively,
one could define Jλνi as in [140], for which case the statement of angular momentum conservation becomes∑
i Ji = 0. We adopt (6.32), in order for angular momentum conservation to take the more natural form∑
i∈in Ji =

∑
j∈out Jj . The two approaches are equivalent.
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order κ in the exponent. In this spirit, let us define the incoming state as the linearized
version of (6.35),

|in〉 =
{

1 + iκ

2
∑
s=±

∫ d3k

(2π)3
φ(ωk)
2ωk

Nµν
in

[
εs∗µν(k)as(k) + εsµν(k)a†s(k)

]}
|p1, · · · ,pm〉 . (6.37)

By direct computation,

QS(Yg) |in〉 = 1
2 lim
ω→0

(1 + ω∂ω)
∑
s=±

∫ d3k

(2π)3
φ(ωk)
2ωk

Nµν
in

×
[
a−(ωxz)− a†+(ωxz), εs∗µν(k)as(k) + εsµν(k)a†s(k)

]
|p1, · · · ,pm〉 (6.38)

= 1
2 lim
ω→0

(1 + ω∂ω)
∑
s=±

∫ d3k

(2π)3
φ(ωk)
2ωk

Nµν
in

× (2π)3(2ωk)δ(3)(k− ωxz)
(
εsµν(k)δs,− + εs∗µν(k)δs,+

)
|p1, · · · ,pm〉 (6.39)

= lim
ω→0

(1 + ω∂ω)Nin · ε−(ωxz) |p1, · · · ,pm〉 , (6.40)

where in the last line we used the notation Nin · ε− ≡ Nµν
in ε
−
µν .

Similarly, we can construct a bra state,

〈out| ≡ 〈pm+1, · · · ,pm+n|
(

1− iκ

2
∑
s=±

∫ d3k

(2π)3
φ(ωk)
2ωk

Nµν
out

[
εs∗µν(k)as(k) + εsµν(k)a†s(k)

])
,

(6.41)

such that

〈out|QS(Yg) = −1
2 lim
ω→0

(1 + ω∂ω)
∑
s=±

∫ d3k

(2π)3
φ(ωk)
2ωk

〈pm+1, · · · ,pm+n|Nµν
out

×
[
εs∗µν(k)as(k) + εsµν(k)a†s(k), a−(ωxz)− a†+(ωxz)

]
(6.42)

= 1
2 lim
ω→0

(1 + ω∂ω)
∑
s=±

∫ d3k

(2π)3
φ(ωk)
2ωk

(2π)3(2ωk)δ(3)(k− ωxz)

×
(
εs∗µν(k)δs,+ + εsµν(k)δs,−

)
〈pm+1, · · · ,pm+n|Nµν

out (6.43)

= lim
ω→0

(1 + ω∂ω) 〈pm+1, · · · ,pm+n|Nout · ε−(ωxz). (6.44)
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With these states, we may write

〈out| [QS(Yg),S] |in〉 = lim
ω→0

(1 + ω∂ω)
[
〈pm+1, · · · ,pm+n|(Nout · ε−)S|in〉

− 〈out|S(Nin · ε−)|p1, · · · ,pn〉
]

(6.45)

= lim
ω→0

(1 + ω∂ω)
[
(Nout · ε−) 〈pm+1, · · · ,pm+n|S|in〉

− (Nin · ε−) 〈out|S|p1, · · · ,pn〉
]
, (6.46)

where in the second equality we employ a convenient abuse of notation to write N · ε− both
as an operator and as its action on the amplitude in the momentum-basis. In section 6.4
we see that, due to the presence of φ(ωk), adding or removing subleading dressings do not
change the value of the amplitude, that is,

〈pm+1, · · · ,pm+n|S|in〉 = 〈out|S|p1, · · · ,pn〉 = 〈out|S|in〉 . (6.47)

This shows that the non-commutativity of subleading charges and the nonexistence of si-
multaneous eigenstates do not cause difficulties to S-matrix calculations at this order. Using
(6.47), one may write (6.46) as

〈out| [QS(Yg),S] |in〉 = lim
ω→0

(1 + ω∂ω) (Nµν
out −Nµν

in ) ε−µν 〈out|S|in〉 . (6.48)

Thus, the superrotation charge conservation (6.31) reads

lim
ω→0

(1 + ω∂ω) (Nµν
out −Nµν

in ) ε−µν 〈out|S|in〉 = −iS(1)−
g 〈out|S|in〉 , (6.49)

which, with (6.32), implies for 〈out|S|in〉 6= 0,

lim
ω→0

(1 + ω∂ω) (Nµν
out −Nµν

in ) ε−µν = −
m+n∑
i=1

ηi
(pi)µkλ(Ji)λν

pi · k
ε−µν . (6.50)

One can derive a similar relation associated with ε+ by choosing Y = (z̄ − w̄)2(z − w)−1∂z̄.
A natural split for the dressings is

lim
ω→0

(1 + ω∂ω)Nµν
in = −

m∑
i=1

(pi)µkλ(Ji)λν
pi · k

, (6.51)

lim
ω→0

(1 + ω∂ω)Nµν
out = −

m+n∑
j=m+1

(pj)µkλ(Jj)λν
pj · k

. (6.52)
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If we treat supertranslation (associated with simple poles) separately as in [59], we may
assume that Nµν

in,out do not possess poles. Then it follows that

Nµν
in = −

m∑
i=1

(pi)µkλ(Ji)λν
pi · k

, Nµν
out = −

m+n∑
j=m+1

(pj)µkλ(Jj)λν
pj · k

, (6.53)

which, substituted into (6.37), yields the subleading soft Faddeev-Kulish dressings. Put
together with the leading soft gravitational Faddeev-Kulish dressings [9, 58, 59], we denote
the dressed asymptotic state with double brackets as

‖p1, · · · ,pn〉〉 = Wg(p1, · · · ,pn) |p1, · · · ,pn〉 , (6.54)

where Wg(p1, · · · ,pn) is the gravitational n-particle dressing, which to the subleading order
in soft momentum expansion and leading order in κ is given by2

Wg = exp
{
κ

2

∫ d3k

(2π)3
φ(ωk)
2ωk

n∑
i=1

pµi p
ν
i

pi · k
(a†µν − aµν)

}

×
(

1− κ

2

∫ d3k

(2π)3
φ(ωk)
2ωk

n∑
i=1

pµi kρJ
ρν
i

pi · k
i(a†µν + aµν) +O(κ2)

)
. (6.55)

Keeping in mind that only order κ terms can be trusted, (6.55) can be conveniently written
as3

Wg = exp
[
κ

2

∫ d3k

(2π)3
φ(ωk)
2ωk

n∑
i=1

pµi
pi · k

{
(pνi − ikρJ

ρν
i ) a†µν − (pνi + ikρJ

ρν
i ) aµν

}
+O(κ2)

]
.

(6.56)

Here we employed the notation aµν(k) = ∑
s ε

s∗
µν(k)as(k), where s spans all polarizations.

This includes unphysical polarizations, since the projection to physical polarizations in (6.32)
is a consequence of our choice (6.29) of Y ; superrotation charge should be conserved for a
generic vector field. Unphysical polarizations are also required (at the leading soft order) for
canceling out infrared divergence, see [4,9,58] for example. The expression (6.56) expanded
to first order in κ agrees with the gravitational Wilson line dressing of Mandelstam [95].
Thus to this order in the coupling, one observes the equivalence between Wilson lines and
FK dressings as discussed in [91,92].

2In the original constructions of FK dressings [8,9], a tensor cµν (four-vector cµ in QED) was introduced
in the dressing to account for gauge invariance. It has recently been argued [141] that gauge invariance can
be achieved without such terms, so we do not consider them here.

3Non-commutativity of p and J may be ignored at this order.
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For explicit calculations, it is convenient to define the infrared function as

φ(ω) =

 1 if λ < ω < Λ,

0 otherwise,
(6.57)

where λ is the infrared cutoff which we take to be zero at the very end of the calculation,
and Λ is a very small energy scale below which particles are considered to be soft. With this
definition, the dressing (6.56) becomes

Wg = exp
[
κ

2

∫
λ<ωk<Λ

d3k

(2π)3
1

2ωk

n∑
i=1

pµi
pi · k

{
(pνi − ikρJ

ρν
i ) a†µν − (pνi + ikρJ

ρν
i ) aµν

}
+O(κ2)

]
.

(6.58)

The dressingWg acting on an n-particle Fock state is to be understood as an n-particle dress-
ing with the corresponding momenta of the hard particles, unless explicitly stated otherwise.
The dressed states automatically implement conservation of supertranslation charge [58] and
superrotation charge, as shown above.

An important point concerning the validity of (6.58) should be emphasized here. In any
scattering process there are contributions from real emissions and from virtual diagrams.
The applicability of the subleading soft graviton and soft photon theorems to a 2 → 2
scattering process has been studied in [142]. There it was shown that the subleading soft
photon theorem correctly reproduces the scattering amplitude to subleading order both for
real and virtual photon emissions. However, for the case of soft gravitons, the subleading soft
graviton theorem correctly reproduces the real external emissions, but there is a violation of
the theorem for virtual gravitons. Thus, for the choice of vector field in (6.29), we expect
our dressing to be correct for the case of real emissions which we discuss in section 6.3. For
scattering involving virtual gravitons we would need to generalize (6.58).

6.2 Dressing in QED

We present here the construction of subleading soft dressing in QED, which is fairly parallel
to the case of gravity in section 6.1. In this section we mostly follow the notation and
conventions of [27].
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6.2.1 Mode expansions and conserved charges

The photon field near I+ becomes nearly free and can be approximated by

Aout
µ (x) = e

∑
α=±

∫ d3k

(2π)3
1

2ωk

[
εα∗µ (k)aout

α (k)eik·x + εαµ(k)aout†
α (k)e−ik·x

]
, (6.59)

where the out-operators satisfy the commutator

[
aout
α (k), aout†

β (k′)
]

= δαβ(2π)3(2ωk)δ(3)(k− k′). (6.60)

Likewise, near I− we have the incoming photon field,

Ain
µ (x) = e

∑
α=±

∫ d3k

(2π)3
1

2ωk

[
εα∗µ (k)ain

α (k)eik·x + εαµ(k)ain†
α (k)e−ik·x

]
, (6.61)

with the standard commutator

[
ain
α (k), ain†

β (k′)
]

= δαβ(2π)3(2ωk)δ(3)(k− k′). (6.62)

The QED analog of superrotation is the asymptotic symmetry on I± associated with
Low’s theorem. In terms of the mode expansions (6.59) and (6.61), the corresponding con-
served charges are4 [27]

Q±Y = Q±S (Y ) +Q±H(Y ), (6.63)

where the soft parts are given by

Q+
S (Y ) = − i

4πe lim
ω→0

(1 + ω∂ω)
∫
d2z D2

zY
z

√
2

1 + zz̄

[
aout
− (ωxz)− aout†

+ (ωxz)
]

+ h.c., (6.64)

Q−S (Y ) = i

4πe lim
ω→0

(1 + ω∂ω)
∫
d2z D2

zY
z

√
2

1 + zz̄

[
ain
−(ωxz)− ain†

+ (ωxz)
]

+ h.c.. (6.65)

Here xz is a unit 3-vector whose direction is given by (z, z̄); its Cartesian components are
given in (6.20). The hard parts are defined by their actions on the Fock states,

〈p1, . . . ,pn| Q+
H(Y ) = −i

n∑
i=1

Qi

(
DAY

A(zi)∂Ei −
1
Ei
LY (zi)

)
〈p1, . . . ,pn| , (6.66)

Q−H(Y ) |p1, . . . ,pn〉 = i
n∑
i=1

Qi

(
DAY

A(zi)∂Ei −
1
Ei
LY (zi)

)
|p1, . . . ,pn〉 , (6.67)

4We use calligraphic font Q for the QED charge to minimize notational overlap with gravity.
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where A ∈ {z, z̄}, Qi is the electric charge of the i-th particle, and LY is the Lie derivative
on S2, see appendix K.2 for details. Scattering processes conserve QY , which implies that

〈out|(Q+
Y S − SQ−Y )|in〉 = 0, (6.68)

for any asymptotic states |in〉 and 〈out|.
As was the case in gravity, the contribution to the subleading soft matrix element from

a soft photon insertion ain†
α in the incoming state is equivalent to the contribution from an

insertion −aout
−β in the outgoing state. Therefore, we can follow the procedure of section 6.1.2

and define

QS(Y ) ≡ − i

4πe lim
ω→0

(1 + ω∂ω)
∫
d2z D2

zY
z

√
2

1 + zz̄

[
a−(ωxz)− a†+(ωxz)

]
+ h.c., (6.69)

where the soft operators are related by Q+
S = QS =

(
Q−S

)†
= Q−S , and

[
aα(k), a†β(k′)

]
= δαβ(2π)3(2ωk)δ(3)(k− k′). (6.70)

We emphasize that this procedure is done to avoid defining separate rules for contractions
between operators on I+ and I−; one may obtain the same result with the distinction intact.

6.2.2 Subleading soft dressing

Now we construct the subleading soft Faddeev-Kulish dressing in QED to leading order in
the coupling constant e as linearized coherent states that respect QY charge conservation
(6.68).

Using (6.63)-(6.67), (6.68) can be written as

〈out| [QS(Y ),S] |in〉 = i
∑
i

Qi

(
DAY

A(zi)∂Ei −
1
Ei
LY (zi)

)
〈out|S|in〉 . (6.71)

Let us choose

Y = Ye ≡
(z − w)(1 + zz̄)

(z̄ − w̄) ∂z. (6.72)

Then, (6.71) takes the form [27] (see appendix K.2 for details)

〈out|[QS(Ye),S]|in〉 = −
√

2i
e
S(1)−
e 〈out|S|in〉 , (6.73)
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where kµ ≡ (ω, ωxz), and S(1)−
e is the subleading soft factor for negative-helicity photon,

S(1)−
e = −ie

∑
i

ηiQi
kλJ

λν
i

pi · k
ε−ν (ωxz), (6.74)

with ηi = +1 (−1) for outgoing (incoming) particle (by introducing ηi we deviate from the
convention of [27], see footnote 1). An analogous expression involving ε+ can be derived
by choosing Y = (z̄ − w̄)(1 + zz̄)(z − w)−1∂z̄ instead. Using the identity D2

zY
z
e = 2π(1 +

zz̄)δ(2)(z − w), one obtains the following expression for the soft charge,

QS(Ye) = − i√
2e

lim
ω→0

(1 + ω∂ω)
[
a−(ωxz)− a†+(ωxz)

]
. (6.75)

Let us begin by considering a vacuum |0〉 such that,

QS(Ye) |0〉 ≈ 0. (6.76)

As noted in section 6.1.3, formally the subleading soft charge does not annihilate the vacuum,
but rather adds to it a soft photon. As is shown in section 6.3, in scattering processes such
a state completely factors out, and therefore in S-matrix computations one may act as if QS

annihilates the vacuum (hence the symbol ≈).
Now we consider states which are dressed to first order in e that take the form

|in〉 =
(

1 + ie
∑
α=±

∫ d3k

(2π)3
φ(ωk)
2ωk

N µ
in

[
εα∗µ (k)aα(k) + εαµ(k)a†α(k)

])
|p1, · · · ,pm〉 , (6.77)

〈out| = 〈pm+1, · · · ,pm+n|
(

1− ie
∑
α=±

∫ d3k

(2π)3
φ(ωk)
2ωk

N µ
out

[
εα∗µ (k)aα(k) + εαµ(k)a†α(k)

])
,

(6.78)

where N µ
in,out are operators to be determined, and φ(ωk) is the infrared function that restricts

the momentum integrals to soft modes. Then,

QS(Ye) |in〉 = 1√
2

lim
ω→0

(1 + ω∂ω)
∑
α=±

∫ d3k

(2π)3
φ(ωk)
2ωk

N µ
in

×
[
a−(ωxz)− a†+(ωxz), εα∗µ (k)aα(k) + εαµ(k)a†α(k)

]
|p1, · · · ,pm〉 (6.79)

= 1√
2

lim
ω→0

(1 + ω∂ω)
∑
α=±

∫ d3k

(2π)3
φ(ωk)
2ωk

N µ
in

× (2π)3(2ωk)δ(3)(k− ωxz)
(
εα∗µ (k)δα,+ + εαµ(k)δα,−

)
|p1, · · · ,pm〉 (6.80)

=
√

2 lim
ω→0

(1 + ω∂ω)Nin · ε−(ωxz) |p1, · · · ,pm〉 , (6.81)
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and

〈out| QS(Ye) = − 1√
2

lim
ω→0

(1 + ω∂ω)
∑
α=±

∫ d3k

(2π)3
φ(ωk)
2ωk

〈pm+1, · · · ,pm+n| N µ
out

×
[
εα∗µ (k)aα(k) + εαµ(k)a†α(k), a−(ωxz)− a†+(ωxz)

]
(6.82)

=
√

2 lim
ω→0

(1 + ω∂ω) 〈pm+1, · · · ,pm+n| Nout · ε−(ωxz). (6.83)

Along the same line of reasoning as in (6.48), this leads to

〈out| [QS(Ye),S] |in〉 =
√

2 lim
ω→0

(1 + ω∂ω) (N µ
out −N µ

in) ε−µ 〈out|S|in〉 . (6.84)

Assume that the simple poles (associated with large gauge symmetry) have been treated
separately, as in [19]. Then limω→0(1 + ω∂ω)Nin,out · ε− = Nin,out · ε−, and the equation of
charge conservation (6.73) becomes

(N µ
out −N µ

in) ε−µ (ωxz) = −
m+n∑
i=1

ηiQi
kρJ

ρµ
i

pi · k
ε−µ (ωxz), (6.85)

if the matrix element 〈out|S|in〉 is to not vanish. A natural splitting for the dressing is

N µ
in = −

m∑
i=1

Qi
kρJ

ρµ
i

pi · k
. N µ

out = −
m+n∑
i=m+1

Qi
kρJ

ρµ
i

pi · k
, (6.86)

Combining this with the known leading soft dressing, one deduces the dressed asymptotic
state for QED to subleading order in the soft expansion and to first order in e to be

‖p1, · · · ,pn〉〉 = We |p1, · · · ,pn〉 , (6.87)

where the dressing We is

We = exp
{
e
∫ d3k

(2π)3
φ(ωk)
2ωk

n∑
i=1

Qip
µ
i

pi · k
(a†µ − aµ)

}

×
(

1− e
∫ d3k

(2π)3
φ(ωk)
2ωk

n∑
i=1

Qi
kρJ

ρµ
i

pi · k
i(a†µ + aµ) +O(e2)

)
, (6.88)

which, keeping in mind that only terms to first order in e may be trusted, can be conveniently
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put as

We = exp
[
e
∫ d3k

(2π)3
φ(ωk)
2ωk

n∑
i=1

Qi

pi · k
{

(pµi − ikνJ
νµ
i ) a†µ − (pµi + ikνJ

νµ
i ) aµ

}
+O(e2)

]
.

(6.89)

The term O(e2) emphasizes that the subleading dressing is valid only to order e. The photon
operator is defined as aµ(k) = ∑

α ε
α∗
µ (k)aα(k), where α spans all polarizations including

unphysical ones, since the projection to physical polarizations is due to our choice (6.72) of
Y ; the charge should be conserved for a generic vector field. The unphysical polarizations are
also required (at the leading soft order) to cancel out Weinberg’s infrared-divergent factor [2],
see [4, 9, 58] for example.

With the explicit implementation (6.57) of φ(ωk), we obtain

We = exp
[
e
∫
λ<ωk<Λ

d3k

(2π)3
1

2ωk

n∑
i=1

Qi

pi · k
{

(pµi − ikνJ
νµ
i ) a†µ − (pµi + ikνJ

νµ
i ) aµ

}
+O(e2)

]
,

(6.90)

where λ is the infrared cutoff and Λ is the separation scale below which we consider particles
to be soft. Notice that the structure is very similar to the gravitational dressing (6.58). One
can obtain the QED dressing from gravity by the replacement κ

2 (pµi εsµν) → eQiε
s
ν for each

particle. The comments about non-commutativity of subleading and leading soft charges
with all its complications discussed towards the end of section (6.1.3) also apply here. In the
subsequent sections, we work with the gravitational dressing with the understanding that
same results can be shown for QED with minimal modifications.

6.3 External soft gravitons and photons

With the leading soft Faddeev-Kulish states, it is known that adding an external soft graviton
does not induce infrared divergence; the divergent soft factors from the dressings cancel those
from external legs [18, 58]. Now that we have constructed dressings to subleading order in
the soft expansion, we are in a position to investigate what happens to the O(ω0) subleading
soft factors. Although we work with gravitons, the derivation for QED is very similar and
the final result is also valid for external soft photons. Every step in the calculation can be
changed to the corresponding expression for QED by replacing κ

2 (pµi εsµν) with eQiε
s
ν for each

hard particle.
As in (6.57), let Λ be the soft energy scale, below which particles are considered to be
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(a) (b) (c) (d) (e)

Figure 6.1: Different contributions to the emission amplitude of a soft graviton.

soft, and let λ be the infrared cutoff which we take to be zero at the end of calculations.
Let us consider a scattering amplitude from the dressed m-particle state ‖in〉〉 to the dressed
n-particle state ‖out〉〉, with a soft graviton insertion of polarization s and momentum kµ =
(ω, ωx) where ω is soft,

M≡M(k, s; {p}) ≡ 〈out| as(ωx)W †
gSWg |in〉 , (λ < ω < Λ). (6.91)

The dressed amplitudeM has the small-ω expansion

M(k, s; {p}) = 1
ω
M(−1) +M(0) +O(ω), (6.92)

where eachM(n) is independent of ω. The different contributions toM(k, s; {p}) are illus-
trated in figure 6.1.

It is known that the first term involving the infrared-divergent amplitudeM(−1) vanishes
[58]. To see this, note thatM(−1) receives contribution from diagrams 6.1(a), 6.1(b), 6.1(d)
and 6.1(e). Using the notation ηi = +1 (−1) if i is outgoing (incoming), we may write

1
ω
M(−1) = κ

2

[
m+n∑
i=1

ηi
pµi p

ν
i

pi · k︸ ︷︷ ︸
6.1(a) and 6.1(d)

−
m+n∑
i=1

ηi
pµi p

ν
i

pi · k
φ(ω)︸ ︷︷ ︸

6.1(b) and 6.1(e)

]
εsµν(k)M = 0, (6.93)

whereM≡ 〈〈out|S|in〉〉 = 〈out|W †
gSWg|in〉 is the dressed amplitude without graviton inser-

tion. In the second equation we used (6.57) to write φ(ω) = 1. The first sum in the square
brackets comes from graviton emission from external legs (figures 6.1(a) and 6.1(d)); the
second sum comes from graviton emission from dressings (figures 6.1(b) and 6.1(e)).

We can determineM(0) by collecting the O(ω0) terms in the amplitude. To do so, let us
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first decompose the gravitational dressing Wg into leading and subleading parts,

Wg = W (0)
g W (1)

g , (6.94)

W (0)
g = exp

{
κ

2

∫ d3k

(2π)3
φ(ωk)
2ωk

∑
i

pµi p
ν
i

pi · k
(a†µν − aµν)

}
, (6.95)

W (1)
g = 1− κ

2

∫ d3k

(2π)3
φ(ωk)
2ωk

∑
i

pµi kρJ
ρν
i

pi · k
i(a†µν + aµν). (6.96)

Then, we obtain the commutators

[
as(ωx),W †

g (pm+1, · · · ,pm+n)
]

= −κ2

m+n∑
i=m+1

(
pµi p

ν
i

pi · k
W †
g − i

pµi kλJ
λν
i

pi · k
W (0)†
g

)
φ(ω)εsµν , (6.97)

[as(ωx),Wg(p1, · · · ,pm)] = κ

2

m∑
i=1

(
Wg

pµi p
ν
i

pi · k
− iW (0)

g

pµi kλJ
λν
i

pi · k

)
φ(ω)εsµν . (6.98)

The first and second terms in the summands correspond respectively to the leading and
subleading soft contributions from figures 6.1(b) and 6.1(e). The second terms contribute to
M(0), along with emissions from internal propagators (figure 6.1(c)) and external legs (figures
6.1(a) and 6.1(d)). There is one subtlety here – the second terms in the summands are missing
the subleading dressing factors W (1)

g . However, as we see in section 6.4, insertion of such
factors only add O(Λ) corrections to the amplitude, which is negligible by the definition of
the soft energy scale Λ. Therefore, within the amplitudes one may replace W (0)

g of (6.97)
and (6.98) with Wg and write

M(0) = κ

2

[
−i

m+n∑
i=1

ηi
pµi kλJ

λν
i

pi · k︸ ︷︷ ︸
6.1(a), 6.1(c) and 6.1(d)

+ i
m+n∑
i=1

ηi
pµi kλJ

λν
i

pi · k
φ(ω)︸ ︷︷ ︸

6.1(b) and 6.1(e)

]
εsµν(k)M = O(Λ), (6.99)

since φ(ω) = 1 for ω < Λ. We remind the reader that the sign ηi in the subleading soft factor
comes from the different momentum-space representations of the action of Jµνi on bras and
kets:

〈p| Jµν = −i
(
pµ

∂

∂pν
− pν ∂

∂pµ

)
〈p| , (6.100)

Jµν |p〉 = i

(
pµ

∂

∂pν
− pν ∂

∂pµ

)
|p〉 , (6.101)

which may differ from some conventions in the literature, see footnote 1.
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Collecting the results (6.93) and (6.99), equation (6.92) becomes

M(k, s; {p}) = 1
ω
M(−1)︸ ︷︷ ︸

=0

+M(0)︸ ︷︷ ︸
=O(Λ)

+O(ω) = O(Λ). (6.102)

At this point one may remove the infrared regulator λ → 0, and conclude that the soft
emission amplitude is negligible since ω is by definition less than the soft energy scale Λ,
which in turn is by definition much less than any energy scales of our interest. As the
emission amplitude vanishes in the soft limit, the state containing a zero-energy graviton
can be treated as null as far as scattering processes are concerned:

lim
ω→0

a†s(ωx) |0〉 ≈ 0. (6.103)

In summary, the use of leading and subleading Faddeev-Kulish states do not allow ab-
sorption and emission of on-shell soft gravitons at tree level.

6.4 Equivalence of Faddeev-Kulish amplitudes and tra-
ditional amplitudes

In this section, we show that the Faddeev-Kulish amplitude is equivalent to the infrared-
finite part of traditional amplitudes constructed using Fock states, up to power-law type
corrections in the soft energy scale Λ which is negligible by definition. Keeping both leading
and subleading terms to first order in κ in the exponent of the dressing function Wg, we
explicitly show that this equivalence is up to order Λ for radiation-less amplitudes in the
case of scattering of a scalar from an external potential. In reference [58] only the infrared-
finiteness was shown, keeping just the leading order term in the exponent of the dressing.
Again, although we only derive the result explicitly for gravity, the derivation for QED is
similar and the result also holds for QED amplitudes.

For simplicity we consider a 1→ 1 gravitational potential scattering between the dressed
states ‖pi〉〉 and 〈〈pf‖ at one-loop order. Let us define the shorthand notation

P µν
i ≡

κ

2

(
pµi p

ν
i

pi · k

)
, Qµν

i ≡
κ

2

(
−ip

µ
i kρJ

ρν
i

pi · k

)
, (6.104)

124



W †(pf )

W (pi)

(a)

W †(pf )

W (pi)

(b)

W †(pf )

W (pi)

(c)

Figure 6.2: We consider the simple case of 1→ 1 gravitational potential scattering, where the
incoming and outgoing momenta are pi and pf , respectively. The figures illustrate different
contributions to the FK amplitude of this process. Blob represents the internal diagram,
including the gravitational potential.

and similarly P µν
f and Qµν

f corresponding to pf . We also use the notation

∫
d̃3k ≡

∫
λ<ωk<Λ

d3k

(2π)3
1

2ωk
, (6.105)

where λ is the infrared cutoff and Λ is the soft energy scale. We can use these and (6.54) to
write the dressed states as

〈〈pf‖ = 〈pf |W †
g (pf ) = 〈pf |

(
1−

∫
d̃3k Qfa

)
exp

{
−
∫
d̃3k Pf (a† − a)

}
, (6.106)

‖pi〉〉 = Wg(pi) |pi〉 = exp
{∫

d̃3k Pi(a† − a)
}(

1 +
∫
d̃3k Qia

†
)
|pi〉 , (6.107)

where concatenation implies contraction, for example,

Pi(a† − a) ≡ P µν
i (a†µν − aµν). (6.108)

First consider the contribution to the matrix element due to graviton exchange between
dressings. There are two self-interactions of the dressings, each coming from Wg(pi) and
W †
g (pf ) (figures 6.2(b) and 6.2(c)), and one cross-interaction between Wg(pi) and W †

g (pf )
(figure 6.2(a)). Using the Baker-Campbell-Hausdorff (BCH) formula,

eA+B = eAeBe−
1
2 [A,B] if [A, [A,B]] = [B, [A,B]] = 0, (6.109)
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we may write,

exp
{
−
∫
d̃3k Pf (a† − a)

}
= exp

{
−
∫
d̃3k Pfa

†
}

exp
{∫

d̃3k Pfa
}

exp
{
−1

4

∫
d̃3k PfIPf

}
(6.110)

and similar for the incoming dressing, where we used (see [9, 134] for example)

[
aµν(k), a†ρσ(k′)

]
= 1

2Iµνρσ(2π)3(2ωk)δ(3)(k− k′), (6.111)

Iµνρσ = ηµρηνσ + ηµσηνρ − ηµνηρσ, (6.112)

and employed the notation PfIPf ≡ P µν
f IµνρσP

ρσ
f . Then to first order in κ,5

〈〈pf‖ = 〈pf |
(

1−
∫
d̃3k Qfa+

∫
d̃3k Pfa−

1
4

∫
d̃3k PfIPf

)
, (6.113)

‖pi〉〉 =
(∫

d̃3k Pia
† +

∫
d̃3k Qia

† − 1
4

∫
d̃3k PiIPi

)
|pi〉 . (6.114)

The last terms on the RHS of (6.113) and (6.114) are the self-interaction contributions of
the dressings to the matrix element,

−1
4

∫
d̃3k (PfIPf + PiIPi) 〈pf |S|pi〉 . (6.115)

The cross-interaction between the two dressings (figure 6.2(a)) come from the contraction
between the graviton operators of (6.113) and (6.114), which introduces the term

1
2

∫
d̃3k (PfIPi −QfIPi +QiIPf ) 〈pf |S|pi〉 . (6.116)

Now, let us consider the remaining contributions, namely the ones due to a dressing
exchanging gravitons with either an external leg or an internal propagator, see figure 6.3. At
the leading soft (divergent) order, graviton exchange with an internal propagator does not
contribute, while each exchange with an external leg (figures 6.3(a)-(d)) induces a soft factor
±ηP µν , where the + (−) sign corresponds to emission (absorption) of the graviton, and η = 1
(−1) if the external leg is outgoing (incoming). At the next order, graviton exchanges with
the internal diagram (figures 6.3(e) and 6.3(f)) induce one subleading soft factor ηQµν + Q̃µν

for each external leg, where Q̃µν = O(ω0) is a subleading soft factor due to the graviton
being off-shell; see [142] for example. Since there are two dressings and two external legs, at

5While we write the dressings to first order in κ, we keep the κ2-order infrared-divergent term
∫
d̃3k PfIPf

since it is needed to cancel infrared divergence [9].
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W †(pf )

W (pi)

(a)

W †(pf )

W (pi)

(b)

W †(pf )

W (pi)

(c)

W †(pf )

W (pi)

(d)

W †(pf )

W (pi)

(e)

W †(pf )

W (pi)

(f)

Figure 6.3: Contributions to the amplitude due to graviton exchange between a dressing and
either an external leg or the internal diagram.

one-loop level this introduces eight terms, four from W †(pf ) which correspond to diagrams
6.3(c), 6.3(d) and 6.3(f),

1
2

∫
d̃3k

[
(Pf −Qf )IPf + (Qf + Q̃f )IPf − (Pf −Qf )IPi + (−Qi + Q̃i)IPf

]
〈pf |S|pi〉 ,

(6.117)

and four from W (pi) corresponding to figures 6.3(a), 6.3(b) and 6.3(e),

1
2

∫
d̃3k

[
− (Pi +Qi)IPf + (Qf + Q̃f )IPi + (Pi +Qi)IPi + (−Qi + Q̃i)IPi

]
〈pf |S|pi〉 .

(6.118)

Expressions (6.115), (6.116), (6.117) and (6.118) comprise the full contribution of the
graviton interaction to the matrix element that involves Faddeev-Kulish dressings at one-
loop. The net contribution to subleading order in soft momentum is

1
4

∫
d̃3k

[
(Pf − Pi)I(Pf − Pi)− 2(Qi − Q̃i − Q̃f )IPf + 2(Qf + Q̃i + Q̃f )IPi

]
〈pf |S|pi〉 .

(6.119)

Now, the traditional amplitude 〈pf |S|pi〉 is infrared divergent, owing to the presence of
soft virtual graviton loops. The divergence can be factored out, such that at one loop [2,58],

〈pf |S|pi〉 =
(

1− 1
4

∫
d̃3k (Pf − Pi)I(Pf − Pi)

)
〈pf |S|pi〉, (6.120)

where 〈pf |S|pi〉 is the infrared-finite matrix element where all virtual graviton loop momenta
below the soft energy scale Λ has been removed. In figure 6.4, only diagrams 6.4(a)-(c)
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W †(pf )

W (pi)

(a)

W †(pf )

W (pi)

(b)

W †(pf )

W (pi)

(c)

W †(pf )

W (pi)

(d)

W †(pf )

W (pi)

(e)

Figure 6.4: Graviton exchanges that do not involve dressings. The soft graviton loops
exponentiate and factor out [2].

contribute to this term. We do not concern ourselves with subleading corrections to this
factor coming from diagrams 6.4(a)-(e), since such corrections do not alter our conclusion.

Putting (6.119) and (6.120) together, at one-loop we observe that

〈〈pf‖S‖pi〉〉 =
(

1 + 1
2

∫
d̃3k

[
(Qf + Q̃i + Q̃f )IPi − (Qi − Q̃i − Q̃f )IPf

])
〈pf |S|pi〉.

(6.121)

Recall that the integral spans only the soft sector λ < ωk < Λ. Since the integrand is of
order O(ω0

k), after removing the infrared regulator λ the second term on the RHS of (6.121)
becomes

1
2

∫
0<ωk<Λ

d3k

(2π)3
1

2ωk

[
(Qf + Q̃i + Q̃f )IPi − (Qi − Q̃i − Q̃f )IPf

]
〈pf |S|pi〉 = O(Λ), (6.122)

By definition, Λ is the soft scale and is therefore negligible compared to all other energy
scales of significance. Therefore,

〈〈pf‖S‖pi〉〉 = 〈pf |S|pi〉. (6.123)

That is, the Faddeev-Kulish amplitude dressed to subleading soft order is equivalent to
the infrared-finite traditional matrix element. This extends the results of [9, 58] where the
analyses were done only at the level of infrared-divergent terms.

Now, recall that our construction of dressings does not account for loop-corrections to the
subleading soft theorems. As one can see from (6.31) and (6.73), such corrections introduce
lnω terms to the integrand in the exponent of the dressings. Then, from (6.122) we observe
that the corresponding corrections to dressed amplitudes involve infrared-finite integrals of
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the form

lim
λ→0

∫ Λ

λ
dωk lnωk = O(Λ ln Λ), (6.124)

which becomes arbitrarily small as we decrease Λ, and therefore is negligible compared to
other energy scales of our interest. It follows that the dressed amplitudes remain unaffected
by loop corrections to the subleading soft theorem.

One should check that the equivalence (6.123) reproduces the inclusive cross section
obtained by the Bloch-Nordsieck method [3], which sums over emissions of real gravitons
with energies below the detector resolution Eres. It was shown in [2] that the cross section
for a transition α→ β accompanied by any number of real gravitons with total energy below
Eres can be written as

Γα→β(≤ Eres) = 1
π

∞∑
N=0

∫ Eres

λ
dω1 · · ·

∫ Eres

λ
dωN

∫ ∞
−∞

dσ
sin(Eresσ)

σ

× exp
{
iσ

N∑
i=1

ωi

}
Γα→β(ω1, · · · , ωN), (6.125)

where Γα→β(ω1, · · · , ωN) denotes the cross section for emission of N gravitons with energies
ω1, · · · , ωN . The cross sections are now the norm-squared of the dressed amplitudes. In the
previous section, we have shown in (6.102) that scattering amplitudes, and therefore cross
sections, for processes that emit/absorb real gravitons with energy below the soft scale Λ
are negligible. This has the effect of replacing the infrared cutoff λ in (6.125) with the soft
energy scale Λ, which results in [2]

Γα→β(≤ Eres) =
(
Eres

Λ

)B
b(B)Γα→β, (6.126)

where b(x) = 1− 1
12π

2x2 + · · · and

B = κ2

64π2

∑
ij

ηiηj
mimj(1 + β2

ij)
βij(1− β2

ij)1/2 ln
(

1 + βij
1− βij

)
, β2

ij ≡ 1−
m2
im

2
j

(pi · pj)2 . (6.127)

Γα→β is the cross section for α→ β without the undetectable real gravitons. In the original
construction of [2] with Fock states, one factors out the soft loop contribution from Γα→β.
In our construction with the dressed amplitude (6.123), we have no soft graviton loops (they
have been canceled on account of the dressings) and thus may write

Γα→β = Γ0
α→β, (6.128)
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where Γ0
α→β is the cross section computed excluding virtual graviton loop momenta below

the soft scale Λ. Therefore,

Γα→β(≤ Eres) =
(
Eres

Λ

)B
b(B)Γ0

α→β, (6.129)

which agrees with the inclusive cross section computed in [2] using Fock states via the Bloch-
Nordsieck method.

6.5 Summary

In this chapter, using ideas similar to the one presented in [59], at leading order in the
coupling we constructed the Faddeev-Kulish dressing for gravity and QED to subleading
order in the soft energy expansion, see equations (6.58) and (6.90). We have shown that
the dressed amplitudes are equivalent to the infrared-finite part of the traditional matrix
elements, up to negligible power-law type corrections of the soft energy scale, see equation
(6.102). We have also shown that, to first-order in the coupling constant, the FK state
formalism does not allow soft radiation of photon and graviton, see equation (6.129). This
supports the proposition that for the FK states soft particles carry information about the
hard particles and vice versa [23,127].
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Chapter 7

Dual Soft Charges and ’t Hooft Line
Dressings

7.1 Quantum field theory of electric and magnetic
charges

In this chapter, we extend our formalism of the previous chapters to asymptotic symmetries
of magnetic parity. We construct dressings charged under magnetic LGT in electrodynamics
and under dual supertranslations in perturbative quantum gravity.

Let us begin with a brief review of the one-potential Lagrangian formulation of the
quantum field theory of electric and magnetic charges by Blagojević and collaborators [118,
119]. This theory has been shown in [118,119] to be equivalent to two of the more well-known
quantum field theories of electric and magnetic charges, namely the Hamiltonian formulation
of Schwinger [143] and the Lagrangian formulation of Zwanziger [144]. Our interest in this
theory is not to calculate amplitudes but to understand the structure of the three-point
interactions at large times. This is all that is needed to construct the dressings. Once the
dressings are constructed, the soft theorems and the coherent states follow straightforwardly.

The formulation is based on the Lagrangian

L = −1
4FµνF

µν + ψ̄ [γµ(i∂µ − eAµ)−mψ]ψ + χ̄(γµi∂µ −mχ)χ, (7.1)

where ψ and ψ̄ (χ and χ̄) are the fermionic fields describing an electrically (magnetically)
charged spin-1/2 particle, and the field strength tensor, following Dirac [145], is defined as

Fµν = ∂µAν − ∂νAµ + εµνρσG
ρσ, (7.2)

131



with Aµ the photon field and εµνρσ the totally antisymmetric tensor. Here Gρσ is a functional
of χ and χ̄, defined as

Gµν(x) =
∫
d4y hµ(x− y)jgν(y), (7.3)

where jgν = gχ̄γνχ is the magnetic current, g is the magnetic charge, and hµ(x) is any c-
number function satisfying ∂µhµ(x) = −δ(x). A convenient form of hµ can be given in terms
of an arbitrary real vector nµ,

hµ(x) = −nµ(n · ∂)−1(x), (7.4)

which comes in handy for concrete calculations. A coordinate space representation of (n ·
∂)−1(x) in terms of step functions can be found in [118]; we do not write it here since we’ll
mostly be working in momentum space.

This Lagrangian yields the following Maxwell’s equations,

∂µFµν = jeν , (7.5)

∂µ(∗F )µν = jgν , (7.6)

where jeν = eψ̄γνψ (jgν = gχ̄γνχ) is the conserved electric (magnetic) current, and

(∗F )µν = 1
2εµνρσF

ρσ (7.7)

is the tensor dual of Fµν .
One can read off the momentum space Feynman rules from the Lagrangian. Of interest

to us is the 3-point vertex; all momenta are flowing into the vertex:

Aν

χ̄

χ

= −igεµνρσkµ
nργσ

n · k
≡ −igAνσγσ, (7.8)

Here we defined Aµν = εµνρσ
nρkσ

n·k . The divergence appearing when n · k = 0 is spurious,
see [146]. Other standard Feynman rules such as the standard propagators and the electron-
photon vertex have been omitted and can be found in [146]. It is worth noting that while
the Lagrangian is non-local in coordinate space, the Feynman rules are local in momentum
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space.

7.2 ’t Hooft line dressing

In this section, we construct the infrared-finite dressed state of an asymptotic magnetically
charged particle, along the same lines as Faddeev and Kulish [8,9], and show that the dressing
can be written as a ’t Hooft line dressing.

7.2.1 Faddeev-Kulish construction

In order to construct the dressed state, we write out the Lagrangian (7.1) as

L = −1
4(∂µAν − ∂νAµ)− jµeAµ −

1
2n

2jµg

(
gµν −

nµnν
n2

)
(n · ∂)−2jνg

− εµνρσ(n · ∂)−1∂µAνnρj
g
σ + ψ̄(i/∂ −mψ)ψ + χ̄(i/∂ −mχ)χ, (7.9)

where we recall that nµ is an arbitrary 4-vector, jµe = eψ̄γµψ and jµg = gχ̄γµχ. We observe
that the normal-ordered interaction potential relevant to the χ-photon scattering is

VAχ̄χ(t) = gεµνρσ
∫
d3x (n · ∂)−1 : ∂µAνnρχ̄γσχ : . (7.10)

The photon and χ fields have the standard mode expansions

Aµ(x) =
∫
d̃3k

(
εα∗µ (k)aα(k)eik·x + εαµ(k)a†α(k)e−ik·x

)
, (7.11)

χ(x) =
∫
d̃3p

(
bs(p)us(p)eip·x + d†s(p)vs(p)e−ip·x

)
, (7.12)

χ̄(x) =
∫
d̃3p

(
ds(p)v̄s(p)eip·x + b†s(p)ūs(p)e−ip·x

)
, (7.13)

where we employ the usual notation for the Lorentz invariant measures,

d̃3k ≡ d3k

(2π)3
1

2ω , d̃3p ≡ d3p

(2π)3
1

2Ep
, (7.14)

εαµ(k) is the photon polarization vector, us(p) (vs(p)) is the fermion (anti-fermion) spinor
amplitudes, ω = |k|, Ep =

√
p2 +m2

χ, and the creation and annihilation operators satisfy
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the appropriate commutation/anti-commutation relations

[
aα(k), a†β(k′)

]
= δαβ(2π)3(2ω)δ(3)(k− k′), (7.15){

br(p), b†s(q)
}

= δrs(2π)3(2Ep)δ(3)(p− q), (7.16){
dr(p), d†s(q)

}
= δrs(2π)3(2Ep)δ(3)(p− q). (7.17)

Plugging in the expansions to (7.10) and taking the large-time limit |t| → ∞, we arrive at
the asymptotic potential

V as
Aχ̄χ(t) = gεµνρσ

∫
d̃3k d̃3p

pν
Ep

nρkσ
n · k

ρ(p)
(
εαµ(k)a†α(k)e−i

p·k
Ep

t + εα∗µ (k)aα(k)ei
p·k
Ep

t
)
, (7.18)

where ρ(p) = ∑
s

(
b†s(p)bs(p)− d†s(p)ds(p)

)
is the number density operator of the magnet-

ically charged particle. We note that this asymptotic form of the 3-point interaction is
all we need from the original theory, (7.1), to construct dressings, coherent states and soft
theorems. One could argue the form of this interaction from symmetry arguments in the
spirit of an effective field theory. Following the same line of arguments as in the original
Faddeev-Kulish construction [8], one obtains from this potential the asymptotic state of the
magnetically charged particles,

‖p1, . . . ,pn〉〉 = eR̃ |p1, . . . ,pn〉 , (7.19)

with the dressing

eR̃ = lim
t→∞

exp
(
i
∫ t

V as
Aχ̄χ(τ)dτ

)
(7.20)

= exp
{
−gεµνρσ

∫
d̃3k d̃3p

pν
p · k

nρkσ
n · k

ρ(p)φ(ω)
(
εαµ(k)a†α(k)− εα∗µ (k)aα(k)

)}
(7.21)

= exp
{
−g

∫
d̃3k d̃3p

Aµνpν
p · k

ρ(p)φ(ω)
(
εαµ(k)a†α(k)− εα∗µ (k)aα(k)

)}
, (7.22)

where Aµν = εµνρσ
nρkσ

n·k . Note that the factors exp(±i(p · k)t/Ep) in V as
Aχ̄χ(t) at large t suppress

ω > 0 contributions to the integral by the Riemann-Lebesgue lemma, so we have replaced
such factors with an infrared function φ(ω) that only has support in a small neighborhood
of ω = 0 and satisfies φ(0) = 1 to reflect this; see [8, 9] for instance. Due to the number
density operator ρ(p), the dressing decomposes into a product of single particle dressings
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eR̃ = ∏
i e
R̃(pi), where

eR̃(p) = exp
{
−g

∫
d̃3k

Aµνpν
p · k

φ(ω)
(
εαµ(k)a†α(k)− εα∗µ (k)aα(k)

)}
. (7.23)

For physical states Ψ, the Gupta-Bleuler condition demands kµaµ(k) |Ψ〉 = 0, where
aµ(k) = εα∗µ (k)aα(k). The consistency of the dressing (7.23) with this condition boils down
to the commutator

0 =
[
Aµνpν
p · k

(
a†µ(k)− aµ(k)

)
, k′ρaρ(k′)

]
(7.24)

= kµAµνp
ν

p · k
(2π)3(2ω)δ(3)(k− k′), (7.25)

which is is automatically satisfied since kµAµν = 0 for any choice of n by antisymmetry of
εµνρσ. Therefore, the dressing commutes with the Gupta-Bleuler condition. In the original
construction of dressings in QED [8], Faddeev and Kulish introduced a vector cµ into the
dressing to make it compatible with gauge fixing; here we do not need such a treatment. It
was recently shown by Hirai and Sugishita [141] that a careful BRST analysis removes the
need for cµ even in the Faddeev-Kulish construction. An analogous BRST analysis of the
theory including magnetically charged particles is left for future investigation.

As the construction of the dressing (7.22) was fairly parallel to that of [8], it is natural to
expect that it resolves the infrared divergence of the theory (7.1). To see this, let us consider
a generalization of (7.1) to a theory containing dyons, which is fairly straightforward (see
for instance [120]. In the generalized theory, dyons are dressed with the magnetic dressing
(7.22) as well as the original Faddeev-Kulish dressing of QED [8], where the latter takes the
form

eR = exp
{
−e

∫
d̃3p d̃3k ρ(p)φ(ω) pµ

p · k
(
a†µ(k)− aµ(k)

)}
. (7.26)

Since
[
R, R̃

]
= 0, the dressing in a dyonic generalization of (7.1) takes the form

exp
{
−
∫
d̃3p d̃3k ρ(p)φ(ω) (eηµν + gAµν)

pν

p · k
(
aµ†(k)− aµ(k)

)}
, (7.27)

where ρ(p) is now a number density operator of the dyon field. When acted on a single
dyon state, this dressing reproduces the coherent state of Antunović and Senjanović [147]
that was shown to resolve the infrared divergences, as expected. Thus, the dressings we
have constructed ensure the infrared finiteness of any theory whose asymptotic three-point
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interaction is given by (7.18).
In the next subsection, we see that this dressing can be written as a ’t Hooft line dressing

along the timelike trajectory of an asymptotic particle with momentum p.

7.2.2 Dressing as ’t Hooft line

We now re-derive the magnetic Faddeev-Kulish dressing (7.23) by considering a ’t Hooft line
operator. This is to be contrasted with the usual (electric) Faddeev-Kulish dressing [8, 92]
having a Wilson line representation.

Consider a ’t Hooft operator exp (ig
∫
S ∗F ) associated with a simple connected 2-dimensional

surface S with boundary loop C. If we can write ∗F = dÃ for a vector field Ã in the absence
of electrons, by Stoke’s theorem, the ’t Hooft operator becomes exp

(
ig
∮
C Ã

)
. Then, we can

consider the field χ dressed with a ’t Hooft line,

exp
(
ig
∫ x

∞
dξµÃµ(ξ)

)
χ(x). (7.28)

For an asymptotic particle, this is possible and we see that the dressing of the asymptotic
particle agrees with (7.23). We are interested in large time dynamics, so in what follows
below we consider free equations of motion with jg = je = 0.

To this end, we write the Minkowski metric in the retarded time coordinates,

ds2 = −du2 + 2dudr + 2r2γzz̄dzdz̄, (7.29)

where u = t − r is the retarded time suitable for describing the future null infinity I+,
z = eiφ cot(θ/2) is the complex angular coordinate, and γzz̄ = 2/(1 + zz̄)2 is the unit 2-
sphere metric. The radiative mode of photon on I+ can be expanded as (7.11), where we
sum over the two physical polarizations α = ±. In terms of the complex angular coordinates
(zk, z̄k), the (t, x, y, z) components of the photon momentum k becomes

kµ = ω

1 + zkz̄k
(1 + zkz̄k, z̄k + zk, i(z̄k − zk), 1− zkz̄k) , (7.30)

where ω = |k|. Then the two transverse polarization vectors can be defined as

ε+µ(k) = 1√
2

(z̄k, 1,−i,−z̄k), ε−µ(k) = 1√
2

(zk, 1, i,−zk). (7.31)
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The definition of ∗F (7.7) and ∗F = dÃ implies

∂µÃν − ∂νÃµ = εµν
ρσ∂ρAσ. (7.32)

The vector field Ãµ is essentially the photon field with a different polarization vector [32], so
let us write the ansatz

Ãµ =
∫
d̃3k

(
ε̃α∗µ (k)aα(k)eik·x + ε̃αµ(k)a†α(k)e−ik·x

)
, (7.33)

for some polarization vectors ε̃αµ. Then equation (7.32) boils down to

kµε̃
α∗
ν (k)− kν ε̃α∗µ (k) = εµν

ρσkρε
α∗
σ . (7.34)

Now, let us make the choice

ε̃±µ (k) = −Aµνεν±(k), Aµν ≡ εµνρσ
nρkσ

n · k
, (7.35)

where nµ 6= kµ is an arbitrary non-zero 4-vector of our choice. It is straightforward to check
that this constitutes an infinite number of solutions for (7.34). An illuminating choice is
nµ = (1, 0, 0,−1), for which we obtain

Aµν =


0 − i

2(z̄k − zk) 1
2(z̄k + zk) 0

i
2(z̄k − zk) 0 −1 i

2(z̄k − zk)
−1

2(z̄k + zk) 1 0 −1
2(z̄k + zk)

0 − i
2(z̄k − zk) 1

2(z̄k + zk) 0

 , (7.36)

and accordingly, the polarization vectors become

ε̃+µ(k) = 1√
2

(−iz̄k,−i, 1, iz̄k) = −iε+µ(k), (7.37)

ε̃−µ(k) = 1√
2

(izk, i,−1,−izk) = iε−µ(k). (7.38)

One can see that this ε̃± can essentially be obtained by a π
2 -rotation of ε± in the complex

plane, reflecting the electromagnetic duality E→ B and B→ −E.
Having obtained a solution for Ã, we now use the methods of Wilson line dressing con-

struction [91, 92, 96] to derive the ’t Hooft line dressing W̃ (p). We first write the dressing
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(7.28) along a path Γ at the asymptotic future,

W̃ = exp
{
ig
∫

Γ
dξµÃµ(ξ)

}
(7.39)

Now we assert that Γ is the straight line geodesic of an asymptotic particle with momentum
p, for which we may parametrize ξµ = ξµ0 + pµ

mχ
τ . Then, using (7.33) and (7.35),

W̃ (p) = exp
{
ig
∫ t

dτ
pµ

mχ

Ãµ

(
ξ0 + p

mχ

τ

)}
(7.40)

= exp
{
−g

∫
d̃3k

Aµνpν
p · k

(
εαµ(k)a†α(k)eik·(ξ0+ p

mχ
t) − εα∗µ (k)aα(k)eik·(ξ0+ p

mχ
t))}

, (7.41)

where we used the boundary condition
∫ t dτei k·pmχ τ = mχ

ik·pe
i k·p
mχ

t, see [8] for a discussion. For
an asymptotic particle t diverges to infinity, so by virtue of the Riemann-Lebesgue lemma
non-zero frequency modes do not contribute to the integral. To reflect this, we write

W̃ (p) = exp
{
−g

∫
d̃3k

pµ

p · k
φ(ω)

(
ε̃αµa
†
α(k)− ε̃α∗µ aα(k)

)}
, (7.42)

where φ(ω) is any smooth infrared function [8, 9] that satisfies φ(0) = 1 and has support
only in a small neighborhood of ω = 0.

One can immediately see that this is the dressing eR̃(p) we obtained in (7.23) from the
asymptotic Aχ̄χ interaction potential,

W̃ (p) = eR̃(p). (7.43)

Therefore the magnetic Faddeev-Kulish dressing may be written as a ’t Hooft line dressing.
This is analogous to the electric counterpart associated with Wilson line dressing [94]. These
results further justify the choice of an effective large-time interaction of the form (7.18),
irrespective of the validity of the full theory (7.1).

7.2.3 Soft LGT charges

We now show that the ’t Hooft line dressing (7.42) carries a definite soft magnetic LGT
charge. The soft part of the magnetic LGT charge on I+ has the expression [32] (up to
different normalization)

Q̃+
ε = i

∫
d2z

(
∂zε(z, z̄)F+

z̄ − ∂z̄ε(z, z̄)F+
z

)
, (7.44)
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where ε(z, z̄) is a 2-sphere function parametrizing the LGT, which we assume does not
introduce poles or branch cuts. The soft photon operator F+

z is defined as

F+
z =

∫ ∞
−∞

duF (0)
uz = lim

r→∞

∫ ∞
−∞

du ∂uAz(u, r, z, z̄). (7.45)

The field Az in the large r limit takes the form (see for example Appendix A of [18])

lim
r→∞

Az(u, r, z, z̄) = − i

8π2
√
γzz̄

∫ ∞
0

dω
(
a+(ωxz)e−iωu − a†−(ωxz)eiωu

)
(7.46)

where xz is the unit 3-vector corresponding to the direction (z, z̄), with components

xz =
(
z̄ + z

1 + zz̄
,
i(z̄ − z)
1 + zz̄

,
1− zz̄
1 + zz̄

)
. (7.47)

Substituting (7.46) into (7.44) and using
∫∞
−∞ du ∂ue

±iωu = ±2πiωδ(ω), we obtain

Q̃+
ε = i

4π

∫
dωd2z

√
γzz̄ ωδ(ω)

[
∂z̄ε(z, z̄)

(
a†−(ωxz) + a+(ωxz)

)
− h.c.

]
, (7.48)

where the presence of the delta function shows that only zero-frequency photon operators
contribute (hence the soft charge).

Using this expression and the canonical commutation relation (7.15), one can directly
compute the commutator of the charge and the operator R̃(p) of (7.43), i.e.,

[
Q̃+
ε , R̃(p)

]
= − ig4π

∫
d2z
√
γzz̄

Aµνpν

p · k̂

(
ε+µ (xz)∂z̄ε− ε−µ (xz)∂zε

)
, (7.49)

where kµ = ωk̂µ, and we have used the convention [18,58]
∫ ∞

0
dω δ(ω)f(ω) = 1

2f(0). (7.50)

By partial integration, this can be put in the form

[
Q̃+
ε , R̃(p)

]
= ig

4π

∫
d2z ε(z, z̄)

[
∂z̄

(
√
γzz̄

ε+ · A · p
p · k̂

)
− ∂z

(
√
γzz̄

ε− · A · p
p · k̂

)]
(7.51)

= − g

2π

∫
d2z ε(z, z̄) Im

[
∂z̄

(
√
γzz̄

ε+ · A · p
p · k̂

)]
, (7.52)
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where we used the notation ε+ · A · p = ε+µA
µνpν . Using the identity,

∂z̄

(
√
γzz̄

ε+ · A · p
p · k̂

)
= − i2γzz̄

(
n2

(n · k̂)2
− p2

(p · k̂)2

)
, (7.53)

which shows that the expression of (7.52) in square brackets is purely imaginary for all real
vectors nµ, we obtain the commutator

[
Q̃+
ε , R̃(p)

]
= g

4π

∫
d2z γzz̄ ε(z, z̄)

(
m2
χ

(p · k̂)2
+ n2

(n · k̂)2

)
, (7.54)

where we have used p2 +m2
χ = 0. It follows that the ’t Hooft line dressing W̃ (p) = exp R̃(p)

carries a definite soft magnetic LGT charge parametrized by the momentum p,

[
Q̃+
ε , W̃ (p)

]
= g

4π

∫
d2z γzz̄ ε(z, z̄)

(
m2
χ

(p · k̂)2
+ n2

(n · k̂)2

)
W̃ (p). (7.55)

It is worth noting that while the charge eigenvalue in (7.55) has an n-dependent term, this
term does not interfere with magnetic charge conservation since it takes the form g×(const),
and ∑ gin = ∑

gout for a scattering process. This term acts as a constant shift in the soft
magnetic LGT charge of the state and is unmeasurable.

On the other hand, the ’t Hooft line dressing does not carry soft electric LGT charge.
To see this, we note that the soft electric charge takes the form [32],

Q+
ε = −

∫
d2z

(
∂zε(z, z̄)F+

z̄ + ∂z̄ε(z, z̄)F+
z

)
(7.56)

= 1
4π

∫
dωd2z

√
γzz̄ ωδ(ω)

[
∂z̄ε(z, z̄)

(
a†−(ωxz) + a+(ωxz)

)
+ h.c.

]
. (7.57)

A computation similar to the magnetic case shows that the dressing’s electric LGT charge
involves the real part of the expression (7.53),

[
Q+
ε , W̃ (p)

]
= g

2π

∫
d2z ε(z, z̄) Re

[
∂z̄

(
√
γzz̄

ε+ · A · p
p · k̂

)]
W̃ (p) = 0 (7.58)

which vanishes identically.
This is to be contrasted with the electric dressing of QED (Wilson line dressing) W (p),

which takes the form [8]

W (p) = exp
{
−e

∫
d̃3k

pµ

p · k
φ(ω)

(
εαµa
†
α(k)− εα∗µ aα(k)

)}
. (7.59)
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One can show the identity,

∂z̄

(
√
γzz̄

p · ε+

p · k̂

)
= −1

2γzz̄
p2

(p · k̂)2
, (7.60)

to obtain the following results,

[
Q+
ε ,W (p)

]
= e

2π

∫
d2z ε(z, z̄) Re

[
∂z̄

(
√
γzz̄

p · ε+

p · k̂

)]
W (p) (7.61)

= e

4π

∫
d2z γzz̄ ε(z, z̄)

m2
ψ

(p · k̂)2
W (p), (7.62)

[
Q̃+
ε ,W (p)

]
= − e

2π

∫
d2z ε(z, z̄) Im

[
∂z̄

(
√
γzz̄

p · ε+

p · k̂

)]
W (p) (7.63)

= 0. (7.64)

Here we have used p2 + m2
ψ = 0, with mψ the mass of the electrically charged field ψ.

Therefore, the Faddeev-Kulish dressing of QED carries only carries a non-zero electric LGT
charge. The duality between the electric and the magnetic charges and their dressings is
now manifest.

Although we have constructed the dressings in a theory that has magnetically charged
particles, we know from [117] that one can retain the electromagnetic duality on the boundary
even without bulk degrees of freedom carrying magnetic charge. Accordingly, we can consider
the operators that can be obtained by replacing the momentum pµ in the dressing (7.42)
with a constant vector Cµ:

W̃ (C) = exp
{
−g

∫
d̃3k

Cµ

C · k
φ(ω)

(
ε̃αµa
†
α(k)− ε̃α∗µ aα(k)

)}
. (7.65)

From our construction, we can see that these are ’t Hooft line operators along a straight
line path at the future null infinity I+, whose direction is given by Cµ. The vector Cµ can
be understood as a parameter that encodes the way soft magnetic charge is distributed over
the sphere. The ’t Hooft line operators are charged under magnetic LGT and neutral under
electric LGT, with a constant charge:

[
Q̃+
ε , W̃ (C)

]
= g

4π

∫
d2z γzz̄ ε(z, z̄)

(
n2

(n · k̂)2
− C2

(C · k̂)2

)
W̃ (C), (7.66)[

Q+
ε , W̃ (C)

]
= 0. (7.67)

Such operators can be used to translate a vacuum to another vacuum carrying a different

141



soft magnetic LGT charge.

7.2.4 Remarks on holomorphic potential and soft theorem

We have seen that there is an infinite number of choices for the dual field Ã, parametrized by
the 4-vector nµ. The relation between Ãµ and Aµ can be obtained from the relation between
polarization vectors (7.35),

Ãµ = −εµνρσ(n · ∂)−1nρ∂σAν . (7.68)

While this involves unpleasant differential operators, we can expect a more desirable relation
between the holomorphic/antiholomorphic potentials at r → ∞, since in that limit the
angular position (z, z̄) is identified with the angular direction of outgoing momentum (zk, z̄k).
By a derivation analogous to (7.46), we can obtain

Ãµ(u, z, z̄) ≡ lim
r→∞

Ãµ(u, r, z, z̄) (7.69)

= − i

8π2r

∫ ∞
0

dω
(
ε̃α∗µ (xz)aα(ωxz)e−iωu − ε̃αµ(xz)a†α(ωxz)eiωu

)
. (7.70)

It is straightforward to show that while the dual polarization vectors ε̃±µ = −Aµνε±ν are
complicated functions of nµ = (n0, n1, n2, n3) with components

ε̃+0 = i (n0 (z̄2 − 1) + in2 (z̄2 + 1) + 2n3z̄)√
2(n0zz̄ + n0 − n1z − n1z̄ + in2z − in2z̄ + n3(zz̄ − 1))

(7.71)

ε̃+1 = i (n0 (z̄2 − 1) + 2in2z̄ + n3z̄2 + n3)√
2(n0zz̄ + n0 − n1z − n1z̄ + in2z − in2z̄ + n3(zz̄ − 1))

(7.72)

ε̃+2 = −n0 (z̄2 + 1) + 2n1z̄ − n3 (z̄2 − 1)√
2(n0zz̄ + n0 − n1z − n1z̄ + in2z − in2z̄ + n3(zz̄ − 1))

(7.73)

ε̃+3 = 2in0z̄ − in1 (z̄2 + 1) + n2 (z̄2 − 1)√
2(n0zz̄ + n0 − n1z − n1z̄ + in2z − in2z̄ + n3(zz̄ − 1))

, (7.74)

and ε̃−µ = (ε̃+µ)∗, their z/z̄ components ε̃+z = ε̃−z̄ = 0, ε̃−z = −ε̃+z̄ = ir
√
γzz̄ do not depend on

nµ. They satisfy ε̃+z/z̄ = −iε+z/z̄, ε̃
−
z/z̄ = iε−z/z̄, which implies the relation

Ãz(u, z, z̄) = iAz(u, z, z̄), (7.75)

Ãz̄(u, z, z̄) = −iAz̄(u, z, z̄), (7.76)
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in agreement with the identification made in [32].1 Therefore for any n, we arrive at the
same complexified transformations that act on the holomorphic potential Az,

(δε + iδ̃ε)Az = 2∂zε, (7.77)

(δε + iδ̃ε)Ãz = 0. (7.78)

As expected, the unphysical freedom to choose nµ does not affect the results.
Also, at the end of section 7.2.1 we have seen that, in a dyonic generalization of the

theory, the dressing takes the form (7.27). This can written using (7.35) as

exp
{
−
∫
d̃3p d̃3k ρ(p)φ(ω)

(
p · (eεα + gε̃α)

p · k
a†α(k)− h.c.

)}
. (7.79)

This expression is closely related to the soft theorems and ward identities, since one can use
the latter to reconstruct dressed states as LGT charge eigenstates [19,59,97] (see also [18,58]).
In particular, the coefficient of the creation operator a†α(k) is tied to the soft factor. In [32],
it was conjectured that the leading soft factor

∑
j∈out

pj · (ejεα + gj ε̃
α)

pj · k
−
∑
i∈out

pi · (eiεα + giε̃
α)

pi · k
(7.80)

is exact for all abelian gauge theories. We emphasize that this result, like the dressing we
have constructed, depends only on the asymptotic form of the three-point interaction, (7.18).
The full content of the theory (7.1) is not needed.

7.3 Gravitational ’t Hooft line dressing

In this section, we consider perturbative quantum gravity in asymptotically flat spacetimes
and investigate how the construction of ’t Hooft line dressings can be extended to the grav-
itational context. Since we do not have a Lagrangian field theory to guide us, we proceed
by analogy with electromagnetism.

1The factors 4π
e2 in [32] are due to the different normalizations of the gauge fields.
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7.3.1 Preliminaries

Consider the asymptotically flat metric on I+ in Bondi coordinates [1]

ds2 = −du2 − 2dudr + 2r2γzz̄dz
2dz̄2

+ 2mB

r
du2 + rCzzdz

2 + rCz̄z̄dz̄
2 − 2Uzdudz − 2Uz̄dudz̄ + · · · , (7.81)

where the first line is the Minkowski metric, mB(u, z, z̄) is the Bondi mass aspect, Czz(u, z, z̄)
is the radiative mode and Uz = 1

2D
zCzz. HereDz denotes covariant derivative on the 2-sphere

(i.e. with respect to γzz̄).
Let us define the graviton field hµν(x) to be

gµν(x) = ηµν + κhµν(x), κ2 = 32πG. (7.82)

This relates the radiative gravitons on I+ to the metric (7.81). These gravitons have the
mode expansion

hµν(x) =
∫
d̃3k

(
εα∗µν(k)aα(k)eik·x + εαµν(k)a†α(k)e−ik·x

)
, (7.83)

where we demand the canonical commutation relation

[
aα(k), a†β(k′)

]
= δαβ(2π)3(2ω)δ(2)(k− k′). (7.84)

We are implicitly summing over the physical polarizations α = ±. Parametrizing graviton
momentum kµ as in (7.30), the graviton polarization vector ε±µν(k) can be written in terms
of the two photon polarization vectors (7.31) as ε±µν(k) = ε±µ (k)ε±ν (k).

7.3.2 Construction of dressing

In general relativity, we do not have the magnetic counterpart to the local source term
hµνT

µν , so we do not have bulk degrees of freedom that carry magnetic BMS charge. How-
ever, from [117], we know that the electromagnetic duality can still be retained on the
boundary in this case. Following this perspective, our goal in this section is to obtain
generic operators charged under dual supertranslations. We achieve this by analogy with
electromagnetism: we first construct gravitational ’t Hooft line dressings of particles, and
then replace the particle momentum with a constant vector as in (7.65).
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The gravitational Wilson line along a curve Γ takes the form [96]

exp
(
−im0

κ

2

∫
Γ
dxµhµν

dxν

dτ

)
, (7.85)

where m0 is a parameter with dimension of mass that is possibly different from the par-
ticle mass m. This is basically the Wilson line of QED with the replacement eAµ →
−m(κ/2)hµνdxν/dτ . For an asymptotic particle the trajectory is a straight line, somdxν/dτ =
pν is a constant vector. This implies that the gravitational ’t Hooft line dressing can be ob-
tained in the same way as in QED, by the replacement εµν → ε̃µν , where

ε̃±µν(k) = ε̃±µ (k)ε±ν (k). (7.86)

Here ε̃±(k) is given by (7.35). Analogous to the case of QED, by taking Γ to be the trajectory
of an asymptotic particle with momentum p, the expression (7.85) becomes the gravitational
Wilson line dressing Wg(p),

Wg(p) = exp
{
κ

2

∫
d̃3k

pµpν

p · k
φ(ω)

(
εαµν(k)a†α(k)− εα∗µν(k)aα(k)

)}
, (7.87)

where φ(ω) is the infrared function. We obtain the gravitational ’t Hooft line W̃g(p) =
exp R̃g(p) dressing by the replacement εµν → ε̃µν , which yields

W̃g(p) = exp
{
−κm0

2m

∫
d̃3k φ(ω)

(
(p · A · εα)(p · εα)

p · k
a†α(k)− h.c.

)}
, (7.88)

where we denote p · A · εα = pµA
µνεαν .

One can think of the two dressings

Wg(p) and W̃g(p) (7.89)

to be realizing the analog of electromagnetic duality of Freidel and Pranzetti [117] on the
boundary. Unlike electromagnetism, where we have the bulk duality between Fµν and F̃µν ,
here in gravity this duality is not realized in the bulk. Therefore, we must make a departure
from the notion of “dressing” magnetically charged particles. In this sense, we define p not
as some particle momentum but rather as a general 4-vector, which we later see parametrizes
how the dual supertranslation charge of W̃g is distributed over the sphere.

Unlike the case of photons and Lorentz gauge, in gravity we need more work to show
that the dressed states exist in de Donder gauge. The physical states Ψ of the theory are

145



the ones that satisfy the Gupta-Bleuler condition implementing the de Donder gauge,
(
kµaµν(k)− 1

2kνa
µ
µ(k)

)
|Ψ〉 . (7.90)

It is straightforward to see that the commutator,[
Aαρpρp

β

p · k
(
a†αβ(k)− aαβ(k)

)
, k′µaµν(k′)−

1
2k
′
νa

µ
µ(k′)

]
= 1

2p
µAµν(2π)3(2ω)δ(3)(k− k′),

(7.91)

does not vanish, which implies that the dressing in its current form is incompatible with de
Donder gauge. Therefore, just as for the Wilson line dressing [9, 58], we must introduce a
symmetric tensor c̃µν(p, k) to fix this. Let us re-define the dressing to be

W̃g(p) = exp
{
κm0

2m

∫
d̃3k φ(ω)

(
Aµρpρp

ν

p · k
+ 1
ω
c̃µν(p, k)

)(
a†µν(k)− aµν(k)

)}
. (7.92)

It was shown in [58] that, in order for this correction to just be a unitary transformation of
(7.88) and not introduce additional singularities, we require the condition

c̃µν(p′, k)Iµνρσ c̃ρσ(p, k) = O(k) for all p, p′, (7.93)

where Iµνρσ = ηµρηνσ + ηνρηµσ − ηµνηρσ. For the states to be well-defined under the Gupta-
Bleuler condition, we require

0 =
[(
Aαρpρp

β

p · k
+ c̃αβ

ω

)(
a†αβ(k)− aαβ(k)

)
, k′µaµν(k′)−

1
2k
′
νa

µ
µ(k′)

]
(7.94)

=
(
pµAµν −

2kµc̃µν
ω

)
1
2(2π)3(2ω)δ(3)(k− k′), (7.95)

which translates to the condition

kµc̃µν = ω

2 p
µAµν . (7.96)

The two conditions (7.93) and (7.96) are exactly the ones that we encounter for the Wilson
line dressing [58] with the replacement

pν → p̃ν ≡ −
1
2p

µAµν . (7.97)
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This implies that the solution is exactly that of [58] with the same replacement:

c̃µν(p, k) = ω

q · k

(
p̃ · k
q · k

qµqν − qµp̃ν − qν p̃µ
)

(7.98)

= ω

2(q · k) (pαAανqµ + pαAαµqν) , (7.99)

where q is any null vector; a suitable choice is qµ = (1,−k), which preserves rotational
invariance. One can readily check that the two consistency conditions (7.93) and (7.96) are
satisfied. Therefore, by introducing c̃µν we have a well-defined dressing that preserves the
de Donder gauge condition.

Recently it has been shown by Hirai and Sugishita [141] that a careful BRST analysis
can remove the necessity of objects such as c̃µν , at least in QED. We henceforth assume that
this can be done here as well, since from [58] we understand that all c̃µν does is shift the soft
charges by some function of p; the important part was the existence of a solution c̃µν to the
conditions (7.93) and (7.96), which we have already shown. We leave the proof along the
lines of [141] for future work.

7.3.3 Dual supertranslation charge

We now see that the gravitational ’t Hooft lines are charged under dual supertranslations. A
dual supertranslation is parametrized by a 2-sphere function f(z, z̄), which we assume does
not introduce poles or branch cuts. Its charge has the expression [101]

Mf = 2i
κ2

∫
I+
−

d2zγzz̄f(z, z̄)
(
D2
z̄Czz −D2

zCz̄z̄
)
. (7.100)

In general relativity, there is no source term like hµνT µν for the magnetic case. This implies
that we do not have a hard charge. Thus under a partial integration, we have no contribution
from the future boundary I+

+ and one can cast (7.100) into a total derivative over I+,

Mf = − 2i
κ2

∫
I+
dud2zγzz̄

(
D2
z̄f∂uCzz −D2

zf∂uCz̄z̄
)
, (7.101)

where we also integrated by parts twice on the sphere. Using the mode expansion of hzz,
the radiative mode Czz can be written as [58]

Czz(u, z, z̄) = κ lim
r→∞

1
r
hzz(u, r, z, z̄) (7.102)

= iκ

8π2γzz̄

∫ ∞
0

dω
(
a†−(ωxz)eiωu − a+(ωxz)e−iωu

)
. (7.103)
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Using the identity
∫∞
−∞ du∂ue

±iωu = ±2πiωδ(ω), we may write

Mf = i

2πκ

∫
dωd2z ωδ(ω)

[
D2
z̄f
(
a†−(ωxz) + a+(ωxz)

)
− h.c.

]
. (7.104)

Writing the gravitational ’t Hooft line dressing as W̃g(p) = exp R̃g(p) and using the canonical
commutation relation (7.84), one can obtain

[
Mf , R̃g(p)

]
= im0

4πm

∫
d2z

D2
z̄f

(ε+ · A · p)(p · ε+)
p · k̂

−D2
zf

(ε− · A · p)(p · ε−)
p · k̂

. (7.105)

Noting that Γzzz = −2z̄
1+zz̄ = γzz̄∂zγzz̄ and integrating by parts, we can write this in the form

[
Mf , R̃g(p)

]
= im0

4πm

∫
d2z f(z, z̄)

[
∂z̄∂

z

(
γzz̄

(ε+ · A · p)(p · ε+)
p · k̂

)
− c.c.

]
(7.106)

= − m0

2πm

∫
d2z f(z, z̄) Im

[
∂z̄∂

z

(
γzz̄

(ε+ · A · p)(p · ε+)
p · k̂

)]
, (7.107)

where we denote ∂z = γzz̄∂z̄. One can show that

∂z̄∂
z

(
γzz̄

(ε+ · A · p)(p · ε+)
p · k̂

)
= − i2γzz̄

(
m4

(p · k̂)3
− n2

(n · k̂)3
B(p, n, z)

)
, (7.108)

where

B(p, n, z) = (n1 + in2)(p1 − ip2)− (n0 − n3)(p0 + p3)

− (n0 + n3)(p1 − ip2)z + (n1 − in2)(p0 + p3)z. (7.109)

Unlike the case of electromagnetism, one can see that an obscure choice of n can make the
expression in square brackets of (7.107) contain both imaginary and real components. A
sufficient condition to prevent this is to choose n to be null; an example is nµ = (1, 0, 0,−1)
which, as we saw in section 7.2.2, corresponds to a π

2 -rotation of ε± in the complex plane.
Then, we have the commutator

[
Mf , W̃g(p)

]
=
[
Mf , e

R̃g(p)
]

(7.110)

=
(
m0

4πm

∫
d2z γzz̄ f(z, z̄) p4

(p · k̂)3

)
W̃g(p), (7.111)

which implies that the gravitational ’t Hooft line dressing (7.88) carries dual supertranslation
charge.
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On the other hand, it does not carry supertranslation charge. To see this, we first recall
that the soft supertranslation charge Tf has the form [58,148]

Tf = 1
2πκ

∫
dωd2z ωδ(ω)

[
D2
z̄f
(
a†−(ωxz) + a+(ωxz)

)
+ h.c.

]
. (7.112)

Then, by a similar analysis, one obtains,

[
Mf , W̃g(p)

]
= 1

2π

∫
d2z f(z, z̄) Re

[
∂z̄∂

z

(
γzz̄

(ε+ · A · p)(p · ε+)
p · k̂

)]
W̃g(p) = 0, (7.113)

which proves the statement.
It is instructive to contrast this with the gravitational Faddeev-Kulish dressing (gravita-

tional Wilson line dressing), which takes the form [9]

Wg(p) = exp
{
κ

2

∫
d̃3k φ(ω)p

µpν

p · k
(
εαµν(k)a†α(k)− h.c.

)}
. (7.114)

The following identity plays a role:

∂z̄∂
z

(
γzz̄

(p · ε+)2

p · k̂

)
= 1

2γzz̄
m4

(p · k̂)3
. (7.115)

Use of this identity immediately gives:

[Tf ,Wg(p)] = 1
2π

∫
d2z f(z, z̄) Re

[
∂z̄∂

z

(
γzz̄

(p · ε+)2

p · k̂

)]
Wg(p) (7.116)

=
(

1
4π

∫
d2z γzz̄ f(z, z̄) m4

(p · k̂)3

)
Wg(p), (7.117)

[Mf ,Wg(p)] = − 1
2π

∫
d2z f(z, z̄) Im

[
∂z̄∂

z

(
γzz̄

(p · ε+)2

p · k̂

)]
Wg(p) (7.118)

= 0, (7.119)

implying that the gravitational Wilson line dressing only carries a definite supertranslation
charge.

Since we do not have a “magnetic” counterpart to the source term hµνT
µν in general

relativity, we have no bulk degrees of freedom carrying dual supertranslation charge. There-
fore, instead of the dressing (7.88) of “magnetically” charged particles, we generalize them
to generic operators that are charged under dual supertranslation. These operators can be
obtained by replacing pµ with a constant vector Cµ as in (7.65) and absorb the dimensionless
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factor m0/m in Cµ:

W̃g(C) = exp
{
−κ2

∫
d̃3k φ(ω)

(
(C · A · εα)(C · εα)

C · k
a†α(k)− h.c.

)}
. (7.120)

From our construction, we see that these are ’t Hooft line operators along a straight line
geodesic at I+ whose direction is given by Cµ. The vector Cµ parametrizes how the soft
dual supertranslation charge is distributed over the 2-sphere. Choosing n to be null, we see
that

[
Mf , W̃g(C)

]
=
(

1
4π

∫
d2z γzz̄ f(z, z̄) C4

(C · k̂)3

)
W̃g(C), (7.121)[

Tf , W̃g(C)
]

= 0. (7.122)

These ’t Hooft line operators are charged under dual supertranslation and neutral under
supertranslation, and we can use them to translate a vacuum to another vacuum carrying a
different dual supertranslation charge.

7.4 Summary

In this chapter, we have constructed the asymptotic states by following the original method
of Faddeev and Kulish, using a quantum field theory of electric and magnetic charges by
Blagojević and collaborators [118, 119]. We have shown that the magnetic dressings can be
expressed as a ’t Hooft line operator (see equation (7.43)), and that they are charged under
magnetic large gauge transformations (see equation (7.66)). The ’t Hooft line interpretation
allowed us to formulate a gravitational ’t Hooft line operator, which is charged under dual
supertranslations while carrying zero supertranslation charge (see equations (7.121) and
(7.122)).

Throughout the chapter, we have assumed the 2-sphere function parameters ε(z, z̄) and
f(z, z̄) to be smooth. In the next chapter, we observe that relaxing this condition brings
about interesting results.
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Chapter 8

Standard and Dual BMS Charges on
the Schwarzschild Horizon

8.1 Horizon supertranslation in Bondi gauge

In this chapter, we study the standard and dual supertranslation charges at the future
Schwarzschild horizon. We demonstrate that their algebra exhibits central terms in the
presence of singularities in the parameter function. We briefly discuss its possible implica-
tions on the structure of the black hole horizon.

We begin with a review of BMS transformations on the Schwarzschild horizon. We work
in the Bondi gauge,

grr = grA = 0, ∂r det
(
gAB
r2

)
= 0. (8.1)

In the ingoing Eddington-Finkelstein coordinates, the Schwarzschild metric is given by

ds2 = −Λdv2 + 2dvdr + r2γABdΘAdΘB, Λ ≡ 1− 2M
r
, (8.2)

where γAB is the metric on the unit 2-sphere. A diffeomorphism ξ on Schwarzschild that
preserves these conditions should satisfy

Lξgrr = LξgrA = 0, γABLξgAB = 0. (8.3)

Such diffeomorphisms can be parametrized as [61]

ξ = X∂v −
1
2
(
rDAX

A +D2X
)
∂r +

(
XA + 1

r
DAX

)
∂A, (8.4)
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where XA = XA(v,Θ) is an arbitrary vector field and X = X(v,Θ) is an arbitrary scalar
field on the future horizon H+. Here DA denotes covariant derivative on the unit 2-sphere,
DA = γABDB, and D2 ≡ DADA = γABDADB. A supertranslation is given by

X = f(Θ), XA = 0, (8.5)

where f is a smooth function on the 2-sphere. In the later sections, we relax the smoothness
condition to allow f to have poles. A superrotation is given by

X = v

2DAY
A, XA = Y A(Θ), (8.6)

where Y A is a smooth vector field on the 2-sphere.
Since supertranslations and superrotations are metric-dependent, the diffeomorphisms

(8.4) do not form a closed algebra under the Lie bracket of vector fields

[ξ1, ξ2]a = ξb1∂bξ
a
2 − ξb2∂bξa1 . (8.7)

In performing two consecutive diffeomorphisms, the first one ruins the metric for the second.
To take this into account, we need a modified Lie bracket [149] of vector fields,

[ξ1, ξ2]aM = [ξ1, ξ2]a − δξ1ξ
a
2 + δξ2ξ

a
1 , (8.8)

where δξ1ξ
a
2 denotes the change in the vector component ξa2 induced by the diffeomorphism

ξ1. Supertranslations and superrotations form a closed algebra under the modified bracket.
Given a pair of vector fields ξi (i = 1, 2) that generate supertranslation fi and superrotation
Yi, one can show that

[ξ1, ξ2]M = ξ[1,2], (8.9)

where ξ[1,2] is another vector field that generates supertranslation f̂ and superrotation Ŷ

given by

f̂ = 1
2f1DAY

A
2 −

1
2f2DAY

A
1 + Y A

1 DAf2 − Y A
2 DAf1, (8.10)

Ŷ A = Y B
1 DBY

A
2 − Y B

2 DBY
A

1 . (8.11)

A derivation is given in appendix L. We note that this is the same as the BMS4 algebra at
null infinity [149].
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8.2 Horizon charges

Following [61], let us define X+ to be the hypersurface extending from the future boundary
H+

+ of H+ to the past boundary I+
− of I+, such that

Σ = H+ ∪ X+ (8.12)

forms a Cauchy surface. Then, a charge QΣ associated with Σ breaks into two parts,

QΣ = QH
+ +QX

+
. (8.13)

In [108, 109], the authors provide a formula for the (possibly non-integrable) variation of
electric and magnetic charges associated with a vector field ξ,

/δQΣ
E = 1

16πεαβγδ
∫
∂Σ

(iξEγ)δωαβ ∧ Eδ, (8.14)

/δQΣ
M = i

8π

∫
∂Σ

(iξEα)δωαβ ∧ Eβ, (8.15)

where ∂Σ denotes the boundary of a Cauchy surface Σ. Each of these break into two
contributions /δQH+ and /δQX+ , where the horizon contributions take the form

/δQH
+

E = 1
16πεαβγδ

∫
∂H+

(iξEγ)δωαβ ∧ Eδ, (8.16)

/δQH
+

M = i

8π

∫
∂H+

(iξEα)δωαβ ∧ Eβ. (8.17)

Throughout this chapter, we take the viewpoint that the black hole ultimately evaporates,
and thus there is no future boundaryH+

+ of the horizon. This means that we take ∂H+ = H+
−,

and ignore all contributions of H+
+ to the integral.1

Expressions for the horizon contributions in Bondi coordinates are derived in appendix
M. Taking ξ to be the supertranslation vector field

ξ = f∂v −
1
2D

2f∂r + 1
r
DAf∂A, (8.18)

we obtain the horizon supertranslation charge /δQH+
f from (M.50) and the dual supertrans-

1For eternal black holes, one should add boundary degrees of freedom on H+
+ such that they cancel the

contribution of H+
+ to the integral, since H+

+ is not a genuine part of the boundary ∂Σ. See [116,117,150–152]
for a discussion of electromagnetism on I+.
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lation charge /δQ̃H+
f from (M.77) to be

/δQH
+

f = M

8π

∫
∂H+

d2Θ√γ
[
DA

(
f

M
hvA + (DAf)hvr

)

− (DAf)∂rhvA + 2fhvv + (D2f)hvr
]
, (8.19)

/δQ̃H
+

f = −i
32πM

∫
∂H+

d2Θ√γ(DBf)εACDAhBC . (8.20)

We use εAB to denote the alternating tensor on the unit 2-sphere, with εθφ = 1
sin θ and

εA
C = γABε

BC .
For smooth functions everywhere, we can discard total derivatives in the integrand, and

the supertranslation charge is in exact agreement with that of [61]. After residual gauge
fixing and using a combination of the constraints on H+, the supertranslation charge then
simplifies to the expression

/δQH
+

f = 1
16πM

∫
H+

dv d2Θ√γf(Θ)DADBσAB, (8.21)

where σAB = 1
2∂vhAB is the conjugate momentum of hAB. The phase space of the horizon

H+ has the Dirac bracket [61],

{σAB(v,Ω), hCD(v′,Ω′)} = 32πM2γABCDδ(v − v′)δ(Ω− Ω′), (8.22)

where γABCD ≡ γACγBC + γADγBC − γABγCD is proportional to the DeWitt metric [153].
Since we can integrate by parts freely without having to worry about boundary terms,

we can move all covariant derivatives to act on f . As such, we define the integrable horizon
supertranslation charge δQH+

f and dual supertranslation charge δQ̃H+
f as

δQH
+

f ≡ 1
16πM

∫
H+

dv d2Θ√γ (DBDAf)σAB, (8.23)

δQ̃H
+

f ≡ −i
32πM

∫
H+
−

d2Θ√γ (DBDAf)εAChBC . (8.24)

Notice that in this form, the dual supertranslation charge is related to supertranslation
charge by the twisting procedure hAB → εA

ChCB proposed by [99,100].
When we have smooth functions everywhere, /δQH+

f = δQH
+

f and /δQ̃H+
f = δQ̃H

+
f , i.e. the

charges are integrable. In the next section, we see that allowing f to have isolated simple
poles leads /δQH+

f to acquire additional pieces.
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8.3 Supertranslation charge with poles on the complex
plane

Let us employ the complex stereographic coordinates (z, z̄), defined as

z = eiφ tan θ2 , z̄ = e−iφ tan θ2 , (8.25)

where θ and φ are the standard spherical coordinates on a unit sphere. The unit sphere
metric in these coordinates is γzz̄ = 2

(1+zz̄)2 , γzz = γz̄z̄ = 0. The integration measure is

d2Θ√γ = d2z
√
γ, d2z ≡ idz ∧ dz̄, √

γ = γzz̄. (8.26)

We have organized the notation such that d2z is real. The volume form is i√γdz ∧ dz̄, so
the alternating tensor has components εzz̄ = i

√
γ. The non-vanishing Christoffel symbols

are (2)Γzzz = −2z̄
1+zz̄ and (2)Γz̄z̄z̄ = −2z

1+zz̄ .
Let us compute the supertranslation charge /δQH+

f when f(z, z̄) has a pole at some com-
plex coordinate w, that is, f = 1

z−w . After fully fixing the residual gauge freedom as in [61],
on H+ we have

hvv = hvA = 0,

hvr = 1
4M2 [D2 − 1]−1DBDChBC ,

∂rhvA = − 1
4M2DA[D2 − 1]−1DBDChBC + 1

4M2D
BhAB,

(8.27)

and the supertranslation charge (8.19) takes the form

/δQH
+

f = M

8π

∫
∂H+

d2z
√
γ
(
−(DAf) 1

4M2D
BhAB + 2DA(DAfhvr)

)
. (8.28)

We have used (8.27) for DAhvr + ∂rhvA. Let us take a look at the total derivative term
DA(DAfhvr). For f = 1

z−w we have,
∫
d2z
√
γ DA(DAfhvr) = i

∫
dz ∧ dz̄ (∂z̄(hvr∂zf) + ∂z(hvr∂z̄f)) (8.29)

= −i
∮
w
dz hvr∂zf + i

∮
w
dz̄ hvr∂z̄f (8.30)

= −2π∂zhvr
∣∣∣
z=w

. (8.31)

The second term on the r.h.s. of the second line vanishes because f = 1
z−w satisfies the
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identity2

∂z̄f = 2πδ2(z − w), (8.32)

and the contour of
∮
w dz̄ is a circle around w that does not cross the delta function singularity.

The first term in the second line has ∂zf = −1
(z−w)2 , so it contributes a residue proportional

to ∂zhvr evaluated at w, as shown in the third line (8.31). Thus, plugging in the expression
(8.27) for hvr we have

/δQH
+

f = − 1
16πM

∫
H+

dv d2z
√
γ (DAf)DBσAB −

1
4M

∫ ∞
−∞

dvDz[D2 − 1]−1DBDAσAB

∣∣∣∣∣
z=w

.

(8.33)

Partial integrating the first term, we obtain

/δQH
+

f = 1
16πM

∫
H+

dv d2z
√
γ (DBDAf)σAB −

1
4M

∫ ∞
−∞

dvDz[D2 − 1]−1DBDAσAB

∣∣∣∣∣
z=w

,

(8.34)

where one can see that the total derivative due to the partial integration vanishes,
∫
d2z
√
γ DB(σABDAf) =

∫
d2z

(
∂z̄(σzzDzf) + ∂z(σz̄z̄Dz̄f)

)
(8.35)

= −i
∮
w
dzγzz̄σzz∂z̄f + i

∮
w
dz̄γzz̄σz̄z̄∂zf (8.36)

= 0, (8.37)

since the ∂z̄f = 2πδ2(z−w) and the contour of
∮
w dz is a circle around w that does not cross

the delta function singularity, and σz̄z̄∂zf = −1
2(z − w)−2∂vhz̄z̄ does not have poles in z̄.

We recognize the first term in (8.34) to be the integrable supertranslation charge δQH+
f

(8.23). Thus, we find that a pole in f leads δQH+
f to acquire a non-integrable part NH+

f ,

/δQH
+

f = δQH
+

f +NH+

f , (8.38)

where δQH+
f is given in (8.23), and

NH+

f = − 1
4M

∫ ∞
−∞

dvDz[D2 − 1]−1DBDAσAB

∣∣∣∣∣
z=w

. (8.39)

2Note that we normalize δ2(z − w) as a real density, so 1 =
∫
d2z δ2(z − w) =

∫
ε 1√

γ δ
2(z − w), where

ε = d2z
√
γ is the volume form on the unit sphere.
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This splitting into integrable and non-integrable parts is not unique (see for instance [109]).
Our choice is justified by the following points:

1. δQH+
f is the horizon supertranslation charge in the absence of poles in f , and

2. NH+
f has zero Dirac bracket with both δQH

+
g and δQ̃H

+
g , so it carries no degrees of

freedom.

We have seen point 1 at the end of section 8.2. We demonstrate point 2 in appendix N.

8.4 Dirac bracket between charges

In this section, we use this bracket to compute the bracket {δQH+
f , δQ̃H

+
g }, where f = 1

z−w

and g we assume to be smooth. This bracket can probe the central term of the algebra of
the full charges, since the full charges have the expansions,

QH
+

f = Q
(h=0)
f + δQH

+

f +O(h2), (8.40)

Q̃H
+

g = Q̃(h=0)
g + δQ̃H

+

g +O(h2), (8.41)

where Q(h=0)
f and Q̃(h=0)

g are the constant charges of the background metric and hence do
not carry degrees of freedom, so this to

{QH+

f , Q̃H
+

g } = {δQH+

f , δQ̃H
+

g }︸ ︷︷ ︸
constant

+O(h). (8.42)

Therefore, the constant term corresponds to the central charge of the charge algebra.
Now let us compute {δQH+

f , δQ̃H
+

g }, with f = 1
z−w and g smooth. Using the expressions

(8.23) and (8.24) and applying the bracket (8.22), we obtain

{
δQH

+

f , δQ̃H
+

g

}
= −i

2(16πM)2

{∫
H+

dv d2z
√
γ (DBDAf)σAB,

∫
H+
−

d2z
√
γ (DEDCg)εEDhDC

}
(8.43)

= −i
16π

∫
H+
−

d2z
√
γ (DBDAf)(DEDCg)εEDγABDC . (8.44)
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We can manipulate DB to write this as

{
δQH

+

f , δQ̃H
+

g

}
= −i

16π

∫
H+
−

d2z
√
γ

(
DB

(
(DAf)(DEDCg)εEDγABDC

)
− (DAf)(DBDEDCg)εEDγABDC

)
. (8.45)

Plugging in the expressions for εAB and γABCD, we can see that the first term is zero,
∫
H+
−

d2z
√
γ DB

(
(DAf)(DEDCg)εEDγABDC

)
= −2

∮
w
dz (∂z̄f)Dz̄Dz̄gγzz̄

− 2
∮
w
dz̄ (∂zf)DzDzgγzz̄ (8.46)

= 0. (8.47)

The
∮
w dz integral vanishes since its contour is a circle around w and does not meet the

singularity of the delta function ∂z̄f = 2πδ2(z − w), and the
∮
w dz̄ integral vanishes since

(∂zf)DzDzgγzz̄ does not have a pole in z̄. Therefore, we obtain

{
δQH

+

f , δQ̃H
+

g

}
= i

8π

∫
H+
−

d2z
√
γ γzz̄

2
(
(Dzf)(DzDz̄Dz̄g)εz̄ z̄ + (Dz̄f)(Dz̄DzDzg)εzz

)
(8.48)

= 1
8π

∫
H+
−

d2z
(
(∂z̄f)DzD2

zg − (∂zf)Dz̄D2
z̄g
)
. (8.49)

= 1
8π

∫
H+
−

d2zγzz̄
(

(∂z̄f)[Dz̄, Dz]Dzg + (∂z̄f)DzDz̄Dzg

− (∂zf)[Dz, Dz̄]Dz̄g − (∂zf)Dz̄DzDz̄g

)
. (8.50)

In the second line, we have used √γ = γzz̄ and εz
z = −εz̄ z̄ = i. The commutators are

[Dz̄, Dz]Dzg = γzz̄Dzg and [Dz, Dz̄]Dz̄g = γzz̄Dz̄g, which one can check by direct computa-
tion using (2)Γzzz = −2z̄

1+zz̄ and (2)Γz̄z̄z̄ = −2z
1+zz̄ . Thus we have

{
δQH

+

f , δQ̃H
+

g

}
= 1

8π

∫
d2z

(
(∂z̄f)Dzg − (∂zf)Dz̄g + (∂z̄f)DzDz̄D

z̄g − (∂zf)Dz̄DzD
zg
)
.

(8.51)

For the last two terms in the parentheses, we have used γzz̄ to purposely raise the index of
the first derivative acting on g. This allows us to write the third covariant derivatives acting
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on g as regular partial derivatives,

{
δQH

+

f , δQ̃H
+

g

}
= 1

8π

∫
d2z

(
(∂z̄f)Dzg − (∂zf)Dz̄g + (∂z̄f)∂zDz̄D

z̄g − (∂zf)∂z̄DzD
zg
)
.

(8.52)

Now we partial integrate all ∂Af ’s inside the parentheses. Only the boundary terms survive,
since partial derivatives commute and

Dz̄D
z̄g −DzD

zg = γzz̄(∂z̄∂zg − ∂z∂z̄)g = 0. (8.53)

Therefore, we have via Stokes’ theorem,

{
δQH

+

f , δQ̃H
+

g

}
= 1

8π

∫
d2z

(
∂z̄(fDzg)− ∂z(fDz̄g) + ∂z̄(f∂zDz̄D

z̄g)− ∂z(f∂z̄DzD
zg)
)

(8.54)

= − i

8π

∮
w

(
dz

(Dzg + ∂zDz̄D
z̄g)

z − w
+ dz̄

(Dz̄g + ∂z̄DzD
zg)

z − w

)
. (8.55)

The
∮
w dz̄ integral vanishes due to the absence of z̄-poles. Observe that we can use the

identity

[Dz̄, Dz]Dzg = γzz̄Dzg (8.56)

to simplify

Dzg + ∂zDz̄D
z̄g = Dzg +DzDz̄D

z̄g (8.57)

= Dzg + γzz̄DzDz̄Dzg (8.58)

= Dzg + γzz̄[Dz, Dz̄]Dzg + γzz̄Dz̄DzDzg (8.59)

= DzDzDzg. (8.60)

and write

{
δQH

+

f , δQ̃H
+

g

}
= − i

8π

∮
w
dz
DzDzDzg

z − w
(8.61)

The
∮
w dz integrals contribute a residue to the bracket so long as DzD2

zg does not contain a
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factor of (z − w). If it does, it vanishes when evaluated at w. Either way, we obtain

{
δQH

+

f , δQ̃H
+

g

}
= 1

4D
zDzDzg

∣∣∣∣∣
z=w

. (8.62)

8.5 Another way of computing central term

Here, we obtain the central term of the previous section using a different method.
We start from our expression (8.24) for the integrable variation δQ̃H+

f of dual supertrans-
lation charge, which reads

δQ̃H
+

g = −i
32πM

∫
H+
−

d2z
√
γ (DBDAg)εAChBC , (8.63)

and invoke equation (3.1) in the paper [149],

{QH+

f , Q̃H
+

g } = δfQ̃
H+

g , (8.64)

where δfQ̃g denotes taking the expression (8.63) for δQ̃H+
g and replacing hAB with the dif-

feomorphism mode

hBC → 2M(2DBDCf − γBCD2f). (8.65)

This leads to the expression

{QH+

f , Q̃H
+

g } = −i
16π

∫
d2z
√
γ (DBDAg)εAC(2DBDCf − γBCD2f) (8.66)

= −i8π

∫
d2z
√
γ (DBDAg)εACDBDCf + i

16π

∫
d2z
√
γ (DBDAg)εABD2f.

(8.67)

The second term on the r.h.s. is zero, since DBDAg is symmetric while εAB is antisymmetric.
So we have just the first term,

{QH+

f , Q̃H
+

g } = − i

8π

∫
d2z
√
γ (DBDAg)εACDBDCf (8.68)
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which we manipulate DB to write

{QH+

f , Q̃H
+

g } = − i

8π ((1) + (2)) , (8.69)

(1) ≡
∫
d2z
√
γDB

(
(DBDAg)εACDCf

)
, (8.70)

(2) ≡ −
∫
d2z
√
γ(D2DAg)εACDCf. (8.71)

Let’s compute (1) first. This is of the form
∫
d2z
√
γDBV

B = i
∫
dz ∧ dz̄ γzz̄(DzV

z +Dz̄V
z̄) (8.72)

= i
∫
dz ∧ dz̄ (∂zVz̄ + ∂z̄Vz) (8.73)

= i
∮
w
dz̄ Vz̄ − i

∮
w
dz Vz, (8.74)

where in the first equation we have used d2z = idz ∧ dz̄ and √γ = γzz̄, and in the second
equation we have used the fact the only non-vanishing Christoffel symbols are Γzzz and Γz̄z̄z̄
to write DzVz̄ = ∂zVz̄ and Dz̄Vz = ∂z̄Vz. The third equation is Stokes’ theorem. This implies
that (1) can be written as

(1) = i
∮
w
dz̄(Dz̄D

Ag)εACDCf − i
∮
dz(DzD

Ag)εACDCf. (8.75)

Everything is smooth except for f = 1
z−w , so the first term with

∮
dz̄ never sees a pole in z̄

and therefore vanishes. Writing out the second term while noting that the only non-vanishing
components of εAB are εzz = −εz̄ z̄ = i, we obtain

(1) =
∮
dz(DzD

zg)∂zf −
∮
dz(DzD

z̄g)∂z̄f, (8.76)

where we have written DCf = ∂Cf . The second term vanishes since it has ∂z̄f = 2πδ2(z−w)
and the contour never crosses w. We can partial integrate the first term and obtain via residue
theorem using f = 1

z−w ,

(1) = −
∮
dz(∂zDzD

zg)f (8.77)

= −
∮
dz
∂zDzD

zg

z − w
(8.78)

= −2πi∂zDzD
zg|z=w. (8.79)
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Now we turn to (2) in (8.69), which reads

(2) = −
∫
d2z
√
γ(D2DAg)εACDCf (8.80)

= −
∫
d2z
√
γDC

(
(D2DAg)εACf

)
+
∫
d2z
√
γ(DCD

2DAg)εACf. (8.81)

One can quickly see that the second term vanishes,

εA
CDCD

2DAg = εACDCD
2DAg (8.82)

= εACDC [D2, DA]g + εACDCDAD
2g (8.83)

= εACDCDAg + εACDCDAD
2g (8.84)

= 0, (8.85)

since bothDCDAg andDCDAD
2g are symmetric in A and C. Here we have used [D2, DA]g =

DAg. So we are left with just

(2) = −
∫
d2z
√
γDC

(
(D2DAg)εACf

)
, (8.86)

which again is of the form (8.74), so we can write

(2) = −i
∮
w
dz̄(D2Dzg)εzz̄f + i

∮
w
dz(D2Dz̄g)εz̄zf (8.87)

=
∮
w
dz̄

(D2Dz̄g)
z − w

+
∮
w
dz

(D2Dzg)
z − w

. (8.88)

We have explicitly wrote out f = 1
z−w , and used εzz̄ = −εz̄z = iγzz̄. The first term is zero

since there are no poles in z̄, and the second term yields the residue at z = w,

(2) = 2πD2Dzg|z=w. (8.89)

Collecting the results (8.79) and (8.89) and plugging them into (8.69), we obtain

{QH+

f , Q̃H
+

g } = − i

8π ((1) + (2)) (8.90)

= 1
4
(
−∂zDzD

zg +D2Dzg
)∣∣∣
z=w

. (8.91)
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We can manipulate the indices to simplify

−∂zDzD
zg +D2Dzg = −∂zDzDzg +D2Dzg (8.92)

= −DzD
zDzg +DzD

zDzg +Dz̄D
z̄Dzg (8.93)

= Dz̄D
z̄Dzg (8.94)

= DzDzDzg, (8.95)

where in the second line we have used ∂zDzDzg = DzDz̄D
z̄g = DzD

zDzg. This finally leads
to

{QH+

f , Q̃H
+

g } = 1
4D

zDzDzg|z=w. (8.96)

This is in agreement with our earlier result (8.62) for the infinitesimal bracket {δQH+
f , δQ̃H

+
g }.

What is the meaning of this central term? To answer this question, we take a look at
the simpler case of the electromagnetic charges of large gauge transformation, and see that
a similar problem arises there.

8.6 Electromagnetism

Now we review the electromagnetic duality on the Schwarzschild horizon, which is parallel
to the case of the future null infinity I+ since both H+ and I+ are null hypersurfaces. We
refer the reader to [116,117] for electromagnetism on I+.

Like the BMS charges, the electromagnetic charges split into the H+ and X+ contri-
butions (8.13). Horizon contributions of the (soft) electric and magnetic charges are given
by

QH+

λ =
∫
H+

dα ∧ ∗F, (8.97)

Q̃H+

λ =
∫
H+

dα ∧ F, (8.98)

where λ(Θ) is a function on the sphere. We use the curly letter Q to distinguish these
charges from the diffeomorphism charges.
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In the complex coordinates (8.25), we can write

QH+

λ = −i
∫
H+

dv d2z (∂z̄λ(∗F )vz − ∂zλ(∗F )vz̄) (8.99)

= −
∫
H+

dv d2z (Fvz∂z̄λ+ Fvz̄∂zλ) , (8.100)

Q̃H+

λ = −i
∫
H+

dv d2z (Fvz∂z̄λ− Fvz̄∂zλ) . (8.101)

In the temporal gauge Av = 0, we have Fvz = ∂vAz and

QH+

λ =
∫
H+
−

d2z (Az∂z̄λ+ Az̄∂zλ) , (8.102)

Q̃H+

λ = −i
∫
H+

dv d2z (Fvz∂z̄λ− Fvz̄∂zλ) . (8.103)

The Poisson bracket has the form

{Az(v, z, z̄), Fvz̄(v′, z′, z̄′)} = δ(v − v′)δ2(z − z′), (8.104)

using which we obtain

{QH+

λ , Q̃H+

σ } =
∫
H+
−

d2z
√
γ εAB∂Aλ∂Bσ (8.105)

=
∫
S2
dλ ∧ dσ. (8.106)

For λ with poles in z, this gives rise to a central term in the algebra, just as in the case of
gravity.

To get rid of the central term in the algebra, one may imagine that there exists a boundary
theory on H+ such that the anomalous term is canceled. For this purpose, let us consider
a U(1)× U(1) Chern-Simons theory with two independent 1-form fields a and ã on the null
surface Σ,

S = k

4π

∫
Σ
a ∧ dã. (8.107)

Under an electric large gauge transformation a and ã transform as

a → a+ dφ, (8.108)

ã → ã, (8.109)
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and under a magnetic large gauge transformation they transform as

a → a, (8.110)

ã → ã+ dφ̃. (8.111)

From the action we find the equations of motion to be da = 0 and dã = 0. Variation of the
action yields

δS = k

4π

∫
Σ

(δa ∧ dã+ a ∧ dδã) (8.112)

= k

4π

∫
Σ

(δa ∧ dã− da ∧ δã) + k

4π

∫
∂Σ
a ∧ δã, (8.113)

from which we obtain the symplectic potential to be

θ(a, ã, δa, δã) = k

4πa ∧ δã. (8.114)

Accordingly, the symplectic current density is

ω(a, ã, δ1a, δ1ã, δ2a, δ2ã) = k

4π (δ1a ∧ δ2ã− δ2a ∧ δ1ã) . (8.115)

Since there are two types of LGT’s, we have two integrable charge variations. One is the
electric charge,

δQφ =
∫
∂Σ
ω(a, ã, δa, δã, dφ, 0) (8.116)

= − k

4π

∫
∂Σ
dφ ∧ δã, (8.117)

the other is the magnetic charge,

δQ̃φ =
∫
∂Σ
ω(a, ã, δa, δã, 0, dφ) (8.118)

= k

4π

∫
∂Σ
δa ∧ dφ. (8.119)

We can compute the algebra using either one of the variations,

{Qφ, Q̃ϕ} = δφQ̃ϕ = −δϕQφ, (8.120)
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and one can see that we get the same answer for both cases,

{Qφ, Q̃ϕ} = − k

4π

∫
∂Σ
dφ ∧ dϕ. (8.121)

The electric-electric and magnetic-magnetic brackets vanish regardless of the presence of
poles,

{Qφ,Qϕ} = 0, (8.122)

{Q̃φ, Q̃ϕ} = 0. (8.123)

Therefore, one finds the algebra to be exactly parallel to that of standard and dual LGT
charges on the horizon. The algebra (8.121), (8.122) and (8.123) tells us that putting a
U(1) × U(1) Chern-Simons theory with the proper choice of the level k on the horizon, we
can get rid of the central term in the standard and dual LGT algebra.

8.7 Summary and Remarks

In this chapter, we have used the formalism of Godazgar, Godazgar and Perry [108, 109]
to compute the standard and dual supertranslation charges on the future Schwarzschild
horizon, see equations (8.23) and (8.24). We have demonstrated that having poles in the
supertranslation parameter function leads to the algebra exhibiting a central term, propor-
tional to triple derivative of the dual supertranslation parameter (see equations (8.62) and
(8.96)), which is reminiscent of the case of near-horizon diffeomorphism algebra of rotating
black holes [89, 154].

What does this imply for the standard and dual BMS algebra on the horizon? A similar
central term is observed in the algebra of LGTs in electromagnetism, and we have seen that
putting a U(1) × U(1) Chern-Simons theory may remove this term, see equations (8.106)
and (8.121). Therefore, it is plausible that the central term of the supertranslation algebra
hints at the existence of a gravitational Chern-Simons theory living on the horizon. What
this gravitational theory should be is still not clear. We leave this for future investigation.
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Appendix A

Convergence Constraints of Graviton
Dressings

In this appendix, we briefly discuss some constraints that the gravitational dressing at null
infinity must satisfy.

Starting from the interaction term, one can show [9] that the graviton cloud operator is
of the form eR(t), where

R(t) = κ

2

∫
d̃3p d̃3k ρ(p)p

µpν

p · k

(
a†µν(k)e−i

p·k
ωp
t − aµν(k)ei

p·k
ωp
t
)
. (A.1)

We used the shorthand notation (1.10), and ρ(p) = b†(p)b(p) is the number operator of the
scalar particle. eR(t) maps the Fock space HF to the Faddeev-Kulish asymptotic space Has,
i.e.

eR(t)HF = Has . (A.2)

An operator of the form eRf , where Rf is given by

Rf = κ

2

∫
d̃3p d̃3k ρ(p)

(
fµν∗a†µν − fµνaµν

)
, (A.3)

can be constructed such that eRf also yields the Faddeev-Kulish asymptotic space:

Has = eRfHF . (A.4)

We wish to identify the constraints on fµν that allows the operator eRf to have this property.
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To this end, let us use the Baker-Campbell-Hausdorff (BCH) formula to decompose eR(t) as

eR(t) = eRf eR(t)−Rf e−
1
2 [Rf ,R(t)]. (A.5)

Demanding that eR(t)−Rf and e− 1
2 [Rf ,R(t)] be unitary operators in the Fock space yields the

desired property,

Has = eR(t)HF = eRf eR(t)−Rf e−
1
2 [Rf ,R(t)]HF = eRfHF . (A.6)

Let us start with e−[Rf ,R(t)]/2. The definitions (A.1) and (A.3) tell us that both Rf and
R(t) are anti-Hermitian. Since the commutator of two anti-Hermitian operators is itself anti-
Hermitian, e−[Rf ,R(t)]/2 is a unitary operator (up to normalization) as long as the commutator
converges. By direct calculation, we obtain

[Rf , R(t)] =κ
2

8

∫
d̃3p1 d̃3p2 d̃3k ρ(p1)ρ(p2)

× Iµνρσ
[
fµν∗(p1, k)Pρσ(p2, k)− fµν(p1, k)Pρσ∗(p2, k)

]
,

(A.7)

where

Pµν(p, k) ≡ pµpν

p · k
e
i p·k
ωp
t
. (A.8)

This commutator involves the k-integral

∫ d3k

ωk

pρ2p
σ
2

p2 · k
φ(p1, k)

{(
pµ1p

ν
1

p1 · k
+ cµν∗

ωk

)
e
i
p2·k
ωp2

t −
(
pµ1p

ν
1

p1 · k
+ cµν

ωk

)
e
−i p2·k

ωp2
t

}
, (A.9)

which has IR divergence if the leading term of cµν in k has non-zero imaginary part. There-
fore, the unitarity of e− 1

2 [Rf ,R(t)] demands

c∗µν(p, k)− cµν(p, k) = O(k). (A.10)

The subleading terms of cµν does not contribute to the commutator (A.7); the asymptotic
time t is taken to be very large, i.e. |t| → ∞, and by virtue of the Riemann-Lebesgue lemma,
the only contribution comes from small k.

Next, we consider eR(t)−Rf . Using the BCH formula to write this in a normal-ordered
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form, we obtain

eR(t)−Rf = exp
{
−κ

2

16

∫
d̃3p1 d̃3p2 d̃3k ρ(p1)ρ(p2) (Pµν∗1 − fµν∗1 ) Iµνρσ (Pρσ2 − f

ρσ
2 )

}

× exp
{
κ

2

∫
d̃3p d̃3k ρ(p) (Pµν∗ − fµν∗) a†µν

}
× exp

{
−κ2

∫
d̃3p d̃3k ρ(p) (Pµν − fµν) aµν

}
,

(A.11)

where Pµνi ≡ Pµν(pi, k) and fµνi ≡ fµν(pi, k) for i = 1, 2. The first exponential involves an
integrand of the form

1
ωk

(Pµν∗1 − fµν∗1 ) Iµνρσ (Pρσ2 − f
ρσ
2 ) k→0−−→ 1

ω3
k

cµν∗(p1, k)Iµνρσcρσ(p2, k). (A.12)

Due to the gauge constraint (2.7), the leading term of cµν cannot cancel any poles 1/ωk in
this limit, meaning that the integral exhibits IR divergence unless the leading term of (A.12)
in k vanishes. Using (A.10) to write cµν∗ = cµν +O(k) in (A.12), we find that the following
constraint,

cµν(p1, k)Iµνρσcρσ(p2, k) = O(k) for all p1 and p2, (A.13)

is sufficient for eR(t)−Rf to form a unitary operator. Notice that when this is satisfied, the
last two exponentials (A.11) form unitary operators in the Fock space as well.

The subleading O(k) terms in (A.13), which also include the subleading terms in (A.10)
due to rewriting cµν∗ = cµν + O(k), give a finite value to the k-integral in (A.11). These
terms therefore only contribute to the normalization of the states and can be ignored.
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Appendix B

Cancellation of Infrared Divergence

By constructing asymptotic states analogous to that of Faddeev and Kulish [8], IR divergence
in gravity was shown [9] to cancel to all loop orders for single-particle asymptotic states by
making a convenient choice of cµν , i.e. cµν(p, k)ε±µν(k) = 0. Here we generalize this to multi-
particle asymptotic states using a general cµν that is only subject to the basic constraints
(2.7)-(2.9). We set φ(p, k) = 1 without any loss of generality since this only changes the
overall normalization of the states.

The equations involved turn out to be cumbersome, so let us begin by laying down
some shorthand notations. We remind the reader that the dressed creation and annihilation
operators of the scalar particle take the form

eRf (p)b†(p) = exp
[
κ

2

∫
d̃3k

(
fµν(p, k)a†µν(k)− fµν(p, k)aµν(k)

)]
b†(p) (B.1)

e−Rf (p)b(p) = exp
[
−κ2

∫
d̃3k

(
fµν(p, k)a†µν(k)− fµν(p, k)aµν(k)

)]
b(p) . (B.2)

The dressings e±Rf (p) commute with the undressed operators b, b†. If we define

Sµν(p, k) = κ

2fµν(p, k) (B.3)

Pµν(p, k) = κ

2

(
pµpν
p · k

)
(B.4)

Cµν(p, k) = κ

2
cµν(p, k)
ωk

(B.5)
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so that Sµν = Pµν + Cµν , we have

eRf (p)b†(p) = exp
[∫

d̃3k
(
Sµν(p, k)a†µν(k)− Sµν(p, k)aµν(k)

)]
b†(p) (B.6)

e−Rf (p)b(p) = exp
[
−
∫
d̃3k

(
Sµν(p, k)a†µν(k)− Sµν(p, k)aµν(k)

)]
b(p). (B.7)

We use the superscript “in" (“out") to denote the quantity summed over all incoming (out-
going) scalar particles. The superscript “tot" denotes the difference between “out" and “in".
For example,

Sin
µν(k) =

∑
i∈in

Sµν(pi, k), Sout
µν (k) =

∑
i∈out

Sµν(pi, k), Stot
µν = Sout

µν − Sin
µν , (B.8)

P in
µν(k) =

∑
i∈in

Pµν(pi, k), P out
µν (k) =

∑
i∈out

Pµν(pi, k), P tot
µν = P out

µν − P in
µν , (B.9)

C in
µν(k) =

∑
i∈in

Cµν(pi, k), Cout
µν (k) =

∑
i∈out

Cµν(pi, k), Ctot
µν = Cout

µν − C in
µν . (B.10)

We sometimes write

Snµν ≡ Sµν(pn, k) (B.11)

in contexts where the graviton momentum k is unambiguous.

B.1 Sources of infrared divergence

Listed below are the possible sources of IR divergence:

1. Virtual gravitons. It is well known that only the virtual gravitons connecting two
external legs produce IR divergence, and that their contribution exponentiates [2].
This contribution takes the form [9]

exp
[
− κ2

128π3

∑
n,m

∫ d3k

ωk

ηnηm [(pn · pm)2 − (1/2)p2
np

2
m]

(pn · k)(pm · k)

]
, (B.12)

where each sum runs over the external particles. η = +1 for an outgoing particle, and
η = −1 for an incoming particle.

2. Real gravitons. External soft gravitons are another source of IR divergence [2]. In this
section the external states involve gravitons only in the form of Faddeev-Kulish clouds.

3. Interacting gravitons. We reserve the term “interacting" to denote the gravitons that
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connect a Faddeev-Kulish cloud to either an external or an internal leg. We follow the
procedure analogous to the work of Chung [4] to factor out the IR divergence from this
type of contribution.

4. Cloud-to-cloud gravitons. These gravitons propagate from one cloud to another. We
can further group these into two types:

(a) “Disconnected" gravitons. We use this term to denote gravitons that connect the
cloud of an incoming particle with the cloud of an outgoing particle.

(b) In-to-in/out-to-out gravitons. In-to-in (out-to-out) gravitons connect two incom-
ing (outgoing) clouds. Note that the graviton can be emitted and absorbed by
the same cloud, see figures B.3(b) and B.3(c).

B.2 Single-particle external states, cancellation to one
loop

We start with the case of single-scalar in, single-scalar out, and show that the divergent
factors cancel to second-order in the interaction. In the next subsection we see how this
generalizes to multiple-scalar in, multiple-scalar out, and show the cancellation to all orders
of interaction.

Consider the single-scalar asymptotic in-state

|i〉 = eRf (pi)b†(pi) |0〉 (B.13)

= exp
[∫

d̃3k
(
Siµνa

†µν − Siµνaµν
)]
b†(pi) |0〉 . (B.14)

The commutator[(∫
d̃3k Siµνa

†µν
)
,
(
−
∫
d̃3k Siµνa

µν
)]

= 1
2

∫
d̃3k SiµνI

µνρσSiρσ (B.15)

is a c-number, so we can use the BCH formula eA+B = eAeBe−
1
2 [A,B] to write

exp
[∫

d̃3k
(
Siµνa

†µν − Siµνaµν
)]

= exp
(∫

d̃3k Siµνa
†µν
)

exp
(
−
∫
d̃3k Siµνa

µν
)

exp
(
−1

4

∫
d̃3k SiµνI

µνρσSiρσ

)
.

(B.16)
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(a) (b) (c)

Figure B.1: Contributions of a virtual graviton.

Therefore, the in-state may be written as

|i〉 = exp
(
−1

4

∫
d̃3k SiµνI

µνρσSiρσ

)
exp

(∫
d̃3k Siµνa

†µν
)
b†(pi) |0〉 , (B.17)

since aµν commutes with b† and annihilates the vacuum. To the lowest order, this is

|i〉 =
(

1− 1
4

∫
d̃3k SiµνI

µνρσSiρσ +
∫
d̃3k Siµνa

†µν
)
b†(pi) |0〉 . (B.18)

Similarly, we may write the asymptotic out-state as

〈f| = 〈0| b(pf )e−Rf (pf ) (B.19)

= 〈0| b(pf ) exp
[
−
∫
d̃3k

(
Sfµνa

†µν − Sfµνaµν
)]

(B.20)

= 〈0| b(pf ) exp
(∫

d̃3k Sfµνa
µν
)

exp
(
−1

4

∫
d̃3k SfµνI

µνρσSfρσ

)
, (B.21)

or to the lowest order,

〈f| = 〈0| b(pf )
(

1− 1
4

∫
d̃3k SfµνI

µνρσSfρσ +
∫
d̃3k Sfµνa

µν
)
. (B.22)

We now demonstrate that an amplitude of the form 〈f|S|i〉 is free of IR divergence.
Let us begin with the contribution of virtual gravitons. Diagrams that fall into this

category are given in figure B.1. (B.12) sums up these contributions, which in our case of
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(a) (b) (c) (d)

Figure B.2: Contributions of interacting gravitons.

single particle external states can be written as

exp
[
−κ2 ∑

n,m

∫ d3k

128π3ωk

ηnηm [(pn · pm)2 − (1/2)p2
np

2
m]

(pn · k)(pm · k)

]
(B.23)

≈ 1− κ2 ∑
n,m

∫ d3k

128π3ωk

ηnηm [(pn · pm)2 − (1/2)p2
np

2
m]

(pn · k)(pm · k) (B.24)

= 1− κ2

128π3

∫ d3k

ωk

[
p4
f

2(pf · k)2 + p4
i

2(pi · k)2 − 2
(

(pf · pi)2 − 1
2p

2
fp

2
i

(pf · k)(pi · k)

)]
. (B.25)

Thus we find the contribution A(1)
virt of virtual gravitons to be

A
(1)
virt = − κ2

128π3

∫ d3k

ωk

[
p4
f

2(pf · k)2 + p4
i

2(pi · k)2 − 2
(

(pf · pi)2 − 1
2p

2
fp

2
i

(pf · k)(pi · k)

)]
, (B.26)

where the superscript (1) emphasizes that this is the leading term in the interaction.
Next, we consider the contributions of interacting gravitons. There are four diagrams

that are IR-divergent, which are shown in figure B.2. Contribution from figure B.2(a) yields
a factor of

∫
d̃3k Sfµν

1
2I

µνρσ

(
−i

2pf · k

)(
iκpfρp

f
σ

)
= 1

2

∫
d̃3k SfµνI

µνρσP f
ρσ , (B.27)

where −i/2pf · k is the propagator, iκpfρpfσ comes from the vertex rule, and the rest comes
from the contraction of an outgoing cloud and hρσ(x). Similarly, diagrams (b), (c) and (d)
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(a) (b) (c)

Figure B.3: Contributions of cloud-to-cloud gravitons.

contribute the following factors respectively:

−1
2

∫
d̃3k SfµνI

µνρσP i
ρσ (B.28)

−1
2

∫
d̃3k SiµνI

µνρσP f
ρσ (B.29)

1
2

∫
d̃3k SiµνI

µνρσP i
ρσ (B.30)

The net contribution of interacting graviton is the sum of (B.27)-(B.30), which reads

1
2

∫
d̃3k

(
Sfµν − Siµν

)
Iµνρσ

(
P f
ρσ − P i

ρσ

)
= 1

2

∫
d̃3k Stot

µν I
µνρσP tot

ρσ . (B.31)

The last contribution comes from the cloud-to-cloud gravitons. There are three diagrams
that correspond to this category, shown in figure B.3. Figure B.3(a) shows the “disconnected"
graviton line. Recalling that the initial and final states are

|i〉 =
(

1− 1
4

∫
d̃3k SiµνI

µνρσSiρσ +
∫
d̃3k Siµνa

†µν
)
b†(pi) |0〉 (B.32)

〈f| = 〈0| b(pf )
(

1− 1
4

∫
d̃3k SfµνI

µνρσSfρσ +
∫
d̃3k Sfµνa

µν
)
, (B.33)

we can see that the disconnected line corresponds to the contraction of the last terms of
(B.32) and (B.33),

∫
d̃3k d̃3k′ Sµν(pf , k)Sρσ(pi, k′) 〈0|aµν(k)a†ρσ(k′)|0〉 (B.34)

= 1
2

∫
d̃3k SfµνI

µνρσSiρσ (B.35)

= 1
4

∫
d̃3k SfµνI

µνρσSiρσ + 1
4

∫
d̃3k SiµνI

µνρσSfρσ , (B.36)

where in the last equation we used the symmetry of Iµνρσ = ηµρηνσ + ηµσηνρ− ηµνηρσ under
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(µν) ↔ (ρσ). Figures B.3(b) and B.3(c) are the out-to-out and in-to-in graviton lines,
respectively. These contribute a factor coming from the second terms of (B.33) and (B.32),

−1
4

∫
d̃3k

(
SfµνI

µνρσSfρσ + SiµνI
µνρσSiρσ

)
, (B.37)

which, combined with (B.36), form the cloud-to-cloud contribution

−1
4

∫
d̃3k

(
Sfµν − Siµν

)
Iµνρσ

(
Sfρσ − Siρσ

)
= −1

4

∫
d̃3k Stot

µν I
µνρσStot

ρσ . (B.38)

The leading contribution A(1)
cloud involving the clouds can therefore be written as the sum

of (B.31) and (B.38):

A
(1)
cloud = −1

4

∫
d̃3k Stot

µν I
µνρσStot

ρσ + 1
2

∫
d̃3k Stot

µν I
µνρσP tot

ρσ . (B.39)

Noting that Stot
µν = P tot

µν + Ctot
µν , we write

A
(1)
cloud = 1

4

∫
d̃3k Iµνρσ

[
−
(
P tot
µν + Ctot

µν

) (
P tot
ρσ + Ctot

ρσ

)
+ 2

(
P tot
µν + Ctot

µν

)
P tot
ρσ

]
(B.40)

= 1
4

∫
d̃3k P tot

µν I
µνρσP tot

ρσ −
1
4

∫
d̃3k Ctot

µν I
µνρσCtot

ρσ . (B.41)

The second term involving the integral

∫ d3k

ω3
k

(
cfµν − ciµν

)
Iµνρσ

(
cfρσ − ciρσ

)
, (B.42)

derives solely from the interactions between graviton clouds. Note that in this case of single-
particle states, we cannot use different cµν for the incoming and outgoing particles, since
that renders the integral (B.42) divergent. This point becomes more clear when we study
the case of multi-particle states in the next subsection. This term thus vanishes due to the
convergence constraint (2.9). Then we are left with

A
(1)
cloud = 1

4

∫
d̃3k P tot

µν I
µνρσP tot

ρσ (B.43)

= κ2

16

∫ d3k

(2π)32ωk

(
pfµp

f
ν

pf · k
−
piµp

i
ν

pi · k

)
Iµνρσ

(
pfρp

f
σ

pf · k
−
piρp

i
σ

pi · k

)
(B.44)

= κ2

128π3

∫ d3k

ωk

[
p4
f

2(pf · k)2 + p4
i

2(pi · k)2 − 2
(

(pf · pi)2 − 1
2p

2
fp

2
i

(pf · k)(pi · k)

)]
. (B.45)

This is precisely A(1)
virt with the opposite sign, and therefore cancels the contribution of the
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virtual gravitons.

B.3 Multi-particle external states, cancellation to all
orders

To all loop orders, the contribution Avirt of soft gravitons in loops is given by (B.12), which
reads

Avirt = exp
[
− κ2

128π3

∑
n,m

∫ d3k

ωk

ηnηm [(pn · pm)2 − (1/2)p2
np

2
m]

(pn · k)(pm · k)

]
(B.46)

= exp
(
−1

4
∑
n,m

ηnηm

∫
d̃3k P n

µνI
µνρσPm

ρσ

)
, (B.47)

where the summation indices n and m run over all external particles.
Next we compute the interacting gravitons’ contribution. To this end, let us first examine

how the insertion of a soft graviton affects the amplitude of a diagram, following the proce-
dure analogous to that of Chung [4] for QED. Suppose we have a diagram with amplitude
M (0) that does not contain any soft gravitons. Inserting a soft graviton aµ1ν1(k1) or a†µ1ν1(k1)
gives us a new amplitude

M (1)
µ1ν1(k1) = ±P tot

µ1ν1(k)M (0) + ξ̃µ1ν1(k1), (B.48)

where the net soft factor P tot
µ1ν1(k) comes from attaching the graviton to the external legs,

and ξ̃µ1ν1(k1) comes from attaching it to the body of the diagram and does not contain IR
divergence in k1. The + (−) sign corresponds to emission (absorption) of the graviton. The
Lorentz indices µ1 and ν1 eventually contract with the clouds

∫
d̃3k Sρσ

1
2I

ρσµν , but we leave
them free for now. We can see that an amplitude M (n)

µ1ν1···µnνn with n real soft gravitons may
be written as

M (n)
µ1ν1···µnνn(k1, · · · , kn) = ±P tot

µnνn(kn)M (n−1)
µ1ν1···µn−1νn−1(k1, · · · , kn−1)

+ ξ̃µ1ν1···µnνn(k1, · · · , kn−1; kn),
(B.49)

where ξ̃µ1ν1···µnνn(k1, · · · , kn−1; kn) does not contain IR divergence in kn. We know from [155]
that such equation can be unwound as a sum over all permutations of the gravitons, in this
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case represented by the labels (µ, ν, k)’s:

M (n)
µ1ν1···µnνn(k1, · · · , kn) =

n∑
s=0

∑
Perm

(µ,ν,k)

(−1)m
s!(n− s)!

[
s∏
i=1

P tot
µiνi

(ki)
]
ξµs+1νs+1···µnνn(ks+1, · · · , kn),

(B.50)

where m is the number of absorbed gravitons and ξ’s are some IR-convergent functions
symmetric in the gravitons, or equivalently in the labels (µ, ν, k)’s.

We now examine the amplitude of a diagram with N (N ′) interacting soft gravitons that
connect to the clouds of incoming (outgoing) scalars. This puts n = N +N ′, so let us write

M (N+N ′)
µ1ν1···µN+N′νN+N′

(k1, · · · , kN+N ′) = (−1)N
N+N ′∑
s=0

∑
Perm

(µ,ν,k)

M (N+N ′,s)
µ1ν1···µN+N′νN+N′

(k1, · · · , kN+N ′)
s!(N +N ′ − s)!

(B.51)

with the restricted amplitude defined by

M (n,s)
µ1ν1···µnνn(k1, · · · , kn) ≡

[
s∏
i=1

P tot
µiνi

(ki)
]
ξµs+1νs+1···µnνn(ks+1, · · · , kn), (B.52)

representing the sum of all diagrams where the first s gravitons connect to external legs and
the rest to internal legs. One such diagram is shown in figure B.4. The product ∏i P

tot
µiνi

is
the IR-divergent factor due to the gravitons (red in the figure) connecting to external legs.
The function ξµs+1νs+1··· is the contribution of the remaining gravitons (blue in the figure)
connecting to internal legs. One can see that M (n,s)

µ1ν1··· is symmetric in the in the first s and
the last N +N ′ − s labels (µ, ν, k). The expression

∑
Perm

(µ,ν,k)

1
s!(N +N ′ − s)!M

(N+N ′,s)
µ1ν1···µN+N′νN+N′

(k1, · · · , kN+N ′) (B.53)

hence represents the sum of all diagrams that have N +N ′ interacting gravitons where any
s of them are connected to the external legs. Since M (N+N ′)

µ1ν1··· sums over these diagrams for
all 0 ≤ s ≤ N + N ′, apart from the factor (−1)N , it represents the amplitude (with loose
ends) of a process involving N +N ′ interacting gravitons.

Now we connect the loose ends to the graviton clouds. Let us restrict our attention to a
specific configuration, where the ith (jth) incoming (outgoing) cloud has Ni (N ′j) interacting
gravitons connected to it, so that ∑i∈in Ni = N and ∑j∈out N

′
j = N ′. Later we sum over

all possible configurations. As we saw in the case of a single-particle state, connecting a
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Figure B.4: A diagram with nin incoming, nout outgoing scalar particles, and N +N ′ inter-
acting gravitons. The loose ends of graviton lines connect to the clouds, which are not drawn
here. There are s gravitons (colored red) connected to external legs, each contributing an
IR-divergent factor ±Pµν . The remaining N +N ′−s gravitons (colored blue) connect to the
internal legs and constitute the IR-convergent part ξ.

graviton to the cloud of an external particle having momentum p amounts to contracting
with an expression of the form

1
2

∫
d̃3k Sµν(p, k)Iµνρσ. (B.54)

The Lorentz indices ρ and σ contract with the indices of the corresponding loose end. After
connecting all loose ends, we have N + N ′ copies of these integrals with varying momenta
p, their Lorentz indices contracted with M (N+N ′)

µ1ν1··· . The order in which the gravitons are
connected is irrelevant as long as we have the same configuration ({Ni}, {N ′j}), because
in M (N+N ′)

µ1ν1··· we are summing over all permutations of the loose ends. Since order does not
matter, let us simply connect the first N1 gravitons (µ1, ν1, k1), · · · , (µN1 , νN1 , kN1) to the
first incoming cloud, the next N2 gravitons to the second cloud, and so on. By the time we
exhaust all of the incoming clouds, we would have connected N gravitons, leaving us with
N ′ loose ends. Then, we repeat this procedure for the outgoing clouds - connect the first N ′1
among the N ′ leftover gravitons to the first outgoing cloud, etc. For notational simplicity,
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let us define the sequence

(ai)N+N ′
i=1 =

( N︷ ︸︸ ︷
p1, · · · , p1︸ ︷︷ ︸

N1

, p2, · · · , p2︸ ︷︷ ︸
N2

, · · · , pnin , · · · , pnin︸ ︷︷ ︸
Nnin

,

N ′︷ ︸︸ ︷
p′1, · · · , p′1︸ ︷︷ ︸

N ′1

, · · · , p′nout , · · · , p
′
nout︸ ︷︷ ︸

N ′nout

)
.

(B.55)

Using this, we can connect all loose ends by writingN+N ′∏
r=1

1
2

∫
d̃3kr S

ar
µνI

µνρrσr

M (N+N ′)
ρ1σ1···ρN+N′σN+N′

(k1, · · · , kN+N ′), (B.56)

where Sarµν ≡ Sµν(ar, k). Writing out the expression for M (N+N ′)
ρ1σ1··· , we obtain

(−1)N
N+N ′∑
s=0

N+N ′∏
r=1

1
2

∫
d̃3kr S

ar
µνI

µνρrσr


×

∑
Perm

(ρ,σ,k)

[
1
s!

s∏
i=1

P tot
ρiσi

(ki)
]
ξρs+1σs+1···ρN+N′σN+N′ (ks+1, · · · , kN+N ′)

(N +N ′ − s)! .
(B.57)

The summand of∑s is the sum of all diagrams where s of the N+N ′ interacting gravitons are
being connected to external legs. For a given s, let us say there are si (s′i) gravitons connecting
the ith (jth) incoming (outgoing) cloud to external legs, so that ∑i∈in si + ∑

j∈out s
′
j = s.

Then, instead of summing over the total number s, we can sum over each of the numbers si
an s′i. This yields

(−1)N
∏
i∈in

Ni∑
si=0


 ∏
j∈out

N ′j∑
s′j=0


N+N ′∏

r=1

1
2

∫
d̃3kr S

ar
µνI

µνρrσr


×

∑
Perm

(ρ,σ,k)

[
1
s!

s∏
i=1

P tot
ρiσi

(ki)
]
ξρs+1σs+1···ρN+N′σN+N′ (ks+1, · · · , kN+N ′)

(N +N ′ − s)! ,

(B.58)

where s is now defined as s = ∑
i∈in si+

∑
j∈out s

′
j. Among theN+N ′ copies of 1

2
∫
d̃3k SµνI

µνρσ,
s copies contract with ∏Pρσ (corresponding to external legs) and form the IR-divergent fac-
tor; the remaining N + N ′ − s copies contract with ξρσ··· and end up in the IR-convergent
part. For the ith incoming cloud, there are Ni copies of 1

2
∫
d̃3k SµνI

µνρσ but only si copies
of ∏P tot

ρσ , which indicates that we get
(
Ni
si

)
identical contractions. By the same token, the

jth outgoing cloud has
(
N ′j
s′j

)
identical contractions. Therefore, contracting the indices and
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distributing (−1)N yields

∏
i∈in

Ni∑
si=0

(
Ni

si

)(
−1

2

∫
d̃3k SiµνI

µνρσP tot
ρσ

)si
 ∏
j∈out

N ′j∑
s′j=0

(
N ′j
s′j

)(1
2

∫
d̃3k SjµνI

µνρσP tot
ρσ

)s′j
× M̃′

N1−s1,··· ,Nnin−snin ,N
′
1−s

′
1,··· ,N ′nout−s

′
nout

,

(B.59)

where M̃′
N1−s1,··· is the IR-convergent part of the amplitude (from the contractions with ξ),

given by

M̃′
N1−s1,··· ,Nnin−snin ,N

′
1−s

′
1,··· ,N ′nout−s

′
nout

= (−1)
∑

i∈in(Ni−si)

×

N+N ′−s∏
r=1

1
2

∫
d̃3kr S

a′r
µνI

µνρrσr

 ξρ1σ1···ρN+N′−sσN+N′−s(k1, · · · , kN+N ′−s).
(B.60)

Here we used a sequence a′ similar to (B.55) to simplify the notation:

(
a′i
)N+N ′−s

i=1
≡
( N−

∑
i
si︷ ︸︸ ︷

p1, · · · , p1︸ ︷︷ ︸
N1−s1

, · · · , pnin , · · · , pnin︸ ︷︷ ︸
Nnin−snin

,

N ′−
∑

j
s′j︷ ︸︸ ︷

p′1, · · · , p′1︸ ︷︷ ︸
N ′1−s

′
1

, · · · , p′nout , · · · , p
′
nout︸ ︷︷ ︸

N ′nout−s
′
nout

)
. (B.61)

The first line of (B.59) is the IR-divergent contribution of the configuration ({Ni},{N ′j})
factored out of the amplitude.

There is a combinatorial factor that accompanies (B.59), and to compute this we have to
take into account other types of contributing gravitons. A cloud has three types of gravitons
attached to it: the interacting gravitons, the disconnected gravitons, and the in-to-in/out-
to-out gravitons. The in-to-in and out-to-out gravitons are treated separately later, so for
the moment let us assume that there are only the first two types. Let li (l′j) denote the
number of disconnected gravitons attached to a cloud of an incoming (outgoing) scalar. l
is the total number of disconnected graviton lines, so that ∑i li = ∑

j l
′
j = l. A cloud with

Ni interacting and li disconnected graviton lines attached to it involves Ni + li graviton
creation/annihilation operators, which means it comes from the (Ni + li)-th term in the
Taylor expansion of e±Rf (p). This term is accompanied by the factor 1/(Ni+ li)!. Since there
are

(
Ni+li
Ni

)
= (Ni + li)!/li!Ni! ways to group these into interacting/disconnected gravitons,

this cloud has a net factor of 1/li!Ni!. This applies to every incoming and outgoing cloud,
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and therefore the configuration ({Ni, li}, {N ′j, l′j}) has a net combinatorial factor of

[∏
i∈in

1
li!Ni!

]  ∏
j∈out

1
l′j!N ′j!

 . (B.62)

Multiplying this with (B.59) yields

∏
i∈in

1
li!

Ni∑
si=0

1
si!

(
−1

2

∫
d̃3k SiµνI

µνρσP tot
ρσ

)si
 ∏
j∈out

1
l′j!

N ′j∑
s′j=0

1
s′j!

(1
2

∫
d̃3k SjµνI

µνρσP tot
ρσ

)s′j
× M̃N1−s1,··· ,Nnin−snin ,N

′
1−s

′
1,··· ,N ′nout−s

′
nout

,

(B.63)

where

M̃j1,j2,··· ,jnin ,j
′
1,j
′
2,··· ,j′nout

≡
M̃′

j1,j2,··· ,jnin ,j
′
1,j
′
2,··· ,j′nout

j1!j2! · · · jnin !j′1!j′2! · · · j′nout !
(B.64)

is the the rescaled finite amplitude.
We also have the contribution from the disconnected gravitons. A graviton line connecting

the ith incoming cloud to the jth outgoing cloud contributes a factor

1
2

∫
d̃3k Sµν(p′j, k)IµνρσSρσ(pi, k). (B.65)

Summing over all possible disconnected lines therefore contributes the factor

l!

1
2
∑
n∈out
m∈in

∫
d̃3k SnµνI

µνρσSmρσ


l

= l!
[1
2

∫
d̃3k Sout

µν I
µνρσSin

ρσ

]l
, (B.66)

where l! is the number of ways we can pair l incoming gravitons with l outgoing gravitons.
The product of (B.63) and (B.66) form the contribution of a single configuration ({Ni, li},

{N ′j, l′j}). Taking these two expressions and summing over all Ni, N ′j, li, l′j, and l gives us
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the amplitude

∞∑
l=0

∑∑
li=l

∑∑
l′j=l

∑
{Ni}

∑
{N ′j}

l!
[1
2

∫
d̃3k Sout

µν I
µνρσSin

ρσ

]l

×

∏
i∈in

1
li!

Ni∑
si=0

1
si!

(
−1

2

∫
d̃3k SiµνI

µνρσP tot
ρσ

)si
×

 ∏
j∈out

1
l′j!

N ′j∑
s′j=0

1
s′j!

(1
2

∫
d̃3k SjµνI

µνρσP tot
ρσ

)s′jM̃N1−s1,··· ,Nnin−snin ,N
′
1−s

′
1,··· ,N ′nout−s

′
nout

.

(B.67)

Let us use the identity

∑∑
li=l

l!
l1!l2! · · · lnin ! = 1 (B.68)

to eliminate the li’s and l′j’s, and rearrange the sums

∞∑
Ni=0

Ni∑
si=0

→
∞∑
si=0

∞∑
Ni=si

→
∞∑
si=0

∞∑
mi=0

(B.69)

with mi ≡ Ni − si, after which (B.67) becomes

∞∑
l=0

1
l!

[1
2

∫
d̃3k Sout

µν I
µνρσSin

ρσ

]l ∏
i∈in

∞∑
si=0

∞∑
mi=0

1
si!

(
−1

2

∫
d̃3k SiµνI

µνρσP tot
ρσ

)si
×

 ∏
j∈out

∞∑
s′j=0

∞∑
m′j=0

1
s′j!

(1
2

∫
d̃3k SjµνI

µνρσP tot
ρσ

)s′jM̃m1,··· ,mnin ,m
′
1,··· ,m′nout

.

(B.70)

The divergent factors exponentiate, leaving us with

exp
(1

2

∫
d̃3k Sout

µν I
µνρσSin

ρσ + 1
2

∫
d̃3k Stot

µν I
µνρσP tot

ρσ

)
M̃ , (B.71)

where the leftover, IR-finite part M̃ of the amplitude is given by

M̃ ≡

∏
i∈in

∞∑
mi=0


 ∏
j∈out

∞∑
m′j=0

M̃m1,··· ,mnin ,m
′
1,··· ,m′nout

. (B.72)

Now we consider the contribution of the in-to-in and out-to-out gravitons. These con-
tributions manifest themselves in the form of normalization of the in- and out-states. In
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the single-particle case, we used the BCH formula to discard the annihilation operators. We
should be more careful in doing so when dealing with the general case of multi-particle state.
Consider for example the following two-particle state:

|i〉 = eRf (p1)b†(p1)eRf (p2)b†(p2) |0〉 (B.73)

= exp
(∫

d̃3k S1
µνa
†µν
)

exp
(
−
∫
d̃3k S1

µνa
µν
)

exp
(
−1

4

∫
d̃3k S1

µνI
µνρσS1

ρσ

)
× exp

(∫
d̃3k S2

µνa
†µν
)

exp
(
−1

4

∫
d̃3k S2

µνI
µνρσS2

ρσ

)
b†(p1)b†(p2) |0〉 .

(B.74)

We wish to eliminate exp
(
−
∫
d̃3k S1

µνa
µν
)
in (B.74), by commuting it all the way to the

vacuum; but it does not commute with exp
(∫
d̃3k S2

µνa
†µν
)
, and thus this procedure induces

an extra factor. Since

eAeB = eA+Be
1
2 [A,B] = eB+Ae

1
2 [A,B] = eBeAe[A,B] (B.75)

for [A,B] ∈ C, the extra factor is

exp
{
−
∫
d̃3k d̃3k′ Sµν(p1, k)Sρσ(p2, k

′)
[
aµν(k), a†ρσ(k′)

]}
(B.76)

= exp
{
−1

2

∫
d̃3k Sµν(p1, k)IµνρσSρσ(p2, k)

}
(B.77)

= exp
{
−1

4

∫
d̃3k

(
S1
µνI

µνρσS2
ρσ + S2

µνI
µνρσS1

ρσ

)}
, (B.78)

where in the last line we used the symmetry of Iµνρσ to write the expression in a symmetric
fashion. For a multi-particle in-state, we get a factor of this form for each unordered pair
of incoming scalars. With a similar line of reasoning for a multi-particle out-state, the total
contribution of the in-to-in and out-to-out gravitons results in a factor of

exp
{
−1

4

∫
d̃3k

(
Sin
µνI

µνρσSin
ρσ + Sout

µν I
µνρσSout

ρσ

)}
. (B.79)

Multiplying (B.79) with the divergent factor in (B.71) gives us the expression for the net
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divergent factor Acloud due to the amplitude interactions involving the clouds.

Acloud = exp

− 1
4

∫
d̃3k

(
Sin
µνI

µνρσSin
ρσ + Sout

µν I
µνρσSout

ρσ

)

+ 1
2

∫
d̃3k Sout

µν I
µνρσSin

ρσ + 1
2

∫
d̃3k Stot

µν I
µνρσP tot

ρσ


(B.80)

= exp
(
−1

4

∫
d̃3k Stot

µν I
µνρσStot

ρσ + 1
2

∫
d̃3k Stot

µν I
µνρσP tot

ρσ

)
. (B.81)

Since Stot
µν (k) = P tot

µν (k) + Ctot
µν (k),

Acloud = exp
{

1
4

∫
d̃3k

[
−
(
P tot
µν + Ctot

µν

)
Iµνρσ

(
P tot
ρσ + Ctot

ρσ

)
+ 2

(
P tot
µν + Ctot

µν

)
IµνρσP tot

ρσ

]}
(B.82)

= exp
{1

4

∫
d̃3k

(
P tot
µν I

µνρσP tot
ρσ − Ctot

µν I
µνρσCtot

ρσ

)}
(B.83)

= exp
(

1
4
∑
n,m

ηnηm

∫
d̃3k Pm

µνI
µνρσP n

ρσ

)
exp

(
−1

4

∫
d̃3k Ctot

µν I
µνρσCtot

ρσ

)
(B.84)

The first exponential of (B.84) is the inverse of Avirt, so let us write

Acloud = (Avirt)−1 exp(−aC) (B.85)

where a = κ2/256π3 and

C ≡
∫ d3k

ω3
k

 ∑
j∈out

cjµν −
∑
i∈in

ciµν

 Iµνρσ
 ∑
j∈out

cjρσ −
∑
i∈in

ciρσ

 . (B.86)

The factor e−aC derives solely from the interactions between graviton clouds. It only con-
tributes to the normalization of states, and we can use (2.9) to set C = 0. Therefore, Acloud

exactly cancels the divergent factor Avirt, proving the cancellation of IR divergence to all
orders.

Lastly, let us consider the general case where we use different dressings for the incoming
and outgoing state. Then, the expression (B.86) readily generalizes to

C ≡
∫ d3k

ω3
k

ctot
µν (k)Iµνρσctot

ρσ (k), with ctot
µν (k) ≡

∑
j∈out

c′µν(pj, k)−
∑
i∈in

cµν(pi, k). (B.87)

If ctot
µν (k) does not vanish as k → 0, then C diverges and e−aC → 0, forcing the amplitude to
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be zero. Non-zero amplitudes are therefore only allowed between asymptotic states whose
c-matrices satisfy

∑
j∈out

c′µν(pj, k) =
∑
i∈in

cµν(pi, k), (B.88)

up to subleading corrections of order O(k).
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Appendix C

BMS Modes at Null Infinity

In this appendix we review and extend on the work of [36, 124, 125] on the solutions of the
pure gauge mode λµ. The wave equation (2.20) in the hyperbolic system of coordinates takes
the form

∂ν∂
νλµ =

(
4ρ

τ 2 − ∂
2
τ

)
λµ = 0 , (C.1)

where
4ρ = (1 + ρ2)∂2

ρ + 1
ρ

(2 + 3ρ2)∂ρ + 1
ρ2 (1 + zz̄)2∂z∂z̄ . (C.2)

At τ →∞ the only non-vanishing component of λµ is λτ ,

lim
τ→∞

λτ (τ, ρ, z, z̄) = λ̃τ (ρ, z, z̄) , (C.3)

the asymptotic form of which obeys the following equation

4ρλ̃τ = n(n− 2)λ̃τ , (C.4)

where n = 3 in our case (for a U(1) gauge symmetry, n = 2). λ̃τ (ρ, z, z̄) can be written in
terms of the Green’s function

λ̃τ (ρ, z, z̄) =
∫
d2ωG(ρ, z, z̄;ω, ω̄)f(ω, ω̄) . (C.5)

The Green’s function obeys

4ρG = n(n− 2)G (C.6)

limρ→∞ ρ
2−nG(ρ, z, z̄;ω, ω̄) = δ2(z − ω) . (C.7)
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The two solutions to equation (C.6) are given by

G(ρ, z, z̄;ω, ω̄) = αf (n)(ρ, z, z̄;ω, ω̄) + βf (2−n)(ρ, z, z̄;ω, ω̄) (C.8)

where
f (n)(ρ, z, z̄;ω, ω̄) = n− 1

2n−1

√
γ

2π

(√
1 + ρ2 − ρ x̂z · x̂ω

)−n
. (C.9)

The asymptotic of the function f (n) is

lim
ρ→∞

f (n)(ρ, z, z̄;ω, ω̄) ∼

ρ
−n, x̂z 6= x̂ω

ρ+n, x̂z = x̂ω
(C.10)

and its integral over S2 asymptotes to

lim
ρ→∞

ρ2−n
∫
d2ω f (n)(ρ, z, z̄;ω, ω̄) = 1 . (C.11)

The solution for the gauge mode therefore asymptotes to

lim
ρ→∞

λ̃τ (ρ, z, z̄) = α(z, z̄) ρn−2 (1 + . . . ) + β(z, z̄) ρ−n (1 + . . . ) , (C.12)

where the dots stand for subleading terms in 1/ρ. The α-series is leading and do not vanish
at time-like infinity ρ → ∞. It is a large gauge transformation. The β-series is subleading
and vanishes at time-like infinity.

We would now like to express the α and β modes in terms of the radiative data Czz and
Cz̄z̄. To do this we should study the solutions to equation (2.40) for the gauge mode ξµ.
At leading order, only the τ -component is non-vanishing and its solution can be written in
terms of the Green’s function

ξτ =
∫
d2ωG(ρ, z, z̄;ω, ω̄)

(1
2∂τh

B − ∂νhBτν
)
. (C.13)

Plugging the solution for the Green’s function, and the asymptotic form of the metric in the
Bondi gauge, we get for the α-mode

lim
ρ→∞

ξατ = ρn−2 (∂zUz̄ + ∂z̄Uz)I+
+
. (C.14)

By comparing to (C.12), we conclude that

α = (∂zUz̄ + ∂z̄Uz)I+
+
. (C.15)
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To solve for the subleading β-mode in a similar way we have to study subleading corrections
to ξα. Here, we do not solve this problem explicitly, but instead give a heuristic explanation
based on properties of 2D conformal field theories. On S2 the leading α-mode is a left mover,
while the subleading β-mode is a right mover. This implies that the β-mode is orthogonal
to (C.15) and is therefore given by

β = i (∂zUz̄ − ∂z̄Uz)I+
+
. (C.16)

The factor of i is required to make β real. We leave the explicit analysis and further explo-
ration of this direction to future work. See [156] for a related work.
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Appendix D

Horizon Gauge Field in Rindler
Spacetime

In this appendix we show explicitly that the horizon field defined by

ÂHy (Ω) = lim
ξ→−∞

Ây(v, ξ,Ω), (D.1)

satisfies the relation ÂHy = ∂yA(Ω). To this end, we want to obtain a mode expansion for
Ây(t, ξ,Ω). Let us take the equation of motion (4.141) and use ∂iÂi = 0 to write

−∂2
0Â

y + ∆sÂ
y − e2aξ

4M2

[
2y∂1Â

1 − 2a
(
1− y2

)
∂yÂ

1
]

= 0. (D.2)

Now, consider the following ansatz

Ây = ây + (1− y2)∂y
1

L2∂1Â
1, (D.3)

for some field ây. Substituting (D.3) into (D.2) yields the equation of motion of ây, which is
essentially that of a free scalar field,

∂2
0 â

y −∆sâ
y = 0. (D.4)
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Using equations (D.2) and (D.4) along with the mode expansion of Â1 yields the following
mode expansion for Ây,

Ây(t, ξ,Ω) =
∑
`m

∫ dω√
2ω


(· · · ) + 4a3

ω

a`m(ω)√
`(`+ 1)

(1− y2)∂yY`m(Ω)z d
dz
kiω

a
(z)
e−iωt + h.c.

,
(D.5)

where the omitted terms in the parentheses (· · · ) correspond to the mode expansion for the
field ây. The covariant component Ây in terms of the advanced time coordinates (v, ξ,Ω) is
therefore

Ây(v, ξ,Ω) =
∑
`m

∫ dω√
2ω


(· · · ) + a

ω

a`m(ω)√
`(`+ 1)

∂yY`m(Ω)z d
dz
kiω

a
(z)
e−iωv+iωξ + h.c.

.
(D.6)

We can obtain the horizon gauge field ÂHy by taking the limit ξ → −∞. Since ây satisfies
the free scalar field equation (D.4), the terms in (· · · ) are proportional to kiω

a
(z) = O(ω)

and therefore vanish at the horizon due to the relation (4.105). Hence,

ÂHy (Ω) = lim
ξ→−∞

Ây(v, ξ,Ω) (D.7)

= −
∑
`m

∫ dω√
πω

φ(ω)

 a`m(ω)√
`(`+ 1)

∂yY`m(Ω) + h.c.

. (D.8)

From (4.152), we can immediately obtain

ÂHy (Ω) = ∂yA(Ω), (D.9)

which proves the claim.
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Appendix E

Newman-Penrose Formalism in
Schwarzschild Spacetime

In this appendix, we reproduce some relevant details of the Newman-Penrose (NP) formalism
used in the quantization of [93, 94]. We use (a), (b), . . . to denote tetrad indices in contrast
to the tensor indices µ, ν, . . ..

The components of the Kinnersley tetrad e(a)
µ are, in the Schwarzschild coordinates

(t, r, θ, φ),

e(1)
µ =

( 1
V
, 1, 0, 0

)
, e(2)

µ =
(1

2 ,−
V

2 , 0, 0
)
, (E.1)

e(3)
µ = e(4)

µ∗ = 1√
2r

(
0, 0, 1, i

sin θ

)
. (E.2)

These satisfy the orthonormality condition

gµνe(a)
µe(b)

ν = η(a)(b), (E.3)

where gµν is the Schwarzschild metric and η(a)(b) is a constant symmetric matrix,

η(a)(b) =


0 −1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0

 . (E.4)

Tetrad indices (a), (b), . . . are lowered/raised by η(a)(b) and its inverse η(a)(b). In terms of the
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Kinnersley tetrad, only one of the five independent Weyl scalars is non-zero,

Ψ0 ≡ −C(1)(3)(1)(3) = 0, (E.5)

Ψ1 ≡ −C(1)(2)(1)(3) = 0, (E.6)

Ψ2 ≡ −C(1)(3)(4)(2) = M

r3 , (E.7)

Ψ3 ≡ −C(1)(2)(4)(2) = 0, (E.8)

Ψ4 ≡ −C(2)(4)(2)(4) = 0. (E.9)

Here we used the notation C(a)(b)(c)(d) = Cµνρσe(a)
µe(b)

νe(c)
ρe(d)

σ, where Cµνρσ is the Weyl
tensor of the Schwarzschild spacetime. Furthermore, among the spin coefficients

γ(a)(b)(c) ≡ ∇µe(a)
νe(b)νe(c)

µ, (E.10)

all but the following vanish:

ρ ≡ γ(3)(1)(4) = −1
r
, (E.11)

µ ≡ γ(2)(4)(3) = − V2r , (E.12)

γ ≡ 1
2
(
γ(2)(1)(2) + γ(3)(4)(2)

)
= M

2r2 , (E.13)

α ≡ 1
2
(
γ(2)(1)(4) + γ(3)(4)(4)

)
= − cot θ

2
√

2r
, (E.14)

β ≡ 1
2
(
γ(2)(1)(3) + γ(3)(4)(3)

)
= cot θ

2
√

2r
. (E.15)

We also make use of the tetrad operators (cf. [157]),

e(a)
µ∂µ = (D,∆, δ, δ∗), (E.16)

which, in the Schwarzschild coordinates (t, r, θ, φ), can be written out explicitly as

D = 1
V
∂t + ∂r, ∆ = 1

2∂t −
V

2 ∂r, δ = 1√
2r

(
∂θ + i

sin θ∂φ
)
. (E.17)
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Appendix F

Quantizing Metric Perturbations of
Schwarzschild

In this appendix, we review the quantization of the linear perturbations of the Schwarzschild
metric studied in [93, 94], which takes advantage of the simplifications given by the NP
formalism. Among the many conventions of the NP formalism, we follow those given in
Appendix A of [94]. The quantization is done in two particular gauges called the ingo-
ing and outgoing radiation gauge – since we work in the Bondi gauge, it is worth noting
that the outgoing radiation gauge satisfies the Bondi gauge conditions in the advance time
coordinates.

For a Schwarzschild black hole of mass Mbh, the spacetime is described by the metric
gµν(x) with the line element

ds2 = −V dt2 + dr2

V
+ r2dθ2 + r2 sin2 θdφ2, V ≡ 1− 2M

r
, (F.1)

in the usual coordinates (t, r, θ, φ), where 2M = 2GMbh is the Schwarzschild radius. The
appropriate choice of tetrad that reflects the symmetries of the Schwarzschild spacetime is
the Kinnersley tetrad (see appendix E), defined as

e(1)
µ =

( 1
V
, 1, 0, 0

)
, (F.2)

e(2)
µ =

(1
2 ,−

V

2 , 0, 0
)
, (F.3)

e(3)
µ = e(4)

µ∗ = 1√
2r

(
0, 0, 1, i

sin θ

)
. (F.4)
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In terms of the Kinnersley tetrads, all spin coefficients vanish except

ρ = −1
r
, µ = − V

2r2 , γ = M

2r2 , −α = β = cot θ
2
√

2r
. (F.5)

We consider the perturbed metric g′µν around the Schwarzschild background gµν ,

g′µν(x) = gµν(x) + κhµν(x), (F.6)

where κ2 = 32πG. The complete set of modes is

{
hΛ
µν(l,m, ω, P ;x), hΛ∗

µν(l,m, ω, P ;x)
}

Λ,l,m,ω,P
, (F.7)

where l ≥ 2, |m| ≤ l, and Λ ∈ {in, up} indicates the boundary condition satisfied by the
mode (see Fig. 5.2). Each mode has a definite parity, labeled by P = ±1. In the literature
P = +1 and P = −1 are referred to as the electric and magnetic parities, respectively (see
for example [158]). The Λ = in modes (henceforth the in-modes) have the form

hin
µν(l,m, ω, P ;x) = N in

{
Θµν +2Ylm(θ, φ) + PΘ∗µν −2Ylm(θ, φ)

}
−2R

in
lω(r)e−iωt (F.8)

in the ingoing radiation gauge hµνe(1)
ν = 0, gµνhµν = 0. The Λ = up modes (henceforth the

up-modes) have the form

hup
µν(l,m, ω, P ;x) = Nup

{
Υµν −2Ylm(θ, φ) + PΥ∗µν +2Ylm(θ, φ)

}
+2R

up
lω (r)e−iωt (F.9)

in the outgoing radiation gauge hµνe(2)
ν = 0, gµνhµν = 0. Here NΛ are the normalization

constants that are independent of the spacetime point x, and Θµν , Υµν are second-order
differential operators defined as1

Θµν = −e(1)µe(1)ν(δ∗ − 2α)(δ∗ − 4α)− e(4)µe(4)ν(D − ρ)(D + 3ρ)

+ 1
2
(
e(1)µe(4)ν + e(4)µe(1)ν

)
[D(δ∗ − 4α) + (δ∗ − 4α)(D + 3ρ)] , (F.10)

Υµν = r4
{
− e(2)µe(2)ν(δ − 2α)(δ − 4α)− e(3)µe(3)ν(∆ + 5µ− 2γ)(∆ + µ− 4γ)

+ 1
2
(
e(2)µe(3)ν + e(3)µe(2)ν

)
[(δ − 4α)(∆ + µ− 4γ) + (∆ + 4µ− 4γ)(δ − 4α)]

}
,

(F.11)
1The authors of [159] argue that there is a typo in the expression for Υµν in the literature. The corrections

proposed therein do not affect our results.
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where D, ∆ and δ are differential operators defined by the relation [157]

e(a)
µ∂µ ≡ (D,∆, δ, δ∗). (F.12)

The angular functions sYlm(θ, φ) are spin-weighted spherical harmonics, whose relevant prop-
erties are spelled out in appendix G. The radial functions −2R

in
lω(r) and +2R

up
lω (r) are solu-

tions to the ordinary differential equation 1
[r(r − 2M)]s

d

dr

(
[r(r − 2M)]s+1 d

dr

)

+ ω2r4 + 2isωr2(r − 3M)
r(r − 2M) − (l − s)(l + s+ 1)


sRlω(r) = 0, (F.13)

with s = −2 and s = +2 respectively, subject to the boundary conditions

−2R
in
lω(r) ∼

B
in
lω(4M2V )2e−iωr∗ as r → 2M,

r−1e−iωr∗ + Ain
lωr

3e+iωr∗ as r →∞,
(F.14)

+2R
up
lω (r) ∼

A
up
lω (4M2V )−2e−iωr∗ + e+iωr∗ as r → 2M,

Bup
lω r
−5e+iωr∗ as r →∞.

(F.15)

Here r∗ = r + 2M ln(r/2M − 1) is the tortoise coordinate, and AΛ
lω, BΛ

lω are the reflection
and transmission amplitudes respectively; see Fig. 5.2. In particular, we note that Bin

lω and
Aup
lω have the small-ω expansions

Bin
lω = 1

(2M)5
l!(l − 2)!(l + 2)!
2(2l + 1)!(2l)! (−4iMω)l+3 +O(ωl+4), (F.16)

Aup
lω = 2(2M)4 (l − 2)!

(l + 2)!(−4iMω) +O(ω2), (F.17)

which prove to be useful later. The normalization constants NΛ are fixed by the orthonor-
mality condition

〈hΛ(l,m, ω, P ;x), hΛ′(l′,m′, ω′, P ′;x)〉 = δΛΛ′δll′δmm′δ(ω − ω′)δPP ′ . (F.18)

The Klein-Gordon inner product 〈·, ·〉 between two symmetric tensor fields ψαβ and φαβ is
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defined as

〈ψ, φ〉 = i

2

∫
S
dΣµ

(
ψαβ∗∇µφ̄αβ − φαβ∇µψ̄

∗
αβ + 2φ̄αµ∇βψ̄

αβ∗ − 2ψ̄αµ∇βφ̄
αβ
)
, (F.19)

where ψ̄αβ, φ̄αβ are the trace-free parts of ψαβ, φαβ, respectively, and S is some Cauchy
surface; see [93] or [160] for the construction of the inner product. Taking S to be H− ∪ I−,
the normalization constants become2

∣∣∣N in
∣∣∣−2

= 64πω5, (F.20)

|Nup|−2 = (2M)6πω(1 + 4M2ω2)(1 + 16M2ω2). (F.21)

Having obtained the complete set of orthonormal modes, we can write the linear pertur-
bation of the Schwarzschild background as the expansion

hµν(x) =
∑
Λ

∑
lmP

∫ ∞
0

dω
[
aΛ
lmP (ω)hΛ

µν(l,m, ω, P ;x) + h.c.
]

(F.22)

and quantize the field by promoting aΛ
lmP (ω) and aΛ†

lmP (ω) to operators that satisfy the
commutation relations

[
aΛ
lmP (ω), aΛ′†

l′m′P ′(ω′)
]

= δΛΛ′δll′δmm′δ(ω − ω′)δPP ′ , (F.23)[
aΛ
lmP (ω), aΛ′

l′m′P ′(ω′)
]

= 0 =
[
aΛ†
lmP (ω), aΛ′†

l′m′P ′(ω′)
]
. (F.24)

A peculiar feature of this method of quantization is that the two modes (“in” and “up”)
are in different gauges. This does not cause problems for us, because the in-modes are, by
definition, the linearized gravity waves sent in from I−, and it is known that these waves
carry zero supertranslation charge; see [61], or [161] for a recent account. One can also
observe this directly from the soft expansion (F.16) of the black hole absorption amplitude
Bin
lω, which is proportional to ωl+3. This point becomes relevant in section 5.3 when we

compute the contribution of the up-modes to the supertranslation charge.
It is noteworthy that the up-modes, which are in the outgoing radiation gauge, also sat-

isfy the Bondi gauge conditions in the ingoing Eddington-Finkelstein coordinates (v, r, θ, φ),
where v = t+ r∗. To see this, we note that in these coordinates,

e(2)v = −V2 , e(2)r = 0, (F.25)

2Note that the normalization is different from [94] since we expand g′µν = gµν + κhµν and quantize hµν
in order to give the graviton field a mass dimension.

197



which, when substituted into (F.9), implies that

hup
vr (l,m, ω, P ;x) = 0, (F.26)

hup
rr (l,m, ω, P ;x) = 0, (F.27)

hup
rA(l,m, ω, P ;x) = 0. (F.28)

Furthermore, the orthonormality (E.3) implies that

γABΥAB ∝ γABe(3)Ae(3)B = r2gµνe(3)µe(3)ν = 0, (F.29)

from which we obtain

γABhup
AB(l,m, ω, P ;x) = 0. (F.30)

Equations (F.27), (F.28) and (F.30) are the Bondi gauge conditions in these coordinates [61],
so as far as we’re in the ingoing Eddington-Finkelstein coordinates, we can safely pretend
that the up-modes are quantized in the Bondi gauge.
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Appendix G

Spin-Weighted Spherical Harmonics

In this appendix, we review the relevant definition and properties of the spin-weighted spher-
ical harmonics. For more details we refer the reader to [162,163].

The spin-weighted spherical harmonics sYlm(θ, φ) are defined for integers |s| ≤ l by the
equations

0Ylm(θ, φ) = Ylm(θ, φ), (G.1)

s+1Ylm(θ, φ) = [(l − s)(l + s+ 1)]−1/2 ð sYlm(θ, φ), (G.2)

s−1Ylm(θ, φ) = − [(l − s)(l + s+ 1)]−1/2 ð̄ sYlm(θ, φ), (G.3)

where Ylm(θ, φ) are the ordinary spherical harmonics,

Ylm(θ, φ) =

√√√√(2l + 1)
4π

(l −m)!
(l +m)! P

m
l (cos θ)eimφ, (G.4)

and ð ,ð̄ are operators which act on a function η of spin-weight s as

ðη = −
(
∂

∂θ
+ i

sin θ
∂

∂φ
− s cot θ

)
η, (G.5)

ð̄η = −
(
∂

∂θ
− i

sin θ
∂

∂φ
+ s cot θ

)
η. (G.6)

The spin-weighted spherical harmonics sYlm form a complete orthonormal set for any function
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of θ and φ with spin-weight s:
∫ 2π

0
dφ
∫ π

0
sin θ dθ sYlm(θ, φ)sY ∗l′m′(θ, φ) = δll′δmm′ , (G.7)

∞∑
l=|s|

l∑
m=−l

sYlm(θ, φ)sY ∗lm(θ′, φ′) = δ(cos θ − cos θ′)δ(φ− φ′). (G.8)

G.1 Spin-2 spherical harmonics

In the NP formulation of Schwarzschild spacetime reviewed in appendix F, the operators ð,
ð̄ can be expressed in terms of the tetrad operator δ (E.16) and the spin coefficient α (F.5):

δ + 2sα = 1√
2r

(
∂θ + i

sin θ∂φ − s cot θ
)

= − ð√
2r
,

δ∗ − 2sα = 1√
2r

(
∂θ −

i

sin θ∂φ + s cot θ
)

= − ð̄√
2r
.

(G.9)

These combinations appear for example in the definitions of the differential operators Θµν

(F.10) and Υµν (F.11).
There is a relation between ±2Ylm(θ, φ) and a 2-sphere tensor of the form

(2DADB − γABD2)Ylm(θ, φ), (G.10)

which we show below. Each spin-2 spherical harmonics can be written as two spin operators
acting on the ordinary spherical harmonics,

−2Ylm =

√√√√(l − 2)!
(l + 2)! ð̄ð̄Ylm (G.11)

=

√√√√(l − 2)!
(l + 2)!

(
∂2
θ + 2i cos θ

sin2 θ
∂φ −

2i
sin θ∂θ∂φ −

1
sin2 θ

∂2
φ − cot θ∂θ

)
Ylm, (G.12)

+2Ylm =

√√√√(l − 2)!
(l + 2)! ððYlm (G.13)

=

√√√√(l − 2)!
(l + 2)!

(
∂2
θ −

2i cos θ
sin2 θ

∂φ + 2i
sin θ∂θ∂φ −

1
sin2 θ

∂2
φ − cot θ∂θ

)
Ylm. (G.14)

200



Consider the following linear combinations,

−2Ylm + +2Ylm = 2

√√√√(l − 2)!
(l + 2)!

(
∂2
θ −

1
sin2 θ

∂2
φ − cot θ∂θ

)
Ylm,

−2Ylm − +2Ylm = 2

√√√√(l − 2)!
(l + 2)!

(
2i cos θ
sin2 θ

∂φ −
2i

sin θ∂θ∂φ
)
Ylm.

(G.15)

The components and the trace of the 2-sphere tensor DADBYlm are

DθDθYlm = ∂2
θYlm, (G.16)

DθDφYlm = (∂θ∂φ − cot θ∂φ)Ylm = DφDθYlm, (G.17)

DφDφYlm =
(
∂2
φ + sin θ cos θ∂θ

)
Ylm, (G.18)

D2Ylm = γABDADBYlm =
(
∂2
θ + 1

sin2 θ
∂2
φ + cot θ∂θ

)
Ylm. (G.19)

We can use these to write

(2DθDθ − γθθD2)Ylm =
(
∂2
θ −

1
sin2 θ

∂2
φ − cot θ∂θ

)
Ylm, (G.20)

(2DθDφ − γθφD2)Ylm = 2DθDφYlm = i sin θ
(

2i cos θ
sin2 θ

∂φ −
2i

sin θ∂θ∂φ
)
Ylm, (G.21)

(2DφDφ − γφφD2)Ylm = − sin2 θ
(
∂2
θ −

1
sin2 θ

∂2
φ − cot θ∂θ

)
Ylm. (G.22)

Comparison with (G.15) yields the relations

−2Ylm + +2Ylm = 2

√√√√(l − 2)!
(l + 2)! (2DθDθ − γθθD2)Ylm (G.23)

= − 2
sin2 θ

√√√√(l − 2)!
(l + 2)! (2DφDφ − γφφD2)Ylm, (G.24)

−2Ylm − +2Ylm = − 2i
sin θ

√√√√(l − 2)!
(l + 2)! (2DθDφ − γθφD2)Ylm. (G.25)
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Appendix H

Supertranslation Charge on the Past
Schwarzschild Horizon

In this appendix, we follow a line of computation similar to that of [61] to derive the super-
translation charge on the past Schwarzschild horizon H−.

To this end, we move to the outgoing Eddington-Finkelstein coordinates (u, r,Ω), where
u = t− r∗. The Schwarzschild metric in these coordinates reads

ds2 = −V du2 − 2dudr + r2γABdx
AdxB, V ≡ 1− 2M

r
, (H.1)

with the 2-sphere metric γAB. The non-zero inverse metric components are given by

gur = −1, grr = V, gAB = 1
r2γ

AB. (H.2)

The Bondi gauge conditions read [61]

hrr = hrA = γABhAB = 0. (H.3)

We want to find infinitesimal diffeomorphisms δxµ = ξµ that respect the Bondi gauge condi-
tions as well as the falloffs at large r. Bondi gauge conditions put the following constraints
on ξµ,

∇rξr = ∂rξ
u = 0, (H.4)

∇Aξr +∇rξA = ∂rξ
A − 1

r2D
Af = 0, (H.5)

γAB∇AξB = DAξ
A + 2

r
ξr = 0. (H.6)
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We restrict our attention to supertranslations by choosing ξu = f such that ∂uf = 0. Then
(H.4) leads to f = f(Ω), and (H.5) with falloff condition on ξA implies ξA = −1

r
DAf .

Substituting this into (H.6), one obtains ξr = 1
2D

2f . Therefore we obtain

ξα∂α = f∂u + 1
2D

2f∂r −
1
r
DAf∂A. (H.7)

The supertranslation charge associated with the boundary ∂Σ of a Cauchy surface Σ and
diffeomorphism ξ reads

QΣ
ξ = − 2

κ2

∫
∂Σ
∗F, (H.8)

where F is a two-form with components

Fµν = 1
2(∇µξν −∇νξµ)h+ (∇µh

α
ν −∇νh

α
µ)ξα + (∇αξµh

α
ν −∇αξνh

α
µ) (H.9)

+ (∇αh
α
µξν −∇αh

α
νξµ) + (ξµ∇νh− ξν∇µh). (H.10)

When ∂Σ is the boundary of the past horizon H−, we may write

QH
−

ξ = −2(2M)2

κ2

∫
dΩFru

∣∣∣∣H−+
H−−

, (H.11)

where dΩ = sin θdθdφ. The relevant component reads

Fru = κ

2 (∇rξu −∇uξr)h+ κ(∇rhαu −∇uhαr)ξα + κ(∇αξrh
α
u −∇αξuh

α
r)

+ κ(∇αh
α
rξu −∇αh

α
uξr) + κ(ξr∇uh− ξu∇rh). (H.12)
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In the Bondi gauge h = gµνhµν = −2hru, so at r = 2M the terms are given by

1
2(∇rξu −∇uξr)h = f

2Mhru, (H.13)

(∇rhαu −∇uhαr)ξα = f(∂rhuu − ∂uhur −
1

2Mhru) +DAf( 1
4M2hAu −

1
2M∂rhAu)

+ 1
2D

2f∂rhru (H.14)

∇αξrh
α
u −∇αξuh

α
r = − f

2Mhur, (H.15)

∇αh
α
rξu −∇αh

α
uξr = f

(
−∂uhru − ∂rhuu + 1

2Mhru + 1
4M2D

AhAu −
1
M
huu

)
+ 1

2D
2f∂rhur + 1

2MD2fhur (H.16)

ξr∇uh− ξu∇rh = −D2f∂rhru + 2f∂uhru. (H.17)

Substituting these into Fru yields, up to a total derivative on S2,

Fru = − κ

2MDAf∂rhAu −
κf

M
huu + κ

2MD2fhur, (H.18)

which leads to the following expression for the charge on H−,

QH
−

f = −2(2M)2

κ

∫
dΩ

(
− 1

2MDAf∂rhAu −
f

M
huu + 1

2MD2fhur

)∣∣∣∣∣
H−+

H−−

(H.19)

= 4M
κ

∫
dΩ du f(Ω)∂u

(
−DA∂rhAu + 2huu −D2hur

)
. (H.20)

Given the linearly perturbed metric

g′µν = gµν + κhµν , (H.21)

the perturbed Ricci tensor is given by [164]

R′µν = Rµν −
κ

2 (∇ν∇µh−∇ρ∇µhν
ρ −∇ρ∇νhµ

ρ +∇ρ∇ρhµν) +O(κ2). (H.22)

We take the background gµν to be the Schwarzschild metric, and use the obvious notation
that quantities with primes are computed from the perturbed metric g′µν and those without
are computed from gµν . We keep everything only up to linear order in hµν , and indices are
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raised/lowered using gµν . The non-trivial constraints on H− are,

G′uu = κ2

4 T
′
uu = 0, (H.23)

G′uA = κ2

4 T
′
uA = 0, (H.24)

where G′µν = R′µν − 1
2g
′
µνR

′ is the perturbed Einstein tensor. The perturbed energy-
momentum tensor T ′µν vanishes since we keep terms only up to linear order in hµν . At
r = 2M we have

−1
2∇u∇uh = ∂2

uhru + 1
4M∂uhru, (H.25)

−1
2∇ρ∇ρhuu = ∂r∂uhuu + 1

2M∂uhuu + 1
4M∂rhuu −

1
8M2D

2huu −
1

2M∂uhru −
1

8M2hru,

(H.26)

∇ρ∇uhu
ρ = −∂2

uhur − ∂r∂uhuu + 1
4M2∂uD

AhuA + 1
4M∂uhru −

1
M
∂uhuu −

1
4M∂rhuu

+ 1
8M2hru + 1

16M3D
AhuA. (H.27)

The constraint G′uu = 0 thus reduces to

0 = 4M2

κ
G′uu = 4M2

(
−1

2∇u∇uh−
1
2∇ρ∇ρhuu +∇ρ∇uhu

ρ
)

(H.28)

= ∂u(DAhuA − 2Mhuu) + 1
4MDAhuA −

1
2D

2huu. (H.29)

We can use the following expressions at r = 2M ,

∇ρ∇Ahu
ρ = −∂rDAhuu − ∂uDAhur + 1

2MDAhru −
1
M
DAhuu −

3
8M2huA

+ 1
4M2D

BDAhuB, (H.30)

∇ρ∇uhA
ρ = −∂u∂rhAu −

1
M
∂uhuA −

1
8M2huA + 1

4M2∂uD
BhAB, (H.31)

−∇u∇Ah = 2∂uDAhur, (H.32)

−∇ρ∇ρhAu = 2∂u∂rhAu −
1

4M2D
2hAu + 1

M
DAhuu, (H.33)
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to write the constraint G′Au = R′Au = 0 as

0 = 2
κ
G′Au = ∇ρ∇Ahu

ρ +∇ρ∇uhA
ρ −∇u∇Ah−∇ρ∇ρhAu. (H.34)

= ∂u

(
DAhur + ∂rhAu −

1
M
huA + 1

4M2D
BhAB

)
−DA∂rhuu + 1

2MDAhru

+ 1
4M2DAD

BhuB −
1

4M2D
2hAu −

1
4M2huA (H.35)

Taking the linear combination 0 = 4M
κ
G′uu + 2

κ
DAG′Au, we obtain the equation

∂u
(
−DA∂rhAu + 2huu −D2hur

)
= 1

4M2D
ADB∂uhAB −

1
2MD2huu

−D2∂rhuu + 1
2MD2hru −

1
4M2D

AhuA. (H.36)

Substituting this back into (H.20) yields the following expression for the horizon charge,

QH
−

f = 1
κM

∫
dΩ du f(Ω)

(
DADB∂uhAB −DAhuA

− 2MD2huu − 4M2D2∂rhuu + 2MD2hru

)
. (H.37)

By performing a gauge fixing analogous to [61], the expression reduces to

QH
−

f = 1
κM

∫
dΩ du f(Ω)DADB∂uhAB. (H.38)
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Appendix I

Magnetic Parity Gravitons on the
Past Schwarzschild Horizon

In this appendix, we show that the magnetic parity gravitons do not contribute to the
supertranslation charge (5.87) on H−. By the choice of boundary conditions, the in-modes
vanish on H−, so it suffices to consider the up-modes.

Recall from (5.91) that DADBhup
AB is proportional to the following quantity,

DADBHAB = DθDθHθθ + 1
sin2 θ

DθDφHθφ + 1
sin2 θ

DφDθHφθ + 1
sin4 θ

DφDφHφφ, (I.1)

where the tensor HAB is defined in (5.92). Let us restrict our attention to the magnetic
parity P = −1, for which the components of HAB reads

Hθθ(P = −1; Ω) = 2M2 (−2Ylm − +2Ylm) , (I.2)

Hθφ(P = −1; Ω) = 2M2i sin θ (−2Ylm + +2Ylm) (I.3)

Hφφ(P = −1; Ω) = −2M2 sin2 θ (−2Ylm − +2Ylm) , (I.4)

where we have, from appendix G.1,

−2Ylm + +2Ylm = 2

√√√√(l − 2)!
(l + 2)!

(
∂2
θ −

1
sin2 θ

∂2
φ − cot θ∂θ

)
Ylm, (I.5)

−2Ylm − +2Ylm = 2

√√√√(l − 2)!
(l + 2)!

(
2i cos θ
sin2 θ

∂φ −
2i

sin θ∂θ∂φ
)
Ylm. (I.6)
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With some algebra, one can show that

DθDθHθθ(−1; Ω) = 8iM2

sin θ

√√√√(l − 2)!
(l + 2)!

[(
cot3 θ + 5 cot θ

sin2 θ

)
∂φ

− ∂3
θ∂φ + 3

(
1− 2

sin2 θ

)
∂θ∂φ + 3 cot θ∂2

θ∂φ

]
Ylm(Ω), (I.7)

DθDφHθφ(−1; Ω) = −4iM2

sin θ

√√√√(l − 2)!
(l + 2)!

[
11 cos θ + cos 3θ

sin θ ∂φ − 3 cot θ∂3
φ − sin2 θ∂3

θ∂φ

+ ∂θ∂
3
φ −

1
2(19 + 9 cos 2θ)∂θ∂φ + 3 sin 2θ∂2

θ∂φ

]
Ylm(Ω), (I.8)

and

DφDθHθφ(−1; Ω) = −4iM2 sin θ

√√√√(l − 2)!
(l + 2)!

[
13∂θ∂φ + 10 cos θ + 2 cos 3θ

sin3 θ
∂φ −

3 cot θ
sin2 θ

∂3
φ

− ∂3
θ∂φ −

14
sin2 θ

∂θ∂φ + 1
sin2 θ

∂θ∂
3
φ + 6 cot θ∂2

θ∂φ

]
Ylm(Ω), (I.9)

DφDφHφφ(−1; Ω) = 8iM2

√√√√(l − 2)!
(l + 2)!

[
sin θ

(
−8 cos2 θ∂θ∂φ + ∂θ∂

3
φ + 3 cos θ sin θ∂2

θ∂φ
)

+ (cos θ + 5 cos3 θ)∂φ − 3 cos θ∂3
φ

]
Ylm(Ω). (I.10)

Substituting (I.7)-(I.10) into (I.1) yields

DADBHAB(−1; Ω) = 0. (I.11)

Therefore, with (5.91) we conclude

DADB∂uh
up
AB(l,m, ω, P = −1;x) = 0 on H−, (I.12)

which shows that the magnetic parity modes P = −1 do not contribute to the supertrans-
lation charge. This is similar to the situation of gravitational memory at the infinities of
asymptotically flat spacetimes, see [135–137] for relevant discussions of the gravitational
memory effects.
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Appendix J

Unfolding the Energy Integrals

In this appendix, we briefly discuss the treatment of energy integrals that arise in the graviton
mode expansions in chapter 5.

In order to avoid dealing with expressions of the form
∫∞
0 dω δ(ω), let us expand

hAB(x) =
∑
Λ

∑
l,m,P

∫ ∞
−∞

dω aΛ
lmP (ω)hΛ

AB(l,m, ω, P ;x), (J.1)

where Λ ∈ {in, up}, and a crossing relation analogous to that used in [93] is used to write

hΛ
AB(l,m, ω, P ;x) =

[
hΛ
AB(l,m,−ω, P ;x)

]∗
for ω < 0. (J.2)

The commutator between operators aΛ
lmP (ω) becomes

[
aΛ
lmP (ω), aΛ′

l′m′P ′(ω′)
]

= δΛΛ′δPP ′δll′δmm′δ(ω + ω′). (J.3)

Recall that only the up-modes and the electric parity P = 1 contribute to the supertransla-
tion charge. From (5.91) and (5.95), the asymptotic expression

hup
AB(l,m, ω, P = 1;x) ∼ −M

√√√√ (l − 2)!
πω(l + 2)!(2DADB − γABD2)Ylm(Ω)e−iωu (J.4)

holds near H− for ω > 0. We omit the subleading soft modes for they are irrelevant for this
discussion. The crossing relation (J.2) implies that the above expression can be extended as

hup
AB(l,m, ω, P = 1;x) ∼ −M

√√√√ (l − 2)!
π|ω|(l + 2)!(2DADB − γABD2)Ỹlm(u,Ω)e−iωu (J.5)
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near H−, to apply both to positive and negative ω, where we defined

Ỹlm(ω,Ω) ≡

Ylm(Ω) for ω > 0,

Y ∗lm(Ω) for ω < 0.
(J.6)

Using (J.5) and following an analogous set of steps to derive (5.101), we now obtain an
alternate expression for N−, which reads

N−(Ω) = 2i
κ

∑
lm

∫ ∞
−∞

dω aup
lm,P=1(ω)δ(ω)

√√√√π|ω|(l + 2)!
(l − 2)! Ỹlm(ω,Ω). (J.7)

Similarly, the zero-modes and the scalar fields are given by

h−AB(Ω) = −2M(2DADB − γABD2)A−(Ω), (J.8)

A−(Ω) = 1
2
∑
lm

∫ ∞
−∞

dω φ(ω)aup
lm,P=1(ω)

√√√√ (l − 2)!
π|ω|(l + 2)! Ỹlm(ω,Ω). (J.9)

Then by direct calculation,

[N−(Ω), κA−(Ω′)] = i
∑
lm

∑
l′m′

∫ ∞
−∞

dωdω′φ(ω′)δ(ω)

√√√√ |ω|(l + 2)!(l′ − 2)!
|ω′|(l − 2)!(l′ + 2)!

×
[
aup
lm,P=1(ω)Ỹlm(ω,Ω), aup

lm,P=1(ω′)Ỹl′m′(ω′,Ω′)
]

(J.10)

= i
∑
lm

∫ ∞
−∞

dωdω′φ(ω′)δ(ω + ω′)δ(ω)Ỹlm(ω,Ω)Ỹlm(ω,Ω′). (J.11)

Since the delta function δ(ω + ω′) is non-zero only when ωω′ < 0, let us keep the Hermitian
combination1 at ω = 0,

Ỹlm(ω,Ω)Ỹlm(ω,Ω′)
∣∣∣∣
ω=0

= 1
2 (Ylm(Ω)Y ∗lm(Ω′) + Y ∗lm(Ω)Ylm(Ω′)) . (J.12)

This leads to the commutator

[N(Ω), κA−(Ω′)] = i
∞∑
l=2

l∑
m=−l

Ylm(Ω)Y ∗lm(Ω′) (J.13)

= iδ(2)(Ω− Ω′) + (l = 0, 1 terms), (J.14)

where we used the completeness relation of spherical harmonics.
1This is similar to the construction of zero-modes as a Hermitian combination of ω > 0 and ω < 0 modes

in [16].
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Appendix K

Subleading Soft Factors and Spin
Angular Momenta

In this appendix, we review the steps presented in [27, 140] of deriving the subleading soft
factors from the action of hard charge on matter particles. We treat gravity with massless
scalars first, and then examine how the presence of spin affects the result. This is then used
to derive analogous results for QED.

K.1 Gravity

K.1.1 Massless scalars

From the actions of soft and hard superrotation charges [140], we have

〈out|[QH ,S]|in〉 = i
∑
i

(
Y z(zi)∂zi −

Ei
2 DzY

z(zi)∂Ei + (z → z̄)
)
〈out|S|in〉 , (K.1)

〈out|[QS,S]|in〉 = − i

2πκ lim
ω→0

(1 + ω∂ω)
∫
d2zD3

zY
z 〈out|a−(ωxz)S|in〉+ h.c.. (K.2)

Here xz denotes the unit 3-vector pointing in the direction defined by (z, z̄),

xz =
(
z̄ + z

1 + zz̄
,
i(z̄ − z)
1 + zz̄

,
1− zz̄
1 + zz̄

)
. (K.3)

Superrotation is a symmetry of the S-matrix, which implies that the superrotation charge

Q(Y ) = QS(Y ) +QH(Y ), (K.4)
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is conserved in scattering process, that is, 〈out|[Q(Y ),S]|in〉 = 0. Equivalently,

〈out|[QS,S]|in〉 = −〈out|[QH ,S]|in〉 . (K.5)

Using (K.1) and (K.2), this can be written as

i

2πκ lim
ω→0

(1 + ω∂ω)
∫
d2zD3

zY
z 〈out|a−(ωxz)S|in〉+ h.c.

= i
∑
i

(
Y z(zi)∂zi −

Ei
2 DzY

z(zi)∂Ei + (z → z̄)
)
〈out|S|in〉 . (K.6)

For the vector field Y z, let us choose

Y = (z − w)2

(z̄ − w̄) ∂z, (K.7)

which satisfies D3
zY

z = 4πδ(2)(z − w), as well as

DzY
z(zi) = 2(w − zi)(1 + wz̄i)

(w̄ − z̄i)(1 + ziz̄i)
. (K.8)

Then (K.6) becomes

lim
ω→0

(1 + ω∂ω) 〈out|a−(ωxw)S|in〉

= κ

2
∑
i

(
−(w − z)2

(w̄ − z̄) ∂zi −
Ei(w − zi)(1 + wz̄i)
(w̄ − z̄i)(1 + ziz̄i)

∂Ei

)
〈out|S|in〉 . (K.9)

We now show that the factor in the parentheses on the RHS is the subleading soft factor,

S(1)−
g = −iκ2

∑
i

ηi
pµi kλJ

λν
i

pi · k
ε−µν(k). (K.10)

Since all hard particles are assumed to be scalars, the angular momentum consists of only
the orbital part,

ηi(Ji)µν = ηi(Li)µν ≡ −i
(
piµ

∂

∂pνi
− piν

∂

∂pµi

)
, (K.11)
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where ηi = +1 (−1) if i-th particle is outgoing (incoming). Our definition of Jµν is different
from that of [140] by a sign, see footnote 1. Now let us parametrize

pµ = E

1 + zz̄
(1 + zz̄, z̄ + z, i(z̄ − z), 1− zz̄) ,

kµ = ωk
1 + ww̄

(1 + ww̄, w̄ + w, i(w̄ − w), 1− ww̄) ,

ε−µ = 1√
2

(w, 1, i,−w),

(K.12)

and ε−µν = ε−µε−ν . The quantities (E, z, z̄) are related to pµ by

E =
√

(px)2 + (py)2 + (pz)2, z = px + ipy

pt + pz
, z̄ = px − ipy

pt + pz
. (K.13)

Let us write (K.10) out as

S(1)−
g = −(p · ε−)

(
ε−µ

∂

∂pµ
− (p · ε−)

(p · k) k
µ ∂

∂pµ

)
. (K.14)

One can show using (K.12) that

p · ε− = −
√

2E(w − z)
(1 + zz̄) , (K.15)

p · k = −2ωkE(w − z)(w̄ − z̄)
(1 + ww̄)(1 + zz̄) . (K.16)

Now, noting that

∂

∂pµ
= ∂E

∂pµ
∂E + ∂z

∂pµ
∂z + ∂z̄

∂pµ
∂z̄, (K.17)

we obtain

∂

∂pt
= −z(1 + zz̄)

2E ∂z −
z̄(1 + zz̄)

2E ∂z̄, (K.18)

∂

∂px
= (z̄ + z)

(1 + zz̄)∂E + (1 + zz̄)
2E ∂z + (1 + zz̄)

2E ∂z̄, (K.19)

∂

∂py
= i(z̄ − z)

(1 + zz̄)∂E + i(1 + zz̄)
2E ∂z −

i(1 + zz̄)
2E ∂z̄, (K.20)

∂

∂pz
= (1− zz̄)

(1 + zz̄)∂E −
z(1 + zz̄)

2E ∂z −
z̄(1 + zz̄)

2E ∂z̄. (K.21)
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Using these with (K.15) and (K.16), we may write (K.14) as

S(1)−
g = κ

2
∑
i

(
−Ei(w − zi)(1 + wz̄i)

(w̄ − z̄i)(1 + ziz̄i)
∂Ei −

(w − zi)2

(w̄ − z̄i)
∂zi

)
. (K.22)

This is exactly the expression appearing on the RHS of (K.9), which was to be shown.

K.1.2 Spin correction

Now suppose the hard particles have non-zero spin. The angular momentum Jµν appearing
in the subleading soft factor now contains the spin contribution Sµν ,

Jµν = Lµν + Sµν . (K.23)

Let us define helicity in terms of the Pauli-Lubansky pseudovector,

hpµ = −1
2εµνρσJ

νρpσ = −1
2εµνρσS

νρpσ, (K.24)

where εµνρσ is the Levi-Civita tensor with ε0123 = 1, and in the second equation the orbital
part drops out due to antisymmetry in p. In this basis, the spin angular momentum has
components [165]

Sµν = h

E


0 0 0 0
0 0 pz −py

0 −pz 0 px

0 py −px 0

 = h

1 + zz̄


0 0 0 0
0 0 1− zz̄ −i(z̄ − z)
0 −(1− zz̄) 0 z̄ + z

0 i(z̄ − z) −(z̄ + z) 0

 , (K.25)

where in the second equation we used the parametrization (K.12).
For particles with spin, the action of the hard charge is [140]

〈out|[QH ,S]|in〉 = i
∑
i

(
LY −

Ei
2 DAY

A(zi)∂Ei
)
〈out|S|in〉 , (K.26)

where LY is the Lie derivative on the 2-sphere with respect to Y ,

LY = Y A∂A + i

2DAYBS
AB, A,B ∈ {z, z̄}, (K.27)

where SAB is the pullback of (K.25) to the 2-sphere. By coordinate transformation from x̂µ
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to (z, z̄), one finds that

Sz̄z = ∂x̂µ

∂z̄

∂x̂ν

∂z
Sµν = − 2ih

(1 + zz̄)2 = −ihγzz̄, (K.28)

and similarly Szz̄ = ihγzz̄, Szz = Sz̄z̄ = 0. Thus,

LY = Y z∂z̄ + h

2DzY
z + Y z̄∂z̄ −

h

2Dz̄Y
z̄, (K.29)

and (K.26) can be written as

〈out|[QH ,S]|in〉 = i
∑
i

[
Y z(zi)∂zi −

Ei
2 DzY

z(zi)∂Ei + hi
2 DzY

z(zi) + (z → z̄, h→ −h)
]

× 〈out|S|in〉 . (K.30)

In the previous section, we saw that with the choice Y = (z − w)2(z̄ − w̄)−1∂z, the first
two terms in the square brackets correspond to the subleading soft factor coming from the
orbital angular momentum Lµν . The third term then must correspond to the factor coming
from spin angular momentum Sµν , which is

−i
∑
i

pµi kλS
λν
i

pi · k
ε−µν . (K.31)

We have already computed pi · ε− and pi · k in (K.15) and (K.16). Using (K.25) and (K.12),
one can directly show that

kλSλνε
−ν =

√
2ihiωk(w − zi)(1 + wz̄i)

(1 + ww̄)(1 + ziz̄i)
. (K.32)

Combining the results, we obtain

−ip
µ
i kλS

λν
i

pi · k
ε−µν = hi(w − zi)(1 + wz̄i)

(w̄ − z̄i)(1 + ziz̄i)
. (K.33)

But from (K.8) we observe that this can be written as

−ip
µ
i kλS

λν
i

pi · k
ε−µν = hi

2 DzY
z(zi), (K.34)

which is exactly the third term in the square brackets of (K.30), showing that the formalism
extends to particles with spin.
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K.2 QED

The results of appendix K.1.2 is directly relevant to QED since charged particles have spin.
The construction is very similar – we start with charged scalars and move on to spin correc-
tions.

K.2.1 Massless scalars

From the action of hard and soft charges for charged scalars, we have [27]

〈out|[QH ,S]|in〉 = i
∑
i

Qi

( 1
Ei
Y z(zi)∂zi −DzY

z(zi)∂Ei + (z → z̄)
)
〈out|S|in〉 , (K.35)

〈out|[QS,S]|in〉 = − i

4πe lim
ω→0

(1 + ω∂ω)
∫
d2zD2

zY
z

√
2

1 + zz̄
〈out|a−(ωxz)S|in〉+ h.c.. (K.36)

Now let us choose the vector field

Y = (z − w)(1 + zz̄)
(z̄ − w̄) ∂z, (K.37)

which satisfies D2
zY

z = 2π(1 + zz̄)δ(2)(z − w) and

DzY
z = −(1 + wz̄)

(w̄ − z̄) . (K.38)

This leads the charge conservation 〈out|[QS,S]|in〉 = −〈out|[QH ,S]|in〉 to be written as

lim
ω→0

(1 + ω∂ω) 〈out|a−(ωxz)S|in〉

= e√
2
∑
i

Qi

(
(w − zi)(1 + ziz̄i)

Ei(w̄ − z̄i)
∂zi + (1 + wz̄i)

(w̄ − z̄i)
∂Ei

)
〈out|S|in〉 . (K.39)

We now show that the factor on the RHS is the subleading soft factor for scalars,

S(1)−
e = −ie

∑
i

ηiQi
kλL

λν
i

pi · k
ε−ν . (K.40)

Comparing this to gravity (K.10), we observe that this is just S(1)−
g times 2eQi[κ(pi · ε−)]−1.

From (K.15) and (K.22), we thus obtain

S(1)−
e = e√

2
∑
i

Qi

(
(w − zi)(1 + ziz̄i)

Ei(w̄ − z̄i)
∂zi + (1 + wz̄i)

(w̄ − z̄i)
∂Ei

)
, (K.41)
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which exactly agrees with the RHS of (K.39).

K.2.2 Spin correction

In the presence of spin, the subleading factor (K.41) gains an additional spin contribution,
which can be obtained using the results of appendix K.1.2. We shall show that this contri-
bution is exactly the spin corrected term in the action of hard charge obtained by replacing
Y z∂z with LY in (K.35).

Just as the orbital angular momentum piece of S(1)−
e , multiplying eQi(pi · ε−)−1 to (K.33)

should give us the spin angular momentum part, i.e.

−ieQi
kλS

λν
i

pi · k
ε−µ = −eQihi√

2Ei
(1 + wz̄i)
(w̄ − z̄i)

. (K.42)

Thus the full subleading soft factor becomes

S(1)−
e = e√

2
∑
i

Qi

(
(1 + wz̄i)
(w̄ − z̄i)

∂Ei + (w − zi)(1 + ziz̄i)
Ei(w̄ − z̄i)

∂zi − hi
(1 + wz̄i)
Ei(w̄ − z̄i)

)
. (K.43)

The spin-corrected action of hard charge is obtained by replacing Y z∂z with LY in (K.35),

〈out|[QH ,S]|in〉 = i
∑
i

Qi

( 1
Ei
LY −DzY

z(zi)∂Ei + (z → z̄)
)
〈out|S|in〉 (K.44)

= i
∑
i

Qi

(
1
Ei
Y z(zi)∂zi + h

Ei
DzY

z(zi)−DzY
z(zi)∂Ei + (z → z̄, h→ −h)

)

× 〈out|S|in〉 . (K.45)

Accordingly, the charge conservation (K.39) becomes

lim
ω→0

(1 + ω∂ω) 〈out|a−(ωxz)S|in〉

= e√
2
∑
i

Qi

(
(w − zi)(1 + ziz̄i)

Ei(w̄ − z̄i)
∂zi + (1 + wz̄i)

(w̄ − z̄i)
∂Ei − hi

(1 + wz̄i)
Ei(w̄ − z̄i)

)
〈out|S|in〉 . (K.46)

The new term is exactly the spin contribution (K.42) to the subleading soft factor S(1)−
e .
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Appendix L

Modified Lie Bracket

In this appendix, we discuss the modified Lie bracket algebra of BMS transformations on
the future Schwarzschild horizon.

The vector field ξ that generates supertranslation f(Θ) and superrotation Y (Θ) is

ξ =
(
f + v

2ψ
)
∂v −

1
2

(
D2(f + v

2ψ) + rψ
)
∂r +

(1
r
DA(f + v

2ψ) + Y A
)
∂A, (L.1)

where ψ ≡ DAY
A. Let us ease the notation by defining

F (v,Θ) ≡ f(Θ) + v

2ψ(Θ), (L.2)

such that ∂vF = 1
2ψ. Then,

ξ = F∂v −
1
2D

2F∂r + 1
r
DAF∂A −

r

2ψ∂r + Y A∂A, (L.3)

ξv = −ΛF − 1
2D

2F − r

2ψ, ξr = F, ξA = rDAF + r2YA, (L.4)

where YA = γABY
B. In this form, ξ is like a supertranslation F (which now is v-dependent)

with “corrections” − r
2ψ∂r + Y A∂A. Since we are only interested in terms linear in ξ, we can

compute the contributions of F and the remainders separately.
Using the non-vanishing Christoffel symbols

Γ̄vvv = M

r2 , Γ̄vAB = −rγAB, (L.5)

Γ̄rvv = MΛ
r2 , Γ̄rvr = −M

r2 , Γ̄rAB = −rΛγAB, (L.6)

Γ̄ArB = 1
r
δAB, Γ̄ABC = (2)ΓABC , (L.7)
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where we use Γ̄ to denote Christoffel symbols of unperturbed Schwarzschild spacetime, we
compute δḡab ≡ Lξḡab to be

δḡvv = M

r2 D
2F − ψ + 3M

r
ψ − 1

2D
2ψ, (L.8)

δḡvr = 0, (L.9)

δḡvA = −DA

(
ΛF + 1

2D
2F
)
, (L.10)

δḡAB = 2rDADBF − rγABD2F + r2 (DAYB +DBYA − γABψ) . (L.11)

The perturbed metric is hence

ds2 = −
(

Λ− M

r2 D
2F + ψ − 3M

r
ψ + 1

2D
2ψ
)
dv2 + 2dvdr −DA

(
2ΛF +D2F

)
dvdΘA

+
[
r2γAB + 2rDADBF − rγABD2F + r2 (DAYB +DBYA − γABψ)

]
dΘAdΘB. (L.12)

Using this and the relation

Γabc = Γ̄abc + 1
2 ḡ

ad
(
∇̄bδḡdc + ∇̄cδḡdb − ∇̄dδḡbc

)
+O(δḡ)2, (L.13)

let us compute some perturbed Christoffel symbols to linear order in ξ,

Γvrr = Γrrr = ΓArr = 0, (L.14)

ΓvrA = 0, (L.15)

ΓrrA = 1
r
DAF −

3M
r2 DAF + 1

2rDAD
2F, (L.16)

ΓBrA = 1
r
δBA −

1
2r2

(
2DBDAF − δBAD2F

)
, (L.17)

which turn out to be exactly the same as the components of supertranslated metric with
just f → F , and

γABΓvAB = −2r, (L.18)

γABΓrAB = −2rΛ−D2F + 4M
r
D2F − 2rψ + 6Mψ − rD2ψ − 1

2D
2D2F, (L.19)

γABΓCAB = γAB(2)ΓCAB + 4M
r2 D

CF + Y C +D2Y C . (L.20)
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Using the above symbols, we can write

∇rζr = ∂rζr, (L.21)

∇rζA +∇Aζr = ∂rζA +DAζr − ζr
(2
r
DAF −

6M
r2 DAF + 1

r
DAD

2F
)

− 2
r
ζA + 1

r2 ζB
(
2DBDAF − δBAD2F

)
, (L.22)

γAB∇AζB = DAζA + ζr

(
D2F − 4M

r
D2F + 2rψ − 6Mψ + rD2ψ + 1

2D
2D2F

)

+ 2rζv + 2rΛζr − ζC

4M
r2 D

CF + Y C +D2Y C

. (L.23)

Now, let us raise the indices using the perturbed metric,

ζv = −Λζv + ζv
(
M

r2 D
2F − ψ + 3M

r
ψ − 1

2D
2ψ
)

+ ζr − ζADA

(
ΛF + 1

2D
2F
)
, (L.24)

ζr = ζv, (L.25)

ζA = −ζvDA

(
ΛF + 1

2D
2F
)

+ r2γABζ
B

+ ζB
(
2rDADBF − rγABD2F + r2 (DAYB +DBYA − γABψ)

)
, (L.26)

and expand around the Schwarzschild supertranslation + superrotation vector field parametrized
by g(Θ) and ZA(Θ), employing the shorthand φ ≡ DAZ

A and G ≡ g + v
2φ,

ζv = G+ δζv, ζr = −1
2D

2G− r

2φ+ δζr, ζA = 1
r
DAG+ ZA + δζA, (L.27)

which to first order in the perturbation gives

ζv = −Λδζv + δζr +G
(
−Λ + M

r2 D
2F − ψ + 3M

r
ψ − 1

2D
2ψ
)
− 1

2D
2G− r

2φ

−
(1
r
DAG+ ZA

)(
ΛDAF + 1

2DAD
2F
)
, (L.28)

ζr = G+ δζv, (L.29)

ζA = −G
(

ΛDAF + 1
2DAD

2F
)

+ rDAG+ r2ZA + r2γABδζ
B

+
(1
r
DBG+ ZB

) (
2rDADBF − rγABD2F + r2 (DAYB +DBYA − γABψ)

)
. (L.30)
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Plugging these back in and demanding that ∇rζr = ∇Aζr+∇rζA = γAB∇AζB = 0, we obtain

0 = ∂rδζ
v, (L.31)

0 = r2γAB∂rδζ
B +DAδζ

v − 2
r

(DBG)DADBF + 1
r

(DAG)D2F − (DBG)(DAYB +DBYA)

+ (DAG)ψ, (L.32)

0 = −Λ(DAG)DAF + 2(DADBG)DADBF − (D2G)D2F

+ r2

2 (DAZB +DBZA)(DAYB +DBYA)− r2φψ − r(D2G)ψ − r(D2F )φ+ 2rδζr

+ 2r(DADBG)DAYB −
1
2(DAG)DAD

2F + 2r(DAZB)DADBF + r2DAδζ
A. (L.33)

Solving for δζ, we obtain

δζv = 0, (L.34)

δζr = 1
2r

(
Λ(DAG)DAF − (DADBG)DADBF + 1

2(D2G)D2F
)
− rD(AZB)D(AYB) + r

2φψ

+ 1
2r (DAG)D2DAF − (DAZB)DADBF + 1

2(D2F )φ+ 1
2(DBG)D2Y B + 1

2(DBG)Y B,

(L.35)

δζA = − 1
r2 (DBG)DADBF + 1

2r2 (DAG)D2F − 1
r

(DBG)(DAY B +DBY A) + 1
r

(DAG)ψ.

(L.36)

These are the changes in ζa due to the transformation ξa. To emphasize this point, we change
the notation to δζa → δξζ

a. The changes in ξa due to ζa can be obtained by exchanging
ξ ↔ ζ, and we denote this as δζξa.

The regular Lie bracket [ξ, ζ]a = ξb∂bζ
a − ζb∂bξ

a of two vector fields can be computed
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straightforwardly from (L.1),

[ξ, ζ]v = 1
2Fφ−

1
2Gψ + Y ADAG− ZADAF, (L.37)

[ξ, ζ]r = −1
4FD

2φ+ 1
4GD

2ψ + 1
4φD

2F − 1
4ψD

2G− 1
2r (DAF )DAD

2G+ 1
2r (DAG)DAD

2F

− 1
2(DAF )DAφ+ 1

2(DAG)DAψ −
1
2Y

ADAD
2G+ 1

2Z
ADAD

2F

− r

2Y
ADAφ+ r

2Z
ADAψ, (L.38)

[ξ, ζ]A = 1
2rFD

Aφ− 1
2rGD

Aψ + 1
2r2 (D2F )DAG− 1

2r2 (D2G)DAF + 1
2rψD

AG− 1
2rφD

AF

+ 1
r2 (DBF )DBD

AG− 1
r2 (DBG)DBD

AF + 1
r
Y BDBD

AG− 1
r
ZBDBD

AF

+ 1
r

(DBF )DBZ
A − 1

r
(DBG)DBY

A + Y BDBZ
A − ZBDBY

A. (L.39)

Now, we define the modified bracket by correcting this by δξζa and δζξa,

[ξ, ζ]aM = [ξ, ζ]a − δξζa + δζξ
a. (L.40)

Using the expressions for δξζa that we have computed earlier, we obtain

[ξ, ζ]vM = 1
2Fφ+ Y ADAG− (ξ ↔ ζ), (L.41)

[ξ, ζ]rM = −1
4FD

2φ− 1
4(D2F )φ− 1

2(DAF )DAφ−
1
2Y

AD2DAG− (DAY B)DADBG

− 1
2(DBG)D2Y B − r

2Y
ADAφ− (ξ ↔ ζ), (L.42)

[ξ, ζ]AM = 1
2rFD

Aφ− 1
2rψD

AG+ 1
r
Y BDBD

AG+ Y BDBZ
A + 1

r
(DBG)DAY B

− (ξ ↔ ζ). (L.43)

The v-component can be reorganized as

[ξ, ζ]v = 1
2fφ−

1
2gψ + Y ADAg − ZADAf + v

2DA

(
Y BDBZ

A − ZBDBY
A
)
. (L.44)

Let us define

f̂ = 1
2fφ−

1
2gψ + Y ADAg − ZADAf, (L.45)

Ŷ A = Y BDBZ
A − ZBDBY

A. (L.46)
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Then, define ψ̂ ≡ DAŶ
A, and take F̂ ≡ f̂ + v

2 ψ̂ so that we have [ξ, ζ]v = F̂ ,

F̂ = 1
2Fφ+ Y ADAG− (ξ ↔ ζ). (L.47)

With this definition, observe that we have exactly the modified bracket components

−1
2D

2F̂ − r

2 ψ̂ = −1
4FD

2φ− 1
4(D2F )φ− 1

2(DAF )DAφ−
1
2Y

AD2DAG− (DAY B)DADBG

− 1
2(DAG)D2Y A − r

2Y
ADAφ− (ξ ↔ ζ) (L.48)

= [ξ, ζ]rM , (L.49)

and

1
r
DAF̂ + Ŷ A = 1

2rFD
Aφ− 1

2rψD
AG+ 1

r
Y BDBD

AG+ Y BDBZ
A + 1

r
(DBG)DAY B

− (ξ ↔ ζ) (L.50)

= [ξ, ζ]AM . (L.51)

This implies that

[ξ, ζ]M =
(
f̂ + v

2 ψ̂
)
∂v −

1
2

(
D2

(
f̂ + v

2 ψ̂
)

+ rψ̂
)
∂r +

(1
r
DA

(
f̂ + v

2 ψ̂
)

+ Ŷ A
)
∂A. (L.52)

Comparing the RHS to the expression (L.1), we can see that it is another supertranslation
f̂ together with superrotation Ŷ A.

We conclude that given two pairs (f1, Y1), (f2, Y2) of supertranslation and superrotation,
the modified bracket has the algebra

[(f1, Y1), (f2, Y2)]M = (f̂ , Ŷ ), (L.53)

with the product being another supertranslation + superrotation parametrized by

f̂ = 1
2f1DAY

A
2 −

1
2f2DAY

A
1 + Y A

1 DAf2 − Y A
2 DAf1, (L.54)

Ŷ A = Y B
1 DBY

A
2 − Y B

2 DBY
A

1 . (L.55)

223



Appendix M

Standard and Dual Supertranslation
Charges on the Schwarzschild Horizon

In this appendix, we give a derivation of the supertranslation and dual supertranslation
charges using the formula of [108,109],

/δQH
+

E = 1
16πεαβγδ

∫
∂H+

(iξEγ)δωαβ ∧ Eδ, (M.1)

/δQH
+

M = i

8π

∫
∂H+

(iξEα)δωαβ ∧ Eβ. (M.2)

Here ωαβ is the (torsion-free) spin connection 1-form, and δω is the change in ω induced by
the variation δgab = hab of the metric.

In order to incorporate the variation of the metric, we parametrize a generic metric in
Bondi gauge by

gab =


V +WAW

A U WB

U 0 0
WA 0 gAB

 , (M.3)

where V , U , WA are real functions of v, r, ΘA. The inverse metric is

gab =


0 U−1 0
U−1 −V U−2 −U−1WB

0 −U−1WA gAB

 , (M.4)

where gAB is the inverse of the two-dimensional metric gAB, andWA = gABWB (not γABWB).
Since this metric may deviate from that of Schwarzschild, the two-dimensional curved indices
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A,B,C, . . . in this section (and only in this section) are lowered and raised using gAB and
gAB instead of the unit 2-sphere metric γAB.

We employ the following set of vielbein Eα = Eα
adx

a,

E1 = V

2 dv + Udr, (M.5)

E2 = −dv, (M.6)

E3 = WAµ
Adv + µAdΘA, (M.7)

E4 = WAµ̄
Adv + µ̄AdΘA, (M.8)

where µA, µ̄A are complex functions of v, r, ΘA, and µA = gABµB, µ̄A = gABµ̄B (bar denotes
complex conjugation, so µ̄A is the complex conjugate of µA and hence E3 = E4). They
satisfy the conditions

µAµ̄B + µBµ̄A = gAB, (M.9)

µAµ̄A = 1, (M.10)

µAµA = µ̄Aµ̄A = 0. (M.11)

The tangent space metric and its inverse are

ηαβ = ηαβ =


0 −1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0

 , (M.12)

and the inverse vielbeins Eα = Eα
a∂a are

E1 = U−1∂r, (M.13)

E2 = −∂v + V

2U ∂r +WA∂A, (M.14)

E3 = µ̄A∂A, (M.15)

E4 = µA∂A. (M.16)

One can readily check that

Eα
aEα

b = δab, Eα
aEβ

a = δα
β, (M.17)

Eα
aE

β
bηαβ = gab, Eα

aEβ
bηαβ = gab. (M.18)
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The spin connection 1-form ωαβ is defined as

dEα = −ωαβ ∧ Eβ = 1
2c

α
βγE

β ∧ Eγ, (M.19)

ωαβ = 1
2(cαβγ − cβαγ − cγαβ)Eγ, (M.20)

where cαβγ are the anholonomy coefficients. The coefficients are given by

c1βγ = 0, (M.21)

c212 = 1
U

(1
2V
′ − U̇ +WA∂AU

)
, (M.22)

c213 = µ̄A∂AU

U
, (M.23)

c223 = −1
2 µ̄

A∂AV + µ̄A∂AU

2U V, (M.24)

c234 = 0, (M.25)

c312 = −W
A′µ̄A
U

, (M.26)

c313 = µ̄Aµ̄′A
U

, (M.27)

c314 = µAµ̄′A
U

, (M.28)

c323 = µ̄A∂A(W · µ̄)− µ̄A ˙̄µA + µ̄Aµ̄′A
2U V +WAµ̄B(∂Aµ̄B − ∂Bµ̄A), (M.29)

c324 = µA∂A(W · µ̄)− µA ˙̄µA + µAµ̄′A
2U V +WAµB(∂Aµ̄B − ∂Bµ̄A), (M.30)

c334 =
(
µAµ̄B − µ̄AµB

)
∂Bµ̄A. (M.31)

The remaining coefficients can be obtained using the antisymmetry cαβγ = −cαγβ and the
fact E3 = E4 implies switching indices 3 ↔ 4 corresponds to complex conjugation, for
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instance c213 = c214 and c434 = c343 = −c334. Using this to compute ωαβ, we obtain

ω12 = 1
U

(
−1

2V
′ + U̇ −WA∂AU

)
E2

+ 1
2U

(
−µ̄A∂AU +WA′µ̄A

)
E3 + 1

2U
(
−µA∂AU +WA′µA

)
E4, (M.32)

ω13 = 1
2U

(
WA′µ̄A − µ̄A∂AU

)
E2 − µ̄Aµ̄′A

U
E3 − 1

2U
(
µAµ̄′A + µ̄Aµ′A

)
E4, (M.33)

ω23 = 1
2U

(
−µ̄A∂AU −WA′µ̄A

)
E1 + 1

2

(
µ̄A∂AV −

µ̄A∂AU

U
V

)
E2

−
(
µ̄A∂A(W · µ̄)− µ̄A ˙̄µA + µ̄Aµ̄′A

2U V +WAµ̄B(∂Aµ̄B − ∂Bµ̄A)
)
E3

− 1
2

(
µA∂A(W · µ̄)− µA ˙̄µA + µAµ̄′A

2U V +WAµB(∂Aµ̄B − ∂Bµ̄A) + c.c.
)
E4, (M.34)

ω34 = 1
2U

(
−µAµ̄′A + µ̄Aµ′A

)
E1

+ 1
2

(
µ̄A∂A(W · µ)− µ̄Aµ̇A + µ̄Aµ′A

2U V +WAµ̄B(∂AµB − ∂BµA)− c.c.
)
E2

−
(
µAµ̄B − µ̄AµB

)
∂Bµ̄AE

3 −
(
µAµ̄B − µ̄AµB

)
∂BµAE

4. (M.35)

We keep in mind that E3 = E4. The remaining components can be obtained by antisymmetry
and complex conjugation, for instance ω42 = ω32 = −ω23.

M.1 Supertranslation charge

The conserved electric charge involves the differential form

1
16πεαβγδ(iξE

γ)δωαβ ∧ Eδ. (M.36)

We are interested in integrating

1
2εαβγδ(iξE

γ)δωαβ ∧ Eδ = ε1234iξE
3δω12 ∧ E4 + ε1324iξE

2δω13 ∧ E4 + ε2314iξE
1δω23 ∧ E4

+ ε1243iξE
4δω12 ∧ E3 + ε1423iξE

2δω14 ∧ E3 + ε2413iξE
1δω24 ∧ E3

+ · · · (M.37)

over S2. Observe that the alternating tensor εαβγδ is purely imaginary,

ε1234 = ε1243 = −ε1234. (M.38)
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By explicit computation, one finds that

ε1234 = E1
aE2

bE3
cE4

dεabcd = −i, (M.39)

where εabcd is the alternating tensor in the curved coordinates with εvrθφ =
√
− det g =

Ur2 sin θ. Using this and rearranging the indices, we obtain

i

2εαβγδ(iξE
γ)δωαβ ∧ Eδ = −iξE3δω12 ∧ E4 + iξE

2δω24 ∧ E4 − iξE1δω14 ∧ E4

+ iξE
4δω12 ∧ E3 − iξE2δω23 ∧ E3 + iξE

1δω13 ∧ E3

+ · · · . (M.40)

Let us look at this one by one. We are interested only in coefficients of E3 ∧ E4. The first
and fourth terms combine to yield

−iξE3δω12 ∧ E4 + iξE
4δω12 ∧ E3 = 1

2ξ
A
(
∂Ahvr + 2

r
hvA − ∂rhvA

)
E3 ∧ E4 + · · · . (M.41)

For the second term we have

iξE
2δω24 ∧ E4 = ξv

2

(1
r
hvv + ∂Ah

A
v + hAv

(
µ̄B∂AµB + µB∂Aµ̄B

))
E3 ∧ E4 + · · · , (M.42)

where we have used δ(µ̄Aµ̇A) = δ(µA ˙̄µA) = 0. It turns out that

∂Ah
A
v + hAv

(
µ̄B∂AµB + µB∂Aµ̄B

)
= gABDAhvB = 1

r2γ
ABDAhvB, (M.43)

where DA denotes covariant derivative on the unit 2-sphere (that is, compatible with γAB,
not gAB). Thus, we can write

iξE
2δω24 ∧ E4 = ξv

2

(1
r
hvv + 1

r2γ
ABDAhvB

)
E3 ∧ E4 + · · · . (M.44)

The coefficient of E3 ∧ E4 is real, i.e. its complex conjugate is the same,

iξE
2δω24 ∧ E4 − iξE2δω23 ∧ E3 = ξv

(1
r
hvv + 1

r2γ
ABDAhvB

)
E3 ∧ E4 + · · · . (M.45)
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We also have

−iξE1δω14 ∧ E4 = ξrδ
[ 1
2U

(
µ̄Aµ′A + µAµ̄′A

)]
E3 ∧ E4 + ξr

2
(
µ̄Aµ′A + µAµ̄′A

)
δE3 ∧ E4 + · · · ,

(M.46)

iξE
1δω13 ∧ E3 = ξrδ

[ 1
2U

(
µAµ̄′A + µ̄Aµ′A

)]
E3 ∧ E4 + ξr

2
(
µAµ̄′A + µ̄Aµ′A

)
E3 ∧ δE4 + · · · .

(M.47)

Together we have

−iξE1δω14 ∧ E4 + iξE
1δω13 ∧ E3 = −2ξr

r
hvrE

3 ∧ E4 + ξr

r
δ(E3 ∧ E4) + · · · , (M.48)

where we have used δ(µAµ̄′A) = δ(µ̄Aµ′A) = 0. With δr = 0, we also have δ(E3∧E4) = 0 due
to the Bondi gauge condition γABhAB = 0.

Collecting the results, we obtain

i

2εαβγδ(iξE
γ)δωαβ ∧ Eδ =

1
2ξ

A
(
∂Ahvr + 2

r
hvA − ∂rhvA

)
+ ξv

(1
r
hvv + 1

r2γ
ABDAhvB

)

− 2ξr
r
hvr

E3 ∧ E4 + · · · . (M.49)

Plugging this into (M.1), we obtain the electric diffeomorphism charge associated with vector
field ξ on the Schwarzschild horizon r = 2M to be

/δQH
+

E = M2

4π

∫
d2Θ√γ

ξA (∂Ahvr + 1
M
hvA − ∂rhvA

)

+ 1
M
ξv
(
hvv + 1

2MγABDAhvB

)
− 2ξr
M

hvr

. (M.50)

M.2 Dual supertranslation charge

The magnetic diffeomorphism charge associated with a vector field ξ takes the form

/δQH
+

M = i

8π

∫
∂H+

(iξEα)δωαβ ∧ Eβ. (M.51)

For this we need to compute the dΘA ∧ dΘB component of the two-form

(iξEα)δωαβ ∧ Eβ. (M.52)
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Since only E3 and E4 carry dΘA components, the only part of the expression relevant to the
S2 integral is

(iξEα)δωαβ ∧ Eβ = (iξE1)(δω13 ∧ E3 + δω14 ∧ E4) + (iξE2)(δω23 ∧ E3 + δω24 ∧ E4)

+ (iξE3)δω34 ∧ E4 + (iξE4)δω43 ∧ E3 + · · · , (M.53)

where · · · contains all the irrelevant components such as dv ∧ dΘA. Using the expression
(M.34) for the spin connection, we can write

(δω13 ∧ E3 + δω14 ∧ E4)|dΘA∧dΘB = −δ
[ 1
2U

(
µ̄Aµ′A + µAµ̄′A

)]
(E3 ∧ E4 + E4 ∧ E3)

− 1
2
(
µ̄Aµ′A + µAµ̄′A

)
(δE3 ∧ E4 + δE4 ∧ E3)

− (µ̄Aµ̄′A)δE3 ∧ E3 − (µAµ′A)δE4 ∧ E4. (M.54)

The first line on the RHS is clearly zero since E3 ∧E4 +E4 ∧E3 = 0. The third line is also
zero since

µ̄Aµ̄′A = 1
r
µ̄Aµ̄A = 0, µAµ′A = 1

r
µAµA = 0. (M.55)

In the second line, we have

δE3 ∧ E4 + δE4 ∧ E3 = (δµAµ̄B + δµ̄AµB)dΘA ∧ dΘB. (M.56)

One can show that the expression in parentheses on the RHS is 1
2hAB and is therefore

symmetric,

hAB = δ(µAµ̄B + µ̄AµB) = 2(δµAµ̄B + δµ̄AµB), (M.57)

which implies δE3 ∧ E4 + δE4 ∧ E3 = 0. Therefore we have

(δω13 ∧ E3 + δω14 ∧ E4)|dΘA∧dΘB = 0. (M.58)

The expression for δω23∧E3+δω24∧E4 is similar but with just more complicated coefficients.
To see this, first observe that the E3 and E4 components of ω23 and ω24 have the form

ω23 = · · · − AE3 −BE4, ω24 = · · · −BE3 − ĀE4, (M.59)
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where A is complex and B is real,

A = µ̄A∂A(W · µ̄)− µ̄A ˙̄µA + µ̄Aµ̄′A
2U (V −W 2) +WAµ̄B(∂Aµ̄B − ∂Bµ̄A), (M.60)

B = 1
2

(
µA∂A(W · µ̄)− µA ˙̄µA + µAµ̄′A

2U (V −W 2) +WAµB(∂Aµ̄B − ∂Bµ̄A) + c.c.
)
. (M.61)

Note that A = B = 0 on Schwarzschild; it is only the variations δA and δB that do not
necessarily vanish. Thus, we have

(δω23 ∧ E3 + δω24 ∧ E4)|dΘA∧dΘB = −(δB)(E3 ∧ E4 + E4 ∧ E3)−B(δE3 ∧ E4 + δE4 ∧ E3)

− AδE3 ∧ E3 − ĀδE4 ∧ E4 (M.62)

= 0, (M.63)

where the second line vanishes since A = B = 0, and the first line vanishes due to E3∧E4 +
E4 ∧ E3 = 0.

At this point we are left with the two terms,

(iξE3)δω34 ∧ E4 + (iξE4)δω43 ∧ E3. (M.64)

We first note that the E3 and E4 components of ω34 = −ω43 can be written compactly using
µAµ̄B − µ̄AµB = iεAB as

ω34 = · · ·+ iεAB
(
∂Aµ̄BE

3 + ∂AµBE
4
)
. (M.65)

The variation δεAB is proportional to the trace γABhAB and therefore vanishes in Bondi
gauge. Therefore if we vary ω34, the variation only acts on the expression inside the paren-
theses,

δω34 = · · ·+ iεABδ
(
∂Aµ̄BE

3 + ∂AµBE
4
)

(M.66)

= · · ·+ iεAB
(
∂Aδµ̄BE

3 + ∂AδµBE
4 + ∂Aµ̄BδE

3 + ∂AµBδE
4
)
. (M.67)
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Plugging this in and using iξE3 = ξAµA and iξE4 = ξAµ̄A, we obtain

(iξE3)δω34 ∧ E4 + (iξE4)δω43 ∧ E3 = iεABξCµC
(
∂Aδµ̄BE

3 + ∂Aµ̄BδE
3 + ∂AµBδE

4
)
∧ E4

− iεABξC µ̄C
(
∂AδµBE

4 + ∂Aµ̄BδE
3 + ∂AµBδE

4
)
∧ E3

(M.68)

= ξCXC , (M.69)

where XC takes the form

XC = iεABµC
(
∂Aδµ̄BE

3 + ∂Aµ̄BδE
3 + ∂AµBδE

4
)
∧ E4

− iεABµ̄C
(
∂AδµBE

4 + ∂Aµ̄BδE
3 + ∂AµBδE

4
)
∧ E3 (M.70)

= iεAB
[
µC(∂Aδµ̄B)µDµ̄E + µC(∂Aµ̄B)δµDµ̄E + µC(∂AµB)δµ̄Dµ̄E

+ µ̄C(∂AδµB)µDµ̄E + µ̄C(∂Aµ̄B)µDδµE + µ̄C(∂AµB)µDδµ̄E
]
dΘD ∧ dΘE. (M.71)

One finds that this expression is

XC = 1
2

(
∂θ
hφθ
sin θ + 2 cos θ

sin2 θ
hφθ −

∂φhθθ
sin θ , sin θ∂θ

hφφ
sin2 θ

+ 2 cos θ
sin2 θ

hφφ − ∂φ
hθφ
sin θ

)
dΩ (M.72)

= −r
2

2 ε
ABDAhBCdΩ, (M.73)

where dΩ = sin θdθ ∧ dφ, and DA denotes the unit 2-sphere covariant derivative compatible
with γAB. Notice that εAB here is the Levi-Civita tensor for the metric gAB, which contains
the r2 factor. If we write ε̄AB for the Levi-Civita tensor corresponding to the S2 metric γAB,
we have the relation ε̄AB = r2εAB and

XC = −1
2 ε̄

ABDAhBCdΩ. (M.74)

Collecting the results, we obtain the magnetic diffeomorphism charge associated with a vector
field ξ to be

/δQH
+

M = i

8π

∫
∂H+

(iξEα)δωαβ ∧ Eβ (M.75)

= i

8π

∫
∂H+

ξCXC (M.76)

= − i

16π

∫
∂H+

d2Θ√γ ξC ε̄ABDAhBC . (M.77)
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Appendix N

Non-Integrable Part of Horizon
Supertranslation Charge

In this appendix, we demonstrate that the non-integrable part NH+
f of the horizon su-

pertranslation charge exhibits vanishing Dirac bracket with other horizon supertranslation
charges.

We can re-write NH+
f in terms of the delta function ∂z̄f = 2πδ2(z − w). Doing so and

taking note that the covariant derivative Dz is acting on a scalar and is therefore a plain
partial derivative, we obtain

NH+

f = − 1
8πM

∫
H+

dv d2z (∂z̄f)∂z[D2 − 1]−1DBDAσAB (N.1)

Partial integration in the second term by z̄ yields

NH+

f = 1
8πM

∫
H+

dv d2z (∂z∂z̄f)[D2 − 1]−1DBDAσAB. (N.2)

The boundary term arising from this vanishes, since ∂z̄f = 2πδ2(z−w) and the contour does
not cross w. To treat [D2 − 1]−1 explicitly, let us consider its Green’s function ∆(z, z′) of
D2 − 1,1

(D2 − 1)∆(z, z′) = 1
γzz̄

δ2(z − z′), (N.3)

1The Green’s function depends on both (z, z̄) and (z′, z̄′), so we should have written ∆(z, z̄, z′, z̄′) to be
precise. We use the shorthand ∆(z, z′) for notational brevity.
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which is derived in appendix N.1 to be,

∆(z, z′) = 1
4 sin(πλ)Pλ(−nz · nz′), (N.4)

where λ = 1
2(−1 + i

√
3), Pλ is the Legendre function, and

nz =
(
z + z̄

1 + zz̄
,
i(z̄ − z)
1 + zz̄

,
1− zz̄
1 + zz̄

)
(N.5)

is the Cartesian coordinates of a unit vector on the sphere characterized by (z, z̄). The
quantity nz ·nz′ reduces to cos θ when (z′, z̄′) is set to the north pole, as it should. Using ∆,
we can write (8.39) as

NH+

f = 1
8πM

∫
H+

dv d2z (∂z∂z̄f)
∫
d2z′

√
γ′∆(z, z′)DB′DA′σA′B′ . (N.6)

In the second term on the r.h.s., let us partial integrate the two covariant derivatives on
σA′B′ to ∆. This gives rise to two boundary terms, but one can use (N.4) to show that they
vanish, see appendix N.2 for details,

NH+

f = 1
8πM

∫
H+

d2z (∂z∂z̄f)
∫
d2z′

√
γ′ (DA′DB′∆(z, z′))σA′B′ . (N.7)

First, let us compute the Dirac bracket {NH+
f , δQH

+
g }. This is zero, since it is proportional

to{∫
H+

dv d2z(∂z∂z̄f)
∫
d2z′

√
γ′(DA′DB′∆(z, z′))σA′B′ ,

∫
H+

dv d2z′′
√
γ′′(DE′′DC′′g)σD′′C′′

}
= 0. (N.8)

Next, we compute {NH+
f , δQ̃H

+
g }. It is proportional to the quantity

{∫
H+

dv d2z(∂z∂z̄f)
∫
d2z′

√
γ′(DA′DB′∆(z, z′))σA′B′ ,

∫
H+
−

d2z′′
√
γ′′(DE′′DC′′g)εE′′D

′′
hD′′C′′

}

= 32πM2
∫
H+
−

d2z (∂z∂z̄f)
∫
d2z′

√
γ′(DA′DB′∆(z, z′))(DE′DC′g)εE′D

′
γA′B′D′C′ , (N.9)

where we have used (8.22), with γABCD = γACγBD + γADγBC − γABγCD. Partial integrating
the two covariant derivatives on ∆ to g while noting that DAεBC = 0 and DAγBCDE = 0, we
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obtain{∫
H+

dv d2z(∂z∂z̄f)
∫
d2z′

√
γ′(DA′DB′∆(z, z′))σA′B′ ,

∫
H+
−

d2z′′
√
γ′′(DE′′DC′′g)εE′′D

′′
hD′′C′′

}

= 32πM2
∫
d2z (∂z∂z̄f)

∫
d2z′

√
γ′∆(z, z′)(DB′DA′DE′DC′g)εE′D

′
γA′B′D′C′ (N.10)

= 64πiM2
∫
d2z (∂z∂z̄f)

∫
d2z′

√
γ′∆(z, z′)(γz′z̄′)2[D2

z′ , D
2
z̄′ ]g. (N.11)

The boundary term arising from the partial integration is similar to that discussed in ap-
pendix N.2 and vanish for the same reason.2 In the second equation, we have used the
fact that the only non-vanishing components of εAB and γABCD are εzz = −εz̄ z̄ = i and
γzzz̄z̄ = γz̄z̄zz = 8

(1+zz̄)2 = 2γzz̄2 respectively. One can readily check that [D2
z , D

2
z̄ ]g = 0.

Therefore, we conclude that NH+
f has zero bracket with both charges,

{NH+

f , δQH
+

g } = 0, (N.13)

{NH+

f , δQ̃H
+

g } = 0. (N.14)

N.1 Green’s function for D2 − 1

Let us derive the Green’s function for D2 − 1 on the unit sphere. We want a solution to

(D2 − 1)∆(Ω,Ω′) = δ(Ω− Ω′) ≡ 1
sin θδ(θ − θ

′)δ(φ− φ′), (N.15)

where Ω and Ω′ represent points on the unit sphere, and the differential operator acts on
Ω. Due to spherical symmetry, the Green’s function only depends on the geodesic distance
between Ω and Ω′. Without any loss of generality, we can assign the coordinates on the
sphere such that Ω′ sits at the north pole. Then, the geodesic distance between Ω and Ω′

is given by θ. By spherical symmetry, this solution must be the same as when Ω′ is not
necessarily at the north pole but instead φ = φ′, in which case the geodesic distance is

2The boundary term arising from the partial integration is proportional to the expression∫
d2z′

√
γ′
[
DA′

(
DB′

∆(z, z′)DE′
DC′

g
)
−DB′

(
∆(z, z′)DA′

DE′
DC′

g
)]
εE′

D′
γA′B′D′C′

= 2i
∮
z

dz′γz
′z̄′ ((

D2
zg
)
∂z̄′∆(z, z′)−∆(z, z′)Dz̄′D2

zg
)

+ 2i
∮
z

dz̄′γz
′z̄′ ((

D2
z̄′g
)
∂z′∆(z, z′)−∆(z, z′)Dz′Dz̄′2g

)
.

(N.12)

It is shown in appendix N.1 that ∆ ∼ 1
4 log |z − z′|2 as z → z′, so the above expression vanishes due to lack

of appropriate poles.
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|θ − θ′|. Thus, we solve the following equation first,

(D2 − 1)∆(|θ − θ′|) = 1
2π sin θδ(θ − θ

′), (N.16)

and restore the φ-dependence later. The operator D2 in spherical coordinates reads

D2 = 1
sin θ

∂

∂θ
sin θ ∂

∂θ
+ 1

sin2 θ

∂2

∂φ2 , (N.17)

so by changing variables to t = cos θ, we can write (N.16) as
(
d

dt
(1− t2) d

dt
− 1

)
∆(t, t′) = 1

2πδ(t− t
′). (N.18)

We can obtain the Green’s function ∆ by solving this equation for t < t′ and t > t′, and
then stitching the two solutions together at t = t′.

The differential equation (N.18) states that a second-order differential operator acting
on ∆ yields a delta function. This implies that ∆ is continuous at t = t′; otherwise the
discontinuity can locally be written in terms of the Heaviside step function, and d2

dt2
acting

on it yields a derivative of the delta function, which is not present in (N.18). So, we have

lim
ε→0+

∆(t′ − ε, t′) = lim
ε→0+

∆(t′ + ε, t′). (N.19)

On the other hand, d∆
dt

is discontinuous, which can be seen by integrating (N.18) around an
infinitesimal region around t = t′,

lim
ε→0+

(1− t′2)
(
d∆
dt

∣∣∣∣∣
t=t′+ε

− d∆
dt

∣∣∣∣∣
t=t′−ε

)
= 1

2π . (N.20)

With the stitching conditions (N.19) and (N.20) in mind, let us solve (N.18) for t 6= t′.
Equation (N.18) for t 6= t′ takes the form of a Legendre equation,

(
d

dt
(1− t2) d

dt
+ λ(λ+ 1)

)
∆(t, t′) = 0, (N.21)

with λ = −1±i
√

3
2 (such that λ(λ + 1) = −1). Being a second-order ordinary differential

equation, this has two linearly independent solutions, the Legendre functions Pλ(t) and
Qλ(t) of the first and second kind. When λ = n where n is an integer, Pn(t) and Qn(t)
become the Legendre polynomials of the first and second kind. Legendre polynomials have a
definite parity, so for instance Pn(t) and Pn(−t) = (−1)nPn(t) are not linearly independent.

236



However, for non-integer λ, Pλ(t) is linearly independent to Pλ(−t), (equations 8.2.3 and
8.3.1 of [166])

Pλ(−t) = cos(λπ)Pλ(t)−
2
π

sin(πλ)Qλ(t). (N.22)

This relation implies that for non-integer λ, we can use {Pλ(t), Pλ(−t)} instead of {Pλ(t), Qλ(t)}
as the basis of solutions to (N.21). Thus, we can write

∆(t, t′) =

a1Pλ(t) + a2Pλ(−t) for t < t′,

b1Pλ(t) + b2Pλ(−t) for t > t′,
(N.23)

where a1, a2, b1 and b2 are functions of t′ only. We demand that the Green’s function ∆(t, t′)
is well-defined everywhere but t = t′. Taking note that Pλ(1) = 1 and Pλ(−1) =∞, one can
see that this fixes a1 = b2 = 0,

∆(t, t′) =

a2Pλ(−t) for t < t′,

b1Pλ(t) for t > t′.
(N.24)

The remaining coefficients a2 and b1 are fixed by the stitching conditions (N.19) and (N.20),
which read

a2Pλ(−t′) = b1Pλ(t′), (N.25)

b1P
′
λ(t′) + a2P

′
λ(−t′) = 1

2π(1− t′2) . (N.26)

These can equivalently be written as
Pλ(−t′) −Pλ(t′)
P ′λ(−t′) P ′λ(t′)

a2

b1

 =
 0

1
2π(1−t′2)

 . (N.27)

Solving for a2 and b1, we obtain
a2

b1

 = 1
(Pλ(−t′)P ′λ(t′) + Pλ(t′)P ′λ(−t′))

 P ′λ(t′) Pλ(t′)
−P ′λ(−t′) Pλ(−t′)

 0
1

2π(1−t′2)

 (N.28)

= −1
2π(1− t′2)W{Pλ(t), Pλ(−t)}|t=t′

 Pλ(t′)
Pλ(−t′)

 , (N.29)
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where W{·, ·}|t=t′ is the Wronskian,

W{Pλ(t), Pλ(−t)} =

∣∣∣∣∣∣ Pλ(t) Pλ(−t)
d
dt
Pλ(t) d

dt
Pλ(−t)

∣∣∣∣∣∣ =

∣∣∣∣∣∣Pλ(t) Pλ(−t)
P ′λ(t) −P ′λ(−t)

∣∣∣∣∣∣ (N.30)

= − (Pλ(t)P ′λ(−t) + Pλ(−t)P ′λ(t)) , (N.31)

evaluated at t = t′. To compute the Wronskian of Pλ(t) and Pλ(−t), we first note that the
Wronskian of Pλ(t) and Qλ(t) is (equation 8.1.9 of [166])

W{Pλ(t), Qλ(t)} = 1
1− t2 . (N.32)

Then, we use the relation (N.22) to obtain

W{Pλ(t), Pλ(−t)} = cos(λπ)W{Pλ(t), Pλ(t)} −
2
π

sin(πλ)W{Pλ(t), Qλ(t)} (N.33)

= −2 sin(πλ)
π(1− t2) , (N.34)

since W{Pλ(t), Pλ(t)} = 0. This with (N.29) implies that a2 and b1 are
a2

b1

 = 1
4 sin(πλ)

 Pλ(t′)
Pλ(−t′)

 . (N.35)

Plugging these into (N.24), we obtain the Green’s function

∆(t, t′) = 1
4 sin(πλ)

Pλ(t
′)Pλ(−t) for t < t′,

Pλ(−t′)Pλ(t) for t > t′.
(N.36)

Putting Ω′ back at the north pole (and hence θ′ = 0 and t′ = 1) and recalling that λ = −1+i
√

3
2 ,

we obtain

∆(θ) = 1
4 sin(πλ)P−1+i

√
3

2
(− cos θ). (N.37)

So, this is the Green’s function when Ω′ is the north pole. For a generic point Ω′ on the
sphere, spherical symmetry demands that ∆ only depend on the geodesic distance γ between
Ω and Ω′, which is given as

cos γ = cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′), (N.38)
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and we have

∆(Ω,Ω′) = 1
4 sin(πλ)P−1+i

√
3

2
(− cos γ), (N.39)

as a solution to the equation (N.15). We note that it does not matter which of the two orders
λ = −1±i

√
3

2 we choose, since Pλ(t) = Pλ∗(t); we have just chosen plus sign for definiteness.

N.2 Treatment of boundary term

In this section, we show that the boundary terms arising from partial integrating the r.h.s.
of (N.6) vanish.

One can see that this partial integration involves
∫
d2z′

√
γ′∆(z, z′)DB′DA′σA′B′ =

∫
d2z′

√
γ′DB′

(
∆(z, z′)DA′σA′B′

)
−
∫
d2z′

√
γ′DA′

(
σA′B′D

B′∆(z, z′)
)

+
∫
d2z′

√
γ′
(
DA′DB′∆(z, z′)

)
σA′B′ , (N.40)

so the boundary term arising from this procedure is proportional to the quantity
∫
d2z′

√
γ′DB′

(
∆(z, z′)DA′σA′B′

)
−
∫
d2z′

√
γ′DA′

(
σA′B′D

B′∆(z, z′)
)

=
∫
d2z′

[
∂z̄′
(
∆(z, z′)Dz′σz′z′

)
+ ∂z′

(
∆(z, z′)Dz̄′σz̄′z̄′

)]
−
∫
d2z′

[
∂z̄′
(
σz′z′D

z′∆(z, z′)
)

+ ∂z′
(
σz̄′z̄′D

z̄′∆(z, z′)
)]

(N.41)

= −i
∮
z
dz′γz

′z̄′ (∆(z, z′)∂z̄′σz′z′ − σz′z′∂z̄′∆(z, z′))

+ i
∮
z
dz̄′γz

′z̄′ (∆(z, z′)∂z′σz̄′z̄′ − σz̄′z̄′∂z′∆(z, z′)) , (N.42)

where in the last line we have used Stokes’ theorem. This vanishes if (a) ∆ and ∂z̄′∆ do not
have z′-poles at z′ = z and (b) ∆ and ∂z′∆ do not have z̄′-poles at z′ = z.

To show that both (a) and (b) are true, we start from the Green’s function ∆(z, z′) given
in (N.4). For the moment, let us put z′, z̄′ = 0 (the north pole) and restore them later. This
gives

∆(z, 0) = 1
4 sin(λπ)Pλ

(
zz̄ − 1
zz̄ + 1

)
. (N.43)

Only the asymptotic behavior of ∆(z, 0) near z, z̄ = 0 is relevant for the boundary contri-
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bution (N.42), and for this we need the asymptotic behavior of Pλ(t) near t = −1. This can
be derived via the asymptotic behaviors of Pλ(t) and Qλ(t) near t = 1, which read [167]

Pλ(t) ∼ 1, (N.44)

Qλ(t) ∼
1
2 ln

( 2
1− t

)
, as t→ 1, (N.45)

and using the relation (N.22), which yields

Pλ(t) ∼
1
π

sin(πλ) ln (1 + t) , as t→ −1. (N.46)

Applying this to the Green’s function (N.43) with t = (zz̄ − 1)/(zz̄ + 1), we obtain

∆(z, 0) ∼ 1
4 ln (zz̄) , as z, z̄ → 0. (N.47)

Restoring the reference point z′, the asymptotic form of the Green’s function near z = z′ is3

∆(z, z′) ∼ 1
4 ln |z − z′|2, as (z, z̄)→ (z′, z̄′). (N.50)

One immediately sees that ∆ has a logarithmic singularity at z = z′ and therefore has no
poles there. Also, ∂z′∆ = 1

4(z′−z) has no z̄′-pole at z′ = z, and ∂z̄′∆ = 1
4(z̄′−z̄) has no z′-pole

at z = z′. Therefore, the boundary term (N.42) receives no residues and vanishes.

3One can also derive this without putting z′ = 0 in the first place. To do so, one notes that cos γ in
(N.38) for generic z and z′ can be obtained by taking the dot product of two vectors of the form (N.5), and
that it satisfies

1− cos γ = 1− nz · nz′ = 2(z′ − z)(z̄′ − z̄)
(1 + zz̄)(1 + z′z̄′) . (N.48)

Then, taking z = z′ + reiφ and expanding around r = 0 leads to

1− cos γ = 2r2

(1 + z′z̄′)2 +O(r3), (N.49)

which plugged into (N.46) for Pλ(− cos γ) and then into (N.4) leads to ∆(z, z′) ∼ 1
4 ln r2 = 1

4 ln(z − z′)(z̄−z̄′)
for r → 0, in agreement with (N.50).

240



Bibliography

[1] A. Strominger, Lectures on the infrared structure of gravity and gauge theory,
1703.05448.

[2] S. Weinberg, Infrared photons and gravitons, Phys. Rev. 140 (1965) B516–B524.

[3] F. Bloch and A. Nordsieck, Note on the radiation field of the electron, Phys. Rev. 52
(Jul, 1937) 54–59.

[4] V. Chung, Infrared divergence in quantum electrodynamics, Phys. Rev. 140 (1965)
B1110–B1122.

[5] T. W. B. Kibble, Coherent soft-photon states and infrared divergences. ii. mass-shell
singularities of green’s functions, Phys. Rev. 173 (1968) 1527–1535.

[6] T. W. B. Kibble, Coherent soft-photon states and infrared divergences. iii. asymptotic
states and reduction formulas, Phys. Rev. 174 (1968) 1882–1901.

[7] T. W. B. Kibble, Coherent soft-photon states and infrared divergences. iv. the
scattering operator, Phys. Rev. 175 (1968) 1624–1640.

[8] P. P. Kulish and L. D. Faddeev, Asymptotic conditions and infrared divergences in
quantum electrodynamics, Theor. Math. Phys. 4 (1970) 745.

[9] J. Ware, R. Saotome and R. Akhoury, Construction of an asymptotic S matrix for
perturbative quantum gravity, JHEP 10 (2013) 159, [1308.6285].

[10] R. Akhoury, R. Saotome and G. Sterman, Collinear and soft divergences in
perturbative quantum gravity, Phys. Rev. D84 (2011) 104040, [1109.0270].

[11] H. Bondi, M. G. J. van der Burg and A. W. K. Metzner, Gravitational waves in
general relativity. 7. Waves from axisymmetric isolated systems, Proc. Roy. Soc.
Lond. A269 (1962) 21–52.

[12] R. K. Sachs, Gravitational waves in general relativity. 8. Waves in asymptotically flat
space-times, Proc. Roy. Soc. Lond. A270 (1962) 103–126.

[13] D. Christodoulou and S. Klainerman, The global nonlinear stability of the minkowski
space, Séminaire Équations aux dérivées partielles (Polytechnique) (1990) 1–29.

241

https://arxiv.org/abs/1703.05448
http://dx.doi.org/10.1103/PhysRev.140.B516
http://dx.doi.org/10.1103/PhysRev.52.54
http://dx.doi.org/10.1103/PhysRev.52.54
http://dx.doi.org/10.1103/PhysRev.140.B1110
http://dx.doi.org/10.1103/PhysRev.140.B1110
http://dx.doi.org/10.1103/PhysRev.173.1527
http://dx.doi.org/10.1103/PhysRev.174.1882
http://dx.doi.org/10.1103/PhysRev.175.1624
http://dx.doi.org/10.1007/BF01066485
http://dx.doi.org/10.1007/JHEP10(2013)159
https://arxiv.org/abs/1308.6285
http://dx.doi.org/10.1103/PhysRevD.84.104040
https://arxiv.org/abs/1109.0270
http://dx.doi.org/10.1098/rspa.1962.0161
http://dx.doi.org/10.1098/rspa.1962.0161
http://dx.doi.org/10.1098/rspa.1962.0206


[14] A. Strominger, On BMS invariance of gravitational scattering, JHEP 07 (2014) 152,
[1312.2229].

[15] T. He, V. Lysov, P. Mitra and A. Strominger, BMS supertranslations and Weinberg’s
soft graviton theorem, JHEP 05 (2015) 151, [1401.7026].

[16] T. He, P. Mitra, A. P. Porfyriadis and A. Strominger, New symmetries of massless
QED, JHEP 10 (2014) 112, [1407.3789].

[17] D. Kapec, M. Pate and A. Strominger, New symmetries of QED, Adv. Theor. Math.
Phys. 21 (2015) 1769–1785, [1506.02906].

[18] B. Gabai and A. Sever, Large gauge symmetries and asymptotic states in QED,
JHEP 12 (2016) 095, [1607.08599].

[19] D. Kapec, M. Perry, A.-M. Raclariu and A. Strominger, Infrared divergences in QED,
revisited, Phys. Rev. D96 (2017) 085002, [1705.04311].

[20] M. Mirbabayi and M. Porrati, Dressed hard states and black hole soft hair, Phys.
Rev. Lett. 117 (2016) 211301, [1607.03120].

[21] R. Bousso and M. Porrati, Soft hair as a soft wig, Class. Quant. Grav. 34 (2017)
204001, [1706.00436].

[22] R. Bousso and M. Porrati, Observable Supertranslations, 1706.09280.

[23] D. Carney, L. Chaurette, D. Neuenfeld and G. W. Semenoff, Infrared quantum
information, Phys. Rev. Lett. 119 (2017) 180502, [1706.03782].

[24] A. Strominger, Black Hole Information Revisited. 2020. 1706.07143.

[25] A. Strominger, Asymptotic symmetries of Yang-Mills theory, JHEP 07 (2014) 151,
[1308.0589].

[26] F. Cachazo and A. Strominger, Evidence for a New Soft Graviton Theorem,
1404.4091.

[27] V. Lysov, S. Pasterski and A. Strominger, Low’s subleading soft theorem as a
symmetry of QED, Phys. Rev. Lett. 113 (2014) 111601, [1407.3814].

[28] A. Strominger and A. Zhiboedov, Gravitational memory, BMS supertranslations and
soft theorems, JHEP 01 (2016) 086, [1411.5745].

[29] D. Kapec, V. Lysov and A. Strominger, Asymptotic Symmetries of Massless QED in
Even Dimensions, Adv. Theor. Math. Phys. 21 (2017) 1747–1767, [1412.2763].

[30] D. Kapec, V. Lysov, S. Pasterski and A. Strominger, Higher-dimensional
supertranslations and Weinberg’s soft graviton theorem, Ann. Math. Sci. Appl. 2
(2015) 69–94, [1502.07644].

242

http://dx.doi.org/10.1007/JHEP07(2014)152
https://arxiv.org/abs/1312.2229
http://dx.doi.org/10.1007/JHEP05(2015)151
https://arxiv.org/abs/1401.7026
http://dx.doi.org/10.1007/JHEP10(2014)112
https://arxiv.org/abs/1407.3789
http://dx.doi.org/10.4310/ATMP.2017.v21.n7.a7
http://dx.doi.org/10.4310/ATMP.2017.v21.n7.a7
https://arxiv.org/abs/1506.02906
http://dx.doi.org/10.1007/JHEP12(2016)095
https://arxiv.org/abs/1607.08599
http://dx.doi.org/10.1103/PhysRevD.96.085002
https://arxiv.org/abs/1705.04311
http://dx.doi.org/10.1103/PhysRevLett.117.211301
http://dx.doi.org/10.1103/PhysRevLett.117.211301
https://arxiv.org/abs/1607.03120
http://dx.doi.org/10.1088/1361-6382/aa8be2
http://dx.doi.org/10.1088/1361-6382/aa8be2
https://arxiv.org/abs/1706.00436
https://arxiv.org/abs/1706.09280
http://dx.doi.org/10.1103/PhysRevLett.119.180502
https://arxiv.org/abs/1706.03782
https://arxiv.org/abs/1706.07143
http://dx.doi.org/10.1007/JHEP07(2014)151
https://arxiv.org/abs/1308.0589
https://arxiv.org/abs/1404.4091
http://dx.doi.org/10.1103/PhysRevLett.113.111601
https://arxiv.org/abs/1407.3814
http://dx.doi.org/10.1007/JHEP01(2016)086
https://arxiv.org/abs/1411.5745
http://dx.doi.org/10.4310/ATMP.2017.v21.n7.a6
https://arxiv.org/abs/1412.2763
http://dx.doi.org/10.4310/AMSA.2017.v2.n1.a2
http://dx.doi.org/10.4310/AMSA.2017.v2.n1.a2
https://arxiv.org/abs/1502.07644


[31] T. He, P. Mitra and A. Strominger, 2D Kac-Moody symmetry of 4D Yang-Mills
theory, JHEP 10 (2016) 137, [1503.02663].

[32] A. Strominger, Magnetic Corrections to the Soft Photon Theorem, Phys. Rev. Lett.
116 (2016) 031602, [1509.00543].

[33] T. T. Dumitrescu, T. He, P. Mitra and A. Strominger, Infinite-Dimensional
Fermionic Symmetry in Supersymmetric Gauge Theories, 1511.07429.

[34] M. Bianchi, S. He, Y.-t. Huang and C. Wen, More on Soft Theorems: Trees, Loops
and Strings, Phys. Rev. D92 (2015) 065022, [1406.5155].

[35] M. Campiglia and A. Laddha, Asymptotic symmetries and subleading soft graviton
theorem, Phys. Rev. D90 (2014) 124028, [1408.2228].

[36] M. Campiglia and A. Laddha, Asymptotic symmetries of gravity and soft theorems
for massive particles, JHEP 12 (2015) 094, [1509.01406].

[37] M. Campiglia and A. Laddha, Asymptotic symmetries of QED and Weinberg’s soft
photon theorem, JHEP 07 (2015) 115, [1505.05346].

[38] M. Campiglia and A. Laddha, New symmetries for the gravitational S-matrix, JHEP
04 (2015) 076, [1502.02318].

[39] M. Campiglia and A. Laddha, Sub-subleading soft gravitons: New symmetries of
quantum gravity?, Phys. Lett. B764 (2017) 218–221, [1605.09094].

[40] A. Laddha and P. Mitra, Asymptotic Symmetries and Subleading Soft Photon
Theorem in Effective Field Theories, JHEP 05 (2018) 132, [1709.03850].

[41] M. Campiglia and R. Eyheralde, Asymptotic U(1) charges at spatial infinity, JHEP
11 (2017) 168, [1703.07884].

[42] M. Campiglia, L. Coito and S. Mizera, Can scalars have asymptotic symmetries?,
Phys. Rev. D97 (2018) 046002, [1703.07885].

[43] M. Campiglia and L. Coito, Asymptotic charges from soft scalars in even dimensions,
Phys. Rev. D97 (2018) 066009, [1711.05773].

[44] A. Campoleoni, D. Francia and C. Heissenberg, On higher-spin supertranslations and
superrotations, JHEP 05 (2017) 120, [1703.01351].

[45] A. Ashtekar, M. Campiglia and A. Laddha, Null infinity, the BMS group and infrared
issues, Gen. Rel. Grav. 50 (2018) 140–163, [1808.07093].

[46] M. Campiglia, L. Freidel, F. Hopfmueller and R. M. Soni, Scalar Asymptotic Charges
and Dual Large Gauge Transformations, JHEP 04 (2019) 003, [1810.04213].

[47] R. Javadinezhad, U. Kol and M. Porrati, Comments on Lorentz transformations,
dressed asymptotic states and Hawking radiation, 1808.02987.

243

http://dx.doi.org/10.1007/JHEP10(2016)137
https://arxiv.org/abs/1503.02663
http://dx.doi.org/10.1103/PhysRevLett.116.031602
http://dx.doi.org/10.1103/PhysRevLett.116.031602
https://arxiv.org/abs/1509.00543
https://arxiv.org/abs/1511.07429
http://dx.doi.org/10.1103/PhysRevD.92.065022
https://arxiv.org/abs/1406.5155
http://dx.doi.org/10.1103/PhysRevD.90.124028
https://arxiv.org/abs/1408.2228
http://dx.doi.org/10.1007/JHEP12(2015)094
https://arxiv.org/abs/1509.01406
http://dx.doi.org/10.1007/JHEP07(2015)115
https://arxiv.org/abs/1505.05346
http://dx.doi.org/10.1007/JHEP04(2015)076
http://dx.doi.org/10.1007/JHEP04(2015)076
https://arxiv.org/abs/1502.02318
http://dx.doi.org/10.1016/j.physletb.2016.11.046
https://arxiv.org/abs/1605.09094
http://dx.doi.org/10.1007/JHEP05(2018)132
https://arxiv.org/abs/1709.03850
http://dx.doi.org/10.1007/JHEP11(2017)168
http://dx.doi.org/10.1007/JHEP11(2017)168
https://arxiv.org/abs/1703.07884
http://dx.doi.org/10.1103/PhysRevD.97.046002
https://arxiv.org/abs/1703.07885
http://dx.doi.org/10.1103/PhysRevD.97.066009
https://arxiv.org/abs/1711.05773
http://dx.doi.org/10.1007/JHEP05(2017)120
https://arxiv.org/abs/1703.01351
http://dx.doi.org/10.1007/s10714-018-2464-3
https://arxiv.org/abs/1808.07093
http://dx.doi.org/10.1007/JHEP04(2019)003
https://arxiv.org/abs/1810.04213
https://arxiv.org/abs/1808.02987


[48] H. Hirai and S. Sugishita, Conservation Laws from Asymptotic Symmetry and
Subleading Charges in QED, JHEP 07 (2018) 122, [1805.05651].

[49] D. Francia and C. Heissenberg, Two-Form Asymptotic Symmetries and Scalar Soft
Theorems, Phys. Rev. D98 (2018) 105003, [1810.05634].

[50] M. Campiglia and A. Laddha, Loop Corrected Soft Photon Theorem as a Ward
Identity, 1903.09133.

[51] T. He and P. Mitra, Asymptotic Symmetries and Weinberg’s Soft Photon Theorem in
Minkd+2, 1903.02608.

[52] T. He and P. Mitra, Asymptotic Symmetries in (d+ 2)-Dimensional Gauge Theories,
1903.03607.

[53] R. Gonzo, T. Mc Loughlin, D. Medrano and A. Spiering, Asymptotic Charges and
Coherent States in QCD, 1906.11763.

[54] G. Compère, J. Long and M. Riegler, Invariance of Unruh and Hawking radiation
under matter-induced supertranslations, JHEP 05 (2019) 053, [1903.01812].

[55] S. Pasterski and H. Verlinde, HPS meets AMPS: How Soft Hair Dissolves the
Firewall, 2012.03850.

[56] N. Gaddam and N. Groenenboom, Soft graviton exchange and the information
paradox, 2012.02355.

[57] N. Gaddam, N. Groenenboom and G. ’t Hooft, Quantum gravity on the black hole
horizon, 2012.02357.

[58] S. Choi, U. Kol and R. Akhoury, Asymptotic dynamics in perturbative quantum
gravity and BMS supertranslations, JHEP 01 (2017) 142, [1708.05717].

[59] S. Choi and R. Akhoury, BMS supertranslation symmetry implies Faddeev-Kulish
amplitudes, JHEP 02 (2018) 171, [1712.04551].

[60] S. W. Hawking, M. J. Perry and A. Strominger, Soft hair on black holes, Phys. Rev.
Lett. 116 (2016) 231301, [1601.00921].

[61] S. W. Hawking, M. J. Perry and A. Strominger, Superrotation charge and
supertranslation hair on black holes, JHEP 05 (2017) 161, [1611.09175].

[62] É. É. Flanagan and D. A. Nichols, Conserved charges of the extended
Bondi-Metzner-Sachs algebra, Phys. Rev. D95 (2017) 044002, [1510.03386].

[63] A. Averin, G. Dvali, C. Gomez and D. Lust, Gravitational Black Hole Hair from
Event Horizon Supertranslations, JHEP 06 (2016) 088, [1601.03725].

[64] G. Compère and J. Long, Vacua of the gravitational field, JHEP 07 (2016) 137,
[1601.04958].

244

http://dx.doi.org/10.1007/JHEP07(2018)122
https://arxiv.org/abs/1805.05651
http://dx.doi.org/10.1103/PhysRevD.98.105003
https://arxiv.org/abs/1810.05634
https://arxiv.org/abs/1903.09133
https://arxiv.org/abs/1903.02608
https://arxiv.org/abs/1903.03607
https://arxiv.org/abs/1906.11763
http://dx.doi.org/10.1007/JHEP05(2019)053
https://arxiv.org/abs/1903.01812
https://arxiv.org/abs/2012.03850
https://arxiv.org/abs/2012.02355
https://arxiv.org/abs/2012.02357
http://dx.doi.org/10.1007/JHEP01(2018)142
https://arxiv.org/abs/1708.05717
http://dx.doi.org/10.1007/JHEP02(2018)171
https://arxiv.org/abs/1712.04551
http://dx.doi.org/10.1103/PhysRevLett.116.231301
http://dx.doi.org/10.1103/PhysRevLett.116.231301
https://arxiv.org/abs/1601.00921
http://dx.doi.org/10.1007/JHEP05(2017)161
https://arxiv.org/abs/1611.09175
http://dx.doi.org/10.1103/PhysRevD.95.044002
https://arxiv.org/abs/1510.03386
http://dx.doi.org/10.1007/JHEP06(2016)088
https://arxiv.org/abs/1601.03725
http://dx.doi.org/10.1007/JHEP07(2016)137
https://arxiv.org/abs/1601.04958


[65] M. M. Sheikh-Jabbari, Residual diffeomorphisms and symplectic soft hairs: The need
to refine strict statement of equivalence principle, Int. J. Mod. Phys. D25 (2016)
1644019, [1603.07862].

[66] J. E. Baxter, On the global existence of hairy black holes and solitons in anti-de
Sitter Einstein–Yang–Mills theories with compact semisimple gauge groups, Gen. Rel.
Grav. 48 (2016) 133–43, [1604.05012].

[67] G. Compère, Bulk supertranslation memories: a concept reshaping the vacua and
black holes of general relativity, Int. J. Mod. Phys. D25 (2016) 1644006,
[1606.00377].

[68] P. Mao, X. Wu and H. Zhang, Soft hairs on isolated horizon implanted by
electromagnetic fields, Class. Quant. Grav. 34 (2017) 055003, [1606.03226].

[69] A. Averin, G. Dvali, C. Gomez and D. Lust, Goldstone origin of black hole hair from
supertranslations and criticality, Mod. Phys. Lett. A31 (2016) 1630045, [1606.06260].

[70] V. Cardoso and L. Gualtieri, Testing the black hole ‘no-hair’ hypothesis, Class.
Quant. Grav. 33 (2016) 174001, [1607.03133].

[71] D. Grumiller, A. Perez, S. Prohazka, D. Tempo and R. Troncoso, Higher Spin Black
Holes with Soft Hair, JHEP 10 (2016) 119, [1607.05360].

[72] L. Donnay, G. Giribet, H. A. González and M. Pino, Extended Symmetries at the
Black Hole Horizon, JHEP 09 (2016) 100, [1607.05703].

[73] F. Tamburini, M. De Laurentis, I. Licata and B. Thidé, Twisted soft photon hair
implants on Black Holes, Entropy 19 (2017) 458, [1702.04094].

[74] M. Ammon, D. Grumiller, S. Prohazka, M. Riegler and R. Wutte, Higher-Spin Flat
Space Cosmologies with Soft Hair, JHEP 05 (2017) 031, [1703.02594].

[75] P. M. Zhang, C. Duval, G. W. Gibbons and P. A. Horvathy, Soft gravitons and the
memory effect for plane gravitational waves, Phys. Rev. D96 (2017) 064013,
[1705.01378].

[76] R. K. Mishra and R. Sundrum, Asymptotic Symmetries, Holography and Topological
Hair, JHEP 01 (2018) 014, [1706.09080].

[77] C. Gomez and S. Zell, Black Hole Evaporation, Quantum Hair and Supertranslations,
Eur. Phys. J. C78 (2018) 320, [1707.08580].

[78] D. Grumiller, P. Hacker and W. Merbis, Soft hairy warped black hole entropy, JHEP
02 (2018) 010, [1711.07975].

[79] C.-S. Chu and Y. Koyama, Soft Hair of Dynamical Black Hole and Hawking
Radiation, JHEP 04 (2018) 056, [1801.03658].

245

http://dx.doi.org/10.1142/S0218271816440193
http://dx.doi.org/10.1142/S0218271816440193
https://arxiv.org/abs/1603.07862
http://dx.doi.org/10.1007/s10714-016-2126-2
http://dx.doi.org/10.1007/s10714-016-2126-2
https://arxiv.org/abs/1604.05012
http://dx.doi.org/10.1142/S0218271816440065
https://arxiv.org/abs/1606.00377
http://dx.doi.org/10.1088/1361-6382/aa59da
https://arxiv.org/abs/1606.03226
http://dx.doi.org/10.1142/S0217732316300457
https://arxiv.org/abs/1606.06260
http://dx.doi.org/10.1088/0264-9381/33/17/174001
http://dx.doi.org/10.1088/0264-9381/33/17/174001
https://arxiv.org/abs/1607.03133
http://dx.doi.org/10.1007/JHEP10(2016)119
https://arxiv.org/abs/1607.05360
http://dx.doi.org/10.1007/JHEP09(2016)100
https://arxiv.org/abs/1607.05703
http://dx.doi.org/10.3390/e19090458
https://arxiv.org/abs/1702.04094
http://dx.doi.org/10.1007/JHEP05(2017)031
https://arxiv.org/abs/1703.02594
http://dx.doi.org/10.1103/PhysRevD.96.064013
https://arxiv.org/abs/1705.01378
http://dx.doi.org/10.1007/JHEP01(2018)014
https://arxiv.org/abs/1706.09080
http://dx.doi.org/10.1140/epjc/s10052-018-5799-8
https://arxiv.org/abs/1707.08580
http://dx.doi.org/10.1007/JHEP02(2018)010
http://dx.doi.org/10.1007/JHEP02(2018)010
https://arxiv.org/abs/1711.07975
http://dx.doi.org/10.1007/JHEP04(2018)056
https://arxiv.org/abs/1801.03658


[80] J. Kirklin, Localisation of Soft Charges, and Thermodynamics of Softly Hairy Black
Holes, Class. Quant. Grav. 35 (2018) 175010, [1802.08145].

[81] B. Cvetković and D. Simić, Near horizon OTT black hole asymptotic symmetries and
soft hair, Chin. Phys. C43 (2019) 013109, [1804.00484].

[82] D. Grumiller and M. M. Sheikh-Jabbari, Membrane Paradigm from Near Horizon
Soft Hair, Int. J. Mod. Phys. D27 (2018) 1847006, [1805.11099].

[83] V. Chandrasekaran, É. É. Flanagan and K. Prabhu, Symmetries and charges of
general relativity at null boundaries, JHEP 11 (2018) 125, [1807.11499].

[84] A. Averin, Schwarzschild/CFT from soft black hole hair?, JHEP 01 (2019) 092,
[1808.09923].

[85] L. Donnay, G. Giribet, H. A. González and A. Puhm, Black hole memory effect,
Phys. Rev. D 98 (2018) 124016, [1809.07266].

[86] G. Compère and J. Long, Classical static final state of collapse with supertranslation
memory, Class. Quant. Grav. 33 (2016) 195001, [1602.05197].

[87] L. Donnay, G. Giribet, H. A. Gonzalez and M. Pino, Supertranslations and
Superrotations at the Black Hole Horizon, Phys. Rev. Lett. 116 (2016) 091101,
[1511.08687].

[88] L. Donnay, G. Giribet and J. Oliva, Horizon symmetries and hairy black holes in
AdS, JHEP 09 (2020) 120, [2007.08422].

[89] S. Haco, S. W. Hawking, M. J. Perry and A. Strominger, Black Hole Entropy and
Soft Hair, JHEP 12 (2018) 098, [1810.01847].

[90] M. Perry and M. J. Rodriguez, Central Charges for AdS Black Holes, 2007.03709.

[91] R. Jakob and N. G. Stefanis, Path dependent phase factors and the infrared problem
in QED, Annals Phys. 210 (1991) 112–136.

[92] S. Choi and R. Akhoury, Soft photon hair on Schwarzschild horizon from a Wilson
line perspective, JHEP 12 (2018) 074, [1809.03467].

[93] P. Candelas, P. Chrzanowski and K. W. Howard, Quantization of electromagnetic
and gravitational perturbations of a Kerr black hole, Phys. Rev. D24 (1981) 297–304.

[94] B. P. Jensen, J. G. McLaughlin and A. C. Ottewill, One loop quantum gravity in
Schwarzschild space-time, Phys. Rev. D51 (1995) 5676–5697, [gr-qc/9412075].

[95] S. Mandelstam, Quantization of the gravitational field, Annals Phys. 19 (1962) 25–66.

[96] S. Choi, S. Sandeep Pradhan and R. Akhoury, Supertranslation Hair of Schwarzschild
Black Hole: A Wilson Line Perspective, JHEP 01 (2020) 013, [1910.05882].

246

http://dx.doi.org/10.1088/1361-6382/aad204
https://arxiv.org/abs/1802.08145
http://dx.doi.org/10.1088/1674-1137/43/1/013109
https://arxiv.org/abs/1804.00484
http://dx.doi.org/10.1142/S0218271818470065
https://arxiv.org/abs/1805.11099
http://dx.doi.org/10.1007/JHEP11(2018)125
https://arxiv.org/abs/1807.11499
http://dx.doi.org/10.1007/JHEP01(2019)092
https://arxiv.org/abs/1808.09923
http://dx.doi.org/10.1103/PhysRevD.98.124016
https://arxiv.org/abs/1809.07266
http://dx.doi.org/10.1088/0264-9381/33/19/195001
https://arxiv.org/abs/1602.05197
http://dx.doi.org/10.1103/PhysRevLett.116.091101
https://arxiv.org/abs/1511.08687
http://dx.doi.org/10.1007/JHEP09(2020)120
https://arxiv.org/abs/2007.08422
http://dx.doi.org/10.1007/JHEP12(2018)098
https://arxiv.org/abs/1810.01847
https://arxiv.org/abs/2007.03709
http://dx.doi.org/10.1016/0003-4916(91)90277-F
http://dx.doi.org/10.1007/JHEP12(2018)074
https://arxiv.org/abs/1809.03467
http://dx.doi.org/10.1103/PhysRevD.24.297
http://dx.doi.org/10.1103/PhysRevD.51.5676
https://arxiv.org/abs/gr-qc/9412075
http://dx.doi.org/10.1016/0003-4916(62)90233-6
http://dx.doi.org/10.1007/JHEP01(2020)013
https://arxiv.org/abs/1910.05882


[97] S. Choi and R. Akhoury, Subleading soft dressings of asymptotic states in QED and
perturbative quantum gravity, JHEP 09 (2019) 031, [1907.05438].

[98] H. Godazgar, M. Godazgar and C. N. Pope, New dual gravitational charges, Phys.
Rev. D 99 (2019) 024013, [1812.01641].

[99] H. Godazgar, M. Godazgar and C. N. Pope, Tower of subleading dual BMS charges,
JHEP 03 (2019) 057, [1812.06935].

[100] H. Godazgar, M. Godazgar and C. N. Pope, Dual gravitational charges and soft
theorems, JHEP 10 (2019) 123, [1908.01164].

[101] U. Kol and M. Porrati, Properties of Dual Supertranslation Charges in Asymptotically
Flat Spacetimes, Phys. Rev. D100 (2019) 046019, [1907.00990].

[102] H. Godazgar, M. Godazgar and C. N. Pope, Taub-NUT from the Dirac monopole,
Phys. Lett. B798 (2019) 134938, [1908.05962].

[103] Y.-T. Huang, U. Kol and D. O’Connell, Double copy of electric-magnetic duality,
Phys. Rev. D 102 (2020) 046005, [1911.06318].

[104] U. Kol and M. Porrati, Gravitational Wu-Yang Monopoles, Phys. Rev. D 101 (2020)
126009, [2003.09054].

[105] W. T. Emond, Y.-T. Huang, U. Kol, N. Moynihan and D. O’Connell, Amplitudes
from Coulomb to Kerr-Taub-NUT, 2010.07861.

[106] U. Kol, Dual Komar Mass, Torsion and Riemann-Cartan Manifolds, 2010.07887.

[107] U. Kol, Subleading BMS Charges and The Lorentz Group, 2011.06008.

[108] H. Godazgar, M. Godazgar and M. J. Perry, Asymptotic gravitational charges, Phys.
Rev. Lett. 125 (2020) 101301, [2007.01257].

[109] H. Godazgar, M. Godazgar and M. J. Perry, Hamiltonian derivation of dual
gravitational charges, JHEP 09 (2020) 084, [2007.07144].

[110] M. Godazgar and G. Long, BMS charges in polyhomogeneous spacetimes, Phys. Rev.
D 102 (2020) 064036, [2007.15672].

[111] R. Oliveri and S. Speziale, A note on dual gravitational charges, JHEP 12 (2020)
079, [2010.01111].

[112] M. Porrati, Charges in the Extended BMS Algebra: Definitions and Applications, in
4th International Conference on Holography, String Theory and Discrete Approach in
Hanoi, Vietnam, 10, 2020. 2010.12151.

[113] M. Geiller, C. Goeller and N. Merino, Most general theory of 3d gravity: Covariant
phase space, dual diffeomorphisms, and more, JHEP 02 (2021) 120, [2011.09873].

247

http://dx.doi.org/10.1007/JHEP09(2019)031
https://arxiv.org/abs/1907.05438
http://dx.doi.org/10.1103/PhysRevD.99.024013
http://dx.doi.org/10.1103/PhysRevD.99.024013
https://arxiv.org/abs/1812.01641
http://dx.doi.org/10.1007/JHEP03(2019)057
https://arxiv.org/abs/1812.06935
http://dx.doi.org/10.1007/JHEP10(2019)123
https://arxiv.org/abs/1908.01164
http://dx.doi.org/10.1103/PhysRevD.100.046019
https://arxiv.org/abs/1907.00990
http://dx.doi.org/10.1016/j.physletb.2019.134938
https://arxiv.org/abs/1908.05962
http://dx.doi.org/10.1103/PhysRevD.102.046005
https://arxiv.org/abs/1911.06318
http://dx.doi.org/10.1103/PhysRevD.101.126009
http://dx.doi.org/10.1103/PhysRevD.101.126009
https://arxiv.org/abs/2003.09054
https://arxiv.org/abs/2010.07861
https://arxiv.org/abs/2010.07887
https://arxiv.org/abs/2011.06008
http://dx.doi.org/10.1103/PhysRevLett.125.101301
http://dx.doi.org/10.1103/PhysRevLett.125.101301
https://arxiv.org/abs/2007.01257
http://dx.doi.org/10.1007/JHEP09(2020)084
https://arxiv.org/abs/2007.07144
http://dx.doi.org/10.1103/PhysRevD.102.064036
http://dx.doi.org/10.1103/PhysRevD.102.064036
https://arxiv.org/abs/2007.15672
http://dx.doi.org/10.1007/JHEP12(2020)079
http://dx.doi.org/10.1007/JHEP12(2020)079
https://arxiv.org/abs/2010.01111
https://arxiv.org/abs/2010.12151
http://dx.doi.org/10.1007/JHEP02(2021)120
https://arxiv.org/abs/2011.09873


[114] M. Geiller and C. Goeller, Dual diffeomorphisms and finite distance asymptotic
symmetries in 3d gravity, 2012.05263.

[115] B. L. Tomova, Asymptotic symmetries at null-infinity for the Rarita-Schwinger field
with magnetic term, 2104.14904.

[116] V. Hosseinzadeh, A. Seraj and M. M. Sheikh-Jabbari, Soft Charges and
Electric-Magnetic Duality, JHEP 08 (2018) 102, [1806.01901].

[117] L. Freidel and D. Pranzetti, Electromagnetic duality and central charge, Phys. Rev. D
98 (2018) 116008, [1806.03161].

[118] M. Blagojevic, D. Nesic, P. Senjanovic, D. Sijacki and D. Zivanovic, A New Approach
to the Quantum Field Theory of Electric and Magnetic Charge, Phys. Lett. 79B
(1978) 75–78.

[119] M. Blagojevic and P. Senjanovic, A One Potential Formulation of the Quantum Field
Theory of Magnetic Poles, Nucl. Phys. B161 (1979) 112.

[120] M. Blagojevic and P. Senjanovic, The Quantum Field Theory of Electric and
Magnetic Charge, Phys. Rept. 157 (1988) 233.

[121] S. Choi and R. Akhoury, Magnetic soft charges, dual supertranslations, and ’t Hooft
line dressings, Phys. Rev. D 102 (2020) 025001, [1912.02224].

[122] S. G. Avery and B. U. W. Schwab, Burg-Metzner-Sachs symmetry, string theory, and
soft theorems, Phys. Rev. D93 (2016) 026003, [1506.05789].

[123] S. G. Avery and B. U. W. Schwab, Noether’s second theorem and Ward identities for
gauge symmetries, JHEP 02 (2016) 031, [1510.07038].

[124] M. Campiglia, Null to time-like infinity Green’s functions for asymptotic symmetries
in Minkowski spacetime, JHEP 11 (2015) 160, [1509.01408].

[125] M. Campiglia and A. Laddha, Sub-subleading soft gravitons and large
diffeomorphisms, JHEP 01 (2017) 036, [1608.00685].

[126] P. C. Aichelburg and R. U. Sexl, On the gravitational field of a massless particle,
Gen. Rel. Grav. 2 (1971) 303–312.

[127] D. Carney, L. Chaurette, D. Neuenfeld and G. W. Semenoff, Dressed infrared
quantum information, Phys. Rev. D97 (2017) 025007, [1710.02531].

[128] S. Mandelstam, Quantum electrodynamics without potentials, Annals Phys. 19 (1962)
1–24.

[129] D. Zwanziger, Field renormalization and reduction formula in quantum
electrodynamics, Phys. Rev. Lett. 30 (1973) 934–937.

248

https://arxiv.org/abs/2012.05263
https://arxiv.org/abs/2104.14904
http://dx.doi.org/10.1007/JHEP08(2018)102
https://arxiv.org/abs/1806.01901
http://dx.doi.org/10.1103/PhysRevD.98.116008
http://dx.doi.org/10.1103/PhysRevD.98.116008
https://arxiv.org/abs/1806.03161
http://dx.doi.org/10.1016/0370-2693(78)90439-2
http://dx.doi.org/10.1016/0370-2693(78)90439-2
http://dx.doi.org/10.1016/0550-3213(79)90129-9
http://dx.doi.org/10.1016/0370-1573(88)90098-1
http://dx.doi.org/10.1103/PhysRevD.102.025001
https://arxiv.org/abs/1912.02224
http://dx.doi.org/10.1103/PhysRevD.93.026003
https://arxiv.org/abs/1506.05789
http://dx.doi.org/10.1007/JHEP02(2016)031
https://arxiv.org/abs/1510.07038
http://dx.doi.org/10.1007/JHEP11(2015)160
https://arxiv.org/abs/1509.01408
http://dx.doi.org/10.1007/JHEP01(2017)036
https://arxiv.org/abs/1608.00685
http://dx.doi.org/10.1007/BF00758149
http://dx.doi.org/10.1103/PhysRevD.97.025007
https://arxiv.org/abs/1710.02531
http://dx.doi.org/10.1016/0003-4916(62)90232-4
http://dx.doi.org/10.1016/0003-4916(62)90232-4
http://dx.doi.org/10.1103/PhysRevLett.30.934


[130] A. Blommaert, T. G. Mertens, H. Verschelde and V. I. Zakharov, Edge state
quantization: vector fields in Rindler, JHEP 08 (2018) 196, [1801.09910].

[131] F. Lenz, K. Ohta and K. Yazaki, Canonical quantization of gauge fields in static
space-times with applications to Rindler spaces, Phys. Rev. D78 (2008) 065026,
[0803.2001].

[132] W. Donnelly and L. Freidel, Local subsystems in gauge theory and gravity, JHEP 09
(2016) 102, [1601.04744].

[133] A. Blommaert, T. G. Mertens and H. Verschelde, Edge dynamics from the path
integral: Maxwell and Yang-Mills, JHEP 11 (2018) 080, [1804.07585].

[134] J. F. Donoghue, M. M. Ivanov and A. Shkerin, EPFL lectures on general relativity as
a quantum field theory, 1702.00319.

[135] L. Bieri and D. Garfinkle, Perturbative and gauge invariant treatment of gravitational
wave memory, Phys. Rev. D89 (2014) 084039, [1312.6871].

[136] L. Bieri, Answering the Parity Question for Gravitational Wave Memory, Phys. Rev.
D98 (2018) 124038, [1811.09907].

[137] G. Satishchandran and R. M. Wald, Asymptotic behavior of massless fields and the
memory effect, Phys. Rev. D99 (2019) 084007, [1901.05942].

[138] W. Donnelly and S. B. Giddings, Gravitational splitting at first order: Quantum
information localization in gravity, Phys. Rev. D98 (2018) 086006, [1805.11095].

[139] S. B. Giddings, Gravitational dressing, soft charges, and perturbative gravitational
splitting, 1903.06160.

[140] D. Kapec, V. Lysov, S. Pasterski and A. Strominger, Semiclassical Virasoro
symmetry of the quantum gravity S-matrix, JHEP 08 (2014) 058, [1406.3312].

[141] H. Hirai and S. Sugishita, Dressed states from gauge invariance, JHEP 06 (2019)
023, [1901.09935].

[142] A. Luna, S. Melville, S. G. Naculich and C. D. White, Next-to-soft corrections to high
energy scattering in QCD and gravity, JHEP 01 (2017) 052, [1611.02172].

[143] J. S. Schwinger, Magnetic charge and quantum field theory, Phys. Rev. 144 (1966)
1087–1093.

[144] D. Zwanziger, Local Lagrangian quantum field theory of electric and magnetic
charges, Phys. Rev. D3 (1971) 880.

[145] P. A. M. Dirac, The Theory of magnetic poles, Phys. Rev. 74 (1948) 817–830.

[146] M. Blagojevic and P. Senjanovic, The Infrared Problem in the Quantum Field Theory
of Magnetic Monopoles, Phys. Lett. 101B (1981) 277–281.

249

http://dx.doi.org/10.1007/JHEP08(2018)196
https://arxiv.org/abs/1801.09910
http://dx.doi.org/10.1103/PhysRevD.78.065026
https://arxiv.org/abs/0803.2001
http://dx.doi.org/10.1007/JHEP09(2016)102
http://dx.doi.org/10.1007/JHEP09(2016)102
https://arxiv.org/abs/1601.04744
http://dx.doi.org/10.1007/JHEP11(2018)080
https://arxiv.org/abs/1804.07585
https://arxiv.org/abs/1702.00319
http://dx.doi.org/10.1103/PhysRevD.89.084039
https://arxiv.org/abs/1312.6871
http://dx.doi.org/10.1103/PhysRevD.98.124038
http://dx.doi.org/10.1103/PhysRevD.98.124038
https://arxiv.org/abs/1811.09907
http://dx.doi.org/10.1103/PhysRevD.99.084007
https://arxiv.org/abs/1901.05942
http://dx.doi.org/10.1103/PhysRevD.98.086006
https://arxiv.org/abs/1805.11095
https://arxiv.org/abs/1903.06160
http://dx.doi.org/10.1007/JHEP08(2014)058
https://arxiv.org/abs/1406.3312
http://dx.doi.org/10.1007/JHEP06(2019)023
http://dx.doi.org/10.1007/JHEP06(2019)023
https://arxiv.org/abs/1901.09935
http://dx.doi.org/10.1007/JHEP01(2017)052
https://arxiv.org/abs/1611.02172
http://dx.doi.org/10.1103/PhysRev.144.1087
http://dx.doi.org/10.1103/PhysRev.144.1087
http://dx.doi.org/10.1103/PhysRevD.3.880
http://dx.doi.org/10.1103/PhysRev.74.817
http://dx.doi.org/10.1016/0370-2693(81)90312-9


[147] Z. Antunovic and P. Senjanovic, Coherent states and the solution of the infrared
problem of the quantum field theory of electric and magnetic charge, Phys. Lett.
136B (1984) 423–428.

[148] S. He, Y.-t. Huang and C. Wen, Loop Corrections to Soft Theorems in Gauge
Theories and Gravity, JHEP 12 (2014) 115, [1405.1410].

[149] G. Barnich and C. Troessaert, BMS charge algebra, JHEP 12 (2011) 105,
[1106.0213].

[150] M. Geiller, Lorentz-diffeomorphism edge modes in 3d gravity, JHEP 02 (2018) 029,
[1712.05269].

[151] M. Geiller, Edge modes and corner ambiguities in 3d Chern–Simons theory and
gravity, Nucl. Phys. B 924 (2017) 312–365, [1703.04748].

[152] A. J. Speranza, Local phase space and edge modes for diffeomorphism-invariant
theories, JHEP 02 (2018) 021, [1706.05061].

[153] B. S. DeWitt, Quantum Theory of Gravity. 1. The Canonical Theory, Phys. Rev. 160
(1967) 1113–1148.

[154] S. Haco, M. J. Perry and A. Strominger, Kerr-Newman Black Hole Entropy and Soft
Hair, 1902.02247.

[155] D. Yennie, S. Frautschi and H. Suura, The infrared divergence phenomena and
high-energy processes, Annals of Physics 13 (1961) 379–452.

[156] C. Cheung, A. de la Fuente and R. Sundrum, 4D scattering amplitudes and
asymptotic symmetries from 2D CFT, JHEP 01 (2017) 112, [1609.00732].

[157] S. Chandrasekhar, The Mathematical Theory of Black Holes. The international series
of monographs on physics. Clarendon Press, 1983.

[158] P. L. Chrzanowski, Vector potential and metric perturbations of a rotating black hole,
Phys. Rev. D11 (1975) 2042–2062.

[159] O. J. C. Dias, H. S. Reall and J. E. Santos, Kerr-CFT and gravitational
perturbations, JHEP 08 (2009) 101, [0906.2380].

[160] P. L. Chrzanowski and C. W. Misner, Geodesic synchrotron radiation in the Kerr
geometry by the method of asymptotically factorized Green’s functions, Phys. Rev.
D10 (1974) 1701–1721.

[161] S. G. Avery and B. U. W. Schwab, Soft black hole absorption rates as conservation
laws, JHEP 04 (2017) 053, [1609.04397].

[162] J. N. Goldberg, A. J. MacFarlane, E. T. Newman, F. Rohrlich and E. C. G.
Sudarshan, Spin s spherical harmonics and ð, J. Math. Phys. 8 (1967) 2155.

250

http://dx.doi.org/10.1016/0370-2693(84)92033-1
http://dx.doi.org/10.1016/0370-2693(84)92033-1
http://dx.doi.org/10.1007/JHEP12(2014)115
https://arxiv.org/abs/1405.1410
http://dx.doi.org/10.1007/JHEP12(2011)105
https://arxiv.org/abs/1106.0213
http://dx.doi.org/10.1007/JHEP02(2018)029
https://arxiv.org/abs/1712.05269
http://dx.doi.org/10.1016/j.nuclphysb.2017.09.010
https://arxiv.org/abs/1703.04748
http://dx.doi.org/10.1007/JHEP02(2018)021
https://arxiv.org/abs/1706.05061
http://dx.doi.org/10.1103/PhysRev.160.1113
http://dx.doi.org/10.1103/PhysRev.160.1113
https://arxiv.org/abs/1902.02247
http://dx.doi.org/http://dx.doi.org/10.1016/0003-4916(61)90151-8
http://dx.doi.org/10.1007/JHEP01(2017)112
https://arxiv.org/abs/1609.00732
http://dx.doi.org/10.1103/PhysRevD.11.2042
http://dx.doi.org/10.1088/1126-6708/2009/08/101
https://arxiv.org/abs/0906.2380
http://dx.doi.org/10.1103/PhysRevD.10.1701
http://dx.doi.org/10.1103/PhysRevD.10.1701
http://dx.doi.org/10.1007/JHEP04(2017)053
https://arxiv.org/abs/1609.04397
http://dx.doi.org/10.1063/1.1705135


[163] W. B. Campbell, Tensor and spinor spherical harmonics and the spin-s harmonics
sYlm(θ, φ), J. Math. Phys. 12 (1971) 1763–1770.

[164] G. ’t Hooft and M. J. G. Veltman, One loop divergencies in the theory of gravitation,
Ann. Inst. H. Poincare Phys. Theor. A20 (1974) 69–94.

[165] J. Hilgevoord and E. D. Kerf, The covariant definition of spin in relativistic quantum
field theory, Physica 31 (1965) 1002–1016.

[166] M. Abramowitz and I. Stegun, Handbook of Mathematical Functions, With Formulas,
Graphs, and Mathematical Tables,. Dover Publications, Inc., USA, 1974.

[167] “NIST Digital Library of Mathematical Functions.” http://dlmf.nist.gov/, Release
1.0.28 of 2020-09-15.

251

http://dx.doi.org/10.1063/1.1665802
http://dx.doi.org/https://doi.org/10.1016/0031-8914(65)90141-2

	Acknowledgements
	List of Figures
	List of Appendices
	List of Abbreviations
	Abstract
	Introduction
	Dressings and the infrared
	Dressings of perturbative quantum gravity
	BMS Symmetry

	BMS Supertranslations and Gravitational Dressings
	Physical asymptotic states for gravity
	The BMS group
	Action of BMS supertranslation
	BMS supertranslation of asymptotic states
	Summary

	BMS Supertranslation Symmetry Implies Faddeev-Kulish Amplitudes
	BMS charge and eigenstates
	Relation to Faddeev-Kulish amplitudes
	Soft gravitons and decoherence of momentum configurations of hard matter particles
	Summary

	Soft Photon Hair on Schwarzschild Horizon from a Wilson Line Perspective
	Wilson lines and soft charge in Minkowski spacetime
	Soft photon hair on future Rindler horizon
	Soft photon hair on Schwarzschild horizon
	Summary

	Supertranslation Hair of Schwarzschild Black Hole: A Wilson Line Perspective
	Review of gravitational dressings at infinity in flat spacetime
	Gravitational dressing on the Schwarzschild horizon
	Supertranslation charge and horizon fields
	Gravitational dressing implants supertranslation charge
	Summary

	Subleading Soft Dressings of Asymptotic States in QED and Perturbative Quantum Gravity
	Dressings in perturbative quantum gravity
	Dressing in QED
	External soft gravitons and photons
	Equivalence of Faddeev-Kulish amplitudes and traditional amplitudes
	Summary

	Dual Soft Charges and 't Hooft Line Dressings
	Quantum field theory of electric and magneticcharges
	't Hooft line dressing
	Gravitational 't Hooft line dressing
	Summary

	Standard and Dual BMS Charges on the Schwarzschild Horizon
	Horizon supertranslation in Bondi gauge
	Horizon charges
	Supertranslation charge with poles on the complex plane
	Dirac bracket between charges
	Another way of computing central term
	Electromagnetism
	Summary and Remarks

	Appendices
	Convergence Constraints of Graviton Dressings
	Cancellation of Infrared Divergence
	Sources of infrared divergence
	Single-particle external states, cancellation to one loop
	Multi-particle external states, cancellation to all orders

	BMS Modes at Null Infinity
	Horizon Gauge Field in Rindler Spacetime
	Newman-Penrose Formalism in Schwarzschild Spacetime
	Quantizing Metric Perturbations of Schwarzschild
	Spin-Weighted Spherical Harmonics
	Spin-2 spherical harmonics

	Supertranslation Charge on the Past Schwarzschild Horizon
	Magnetic Parity Gravitons on the Past Schwarzschild Horizon
	Unfolding the Energy Integrals
	Subleading Soft Factors and Spin Angular Momenta
	Gravity
	QED

	Modified Lie Bracket
	Standard and Dual Supertranslation Charges on the Schwarzschild Horizon
	Supertranslation charge
	Dual supertranslation charge

	Non-Integrable Part of Horizon Supertranslation Charge
	Green's function for D2-1
	Treatment of boundary term

	Bibliography

