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5.13 Experimental setup for OES and imaging of the target plasma formed
following 0.4-, 0.8-, and 2-µm filament ablation of copper. The 0.4-µm
wavelength is made via SHG through a BBO crystal with the 0.8-µm
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is generated in an optical parametric amplification (OPA) system.
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6.2 The measured spectra here are recorded 1 m away from the U tar-
get in order to identify the peak locations and integration limits for
further analysis. (a) The U I 591.54 nm line is fit with a Voigt pro-
file to determine the limits of integration for standoff signal analysis.
The limits are determined from the 1/e2 level of the maximum peak
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6.9 Damage profiles are recorded on the surface of a compact disc for
various settings of the quadratic phase prior to formation of free-
propagating filaments. The discs are exposed to 40 laser shots at
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7.6 Peak area for each of the five major peaks observed in the lumines-
cence spectrum for varying incident laser energies (translating to the
range of peak intensities 1.0–1.6× 1011 W.cm−2)) [216]. . . . . . . . 151
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8.2 Time-resolved shadowgraphic images using the 10-ns, 532-nm Nd:YAG
probe. The probe beam is used to image the exit plane of the filament
as described in Sec. 8.1. The probe delays are shown in each image,
and determined with respect to the arrival of the filament laser pulse.
A reference beam profile is also shown. The red circle denotes the
region of interest in which the probe transmission is measured, as
shown in the plot [221]. . . . . . . . . . . . . . . . . . . . . . . . . . 162

xvii



8.3 (a) The temporal evolution of the peak change in air temperature (left)
and pressure (right) is predicted using an analytical model [36]. (b)
Temperature- and pressure-dependent Sellmeier equations [178] are
used to predict the peak change in the refractive index from the re-
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Ldet = 107 µm. The peak index change is determined from each
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photodiode. Effects from several subsequent filament laser pulses are
shown in the window; the laser repetition rate is 480 Hz. The dashed
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8.5 (a) Example spectrum from an LPP formed following ns-pulsed LA
of an aluminum target. The spectrum is recorded with an ungated
CMOS camera, with a trigger delay of 1 µs with respect to the abla-
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9.1 Multi-diagnostic scheme for probing and testing the concatenation
of two filament-driven thermal waveguides. A counterpropagating
CW 632.8-nm He-Ne laser is used interchangeably for shadowgraphic
imaging of the waveguides and testing of guiding. A pair of thin-
film polarizers (TFP) in combination with a half-wave plate (λ/2) is
used to separate the 55-fs, 800-nm Ti:sapphire beam into two cross-
polarized legs. The first leg is focused using a 2-m FL lens split into
thirds to form the first thermal waveguide, while the second leg is
delayed and focused using a 2.5-m FL split lens to form the second
thermal waveguide. For guiding measurements, the He-Ne beam is
coupled into the 2.5-m and concatenated waveguide structure using
a 2.5-m FL lens; the coupling plane, denoted in the photograph, is
located one focal distance from the coupling lens. The object plane,
denoted in the photograph, of the 2-m and concatenated structures
is imaged onto an imaging Czerny-Turner spectrometer coupled to
an ICCD. The He-Ne and spectroscopic signals are separated from
the filament-driver by a TFP and short-pass dichroic mirror with a
cutoff wavelength of 638 nm. An aperture is used to select the region
of interest (ROI) in the image for waveguiding. A removable mirror
is used to direct the probe onto a photodiode (PD) to measure the
temporal evolution of the guided He-Ne signal. For guiding spectro-
scopic signals, a 10-ns, 1064-nm Nd:YAG pulse is focused using a
5-cm FL lens in order to ablate a copper (Cu) target, such that the
LPP is positioned at the coupling plane. . . . . . . . . . . . . . . . 176

9.2 For guiding spectroscopic signal from a Cu-LPP, the counterpropa-
gating He-Ne is used in an imaging configuration to align (a–b) each
waveguide structure, (c) the target and LPP, and (d) the partially-
closed aperture which is used to select the ROI in which the guided
signal enhancement is observed. The circle markers denote the center
of mass (CoM) for single-filament cores, while the triangle markers
denote the CoM of the three cores. These markers are overlaid onto
each image to compare the locations of each waveguide structure.
The box in (c) is the projection of the 50-µm-wide slit onto the im-
age for spectroscopic measurements (slit height is 500 µm), and the
circle shows the size of the fully-closed aperture (900 µm-diameter)
for He-Ne guiding measurements. . . . . . . . . . . . . . . . . . . . 177
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1 µs and width of 20 µs, so that it integrates the emission from atomic
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to the filament-driver pulse. An illustrative thermal guiding timescale
is shown for comparison. . . . . . . . . . . . . . . . . . . . . . . . . 177

9.4 Shadowgrams showing the temporal evolution of the filament-driven
thermal waveguide formed using the (a) 2-m- and (b) 2.5-m-FL split
lenses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
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9.5 Images showing the temporal evolution of the exit mode profile of the
He-Ne signal transmitted through the concatenated filament-driven
thermal waveguide. Astigmatism is induced in the initial He-Ne pro-
file to provide better contrast between the guided and unguided pro-
files. The scale is 200 µm. The color scale represents intensity mea-
sured by the ICCD (counts). . . . . . . . . . . . . . . . . . . . . . . 181

9.6 Images showing the temporal evolution of the exit mode profile of
the corrected He-Ne beam transmitted through the concatenated
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intensity measured by the ICCD (counts). . . . . . . . . . . . . . . 181

9.7 Images showing the temporal evolution of the He-Ne signal trans-
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9.8 Guided He-Ne signal enhancement transmitted through the concate-
nated filament-driven thermal waveguide (gray) compared to the in-
dividual, shorter waveguide segments formed using a 2-m-FL split
lens (blue) and a 2.5-m-FL split lens (red). Two detectors are com-
pared: an ICCD (markers) and a photodiode (lines). The error in the
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determined by σ =

√
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mulated image. An aperture was used to select the region-of-interest
in which the greatest enhancement is observed. . . . . . . . . . . . . 183

9.9 Simulated temporal evolution of the concatenated filament-driven
thermal waveguide approximated by a step-index fiber with clad size
equivalent to the FWHM-diameter of the refractive index hole caused
by changes in the gas temperature and pressure. The inset shows the
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9.11 Spectra from the Cu-LPP comparing transmission through the in-
dividual and concatenated filament-driven thermal waveguides. The
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reference. (c) The image identifies the reference reflection and guided
signal (green) in the ICCD image; the scale in the image is 500 µm.
(d) Photograph of the main unguided He-Ne signal blocked by the
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9.13 Reference (left spot) and guided signals (right spot) through the
(top) straight thermal waveguide formed with the 2-m FL split lens
and (bottom) angled thermal waveguide formed with the 2.5-m FL
split lens. Both images are recorded with an ICCD gate delay of
0.1 ms after the filament-driver pulse and gate width of 0.1 ms, and
100 shots are accumulated. The scale is 500 µm. . . . . . . . . . . . 192
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ABSTRACT

Laser-based optical spectroscopy is an emerging technology which fulfills the cri-

teria for safe, efficient, and economical measurement of various materials, including

those relevant to nuclear energy and nuclear security. The primary spectroscopy tech-

niques discussed in this work include laser-induced breakdown spectroscopy (LIBS),

laser-induced fluorescence (LIF) spectroscopy, and laser ablation-laser absorption

spectroscopy (LA-LAS). All-in-one advantages of these methods include capabilities

for in-situ, rapid, and remote measurements, fieldable/portable systems, and sensi-

tivity to various forms of the target: any state of matter, solid, liquid, gas; and any

form or abundance of the target constituents – radioactive, nonradioactive, elemental,

ionic, molecular, and even isotopic. This work demonstrates the use of laser-based

optical spectroscopy for detection and classification of various materials, in particular

uranium and its compounds. Optical emission spectroscopy is used to identify a char-

acteristic visible-range signature from heavier gas-phase uranium oxide species in a

laser-produced plasma (LPP), for the first time. This signature, as well as improved

understanding of the evolution of uranium oxides in LPPs, have implications for in-

situ distinction of uranium isotopes using LIBS and LA-LAS, relevant to nuclear

security and safety.

Further, this work investigates the propagation of intense laser pulses in non-

linear media, such as air, which results in filamentation. Filamentation presents a

promising mode for extended delivery of the laser excitation source. This nonlinear

propagation regime can augment analytical spectroscopy methods to enable remote

sensing at distances that could potentially extend to several hundreds of meters or

xxviii



even kilometers. The transient structures associated with filamentation in gases have

been demonstrated in previous work to be useful for waveguiding optical signals also.

Filament-driven guiding may be applied not only to the delivery of the excitation

source but also to collection of distant optical signals. Fundamental aspects of fila-

mentation are experimentally studied, including the onset of multi-filamentation for

high-peak-power lasers and multi-filament interactions during target ablation. Fila-

mentation is combined with analytical spectroscopy techniques including LIBS and

LIF to demonstrate standoff excitation and detection of nuclear materials relevant to

nuclear security and safety (namely, uranium and its compounds like uranyl fluoride,

vital to uranium enrichment processes). Finally, this work demonstrates that the

lasting thermal structures left in the gas following dissipation of the filament plasma

can be used to improve analytical performance of the LIBS technique. The refractive

index change of gas traversed by the filament is used as an anti-guide to suppress

time-varying optical signals, such as unwanted backgrounds from an LPP. Further-

more, two filament waveguide structures are concatenated to improve collection of

the spectroscopic emission from an LPP, enabling prospects for scalability of such

waveguides to greater distances using a series of laser pulses.

xxix



CHAPTER 1

Laser-Based Sensing of Nuclear Materials

1.1 Introduction

Since the commercialization of nuclear power in the 1960s, its popularity has grown to

comprise approximately 20% of the total electricity generation in the United States [6]

and between 13–16% of the world’s total electricity production [5]. Development of

safer nuclear reactor technologies, prospects of cleaner energy generation, and the

volatility of prices for competing fuels used for electricity generation, like oil and nat-

ural gas prices, drive continued interest in nuclear power [175]. The foundation for

nuclear power generation is the nuclear fuel cycle (Fig. 1.1); a majority of existing and

developing reactor designs are based on uranium (U) as the primary fuel constituent.

The standard nuclear fuel cycle begins with mining and processing natural uranium to

form yellowcake (U3O8), which is followed by conversion to gaseous uranium hexaflu-

oride (UF6) and enrichment to fuel-grade concentrations of the fissile isotope U-235.

Next, the fuel is fabricated to fit the structural and compositional requirements of

the designated reactor type. In the final stages of the cycle, the spent fuel is either

stored or, in some states, reprocessed and recycled [175]. Advancements in nuclear

technologies pertaining to nuclear power generation and the nuclear fuel cycle, not

to mention more nefarious or military uses of nuclear technology [136, 193], motivate

concurrent advancements in detection and measurement methods which can be im-
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Figure 1.1: The standard nuclear fuel cycle begins with mining and processing natural
U to form yellowcake (U3O8). Yellowcake is converted to uranium hexafluoride (UF6)
for enrichment. Following enrichment, the fuel is fabricated to fit the structural
and compositional requirements of the designated reactor type. Spent fuel is either
disposed or reprocessed in some countries.

plemented for safe, efficient, and economical categorization of materials used in the

nuclear fuel cycle. These technical means are critical to nuclear security, safeguards,

and nonproliferation.

Laser-based optical spectroscopy is an emerging technology which fulfills the

criteria for safe, efficient, and economical measurement of various materials, in-

cluding those relevant to nuclear energy and nuclear security. Laser-based opti-

cal spectroscopy, as referred to in this dissertation, encompasses the general laser-

based excitation (followed by emission) or probing (e.g., absorption) of optical-range

electronic transitions. Some relevant techniques involve pulsed laser ablation (LA)

and/or breakdown of a target to form a laser-produced plasma (LPP) such as laser-

induced breakdown spectroscopy (LIBS), commonly also referred to in a more gen-

eral sense as LA-optical emission spectroscopy (OES), and LA-laser absorption spec-

troscopy (LAS). Other techniques, such as laser-induced fluorescence (LIF), involve
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direct probing of electronic transitions with or without breakdown. In general, one or

more laser sources is used to actively interrogate a target, and either passive or active

forms of spectroscopy provide information about the identity and abundance of the

target’s constituents. These methods complement existing, more mature detection

techniques like those which passively or actively interrogate radioactive materials,

looking for ionization radiation signatures from nuclear decay processes as opposed

to electronic transitions [136]. Briefly, all-in-one advantages of such methods include

capabilities for in-situ, rapid, and remote measurements, fieldable/portable systems,

and sensitivity to various forms of the target: any state of matter, solid, liquid, gas;

and any form or abundance of the target constituents – radioactive, nonradioactive,

elemental, ionic, molecular, and even isotopic. This dissertation describes recent work

demonstrating the use of laser-based optical spectroscopy for detection and classifi-

cation of various materials, in particular uranium and its compounds, relevant to

nuclear security and safety.

The propagation of intense laser pulses in nonlinear media, such as air, results in

filamentation. Filamentation presents a promising mode for extended delivery of the

laser excitation source, which can be combined with the aforementioned analytical

techniques to enable remote sensing at distances that could potentially extend to sev-

eral hundreds of meters or even kilometers [20]. A major focus of this dissertation is

the application of filamentation to remote sensing. This includes overcoming the chal-

lenge of collection of distant optical signals, with the particular application of uranium

detection. The microscopic polarizability response of molecules in the propagation

medium to the strong electric field of the intense laser pulse results, macroscopically,

in an intensity-dependent refractive index change, yielding self-focusing of the laser

beam. Subsequently, ionization of the propagation medium induces a free-electron

distribution which results in de-focusing of the laser beam. A dynamic balance be-

tween self-focusing, plasma de-focusing, and diffraction facilitates a mode of extended
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propagation referred to as filamentation. The filament sustains a high intensity suffi-

cient for excitation or ablation/breakdown over distances which significantly exceed

the Rayleigh length [20]. Filamentation has been combined with existing laser-based

analytical spectroscopy methods, for example LIBS [often referred to as filament-

induced breakdown spectroscopy (FIBS)] and light detection and ranging (LIDAR),

pushing the range of detection of such methods to scales on order of tens and even

hundreds of meters [148, 196]. High-peak-power laser pulses, those greatly exceeding

the threshold power for self-focusing, exhibit formation of several intense filament

cores nucleated by noise or instabilities in the intensity profile of the beam; this mul-

tiple filamentation regime is especially relevant for applications which require greater

initial laser energies for long-range propagation. The transient structures associated

with filamentation in gases have also been demonstrated to be useful for guiding

of optical beams [117, 137, 143, 197] and microwaves [34]. Such guiding techniques

may be applied not only to the delivery of the excitation source but also to col-

lection of distant optical signals. Here, recent work is presented which studies the

fundamental aspects of filamentation including the onset of multi-filamentation for

high-peak-power lasers and multi-filament interactions during target ablation, demon-

strates filament excitation and optical spectroscopy of nuclear materials relevant to

nuclear security and safety (namely, uranium and its compounds), and investigates

prospects for improving collection of distant optical signals using filament guiding.

1.2 Laser-based optical spectroscopy

Various forms of optical spectroscopy are used throughout this dissertation not

only for detection and measurements with nuclear-relevant materials but also to study

the physics and identify the conditions in both LPPs and plasmas formed in air dur-

ing laser filamentation. Benefits of laser-based analytical spectroscopy for detection

include rapid measurement times, sensitivity to all states of matter as well as both ra-
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dioactive and nonradioactive species, sensitivity to atoms, ions, compounds, and even

isotopes, detection range, and simplicity of the excitation and detection schemes. Ad-

ditionally, optical spectroscopy is used to identify the conditions, for example temper-

atures, number densities, and equilibrium status, in relevant plasma environments.

The forms of spectroscopy discussed in this dissertation can be classified into two

categories: emission and absorption.

Both optical emission and absorption of light by an atom provide characteristic

signatures corresponding to transitions between discrete electron energy states Ei;

the frequency ν or wavelength λ of the emitted or absorbed photon is given by the

difference between two levels:

E2 − E1 = hν =
hc

λ
, (1.1)

where h is Planck’s constant, and c is the speed of light. Spectroscopy of the emitted

or absorbed photons, therefore, is used to identify parent species, because electronic

state configurations are unique for different elements, compounds, and even isotopes.

Moreover, the magnitude of the emission or absorption is proportional to the (local)

number density of the parent species, and spectroscopy may therefore be used to

determine concentrations and ratios of species in various targets. Section 2.1 discusses

in further detail the relationship between the magnitude of emission or absorption

and the parent species’ number density in LPPs, as well as spectroscopy-based plasma

diagnostics.

The most prevalent form of optical spectroscopy discussed in this dissertation is

OES. Specifically, OES can be used not only detect nuclear-relevant materials using

analytical techniques such as LIBS but also to reveal the complex physics of LPPs,

including the air plasma channels formed during filamentation. As such, the majority

of the experiments and results from OES presented here involve the formation of a
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plasma following excitation with a pulsed laser. Briefly, the light-matter interaction

mechanisms which result in plasma formation vary largely with laser parameters such

as the pulse duration and wavelength, and the form and properties of the target. For

example, LA of solids may precede a direct sublimation phase transition in the case

of ultrashort [∼femtosecond (fs)]-pulses or melting and evaporation stages in the case

of longer pulses [∼nanosecond (ns)]. OES of LPPs observes electronic de-excitation

transitions from excited species; absorption, on the other hand, for example LAS,

involves probing unexcited species in such plasmas, usually with a tunable, narrow-

line or broad-spectrum laser source. Absorption spectroscopy is a powerful tool which

provides complementary information to emission spectroscopy and offering in some

cases improved sensitivity with the tradeoff of a more complex pump-probe scheme

more suited to a laboratory setting. In either case, spectroscopy in the optical regime

simply involves mapping emission or absorption spectral domain signatures to the

space domain using a diffractive element such as a prism or grating.

LIF is another form of emission spectroscopy, in which a laser is used to directly

excite fluorescence of an analyte. A variation of LIF may be used in combination

with LA to resonantly excite and enhance the emission from LPPs [183]. Here, LIF

is used to directly excite and then observe molecular signatures from uranyl fluoride

(UO2F2). LIF for detection of uranyl fluoride proves advantageous when compared to

LA-OES or LAS because LA and breakdown results in dissociation of larger molecules

like uranyl fluoride into their atomic and ionic constituents. Uranyl fluoride forms

via hydrolysis of uranium hexafluoride, a compound used in gaseous uranium en-

richment methods. Consequently, the presence of uranyl fluoride as an aerosol or

particulate is an indicator of nearby enrichment activities, because leaking uranium

hexafluoride readily and rapidly reacts with water vapor in the atmosphere. Addi-

tionally, higher detector spectral resolution is required to observe narrow atomic or

ionic line emissions, and complicated stoichiometric analysis is necessary to infer the
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presence and concentration of molecular species before LA [211]. On the other hand,

the broad fluorescence spectrum of uranyl compounds has been extensively studied

following continuous wave (CW) or short-pulsed laser excitation. The broad molecu-

lar spectrum lessens the requirement for a high-resolution spectroscopic system, while

also enabling direct observation of the molecular species, whose presence may be an

indicator of enrichment activities.

1.3 Remote laser-based sensing enabled by filamentation

A major advantage of direct detection methods based on optical spectroscopy for

nuclear materials like uranium, is the range of the laser interrogation source as well

as optical signals in air, which contrasts with the ionization radiation signatures from

nuclear decay of radioactive materials. For example, the range of α-radiation with

energies in the range of those from natural decay of uranium is on the order of just a

few centimeters [132]. The range of low-energy β-radiation, such as that from decay

of tritium, in air is approximately 30 cm [26]. Laser beams and optical signals, on the

other hand, can propagate through air over extended distances if their wavelength is

within the atmospheric transmission windows.

Filamentation of high-peak-power laser pulses in gas media, such as air, is par-

ticularly attractive for extended delivery of an intense excitation source. Although

several works demonstrate long-range sensing on order of several tens of meters us-

ing techniques such as LIBS with short-pulse (ns) excitation [39, 200], there remain

physical challenges which limit the delivery of intensities sufficient for excitation and

especially ablation/breakdown. Major limiting factors include diffraction and air tur-

bulence [140]. Laser filamentation establishes a dynamic balance with diffraction

via nonlinear propagation, allowing the pulse to sustain a high intensity over dis-

tances which greatly exceed the Rayleigh length [20]. The Rayleigh length is the

distance along the propagation axis over which the area of the beam doubles from the
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beam waist position. In the linear propagation regime, this length, defines the range

through which a focused beam can maintain high intensity. The diffraction-limited

scale length for a general beam shape is given by:

zR =
2w2

0n0

1.22λ
, (1.2)

where n0 is the refractive index, and the Rayleigh range for a Gaussian beam is

defined as zR =
πw2

0

λ
. The Rayleigh length for a Gaussian beam with beam waist (w0)

1 mm and wavelength (λ) of 633 nm is zR ∼5 m; whereas filamentation has been

shown to extend the propagation distances, generating laser peak intensities on order

of 1013 W.cm−2 to several hundreds of meters and even kilometers [59, 194]. The

work presented herein explores the fundamental physics which lead to filamentation,

how filamentation can be combined with analytical spectroscopic methods like LIBS

or LIF for remote sensing applications, and considerations for collection of distant

optical signals.

1.4 Dissertation structure

The contributions in this dissertation are motivated by the broader goal to fur-

ther the capabilities of laser-based optical spectroscopy methods for direct detection

and analytical measurements of nuclear materials, like uranium and its compounds.

However, the dissertation may be divided into two relevant focus-areas: (1) optical

spectroscopy of uranium following short-pulsed LA of uranium metal, and (2) re-

mote sensing enabled by filamentation. The following two chapters, Chapters 2–3,

concentrate on general principles and considerations for the various forms of optical

spectroscopy herein discussed, with Chapter 3 describing recent experimental inves-

tigation of uranium-containing LPPs conducted in collaboration and at facilities at

Pacific Northwest National Laboratory; whereas, subsequent chapters, Chapters 4–9,
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focus on developing fundamental understanding of the filamentation phenomenon and

its applications pertinent to nuclear security, safeguards, and nonproliferation. The

experiments presented in this dissertation regarding filamentation were conducted

at the University of Michigan in facilities of the Gérard Morou Center for Ultrafast

Optical Science. Chapters 2 and 4 provide background and the fundamental physics

and deliberations relevant to optical spectroscopy and filamentation as a means for

remote sensing, respectively. All remaining chapters, except Chapter 10 that provides

a conclusion and outlook, present results from recent experimental campaigns. Some

chapters that feature individual campaigns, for example, the work which investigated

filament-LIF spectroscopy of uranyl fluoride (Chapter 7), present the relevant context

in their respective introductory sections. This dissertation compiles some previously

published results from:
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CHAPTER 2

Introduction to Laser Ablation and Breakdown,

Optical Spectroscopy, Plasma Diagnostics, and

Spectroscopy of Uranium-Containing Plasmas

Several laser-based analytical spectroscopic techniques described in this dissertation,

including LIBS, LA-LAS, and LA-LIF, involve ablation and/or breakdown of a target

which may be comprised of various states of matter (solid, liquid, gas). Pulsed LA is

a complex field of study and a subject of ongoing comprehensive theoretical and ex-

perimental investigation. Here, the influential parameters and mechanisms associated

with short- and ultrashort-pulsed LA of solids are introduced. Besides the pulse du-

ration, parameters which dictate the physical mechanisms associated with LA and/or

breakdown include laser wavelength, fluence, various material properties (absorption

length, thermal properties, and phase transition thresholds), and ambient conditions

(pressure, temperature, and nature of surrounding gas). This chapter discusses the

physics associated with ultrashort-(fs) and short-pulsed LA and breakdown in the

context of the various forms of optical spectroscopy. Further, the critical considera-

tions for design and implementation of an optical spectroscopy experiment, with or

without ablation/breakdown of a target (in the case of LIF) are introduced.
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2.1 Fundamentals of laser ablation, breakdown, and relevant

optical spectroscopy techniques

2.1.1 Pulsed laser ablation and breakdown

LA can be principally categorized by the ablation laser pulse duration because

of the discrepant timescales between fast [O(fs–picosecond (ps))] seed ionization and

heat transfer with plasma formation [O(ps–ns)]. The relevant pulse durations dis-

cussed herein are termed ultrashort, encompassing fs–ps pulse durations, and short,

involving ns pulses. For ultrashort pulses, thermal conduction can be neglected, and

LA involves a direct solid-vapor transition. In contrast, short-pulse LA involves laser

heating of the target: first, to the melting and then, to the vaporization tempera-

tures. Therefore, heat conduction in the target is the dominant energy dissipation

mechanism. Within this dissertation, the short- and ultrashort-LA regimes are distin-

guished because primarily ns-LA and fs- (or filament) ablation are discussed. Further,

the discussion is focused to ablation of metals and semiconductors; more detailed dis-

cussion of ablation of other forms of solids including ceramics and dielectrics may be

found in Ref. [161].

In metals and semiconductors, free electrons absorb laser energy and electron-

electron collisions cause thermalization on fs timescales. Subsequently, electron-

phonon interactions occur over timescales on the order of several ps. These interac-

tions are described by the two-temperature diffusion model that includes the electron

and lattice temperatures, Te and T , respectively [161, 204]:

Ce
∂Te
∂t

=
∂

∂z

(
ke
∂Te
∂z

)
− Γe−p(Te − T ) + 1−R)αI(t) exp (−αz) (2.1)
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and

C
∂Te
∂t

= Γe−p(Te − T ), (2.2)

where Ce and C represent the specific heat capacities of electrons and the lattice,

respectively; Γe−p is the electron-phonon coupling constant; R is material reflectivity;

and I(t) is the laser intensity. The two-temperature model defines three important

timescales: the electron cooling time, τe = Ce/Γe−p; the lattice heating time, τp =

C/Γe−p; and the laser pulse duration, τL.

Ultrashort-pulsed LA involves the condition in which the laser pulse duration is

shorter than the electron cooling time (τL � τe) and electron-lattice coupling can be

neglected, leading to a simple solution of Eq. (2.1), also neglecting the electron heat

conduction term [37, 161]:

C ′e
∂T 2

e

∂t
= 2Iaα exp (−αz), (2.3)

yielding the solution:

Te =

√
T 2

0 +
2Iaα

C ′e
exp (−αz), (2.4)

where Ia = (1 − R)I0 represents the absorbed laser intensity (assuming a constant

intensity throughout the pulse duration), and T0 represents the initial temperature.

After the interaction with the laser pulse, electrons rapidly transfer energy to the

lattice. The extremely short timescales of ultrashort LA trigger a direct solid-vapor

transition, resulting in the formation and expansion of a plasma. Both ablation

and the formation and expansion of the vapor and plasma occurs on much longer

timescales than the duration of the laser pulse. During ablation, heat conduction can

be considered negligible. Further, direct interactions between the laser and lattice can
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also be ignored. After ablation, the laser does not interact with the vapor/plasma,

because the duration of the ultrashort, femtosecond, pulse is several orders of mag-

nitude shorter than the picosecond-timescales for vapor/plasma formation. Instead,

field ionization mechanisms such as multi-photon ionization (MPI) and tunneling

ionization compete to provide seed electrons for forming the ultrashort LPP, and col-

lisional processes like electron impact ionization [98] dominate the increasing degree

of ionization in such plasmas.

The MPI mechanism dominates for lower incident electric field strengths, with

ionization rate W = σKI
K , where σK is the K-photon ionization cross section, I is

the laser intensity, and K is the number of photons which overcome the ionization

potential Khν > U (h is the Planck constant; ν is the laser frequency; and U is the

ionization potential). In tunneling ionization, the combined electronic Coulomb and

incident field potential dips below the bound energy level, allowing the electron to

tunnel out of its bound state. Tunneling ionization becomes prevalent for greater field

strengths; and the degree of ionization mechanism can be determined by the Keldysh

parameter γ, which compares the ionization potential U to the electric field strength

E [114, 190, 265]:

γ =
ω
√

2meU

eE
. (2.5)

Here, ω is the angular frequency of the laser and me and e are the electron mass and

charge, respectively. MPI dominates in the range γ � 1, and tunneling ionization

prevails in the range γ � 1. Figure 2.1 maps the Keldysh parameter for a relevant

range of laser intensities and wavelengths for ultrashort-pulsed ionization of air. The

ionization potential used in the calculation is that for the oxygen molecule (O2) and

equals 12 eV [201]. These results are specifically useful for understanding seed ioniza-

tion during ultrashort laser filamentation, but the concept is applicable to ultrashort
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Figure 2.1: The Keldysh parameter is evaluated for a relevant range of laser intensities
and wavelengths for ionization of air with an ionization potential from O2 of 12 eV.
These results are specifically useful for understanding seed ionization during ultra-
short laser filamentation, but the concept is applicable to ultrashort laser ablation of
metals.

laser ablation of metals. Notably, tunneling ionization is prevalent for longer laser

wavelengths in the range of laser intensities between 1012 and 1014 W.cm−2.

On the other hand, short-pulsed LA (ns) involves additional light-phonon and

light-plasma interactions on longer timescales within the pulse duration. Short-pulse

durations exceed the lattice heating time (τL >> τp), and under this condition the

electron and lattice temperatures are equal, reducing Eq. (2.1) and (2.2) to the heat

equation [37, 161]:

C
∂T

∂t
=

∂

∂z

(
k
∂T

∂z

)
+ Iaα exp (−αz). (2.6)

Short-pulse laser irradiation of a solid first causes heating of the target surface result-

ing in melting followed by vaporization. Plasma formation, expansion, and interaction

with the laser follows the vaporization stage of short-pulse LA for fluences greater

than approximately 2 J cm−2 [161]. Greater laser fluence yields vapor temperatures

sufficiently high for seed ionization of ablated species, which in turn triggers a cas-

cade of ionization because the vapor becomes opaque to the laser leading to plasma
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formation. The opacity of a plasma (or metal in some frameworks) is derived from

the plasma frequency ωp, given by

ωp =

√
Nee2

ε0me

, (2.7)

which is considered as the resonant frequency of a group of free electrons in a plasma

with density Ne, where ε0 is the permittivity of free space. A simplified dispersion

relation ω2 = ω2
p + c2k2 yields the frequency-dependent refractive index n of the

plasma:

n =
ck

ω
=

√
1−

ω2
p

ω2
. (2.8)

Equation (2.8) further yields the critical density, which describes the condition for

plasma opacity to light. The plasma is transparent for the range of laser frequencies

greater than the plasma frequency and reflective for laser frequencies smaller than

the plasma frequency. The critical density Nc is, therefore, defined for the case where

ωp = ω:

Nc =
ε0meω

2

e2
. (2.9)

Notably, in plasmas formed via LA, the laser interacts with a density gradient such

that the laser may be partially absorbed via mechanisms such as inverse bremsstrahlung

(IB) and photoionization [161].

The following section (Sec. 2.1.2) discusses in more detail the morphology of such

plasmas; here, possible laser-plasma interaction mechanisms are explored. The dom-

inant light absorption mechanisms in LPPs include IB and photoionization. During

IB absorption, electrons gain energy from laser photons during collisions with neutral

and ionic species in the plasma. The IB absorption coefficient αIB for electron-ion
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interactions is given by [161]

αIB = σIBNe =
4

3

√
2π

3kBTem3
e

Z2e6

hcν3

(
1− exp

(
− hν

kBTe

))
NiNe, (2.10)

where σIB is the IB cross-section; Ni and Ne are the ion and electron number den-

sities, respectively; Z is the ion charge; kB is the Boltzmann constant; and c is the

speed of light. The electron-neutral IB interaction is particularly important during

the early stages of plasma formation providing the seed electrons and ions for further

IB interactions in addition to those from photoionization and electron impact ioniza-

tion. From Eq. (2.10), IB is more efficient for longer laser wavelengths. For shorter

wavelengths, photoionization becomes the dominant light absorption mechanism. The

photoionization absorption coefficient αPI is approximated by [161]

αPI(cm−1) = σPINn ≈
∑
n

2.9× 10−17 ε
5/2
n

(hν)3
Nn, (2.11)

where σPI is the photoionization cross section; (hν) is the photon energy (eV); and

εn (eV) and Nn (cm−3) are the ionization energy and number density of the excited

state n, respectively. The energy levels considered in the summation include those

which satisfy the condition hν > εn [161]. Both IB and photoionization, as well as

collisional ionization mechanisms such as electron impact, contribute to the formation

of the LPP during short-pulse ablation. Ultimately, the different ablation timescales

and mechanisms between ultrashort- and short-pulse LA result in largely different

initial conditions in each LPP. These initial conditions as well as the evolution of

LPPs are discussed further in Sec. 2.1.2.

2.1.2 Evolution of laser-produced plasmas

The evolution of LPPs involves collisional processes which lead to recombination,

deceleration, and ultimately plasma dissipation. This section concentrates on LA in
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an ambient gas where the interaction of the plume species with ambient species as

well as the formation and expansion of a shockwave are also considered. Although

mechanical interactions are dominant throughout the evolution of the plasma, elec-

tric and radiative interactions are still of interest during early stages in plume expan-

sion. At early times, there typically exists a notable segregation between fast-moving,

negatively-charged electrons and slower, positively-charged ion species. This segre-

gation drives plume expansion in the early stages and is referred to as Coulomb

explosion. In general, important electron processes in the LPP can be classified into

radiative and collisional categories [111, 161]. Radiative processes include photoion-

ization and the reverse process of direct recombination of free electrons resulting from

the interaction with a photon. Collisional processes include various types of electron

impact mechanisms which result in either (de)-excitation or ionization/three-body

recombination [111].

At later times, collisions between particles in the plume lead to increased lateral

motion of the plume, whereas, in free space and without collisions, the plume would

expand in the perpendicular direction with respect to the target surface character-

ized by a free expansion model in which plume size exhibits a linear time depen-

dence [95, 96]. Further, recombination between atomic and ionic species in the plume

with electrons represents an important loss mechanism that competes with ionization.

Radiative recombination processes similarly contribute to a decreasing degree of ion-

ization. Recombination time scales for three-body (3B) and radiative (rad) processes

are approximated in the following empirical relations [192]:

τ3B ≈ 1.1× 1026 T
9/2
e

Z3N2
e

, (2.12)
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and

τrad ≈ 3.7× 1012 T
3/4
e

Z2Ne

, (2.13)

where Te is given units of in eV, and Ne is given in cm−3. However, collisions between

particles in the ablation plume and in the ambient are considered as the predominant

deceleration mechanism for overall plume expansion. Plume dissipation occurs when

the ablated species reaches diffusion equilibrium with the ambient. In lower pressure

environments, for typical short- or ultrashort-pulsed LA, this dissipation occurs on

microsecond time scales at distances on the order of a few centimeters. At higher

pressures, significant plume confinement is observed, increasing the rate of collisional

interactions and expediting plasma dissipation [161].

Overall, there is a complex interplay of various interactions during plasma ex-

pansion, including electronic and chemical recombination, and collisional interactions

between plasma species and ambient species. In general, the rate of plasma ex-

pansion, as measured by the plasma size L, lies somewhere between a model based

on drag L = A − B exp (−Ct) [95, 96] and the spherical blast (or Sedov) model

L = At2/5 [207, 261], where A, B, and C are general shape parameters. For a general

range of pressures near atmospheric conditions (∼0.1–1 atm), a strong, discontinuity

pressure wave, referred to as the shock or shockwave, forms alongside the plume and

confines its expansion. The blast model for a general geometry describes shockwave

expansion for the relevant dimension L as a function of time t:

L(t) =

(
Ed
Cγρ0

)1/(2+ξ)

t2/(2+ξ), (2.14)

where Ed is the blast detonation energy; Cγ is a parameter which depends on the

adiabatic constant ratio γ; ρ0 is the initial ambient gas density; and ξ is a geometry

parameter (ξ = 1 represents a plane wave, ξ = 2 cylindrical wave, and ξ = 3 spherical
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wave). For LA of solids, the shockwave is assumed to expand with a semi-spherical

geometry; whereas, a cylindrical geometry is a reasonable assumption for a filament

plasma. In reality, more complex interactions exist, for example between the shock-

wave and the target, which may compromise the assumptions of a simple geometry.

Nevertheless, the expansion of the shockwave is an important consideration when dis-

cussing overall plume expansion, as the shock can both shield and mediate collisional

interactions between plume species and the ambient. For example, the collapse of the

shock nearer to its interface with the target surface during the late stages in ablation

of solids may allow penetration of reactive ambient species and promote chemical in-

teractions in the plasma regions nearer the target. The high temperature and degree

of ionization in the plasma make it an ideal site for not only exothermic but also

endothermic inelastic processes such as chemical reactions. Chemistry in the plume

is another contributing mechanism to plasma dissipation and may consist of reactions

between species solely from the target and/or between target and ambient species.

In the next section (Sec. 2.1.3), radiative electronic transitions and the use of various

optical diagnostic techniques for measurements with LPPs are discussed.

2.1.3 Plasma spectroscopy and relevant diagnostics

It is useful to measure or ascertain certain properties of LPPs including the num-

ber densities and temperatures of various species, its refractive index which dictates,

macroscopically, the interaction of light with the plasma, and the equilibrium state.

In this section, the physical origins of various forms of emission from LPPs, and how

these types of emission can be used alongside other diagnostic methods to measure

important plasma properties or to determine target constituents using various analyt-

ical spectroscopic methods are discussed. Figure 2.2 shows a diagram of the different

types and sources of emission with approximate timescales in a ns-LPP, beginning

with continuum at the earliest times when the plasma is hottest from which line
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Figure 2.2: Continuum emission dominates the early timescales of the evolution of
laser-produced plasmas originating from black-body emission, bremsstrahlung, and
recombination. As the plasma cools, spectroscopic lines from ionic and neutral species
appear on the intermediate timescales. Molecular recombination begins at a later
timescale.

emission from ionic and neutral species appear. Molecular recombination and emis-

sion from compounds follows at later timescales, when the temperature among other

plasma conditions are favorable.

At the earliest times in the evolution of typical LPPs, emission resembles a contin-

uum. This continuum is comprised of emission from radiative hot-body transitions,

bremsstrahlung, and recombination interactions. Black-body (BB) emission results

from the high temperatures at the earliest times in the LPP and is described by

Planck’s law for a body which emits and absorbs a range of frequencies in an equilib-

rium state [112]:

dPBB

dΩ
=

2hν3

c2

1

exp
(

hν
kBT

)
− 1

, (2.15)

where dPBB

dΩ
is the emitting power per unit solid angle and T is the temperature

of the body (plasma). Bremsstrahlung emission occurs from deceleration of fast-

moving charged particles. Recombination emission results from three-body electron-

ion collisional processes which occur at higher rates at early times due to the particle

speeds and densities. In ultrashort-pulse LPPs, the continuum is usually short-lived
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(on order of several tens to hundreds of ns) relative to that from their short-pulsed

counterparts (on order of several hundreds of ns to several µs for a ns-LPP) because

of lower initial temperatures and ionization fractions [111].

At later stages in the plasma evolution, as the plasma cools, line emission from

electronic transitions of plasma constituents appear. During these stages, the LPP de-

parts from the complete thermal equilibrium state which is characterized by Eq. (2.15)

and enters a less complete local thermal equilibrium (LTE), where plasma species

adopt state populations Ni given by the Boltzmann distribution Ni ∝ exp (−Ei/T ).

Here, Ei is the upper energy level of state i, but the radiation is not necessarily ther-

mal. In this form of equilibrium, emission rates are no longer equal to absorption,

but there may be some degree of absorption depending on the local state popula-

tions. Introducing the probabilities for spontaneous decay may be used to determine

the emitted line intensity Iul for a particular transition between lower state l and

upper state u for species i under the LTE assumption [111]:

Iulλul =
Ni

U(T )
Aulgu exp

(
− Eu
kBT

)
. (2.16)

This yields a relation which can be useful for directly determining plasma temperature

by comparing the state populations (or line intensities) of like species under the LTE

assumption:

Ib
Ia

=
NbAbgbλa
NaAagaλb

exp

(
−Eb − Ea

kBT

)
, (2.17)

where λul is the wavelength of the transition; U(T ) is the temperature-dependent par-

tition function for the species; Aul is the Einstein coefficient or rate of the spontaneous

transition; and gu and Eu are the upper state degeneracy and energy level, respec-

tively. Equation (2.17) compares the populations of species a and b, while Eq. (2.16)

gives the general relation useful also for analytical spectroscopic techniques such as
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LIBS (or OES). These spectroscopic lines act as fingerprints for the emitting species

and are used to identify plasma (and, consequently, target) constituents and infer

their concentrations. Further, the Saha equation, which describes populations of con-

secutive ionization states i to i + 1, is derived from the Boltzmann distribution and

LTE assumption:

Ni+1

Ni

Ne =
gi+1

gi

[
2m3

e

h3

(
2πT

me

)3/2
]

exp

(
Ui
kBT

)
, (2.18)

where Ne is the free electron density, and Ui is the electron binding energy of state i.

Hence methods comparing line ratios from like species are useful for determination of

important plasma properties like the temperature and free electron density. However,

it must be noted that such methods are viable only if the LTE condition is valid. A

necessary, but insufficient, check for the validity of the LTE assumption is given by

the McWhirter criterion [93, 157]:

Ne � 1019
√
T/e (∆E/e)3 , (2.19)

where Ne is given in m−3, and T/e and ∆E/e are the temperature and energy level

difference in eV. Under certain circumstances, for example at very late stages in

plasma evolution, LPPs may completely depart from LTE. Different species in the

plasma exhibiting different temperatures may be one indicator of departure from

LTE; in some circumstances, these different species may individually satisfy the LTE

conditions, and are said to exhibit partial LTE (PLTE).

The spectroscopic line widths also carry information about useful plasma proper-

ties and may be used for diagnostics. Dominant line broadening mechanisms in the

plasma for atomic and ionic emissions include pressure, Stark, and Doppler (temper-

ature) broadening. Natural line broadening, derived from the Heisenberg uncertainty,

∆λnat = 1/(2πcτ), where τ is spontaneous emission lifetime of the excited state, is
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typically orders of magnitude smaller than other broadening mechanisms in LPPs and

usually considered negligible. Perturbations of the emitter wavefunction due to colli-

sional interactions lead to pressure (also called van der Waals) broadening. Pressure

broadening ∆λp,hwhm and spectral line shift ∆λp,0 may be determined by summing

the contributions of different colliding species in the plasma [89, 90, 98]:

∆λp,hwhm =
∑
i

σi(Tref)Pi

(
Tref

T

)ni

, (2.20)

∆λp,0 =
∑
i

σi(Tref)Pi

(
Tref

T

)ki
, (2.21)

where σi(Tref) denotes the interaction cross-section at a reference temperature Tref

for perturber i; Pi is the partial pressure of the species; and ni and ki dictate the

temperature dependence and are determined empirically. Stark broadening results

from interactions of emitted photons with charged plasma species. The Stark width

∆λS can be determined empirically as follows:

∆λS = 2a
Ne

1017
+ 3.5A

(
Ne

1017

)1/4
(

1− 3

4N
1/3
D

)
a
Ne

1017
, (2.22)

where a and A (typical units of nm or pm) are electron and ion width parameters,

respectively; and ND is the Debye number. These width parameters are typically

defined for a given order of free electron density, and the 1017 convention is subject

to change depending on how the width parameters are determined or reported. Typ-

ically, the free electron interactions far outweigh ion interactions, and the ion term

can be neglected:

∆λS ≈ 2a
Ne

1017
. (2.23)
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It it important to note that the width parameters vary weakly with temperature,

and special care should be taken in order to determine the appropriate width for the

working temperature range and convention. Natural, pressure, and Stark broadening

of a spectral line exhibit a Lorentz shape L(λ; γ) = γ
π(λ2+γ2)

, where 2γ is the full-

width at half-maximum (FWHM). Doppler broadening exhibits a Gaussian line shape

G(λ;σ) = exp (−λ2/2σ2)

σ
√

2π
, where the FWHM is 2σ

√
2 ln 2, and the Doppler-shifted line

width ∆λD is expressed as:

∆λD = λ0

√
8kBT ln 2

mec2
, (2.24)

where λ0 is the line center. Hence, the overall observed line shape is best described

by a Voigt profile [51, 239] which is a convolution of the Lorentz and Gaussian line

shapes V (λ; γ, σ) =
∫∞
−∞G(λ′;σ)·V (λ−λ′; γ)dλ′ from broadening mechanisms includ-

ing natural, Stark, Doppler, and also instrumental broadening. Instrumental broad-

ening results from the resolution limit of a measurement system, for example the slit

function of a spectrometer observing emission or line width of a tunable probe laser

for absorption measurements (Gaussian). Careful deconvolution of experimentally-

observed line shapes, therefore, allows for determination of free electron densities and

temperatures in the plasma using emission and absorption spectroscopic methods.

In the later stages of LPP evolution, on the timescale of tens to hundreds of

microseconds, given appropriate conditions and species, molecular recombination be-

comes more prominent, resulting in the appearance of molecular bands in the emission

spectrum. Figure 2.3 shows the energy level diagram based on the anharmonic oscilla-

tor model for a diatomic molecule. Fine vibrational and rotational level splitting from

molecular motion results in closely spaced energy levels. Electronic (de-)excitation

transitions result in band features comprised of fine rovibrational lines. For more com-

plex molecular species (e.g., more than two atoms or comprised of heavier, higher-Z
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Figure 2.3: The anharmonic oscillator model for a diatomic molecule results in the
given energy diagram with fine vibrational and rotational level splitting. Electronic
(de-)excitation transitions result in the formation of band structures with identifiable
signatures from closely-spaced rovibrational levels. v and v′ represent specific vibra-
tional levels, and the parenthetic notation defines the vibrational level transition.

constituents), these fine rovibrational transitions become increasingly difficult to re-

solve, and hence molecular emission is referred to as ‘band-like’ [111]. Section 2.2

introduces the significance of molecular emission features for discrimination of iso-

topes.

In addition to passive imaging or observing the emission from the LPP, active

probing methods may be useful for determining plasma properties or observing as-

sociated phenomena such as shockwave evolution. LAS and LIF (for example, us-

ing tunable- or broad-spectrum laser sources) allows probing ground-state species

or enhancing the emission of excited species, respectively. While the Einstein Aul

coefficient describes spontaneous emission, the Blu coefficient describes the rate of

absorption, and the Bul coefficient describes stimulated emission. The principle of

detailed balance defines the relationships between these coefficients [111]:

Aul =
8πhν3

ul

c3
Bul, (2.25)
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and

glBlu = guBul. (2.26)

where g represents the degeneracy of the corresponding state. Other probing tech-

niques include those which can be used to measure changes of the refractive index from

plasma phenomena. Two common techniques used for measurements of LPPs include

interferometry and shadowgraphy. Interferometry is useful for directly probing small

changes in the refractive index, while shadowgraphy is sensitive to the second-order

spatial derivative of the index change, and is more useful for directly imaging phe-

nomena with larger index changes such as shockwave expansion. Shadowgraphy, in

particular, is used frequently throughout this dissertation. In Fig. 2.4, shadowgraphy

is used to probe a slab with a perturbed index of length L. The index perturbation

causes refraction of the incident probe rays separated by ∆y at angles α and α+ dα,

respectively, over the distance to the detector screen Ldet causing an offset ∆ydet.

The probe initially propagates along the z dimension, perpendicular to the slab and

screen faces on the y dimension. The change in the observed intensity pattern Im−I0,

where Im is the measured intensity pattern, from the initial intensity pattern, I0, is

related to the change in separation of the incident rays and, consequently, the change

in angle due to the refractive index perturbation in the slab:

Im − I0

I0

=
∆y

∆ydet

− 1 = −Ldet
dα

∆ydet

≈ −Ldet
dα

dy
, (2.27)

where the change in angle can be related to the index change by Snell’s law. Using

the small-angle approximation yields:

α =
1

n0

∫
L

dn

dy
dz, (2.28)
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Figure 2.4: Shadowgraphy is used to probe a slab with a perturbed index of length
L. The index perturbation causes refraction of the incident probe rays separated by
∆y at angles α and α + dα, respectively, over the distance to the detector screen
Ldet causing an offset ∆ydet. The probe initially propagates along the z dimension,
perpendicular to the slab and screen faces on the y dimension.

where n represents the refractive index, and i denotes the initial condition. Equa-

tions (2.27) and (2.28) yield the observed change in the intensity pattern using the

shadowgraphy technique, which is sensitive to the second-order derivative of the re-

fractive index:

Im − I0

I0

=
−Ldet

n0

∫
L

d2n

dy2
dz. (2.29)

The refractive index change can be reconstructed numerically from Eq. (2.29) using

methods like the finite difference technique [53].

2.1.4 Introduction to relevant analytical spectroscopic techniques

2.1.4.1 Basic experimental schemes for (LA-)OES, LAS, and LIF

The spectroscopic techniques featured in this dissertation can be categorized into

emission and absorption. The emission-based analytical spectroscopy technique most

frequently used in this dissertation is (LA-)OES (also referred to as LIBS or FIBS).

Another technique, (LA-)LIF, relies on emission spectroscopy of resonantly-excited
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transitions using a probe. An analytical absorption spectroscopy technique used in

this dissertation is (LA-)LAS. The LA prefix denotes spectroscopy of LPPs, whereas

these methods in practice may be useful for measurements with other analytes. For

example, LIF following direct excitation of aqueous uranyl fluoride samples is ad-

vantageous for direct detection of the compound. Breakdown and the formation of

an LPP typically involves dissociation of larger molecules to its atomic or ionic con-

stituents, so complicated stoichiometric analysis may be required in order to infer the

presence of a compound in the original sample.

Figure 2.5 illustrates the basic arrangement used for (a) LA-LAS and (b) LA-LAS,

respectively. In both diagrams, a pulsed laser is used to initiate breakdown and the

formation of a luminous plasma. LA-OES involves collection of the plasma emission,

for example with a lens or equivalent optic (curved mirror, telescope). The emission

is focused onto the slit of a Czerny-Turner spectrometer, within which a diffraction

grating resolves the emission onto a detector screen. The design and considerations

for a Czerny-Turner spectrometer as well as common detector types are discussed in

detail in Sec. 2.1.4.2 and 2.1.4.3, respectively. An example emission spectrum showing

spectral lines corresponding to ionic or atomic de-excitation transitions is shown in

Fig. 2.5(a). Absorption spectroscopy instead observes the dips in the spectrum of

a transmitted probe. Common examples of a probe include a tunable, narrowband

laser or a broad-spectrum source as shown in the example in Fig. 2.5(b). Similarly, a

Czerny-Turner spectrometer design may be used for absorption measurements with a

broad-spectrum probe. LA-LIF involves observation of the enhanced emission from

resonantly-excited transitions in the LPP. A more detailed review of LA-LIF may be

found in [98]. Instrumental resolution is another major contributor to broadening of

spectral lines. Several considerations for instrumental broadening in Czerny-Turner

spectrometers are discussed in Sec. 2.1.4.2. In LAS measurements the absorption

laser probe line width limits the resolution of the system.
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Figure 2.5: (a) Basic setup for emission spectroscopy of plasma from breakdown
with a focused beam. Emission from the plasma is collected with a lens onto the
slit of a Czerny-Turner spectrometer coupled to a detector (Det). An example emis-
sion spectrum is shown. (b) Basic setup for absorption spectroscopy using a broad-
spectrum (In) probe source. The probe is transmitted through the plasma, and spec-
troscopy reveals dips in the initial spectrum from absorption transitions. An example
transmitted absorption spectrum (Out) is shown.

In either LA-OES or LA-LAS, the observed spectral line or band intensities are

related to the number densities of the species in the plasma. The number density

may be determined from the emission using the Boltzmann distribution in Eq. (2.16)

under the LTE or PLTE assumptions. Absorption signal, on the other hand, depends

on the lower state population, and the observed transmission intensity is described

by the Beer-Lambert law:

I = I0e
−σ(λ)

∫
LNl(x)dx, (2.30)

where σ(λ) is the wavelength-dependent absorption cross-section and Nl(x) is the

distribution of the lower state absorbing species integrated over the path length L.

Consequently, both forms of spectroscopy may be useful for analytical purposes to

derive the populations of various species in the LPP and infer concentrations or ratios

in the original target.
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Figure 2.6: The input slit of height l and width b is imaged onto the exit (detector)
slit of height l′ and width b′. The f-number of the spectrometer fspec is given by the
ratio of the distance of the first concave mirror to the slit and the mirror size. The
height and width of the diffraction grating are h and w, respectively. The incident
and diffracted angles are α and β, respectively.

2.1.4.2 Czerny-Turner spectrometer design and considerations

The Czerny-Turner design is the most commonly used spectrometer type in this

dissertation; a diagram showing the dimensions and relevant parameters is shown in

Fig. 2.6. The input slit is imaged onto the exit slit (detector plane) using a pair of

concave mirrors. The relationship between the incident angle α and the diffraction

angle β is described by

nkλ = sinα + sin β, (2.31)

where n is the grating groove density; k is the diffraction order; and λ is the wave-

length. The grating deviation angle is defined as Dv = α − β. The resolving power

R of the spectrometer is defined as the ability to distinguish separate, adjacent spec-

tral lines by the Rayleigh criterion (maximum of one spectral line falls on the first
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minimum of the other):

R = lnW =
W

λ
(sinα + sin β). (2.32)

The resolving power, consequently, depends on the active width and geometry of the

grating as well as the wavelength. Additionally, the spectrometer bandpass (BP)

affects both the instrumental resolution and geometric aberrations which may lead

to losses in throughput:

BP =
max (b, b′)

nfspecM
, (2.33)

where fspec is the f-number of the spectrometer defined by the ratio of the distance

from the input slit to the first mirror (or mirror FL) and the mirror size; and M is

the magnification of the imaging components in the spectrometer. From Eq. (2.33),

the instrumental resolution is limited by the larger of the input or exit aperture,

where the exit aperture may be defined by the size of the detector pixel. Important

considerations for the efficiency of the spectrometer include the absolute throughput

and signal-to-background degradation. Etendue (G) describes spreading losses to

throughput and depends on the spectrometer bandpass:

G =
lnk(hw)BP

fspec

. (2.34)

Signal-to-background S/B degradation depends on both wavelength-dependent effi-

ciency losses from the optical components and geometry:

S/B′ = S/B
ε(λ)

C

Tg(λ)

cosα
, (2.35)
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where ε(λ) is the wavelength-dependent grating diffraction efficiency; C describes the

overall quality of the optics (1 for a perfect system); and Tg(λ) is the wavelength-

dependent geometric transmission.

2.1.4.3 Common detector choices

The common types of detectors used in this dissertation rely on photoelectric

conversion of optical signals and can be classified into three categories: single-pixel,

pixel-array, and gated (or intensified) pixel-array detectors. Single-pixel detectors are

coupled to the spectrometer in a monochromator arrangement, such that the detec-

tor observes a narrow range of wavelengths. Examples of single-pixel detectors used

in this dissertation include photodiodes and photomultiplier tubes (PMT). Photo-

diodes are semiconductor devices operated in reverse-bias (photoconductive) mode

and provide fast, time-sensitive response to incident optical signals. Silicon is a com-

mon semiconductor choice for observing optical transitions in the range of ∼200 nm

and 1100 nm. PMTs similarly provide a time-sensitive response to incident optical

signals. PMTs rely on photoelectric conversion followed by electron multiplication,

which improves sensitivity to weaker signals. Time-sensitive measurements are espe-

cially useful for observing the transient phenomena and emission from LPPs.

Pixel-array detectors such as charge-coupled devices (CCD) and complementary

metal-oxide-semiconductor (CMOS) devices can be used to observe a broad range of

wavelengths when coupled to a Czerny-Turner spectrometer. A major drawback for

such devices is the long shutter or exposure times relative to the timescales of LPP

evolution. However, these devices can be connected to an image intensifier which

consists of a photocathode, a micro-channel plate (MCP), and a phosphor screen.

Photoelectrons generated by the photocathode are accelerated towards the MCP by

an applied voltage, and the electrons are multiplied in the MCP. The electrons

are accelerated towards the phosphor plate which converts them back to photons.
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Finally, the photons are detected by the CCD or CMOS device. The applied bias

which accelerates photoelectrons provides an electronic shutter enabling fast time-

gating. The intensified CCD (ICCD) devices additionally provide better sensitivity

than regular CCD or CMOS cameras alongside capability for fast time-gating; ICCD

devices are frequently used in this dissertation for spectroscopy and imaging. Each

photosensitive device has a wavelength-dependent response function. The quantum

efficiency QE(ν) = Npe/Nν describes the conversion ratio of incident photons Nν to

photoelectrons Npe.

2.2 Spectroscopy of laser ablation plasmas containing ura-

nium

This dissertation focuses on spectroscopy for direct measurements of uranium and

its compounds in LPPs. Uranium is central to both civilian and military applica-

tions of nuclear technology and is found throughout the nuclear fuel cycle. Natural

uranium is comprised of fissionable/fertile (99.28% U-238) and fissile (0.72% U-235)

isotopes but may be enriched to varied isotope fractions for use in different types of

nuclear reactors or in nuclear explosive devices. Two grades of enrichment pertinent to

various applications of nuclear technology and the fuel cycle include low-enriched ura-

nium (LEU) (3–20% U-235); and highly-enriched uranium (HEU) (>20% U-235) [24].

LEU is used as fuel in various types of nuclear reactors, while HEU is often referred

to as weapons-grade if enriched beyond 90% in U-235 and is used in nuclear det-

onation devices [85]. Optical spectroscopy of uranium in LPPs can help identify

uranium isotopes and classify enrichment grades for use in safeguards, security, and

nonproliferation [202].

Another application of laser spectroscopy for measurements with uranium-containing

LPPs is to better understand the processes that occur in nuclear explosions [86]. The
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high temperatures and densities in the nuclear detonation plasma form a complex en-

vironment in which uranium, fission products, and structural materials may react with

background species. For example, uranium readily reacts with oxygen in air to form

oxides, contributing to the formation of debris which is relevant to post-detonation

nuclear forensics [65]. The uranium-containing LPP can be used as a laboratory-scale

surrogate for such detonations, simulating the conditions and components of the blast

(e.g. shocks) which promote chemical reactions in plasma.

Both optical emission and absorption techniques following LA have been used

for measurements of uranium-containing targets [12, 32, 39, 40, 58, 62, 98, 101,

105, 155, 164, 183–185, 202, 213, 214, 224, 230, 246, 248, 253]. LIBS is particu-

larly attractive for its simple setup and straightforward implementation, as well as

the capability to provide portable, rapid, in-situ measurements requiring minimal

sample preparation, which bodes well for field applications. Moreover, OES can

distinguish among various uranium species: atoms and ions [222], isotopes [224],

and molecules [104, 155]. Absorption and LIF techniques have similarly been used

for measurements of uranium-LPPs to probe or enhance emission from unexcited

species, respectively [101, 164, 184, 230, 246]. These methods are typically considered

more sensitive, or, in the case of LIF, improve the sensitivity of the emission-based

technique [183], and can be used similarly to distinguish atoms, ions, isotopes, and

molecules. Further, both emission and absorption spectroscopy methods can be used

to evaluate the conditions in the uranium-LPP which mimic those found in nuclear

detonations.

The primary challenge for both emission and absorption arises from the complex-

ity of the uranium spectrum. The high-Z actinide alone yields a congested spec-

trum comprised of over 105 fine lines from electronic transitions of the atomic and

single-ionized species [98]. An example emission spectrum in the visible region is

shown in Fig. 2.7. The spectrum is recorded from a uranium-LPP formed in a low-
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Figure 2.7: The example visible emission spectrum is recorded from a U-LPP formed
in a low-pressure (10 mTorr) background of nitrogen gas to inhibit chemical reactions
in the plasma. A 10-ns, 50-mJ, Nd:YAG (1064 nm) laser pulse was used to ablate
a depleted U metal target. The spectrum was recorded using an ICCD coupled to a
0.5-m Czerny-Turner spectrometer with 2400 l/mm groove density with a gate delay
(after the ablation laser pulse) and width of 1 µs and 2 µs, respectively. Prominent
atomic U (U I) emission lines are labeled [24].

pressure (10 mTorr) background of pure nitrogen gas to inhibit reactions and emission

from molecular species. A 10-ns, 50-mJ, Nd:YAG (1064 nm) laser pulse was used to

ablate a depleted uranium metal target. The collection apparatus consisted of an

ICCD coupled to a 0.5-m Czerny-Turner spectrometer with 2400 l/mm groove den-

sity, and the recording parameters include a gate delay (after the ablation laser pulse)

and width of 1 µs and 2 µs, respectively. The uranium spectrum may be further con-

gested as a result of matrix effects as well as by complex uranium molecular band

features comprised of fine and hyperfine ro-vibrational lines. The complexity and

density of the uranium spectrum necessitates the use of high-resolution spectroscopic

instruments, especially for measurements of uranium-isotope line shifts.

Distinguishing uranium-isotopes is vital for applications in the nuclear fuel cycle,

safeguards, and security. For example, classification of various uranium material

grades is required for assessing the nuclear proliferation threats. Atomic (or ionic)

line shifts observed via emission or absorption methods can be used to distinguish

among isotopes. Mass (denoted by the subscript M) and field (subscript F) differences
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contribute to the shift in frequency of an electronic transition i between two isotopes

of mass A and A′:

∆νAA
′

i = ∆νAA
′

i,M + ∆νAA
′

i,F . (2.36)

The mass contribution is further separated into a normal mass shift from the intro-

duction of the reduced mass µ = mm′

m+m′
in the kinetic energy and a specific mass shift

from the influence of electron motion correlations on the nuclear recoil energy. For

the U-238 and U-235 isotope pair, the normal mass shift is typically eight orders of

magnitude smaller than the frequency of the transition, corresponding to a 0.018-pm

shift for a transition at 600 nm. The specific mass shift is typically even smaller. Field

shifts, on the other hand, span a larger range caused by the variations in electron con-

figurations. The total isotopic shifts between U-238 and U-235 for the 549 uranium

atomic (U I) transitions in the visible wavelengths between 285 and 882 nm span −27

to 49 pm with an average shift of 7.5 pm. The shifts for the 823 single-ionized (U II)

transitions span −74 to 84 pm with an average shift of 7.0 pm [98]. Further differences

in hyperfine structure of uranium-isotopes may contribute to observed differences in

the emission and absorption transitions between U-238 and U-235. Hyperfine split-

ting of atomic levels is caused by the interactions of electric field near the nucleus with

nuclear dipole moments. Further details about hyperfine splitting in uranium can be

found elsewhere [183]; however, the most pronounced effect from hyperfine splitting

between U-238 and U-235 is that U-235 generally exhibits broadened features with

lower amplitudes in comparison to those of U-238 [98].

Earlier works in which various emission [222] and absorption [222, 230] methods

were used to study uranium-LPPs revealed significant quenching of uranium atomic

signals in oxygen-containing backgrounds, such as air, in contrast to chemically in-

ert fill-gases, such as nitrogen or argon. Rapidly diminishing atomic signals in the
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presence of oxygen posed another challenge using LIBS among other techniques for

in-field, in-situ discrimination of uranium isotopes, adding to challenges which ne-

cessitate high-resolution instrumentation [133]. However, the observation of the U

monoxide emission band at 593.55 nm provided a solution to distinguishing uranium-

isotopes from uranium-LPPs formed in oxygen-containing environments using laser

ablation molecular isotopic spectrometry (LAMIS) [105, 155] with a reduced instru-

mental resolution requirement. For a diatomic molecule, isotope splitting is domi-

nated by the effects of the reduced mass µ on the spacing between rovibrational levels

and can be orders of magnitude greater than splitting for atomic or ionic transitions.

For example, within the anharmonic oscillator framework, the ratio of reduced masses

ρ =
√

µ
µ∗ between the isotopologues, µ and µ∗, dictates the difference in rovibronic

energies ε and ε∗, respectively [98]:

ε− ε∗ = (1− ρ)

[
ω′e

(
v′ +

1

2

)
− ω′′e

(
v′′ +

1

2

)]
− (1− ρ2)

[
ω′eχ

′
e

(
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1

2

)2

− ω′′eχ′′e
(
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]
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(
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)
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]
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[
D′J ′2 (J ′ + 1)

2 −D′′J ′′2 (J ′′ + 1)
2
]
, (2.37)

where v and J represent the vibrational and rotational quantum numbers, respec-

tively. The first two terms in Eq. (2.37) describe shifts in the vibrational band head,

and the last three terms describe shifts in rotational levels. The differences in iso-

tope splitting between atomic and molecular transitions become less significant for

heavier species; however, the isotope shift between 238UO and 235UO of ∼40 pm is

still notably larger than the average atomic shift of 7.5 pm [98]. Consequently, the

molecular signatures from uranium oxides are promising for applications which require
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uranium-isotope discrimination. Also, it may actually be advantageous to perform

uranium-LA experiments in air where uranium species from the target are likely to

react with oxygen from the environment.

LA of uranium in oxygen-containing environments, such as air, yields other ura-

nium oxide bands in the visible region of the spectrum which, until recently, were

largely unidentified in the literature but may be useful for uranium-isotope discrim-

ination. In recent years, the UO 593.55 nm band has been studied more extensively

in the literature [105, 248], and several additional monoxide features have been iden-

tified [98]. However, current literature lacks sufficient information about the visible

features from heavier, polyatomic uranium oxide species. The lack of mature under-

standing regarding the formation and evolution of uranium oxides in LPPs and the

potential to use the uranium oxide bands for isotope discrimination motivates the

experimental investigation presented in the Chapter 3.
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CHAPTER 3

Experimental Investigation of Uranium Oxide

Formation and Evolution in

Nanosecond-Laser-Produced Plasmas

Uranium is a cornerstone element for both civilian and military applications of nuclear

technology, as discussed in Sec. 2.2. Laser-based spectroscopy, for example LIBS and

LA-LAS, has several desirable characteristics for measurements of uranium-containing

compounds. Briefly, those methods are speed, in situ operation, ability to distinguish

uranium from other elements, ability to detect uranium compounds and its isotopes,

applicability to various forms of the target (solid, liquid, gas), and ability to comple-

ment the established detection and measurement methods which observe the emission

of radioactive decay products. In this chapter, a comprehensive experimental inves-

tigation of uranium-containing LPPs formed from short-pulsed LA is presented. In

a broader context, further research is necessary to foster the capabilities of optical

spectroscopy techniques towards mature and reliable nuclear material sensing.

In Sec. 3.2, the validity of equilibrium assumptions in the uranium-LPP is as-

sessed in order to ascertain thermodynamic properties, which benefits improved un-

derstanding of the physical processes such as chemical reactions in uranium-LPPs.

One challenge is the complexity of the uranium spectrum, which makes the choice of
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emission lines for quantitative analysis difficult. Further, the limited information in

existing literature pertaining to the spectroscopic coefficients of uranium transitions,

such as the ones for Stark widths and shifts, is addressed. This section includes edited

portions of Ref. [28].

In following sections, OES and derivative techniques like optical time-of-flight

spectroscopy (OTOFS) are used to track the evolution of uranium and its oxides in

the ns-LPP. Mature understanding of the uranium-oxygen chemistry in LPPs, which

is relevant for analytical spectroscopy applications as well as simulating the physics

which occur in nuclear detonations on a laboratory scale, is still lacking. Here, novel

results which offer direct insight into the molecular dynamics in uranium plasmas are

presented; and the observation of emission features attributed to heavier gas-phase

uranium oxides, previously not seen in such LPPs, is reported. This chapter includes

edited portions from Refs. [99, 125, 219, 220].

3.1 Experiment

The experimental setup utilized in the experiments presented in this chapter is

depicted in Fig. 3.1. A Nd:YAG (1064 nm, 6 ns, 75 mJ) laser focused to a spot

diameter (1/e2) of ∼1 mm using a lens with 15-cm FL is used to ablate a uranium

metal target (natural isotopic concentration, 1.0×1.0×0.1 cm3). The laser fluence

is estimated to be approximately 10 J cm−2 on the target surface. The target was

housed in a containment vessel with quartz windows, which was evacuated to a pres-

sure of 5 mTorr and purged with pure nitrogen (99.999%) gas between successive

experiments. The target was translated periodically to prevent target drilling; ap-

proximately 20 laser cleaning shots were applied at each new target position in order

to remove the oxidation layer present on the sample surface for each new sample

position.

For direct imaging of the morphology of the plasma and its constituents us-
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Figure 3.1: A natural isotopic concentration U target is ablated in various inert and
reactive environments using a Nd:YAG laser (1064 nm, 6 ns, 75 mJ) focused using
a 15-cm FL lens to a spot diameter (1/e2) of approximately 1 mm. Non-invasive
methods which track emission are used to study the plasma. Imaging with a variable
magnification telescope and ICCD (min. gate width 3 ns), with or without narrow-
line filters to isolate specific species, provides information about the macroscopic
evolution of the plasma and its constituents. The plasma is imaged using a fixed
1.35×-magnification telescope onto the slit of a variable grating 0.5-m Czerny-Turner
spectrograph coupled to both an ICCD and PMT (rise time 2 ns) for OES and
OTOFS, respectively. The PMT is coupled to a fast oscilloscope (1 GHz, 50 Ω
termination) [220].
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Figure 3.2: Transmission spectra for (a) atomic U filter at 404 nm with 1-nm band-
width (FWHM) and (b) UO filter at 593.55 nm with 180-pm bandwidth (FWHM).
The U emission spectra were recorded in a 5% oxygen concentration in a background
of pure argon, with (a) 1 µs ICCD gate delay and 1 µs gate delay for the 404-nm
window and (b) 20 µs gate delay and 20 µs gate delay for the 593-nm window, re-
spectively. The transmission window shape was adjusted arbitrarily to match the
intensity of the spectrum, and is not representative of the actual transmissivity of the
filter [125].
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ing narrow-line filters, a variable-magnification telescope was coupled directly to

an ICCD (Princeton Instruments, PiMAX, min. gate width 3 ns, square pixel size

13 µm). Measurements were synchronized to the laser pulse using the digital delay

generator integrated within the ICCD. Figure 3.2 shows the transmission bands of

the narrow-line filters used to isolate the emission from (predominantly) UI and UO

species. Evidently, there is some overlap of UII lines with the targeted UI lines in the

404-nm filter; however, the emission from ionic species is limited to the earliest times

in the plasma evolution and is not expected to contribute significantly at later times

&1 µs.

For spectroscopy, the plasma emission was imaged using a fixed 1.35×-magnification

telescope onto the slit of a 0.5-m Czerny-Turner spectrograph (Acton, Spectrapro

2500i) coupled to the ICCD used for imaging as well as a PMT (Hamamatsu, R929,

2-ns rise time) for OTOFS. A slit width of 30 µm was used for spectroscopy mea-

surements. A Voigt profile was found to be well suited for modeling the instrumental

profile, and also corresponds to the late time emission spectral profiles of both uranium

and oxygen lines. Three interchangeable gratings were used in various experiments:

(1) high-resolution, 2400 l/mm, 40-pm linewidth resolution at 404.6 nm (calibrated

using an Hg I transition from an Hg-Ar lamp); (2) intermediate resolution, blazed for

longer wavelengths, 1200 l/mm, 70-pm linewidth resolution at 632.8 nm (calibrated

using He-Ne laser line); and (3) low-resolution, used for viewing broad spectral win-

dows, 300 l/mm, 300-pm linewidth resolution at 404.6 nm. Since the emission is

averaged along the line of sight, the quantitative results presented in Sec. 3.2 should

be interpreted with caution. For OES measurements, results from 10 ablation laser

shots were averaged unless otherwise noted. OTOFS involves using the spectrograph

in a monochromator configuration, in which the exit aperture coupled to the single-

pixel PMT detector is used to select a narrow range of wavelengths corresponding to

the transition(s) from an individual species in the plasma. The entrance slit width
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used for OTOFS was 50 µm, and the exit aperture width was 100 µm. The PMT is

coupled to a fast oscilloscope (1 GHz, 50-Ω DC termination) to record the temporal

evolution of the selected range of wavelengths. The plasma image is translated hor-

izontally along the entrance slit, so that the spatial variation along the laser axis in

the emission could also be tracked. The spatial resolution for PMT measurements

is estimated to be 50 µm
1.35

= 37 µm limited by the entrance slit of the spectrometer.

For OTOFS measurements, results from 16 ablation laser shots were averaged unless

otherwise noted. The vertical entrance slit size was ∼2 mm, and the slit was centered

at the laser axis for both OES and OTOFS.

Experiments were conducted at a pressure of 100 Torr with different fill gases (air,

nitrogen, argon) as well as air at low pressure (∼5 mTorr). The 100-Torr pressure

was experimentally determined to simultaneously yield the emission features of ura-

nium and its oxides in the presence of oxygen. Further studies, presented in Sec. 3.4

and 3.5, investigate the effects of oxygen on uranium and uranium oxide signatures

by varying the partial pressure of oxygen (99.99% pure) in a background of argon

(99.99% pure). Oxygen concentrations were varied from ∼3.2×1013 (5 mTorr) to

7.2×1017 cm−3. It must be noted that, because the fill gas was not continuously

cycled through the experimental chamber, the oxygen concentration in “pure” gas

or low pressure conditions cannot be predicted with certainty. The ambient oxygen

concentration is expected to increase slowly from both target ablation as well as leaks

in the chamber. However, using a stationary fill gas and periodic sample translation

to prevent excessive drilling ensures minimal shot-to-shot fluctuations in the plume

morphology. The maximum variation which was observed in the plume length along

the laser axis (from imaging experiments) was ∼6% between five laser shots. The fluc-

tuation of the maximum intensity in the image was observed to be the greatest ∼8%

at the earliest times (.1 µs), similarly for five laser shots. At late times (&10 µs),

the fluctuation was observed to be ∼5%.
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3.2 Characterization of uranium plasma properties using op-

tical emission spectroscopy

Non-invasive means to determine the thermodynamic properties of uranium-containing

LPPs are important for applications such as analytical spectroscopy and when using

the LPP as a laboratory-scale surrogate for nuclear detonations. Only one previ-

ous work employs uranium emission lines (in the 385.8–391.9 nm spectral window)

for experimental determination of thermodynamic properties of such plasmas [213].

Previously, we used other impurity lines for determination of uranium-containing

plasma properties [215, 222]. The lack of available literature which performs such

quantitative analyses with uranium lines epitomizes the difficulties in working with

the complex uranium spectrum. Further, spectral line information for uranium tran-

sitions is limited, and knowledge of the Stark coefficients, which are used to esti-

mate electron density and ionization degree, among other parameters, can benefit

development of modeling, diagnostic, and analytical techniques to further under-

stand the physical processes within the plasma. In this section, a meticulous analysis

of the uranium emission spectra following ns-LA of uranium metal in low-pressure

(5 mTorr) conditions is conducted to determine spatiotemporal thermodynamic prop-

erties of the plasma, and the Stark broadening parameters of U I 499.01 nm and

U II 500.82 nm transitions are reported. Methods for determining the spatiotem-

porally varying plasma temperatures of the plasma include using Boltzmann plots

[Eq. (2.17)] and the Saha-Eggert equation [Eq. (2.18)]. Electron density distributions

were determined via analysis of Stark broadening [Eq. (2.23)] of the O I 777.19 nm

line. The validity of the LTE assumption is assessed by comparing the temperatures

of successive ionization states and the McWhirter criterion [Eq. (2.19)]. The Stark

widths of selected U transitions were measured by comparing their linewidths with

the broadening of O I 777.19 nm line. The temperatures were determined to be in
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Figure 3.3: Estimated expansion velocities of the plasma under low-pressure condi-
tions in axial (L, along laser axis) and radial (D, perpendicular to laser axis) direction.
Distances were determined in the axial (red) direction from the target surface to 5% of
the maximum emission observed in each image. Diameters (black) were determined
similarly, using 5% of the maximum emission in each image as the measurement
threshold [28].

the range of 3000–9000 K, and electron densities were determined to be on the order

of 1016 cm−3.

3.2.1 Spatiotemporal evolution, thermodynamic properties, and equilib-

rium in the uranium plasma formed in a low-pressure environment

Knowledge of the morphology of the LPP is vital in conjunction with other diag-

nostics to determine the plasma’s thermodynamic properties. Figure 3.3 shows the

expansion of the uranium-LPP in a low-pressure environment fit with a free (linear)

expansion model. The axial (along the laser axis) expansion rate is determined to be

∼22 km/s, while the radial (perpendicular to laser axis) expansion rate is slower, at

∼5.0 km/s. The spatiotemporal emission contours presented in Fig. 3.4(a–c) provide

the particle distributions that can be linked to electron density and excitation tem-

perature. Figure 3.4(a–c) shows the emission contours for neutral atomic and ionic

uranium species as well as an oxygen impurity, whose origin is dominantly attributed

to the target surface, evidenced by its expansion behavior (away from the target sur-

face alongside uranium species) shown in Fig. 3.4(c). From the emission contours,
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Figure 3.4: (a) U I 591.54 nm, (b) U II 405.00 nm and (c) O I 777.19 nm spatiotem-
porally resolved emission contours using OTOFS. Temperature distribution obtained
via (d) Boltzmann plot method and (e) Saha-Eggert equation and (f) electron density
at various time delays and axial positions with respect to the target surface (along
the laser axis). The absence of values along the diagonal in (d) is due to inability to
clearly observe majority of spectral lines at corresponding positions and time delays,
indicating a possible departure from equilibrium [28].
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Figure 3.5: The experimental spectrum is recorded at a delay of 1 µs and gate width
of 0.2 µs at a distance of 2 mm from the target. The simulated spectrum incorporates
the majority of transitions used in the Boltzmann plot and Saha-Eggert equation
analyses and is simulated for an excitation temperature of 5000 K [28].

the particle velocities are determined by tracking the time at which the emission pro-

file peaks at each spatial position. U I species exhibits the slowest axial expansion

rate of ∼4.0 km/s, corresponding to a kinetic energy (KE) of ∼20 eV. U II species

has a greater velocity of ∼16 km/s (KE ∼320 eV) and appears to dissipate more

quickly via recombination. The O I species exhibits a velocity of ∼13 km/s and a

similar kinetic energy to atomic U of ∼15 eV. The similar kinetic energies of U I and

O I species from the target help justify the use of the O I line for comparison with

uranium-line broadening in the latter determination of Stark broadening parameters.

OES is used to determine the thermodynamic plasma properties; an example

spectrum from this series of experiments is shown in Fig. 3.5 alongside a simulated

spectrum for an excitation temperature of 5000 K. The simulated spectrum features

the majority of transitions used in the Boltzmann plot and Saha-Eggert equation

analyses. The Boltzmann plot analysis assumes PLTE is satisfied, and the intensity

of a spectral line can be determined by Eq. (2.16) which assumes a Boltzmann energy

distribution characterized by a single excitation temperature value. Only U I lines

are considered. Lines are chosen to avoid those which are prone to self-absorption,

like those featuring ground-state transitions. The lines used for the Boltzmann plots
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Figure 3.6: The Boltzmann plots are generated from spectra recorded at 2-mm dis-
tance from the target for two different gate delays. The U I transition information
was retrieved from the Palmer Spectral Atlas [179] and is listed in Table A.1 in Ap-
pendix A [28].

are listed in Table A.1 in Appendix A, with the atomic parameters obtained from the

Palmer Spectral Atlas [179]. Figure 3.6 shows examples of Boltzmann plots generated

for spectra recorded at a distance of 2 mm from the target at different gate delays.

Secondly, the Saha-Eggert equation [Eq. (2.18)] is used to determine the electronic

temperatures by comparing the intensities of successive ionization states (U I and

U II). Lines were similarly chosen to avoid overlap with adjacent features as well as

self-absorption. The Saha-Eggert equation was solved iteratively using the electron

densities determined via analysis of Stark broadening of the oxygen 777.19 nm line

discussed later. The first standard deviation of the twelve line pair combinations

ranged from 10% to 15% at different spatiotemporal positions. Figure 3.4(d) and

(e) show the excitation temperature distribution from the Boltzmann plots and the

electronic temperature distribution from averaging the twelve U I-U II line pair com-

binations using the Saha-Eggert equation, respectively. Comparing the excitation

and electron temperatures can be done to ascertain the validity of LTE conditions.
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Figure 3.7: Typical profiles of oxygen lines at 777.19, 777.42, and 777.54 nm fit with
a cumulative Voigt profile. Stark-broadened widths are determined by deconvolution
of other mechanisms including instrumental and Doppler broadening [28].

The electron temperatures obtained with this method are notably greater than those

obtained by the Boltzmann plot method, indicating a departure from absolute equi-

librium. This difference is even more pronounced at the plasma periphery. However,

partial equilibrium for individual species may still exist.

The electron density distribution shown in Fig. 3.4(e) is determined via analysis of

the spectral line broadening of the O I 777.19 nm line, which is sufficiently resolvable

from its neighboring lines in the triplet, O I 777.42 nm and O I 7777.54 nm. An

example cumulative Voigt fit of the triplet is shown in Fig. 3.7. Stark broadened line

widths are determined by deconvolution of the Voigt profile to consider the instru-

mental and Doppler contributions to broadening. Typical Doppler widths [Eq. (2.24)]

for the O I 777.19 nm line ranged between 10 pm and 14 pm for plasma temperatures

of 5000 K and 10000 K, respectively. The Stark broadening parameter is 16.6 pm for

the temperature of ∼0.5 eV [18].

We evaluate the McWhirter criterion [Eq. (2.19)] for the largest energy gap of

∆E ≈ 2 eV and peak plume temperature of 8400 K for a lower limit of the electron
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density of 1×1015 cm3. The observed densities are always greater than this lower

bound. Although the criterion is satisfied, it is not sufficient to verify absolute LTE,

because of the plasma inhomogeneity as indicated by the discrepant excitation and

electronic temperatures. The discrepant temperatures may occur because the ionic

species travel much faster than the neutral species as shown in Fig. 3.4(a–c), and the

efficiency of three-body recombination is reduced in the plasma periphery. Conse-

quently, equilibration between excited electronic levels and the ground state is slower

than the equilibration between translational energies of the free electrons and heavy

particles. This leads to pronounced species segregation in the periphery, reducing the

collision frequency. Previous work warns about discrepant thermodynamic properties

when comparing line-of-sight averaged spectral data with Abel-inverted data which

accounts for radial symmetry in the plume [7]. Therefore, the temperatures reported

here should be considered with caution. Ultimately, these measurements present a

step towards higher-fidelity determination of thermodynamic properties of uranium

plasmas.

3.2.2 Determination of Stark widths for selected U I and U II transitions

Prior to this work, it appears that no Stark broadening parameters have been

reported in available literature for uranium species. This section presents the first

experimentally determined U I and U II parameters which may be used in certain

situations to estimate free electron density and the degree of ionization in uranium-

containing plasmas. The main difficulties in asserting the conditions for deduction of

the Stark parameters arise from the congestion of the uranium spectrum. The criteria

for a candidate spectral line include that the line should be: (i) isolated, (ii) suffi-

ciently broadened, (iii) intense, and (iv) optically thin. The latter two are opposing

requirements, which a priori preclude the use of lines associated with a ground-state

transition. The most intense spectral lines in the uranium spectrum include a ground-
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Figure 3.8: The temporal evolution for the spectral window featuring both U I 499.01-
nm and U II 500.82-nm is shown for a distance of 1.5 mm from the target. A gate
width of 50 ns was used for each delay [28].

Figure 3.9: The linearity of the experimentally determined Stark widths as a function
of electron density is assessed according to Eq. (2.23) to validate the determination
of the Stark broadening parameters given in Table 3.1 [28].
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state transition, and many other sufficiently intense lines are overlapped with weaker

features, even in the low-pressure environment with reduced continuum radiation from

sources such as uranium oxides. Nevertheless, two lines were selected satisfying the

aforementioned criteria: U I 499.01-nm and U II 500.82-nm. The same Voigt fitting

procedure was employed for these uranium lines as the O I lines in the previous sec-

tion. The Gaussian width (influenced by instrumental and Doppler broadening) was

deconvolved from the Voigt profile, leaving the Lorentz width. The Doppler width

[Eq. (2.24)] for the nearby transitions was calculated to be 2.3 pm for a temperature

of 10000 K. Subsequently, the instrumental Lorentz width was subtracted, leaving the

Stark contribution to broadening. The validity of the determination of Stark widths

was asserted by confirming the linear behavior comparing measured Stark widths with

the electron densities from O I profiles. That is to say, the deconvolved widths should

exhibit a linear dependence with the free electron density according to Eq. (2.23) if

indeed other contributions to broadening are appropriately subtracted. Different gate

delays, shown in Fig. 3.8, supplied the varying electron densities in order to assert the

linear dependence of the deconvolved widths, presented in Fig. 3.9. Indeed, the Stark

widths demonstrate a linear dependence with electron density, in accordance with

Eq. (2.23), and the Stark parameters were consequently determined from the slope of

the linear fits shown in Fig. 3.9. The measured Stark broadening parameters normal-

ized to 1×1016cm−3 are presented in Table 3.1. A direct comparison of the measured

parameters is impossible because of the lack of data in the literature; however, the

order of magnitude of values reported here is consistent with typical values for other

elements in the literature spanning from several tens to several hundreds of pm for

densities on order of 1017 cm−3. These measurements provide the first reference for

further investigations of uranium Stark coefficients and enable the capability to es-

timate electron densities in uranium-containing plasmas using uranium lines under

certain conditions.
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Table 3.1: Atomic parameters [179] of U I 499.01 nm and U II 500.82 nm spectral lines
together with experimentally determined Stark widths normalized to 1016cm−3 [28].

Species λ (nm) Eu (eV) Ju El (eV) Jl λS (pm)
U I 499.01 3.49 7 1.01 7 6
U II 500.82 2.69 6.5 0.22 6.5 12

3.3 Uranium laser-produced plasma emission and morphol-

ogy in inert and reactive environments

The dynamics of expansion, thermodynamics, and chemical reactions in LPPs

are of broader interest for various laser ablation applications. For example, reactive

processes [208] which may occur in LPPs are of general interest for understanding

combustion physics [3, 258] and general LA physics, particularly that related to nano-

particle formation and kinetics [141], pulsed laser deposition [177], and analytical tech-

niques. The morphology and reactive processes occurring in uranium-containing LPPs

are of further interest for analytical techniques, especially considering the prospects

for using uranium oxide bands for isotopic identification. In this section, an ex-

ploratory investigation of the complex morphological behavior of uranium plasmas

formed following LA in inert (pure nitrogen or argon) and reactive (those contain-

ing oxygen, e.g. air) environments is conducted. The results presented here, which

demonstrate interesting behavior of the uranium plasma and significant quenching

of atomic uranium species persistence in air in contrast to the behavior observed in

nitrogen and argon, motivate a more comprehensive experimental study isolating the

potential uranium-oxygen interactions. That study is presented in Sec. 3.4 and 3.5.

Time-resolved, single-shot images of the uranium-LPP are compared between a

control, low-pressure (5 mTorr) environment, two more chemically inert gases, pure

nitrogen and argon, and air in Fig. 3.10. Characterization of the plume morphol-

ogy takes into consideration three important parameters: (i) plume shape, (ii) size,

and (iii) intensity. The low-pressure reference expands adiabatically with negligible
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Figure 3.10: Time-resolved images of total plasma emission taken 5 mTorr (low pres-
sure), 100 Torr nitrogen, air, and argon. The total emission corresponds to the
spectral region between 200 and 900 nm. The red arrow marks the incident laser
direction in the earliest time frame. Delays are given in ns (wrt. the ablation laser
pulse). Each image is normalized to its own maximum [220].

confinement. The shape and size of the plume are summarized from Fig. 3.10 in

Fig. 3.11 showing (a) representative intensity profiles along the center of the plume

on the laser axis and (b) plume lengths measured from the target, along the laser axis

as a function of time. In the low-pressure environment, the plume expands according

to a linear free-expansion model R ∝ t with a goodness of fit R2 = 0.957.

A transition from a collisionless to a collisional regime occurs around∼100 mTorr [96].

In the collisional regime, expansion becomes increasingly complex, leading to macro-

scopic morphological behavior like plume splitting, sharpening, and confinement in-

dicated by the formation of a sharp boundary between the plume periphery and

ambient and increased temperature and density of the plasma which yield greater to-

tal emission at early times [11, 57]. Sharpening has been previously observed for other

high-Z targets like tungsten at pressures of ∼1 Torr and is caused by a greater kinetic

energy of target species in the target normal direction [96]. Notable sharpening is

not observed in the results presented in Fig. 3.10; however, from Fig. 3.11(a), dra-
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Figure 3.11: (a) Intensity profiles along the center of the laser axis taken from plasma
images in Fig. 3.10 in 5 mTorr, and 100 Torr pure nitrogen, air, and pure argon.
Delays for each case are given in the figure: 500 ns for low pressure; 5 µs for each of
the 100-Torr cases. (b–d) Maximum plume length along the laser axis as a function
of time. The inset plasma image for 5 mTorr with a delay of 500 ns indicates how the
plume length was measured, from the target plane to 5% of the maximum emission
along the laser axis. The red arrow marks the incident laser direction. Low pressure
data are fit with a linear free expansion model (solid line). The 100-Torr cases are
each fit with both the blast (dashed line) and drag models (dash-dot line). The
equation for each model is given in the figure; A,B, and C are fit parameters; R
and t are the dependent and independent variables denoting plume length and time,
respectively [220].
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matic plume splitting is observed in air, exists to some degree in the case of nitrogen,

and is least pronounced in argon. Oscillatory behavior described by Raleigh-Taylor

and Richtmyer-Meshkov instabilities in the plume shape is observed from the images

recorded at 100-Torr pressure [96]. These instabilities arise from interactions of the

expanding plume with the steady-state ambient gas and could contribute to the plume

splitting observed in nitrogen and air. Further, shock expansion governs the plume

morphology at the earlier delays in nitrogen and argon as shown in Fig. 3.11(b); the

spherical blast model R ∝ t0.4 agrees well with the plume size up to ∼10 µs in both

nitrogen and argon; beyond 10 µs the expansion rate lies between the blast and drag

models R ∝ (1 − e−βt), indicating the weakening of the shock. In the case of air,

weakening shocks or detachment of the shocks at the target surface may allow reac-

tive species like oxygen to penetrate the plume resulting in chemical reactions with

plasma species. The penetration of reactive species is evidenced by the agreement

between the plume size in air and the drag model which describes primarily collisional

deceleration mechanisms (including the contribution of inelastic collisions such as re-

actions). These reactions are believed to significantly contribute to plume splitting

observed in air, in contrast to the smaller degree of splitting observed in nitrogen and

argon. It must be noted that the insights on plume morphology should be regarded

with caution considering the limitation of probing only the emitting excited state

populations in these measurements.

Spectroscopy, similarly, shows an interesting difference in the case of air com-

pared to nitrogen and argon. Figure 3.12 shows early-time emission spectra at visible

wavelengths for (a) the low-pressure and (b) higher pressures of nitrogen, air, and

argon. The most prominent emission lines in the spectrum are the U I resonance

lines at 436.20, 556.41, and 591.54 nm. The spectrum in air shows further evidence

of confinement and increased collisional excitation with an elevated background and

atomic line intensities, which is different from both pure nitrogen and argon. The
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Figure 3.12: (a) Representative spectra recorded in 5 mTorr (low-pressure) and
(b) 100 Torr air, nitrogen, and argon. The gate delay and width for the low-pressure
spectrum were 1 µs and 0.5 µs, respectively. The low-pressure spectrum was recorded
at a distance of 3 mm from the target. The gate delays and widths for the 100-Torr
spectra were 1 µs and 0.2 µs, respectively. The 100-Torr spectra were recorded at a
distance of 2.5 mm from the target [220].

Figure 3.13: (a) Normalized time-evolution profiles for U I 591.54 nm line at various
distances from the target; these profiles were stitched together for various positions of
the plasma image along the slit to form the contours in (b–e). Contours are recorded
in (b) low pressure (5 mTorr) and 100 Torr (c) nitrogen, (d) air, and (e) argon [220].
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continuum radiation (bremsstrahlung and recombination) from LPP is more pro-

nounced at early times (.500 ns) and is not expected to contribute considerably to

the observed spectral features, so the dominant contribution to the elevated back-

ground in air is believed to originate from overlapping, unresolved spectral features

from uranium oxides [98]. The results from OTOFS tracking the U I 591.54 nm line,

shown in Fig. 3.13, provide further evidence that suggests uranium-oxygen reactions

in the plasma formed in air cause the interesting morphological behavior including

pronounced plume splitting and confinement as well as dramatic reduction in the

persistence of the emission from U I species suggest frequent uranium-oxygen reac-

tions. These results agree with previous studies [138, 222] that employed LA-LIF and

LA-LAS to probe, instead, the unexcited U I populations. The differences between

the inert nitrogen and argon environments can plausibly be explained by nitrogen

having a greater density of states than argon due to its ro-vibrational levels, more

quickly quenching the emission from U I species via inelastic collisions [139]. Addi-

tionally, molecular nitrogen is more readily ionized than argon, and the specific heat

of nitrogen is approximately twice that of argon [74]. Recent work demonstrated

that greater plasma temperatures from these contributions in an argon background

gas can be used to provide a uniform radiation source from LPPs [108]. The con-

trast between nitrogen and air implies that the presence of oxygen causes depletion

of the U I population. Although uranium oxides and nitrides may form in air, the

extremely high bond dissociation energy of nitrogen molecules in comparison with

that of oxygen makes the formation of uranium nitrides less probable [156]. Previ-

ous work reported that the addition of oxygen has a dramatic effect in reducing the

emission of Pb I species [22], agreeing with other results showing reduction of Hg I

line intensities in air compared to a pure nitrogen background [87]. These studies

highlight that the oxygen-initiated plasma chemistry may lead to a reduction of the

excited state population, supporting the results shown here.
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3.4 Tracking formation and evolution of uranium and its ox-

ides in the plume

The results from Sec. 3.3 motivate a dedicated investigation into the formation

and evolution of uranium oxides in the LPP. Clearly from these results and those

presented in Refs. [138, 222], formation of uranium oxides is inevitable during LA of

uranium-containing targets in air and leads to substantial quenching of atomic ura-

nium signals. Signal quenching poses challenges for in-situ or in-field LIBS, among

other analytical techniques, conducted in air. Moreover, uranium oxides are espe-

cially interesting considering the prospects to use LAMIS to distinguish uranium-

isotopes [104, 155]. Improved understanding of the uranium-LPP chemistry may be

translated to comprehension of the similar physics occurring at larger scale in nuclear

fireballs. In this section, uranium-oxygen reaction pathways leading to the formation

and evolution of various uranium oxide species are isolated by varying the concentra-

tion of oxygen in a background of inert argon with a fixed total pressure of 100 Torr.

Figure 3.14 shows emission contours from OTOFS of U I 591.54 nm and UO 593.55 nm

species in the uranium-LPP for various oxygen concentrations in the range ∼ 3.2 ×

1013 cm−3 (‘pure’ argon) and ∼7.2×1017 cm−3 (18% oxygen). The emission contours

in pure argon show uniform species distributions with no evidence of plume splitting

or species segregation. Notably, there is some concentration of the UO species present

in the LPP, perhaps originating in part from the target as evidenced by the expansion

behavior. The addition of even trace amounts of oxygen (3.2×1016 cm−3, 1%) causes

quenching of the emission (persistence) of U I. From the contours in Fig. 3.14, UO

emission nearer the target persists by up to approx. 10 µs longer than in the pure

argon case. This may be caused by oxygen species penetrating the weaker shock re-

gions at the target surface interface. These results indicate a trace amount of oxygen

is sufficient for gas-phase oxide formation. Figure 3.15 shows similar coexistence of
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Figure 3.14: Normalized spatiotemporal emission contours from OTOFS for U I
591.54 nm (left) and UO 593.55 nm (right). All data were recorded at 100 Torr
total pressure varying the partial pressures of oxygen in a background of pure argon.
The oxygen percentages and number densities are provided in the figure [220].
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Figure 3.15: Narrowline transmission filters (Fig. 3.2) are used to isolate the emission
of (a) U I and (b) UO species in order to directly image their distributions in the
LPP formed with 1% oxygen partial pressure in a total pressure of 100 Torr backed
with pure argon. Each image is obtained from a single ablation laser shot. The white
arrow in the first frame denotes the ablation laser direction. Each image is normalized
to its own maximum intensity. (c) Overlapped shape contours (at a threshold of 25%
of the maximum intensity) for both U I and UO species. The dark boxes denote the
target location [125].
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Figure 3.16: Low-resolution spectra recorded at a distance of 2 mm from the target at
10-(top) and 30-µs (bottom) delays at various partial pressures of oxygen (denoted as
percentages) in a background of pure argon with a constant total pressure of 100 Torr.
Gate widths were 5 µs and spectra were accumulated for 10 laser shots [220].

U I and UO species at early times via selective imaging using narrowline filters (see

Sec. 3.1). At later times, segregation of the U I and UO species becomes prevalent

as seen in Fig. 3.15(c) indicating preferential formation of the uranium oxide in the

peripheral regions of the plasma, where temperatures are presumed to be cooler (see

Sec. 3.2.1). The regions of segregated uranium and uranium oxide species coincide

with the split plume regions for the air ambient observed in Sec. 3.3, indicating that,

indeed, uranium-oxygen chemistry in the LPP causes the interesting morphological

behavior of the plasma in air.

A peculiar observation is that increasing the oxygen concentration has similar
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effects on the persistence of emission from both U I and UO. The emission lifetime

from both species decreases nearly fourfold in 18% oxygen when compared to the pure

argon environment. Both species seem to react with ambient oxygen, depleting their

excited state populations at similar rates. Similar depletion rates for both U I and

UO with increasing oxygen points to possible pathways for the formation of heavier

gas-phase uranium oxide species (denoted UxOy, x ≥ 1 and y > 1), like UO2, UO3,

and U2O2. However, as discussed in Sec. 2.2, existing literature lacks information

about the emission features from these heavier gas-phase uranium oxides in the visible

spectral range, with the exception of a few works comparing experimental results

from resonantly enhanced multiphoton ionization (REMPI) [94] and LIF [152] and

numerical solutions of multiconfigurational wavefunctions [79] for UO2 species. These

works predict two intense regions for the electronic spectrum of UO2 in the range of

312–370 nm and 526–600 nm.

Figure 3.16 shows late-time emission spectra over a broader spectral range from the

uranium-LPP in varying partial pressures of oxygen, looking for possible signatures

from heavier uranium oxide species. Table B.1 in Appendix B lists the most probable

thermochemical U↔UO↔UxOy reaction pathways, summarized from Ref. [69]. The

forward reaction rate coefficients show the temperature dependence for each pathway,

predicting that UxOy tend to form at lower temperatures. Emission from U I is typi-

cally observed at plasma temperatures in the range∼4000–10000 K, while UO features

are prevalent at lower temperatures in the range ∼3000–6000 K [98]. Heavier ura-

nium oxides like UO2 are expected to form at temperatures below ∼4000 K [69, 120].

The lower temperature conditions occur at later times in the LPP in the peripheral

regions of the plasma as demonstrated in Sec. 3.2.1, prompting OES investigation

at later delays (Fig. 3.16). From Fig. 3.16, greater oxygen partial pressures (≥1%)

diminish U I and U II lines, exposing broad features likely corresponding to uranium

oxides whose higher density of states results in unresolved fine emission lines which
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appear as bands. Two such features grow in prominence with increasing oxygen con-

centration: the spectral band between 320 and 380 nm and the broad feature near

600 nm. These broad features may originate from heavier uranium oxide species, as

their band positions agree with the locations predicted for the electronic transitions of

UO2 [79, 94, 152]. The assignment of these features is discussed more in Section 3.5.

3.5 Identification of emission from heavier uranium oxides

Information about heavier uranium oxide species (UxOy) beyond UO and the

chemical reaction pathways which lead to formation of UxOy in LPPs is still limited.

The results presented in Sec. 3.4, which show similar depletion of both U I and UO

species with increasing oxygen concentration, suggest both species may be precursors

for UxOy. Albeit UxOy transitions have been extensively studied in the infrared spec-

tral region via Raman or vibrational spectroscopy methods [150], visible-range tran-

sitions have not been previously identified experimentally from LPPs. Here, the band

locations and morphological behavior of the emission from the broad 355 nm band

shown in Fig. 3.16 are compared to those predicted by numerical methods for UO2.

The agreement between the predicted band locations [79] and morphology [68, 69]

with experimental data supports the assignment of the 355 nm band as comprised, in

part, by the emission from UO2 species. Identifying the broad emission features from

heavier uranium oxides may enable the use of the LAMIS technique for distinction

of uranium-isotopes with a less stringent resolution requirement. Moreover, these

features may be additionally useful in forensics of nuclear fireballs.

Figure 3.17 shows the predicted line and band locations for U I and U II (Palmer [179]),

UO (Kaledin & Heaven [120]), and UO2 (Gagliardi et al. [79]) in the broad spectral

range between 320 and 640 nm. The feature positions are compared to a late-time

(10 µs gate delay and 20 µs gate width) experimental spectrum from the uranium-

LPP with a 4% oxygen partial pressure in 100 Torr total pressure backed with pure
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Figure 3.17: The predicted line and band locations for U I and U II (Palmer [179]),
UO (Kaledin & Heaven [120]), and UO2 (Gagliardi et al. [79]) in the broad spectral
range between 320 and 640 nm is compared to an experimental spectrum from the
U-LPP with a 4% oxygen partial pressure in 100 Torr total pressure backed with pure
argon. The ICCD recording parameters were 10 µs gate delay and 20 µs gate width,
respectively.

argon. Focusing on the 2u and 3u electronic transitions from UO2, as predicted by

solving multiconfigurational wavefunctions by Gagliardi et al. [79], several clusters

of transitions are present including several overlapped with the prominent band at

355 nm and several near the prominent band around 600 nm. The numerical pre-

dictions from Ref. [79] are supported by experimental results from REMPI [94] and

LIF [152]. This comparison implies that the observed band features at 355 nm and

600 nm may originate from electronic de-excitation transitions of UO2 species.

Figure 3.18 summarizes the results from Sec. 3.4, showing confluent decreasing

persistence of U I and UO with the increasing prominence of the 355-nm band at-

tributed to UxOy. The persistence of U I decreases monotonically with increasing

oxygen partial pressure; however, the persistence of UO peaks at a particular oxygen

concentration and then decreases like for the U I species. The prominence of the

355-nm band is defined as the ratio of the area beneath the band (between 310 and

380 nm) to the total area beneath the entire spectral range (between 310 and 640 nm),

as shown in the inset of Fig. 3.18 (c). The monotonic decrease of U I persistence and

the optimal oxygen concentration for UO persistence imply the existence of competing

reaction pathways for varied oxygen concentrations, leading to the formation of dif-
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Figure 3.18: The observed persistence of (a) U I 591.54 nm and (b) UO 593.55 nm
emission decreases with increasing oxygen concentration; (c) the fractional emission
of the broad feature between 310 and 380 nm to the observed emission between 310
and 640 nm as shown in the inset. Three different late delays are shown to show that
the trend with oxygen partial pressure is invariant with time [220].
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Figure 3.19: The forward rate coefficients are plotted as a function of temperature
in the range relevant for typical U-LPPs for the exothermic U↔UO↔UxOy reactions
(denoted Rxn in the legend). Reactions 1–4, for which the rate coefficients are plotted
here, are presented in Table B.1 in Appendix B and taken from Ref. [69].
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Figure 3.20: UxOy 355 nm emission contours from OTOFS for 1% (left) and 8% (right)
oxygen partial pressures in 100 Torr total pressure (backed with argon gas) [219].

ferent U oxide states. Lower oxygen concentrations promote reaction pathways which

consume U I to form UO, and greater concentrations promote formation of heavier

uranium oxide species via combustion of U I. The weaker temperature-dependence

of the rate coefficient for Reaction 2 than that for Reaction 1 in Table B.1 is con-

sistent with this observation, as shown in Fig. 3.19. Comparison of the reaction

rates for Reactions 1 and 3 further supports the observation that UO concentration

is sensitive to the local temperature and oxygen concentration, because depletion of

UO (Reaction 3) via combustion to form UO2 has a weaker temperature dependence

than formation of UO via combustion (Reaction 1). The temperature dependence of

Reaction 3 implies also that depletion of UO to form UO2 occurs over a greater tem-

perature span, while UO is more likely to form at larger temperatures (Reaction 1).

Indeed, previous work demonstrates that greater oxygen concentrations, which also

foster the formation of heavier oxides, lead to lower average plasma temperatures [99].

In summary, the contrasting behavior of 355-nm band to that of U I and UO is con-

sistent with expected reaction pathways which imply lower temperatures and greater

oxygen concentrations lead to UO2 formation from combustion of both U I and UO,

further supporting the assignment of the 355-nm to the emission from UO2, in part,

among other oxides.

Figure 3.20 shows the emission contours from OTOFS of the 355-nm band, and
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likewise demonstrates that this emission exhibits contrasting behavior to that of U I

and UO. The persistence of this emission increases with increasing oxygen concen-

tration, implying that the species from whom the emission originates forms from the

reaction of U I and UO with ambient oxygen. Moreover, the spatiotemporal depen-

dence of the emission in Fig. 3.20 is consistent with the morphology of the UO2 species

predicted from the fluid model simulation in Ref. [68] for ultrashort-pulse LA of ura-

nium. The simulation predicts the expansion of a dense layer of UO2 away from the

target at the earliest times which overlaps with UO behavior. At these times, the core

of the plume is (mostly) devoid of UO2, consistent with the empty emission region in

Fig. 3.20. After ∼5 µs, the UO2 region is predicted to broaden, while the core UO2

concentrations diminish further due to increased dissociation rates caused by elevated

temperatures; again, this behavior is observed in similar timescales in Fig. 3.20 for the

8% oxygen case. At later times, the simulation predicts that turbulence transports

the cooler region where UO2 formation takes place toward the core region, resulting

in the the macroscopic reverse motion toward the target which is consistent with

the late-time behavior observed in experiments. At later stages as the plasma cools

and condenses further, even heavier gas-phase oxides like UO3 begin to form. Ulti-

mately, the agreement between the morphology predicted for UO2 in Ref. [68] and the

emission contour observed in Fig. 3.20 further supports the assignment of the UxOy

feature partially to UO2.

3.6 Summary and future work

This chapter presents a comprehensive experimental investigation of the evolution

of uranium-containing LPPs. Section 3.2.1 provides the thermodynamic properties

and discusses equilibrium in a uranium-LPP formed in a low-pressure environment fol-

lowing a meticulous analysis of the uranium emission spectrum. These results add to

the extremely limited literature which conducts non-invasive, emission-based diagnos-
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tics of uranium-containing plasmas. Further, the first Stark broadening parameters

for uranium lines are reported, enabling future electron density measurements using

uranium lines as opposed to impurity lines. Section 3.3 demonstrates the dramatic

quenching of atomic uranium signal and effects on the macroscopic morphology of

the uranium-LPP in the presence of ambient oxygen, motivating the dedicated study

presented in Sec. 3.4–3.5 which isolates uranium-oxygen chemistry. Section 3.4 shows

peculiar decreasing persistence of UO species with increasing oxygen concentration,

similar to that observed for U I, implying that greater ambient oxygen concentrations

lead to the formation of heavier uranium oxides. Sections 3.4–3.5 address the lack

of information in existing literature about heavier uranium oxide species, identifying

plausible broadband emission features in the visible spectral range, for the first time,

from heavier oxides like UO2. The results presented in this chapter have implications

for better understanding of the physics of uranium-plasmas, applicable to analytical

spectroscopy methods like LIBS and LA-LAS for direct measurements of uranium as

well as forensics of nuclear fireballs.

For either application, further work studying uranium-plasmas is necessary to

understand early- and late-time ejecta and agglomeration. Early-time micron-scale

ejecta may form from subsurface boiling, recoil ejection, and exfoliation mecha-

nisms [250] and could contribute to the continuum emitting hot body radiation [Eq. (2.15)],

relevant to LIBS in which such continuum may contribute to background limiting

analytical capabilities. Late-time agglomeration is thought to involve heavier ura-

nium oxide species, and the agglomerates can simulate debris from nuclear explosions

in forensics. A plausible non-invasive technique for recording micron-scale ejecta

or agglomerates is shadowgraphy; all-optical Rayleigh scatter has also been previ-

ously proposed to observe nanoparticles [129]. Future work is required to confirm

the assignment of the 355-nm band to emission from UO2 and identify other gas-

phase uranium oxides. Further work should explore the isotopic shift of the 355-nm
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band, perhaps looking at oxygen-isotopes as a more convenient, safer alternative to

uranium-isotopes. These efforts may help lessen the stringent resolution requirement

for LAMIS with uranium-isotopes.
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CHAPTER 4

Remote Sensing Enabled by Ultrashort Laser

Filamentation

Ultrashort laser-driven filamentation is of considerable interest for applications which

require long-scale delivery of optical pulses [194]. The propagation of an intense,

fs-duration laser pulse in air incurs a third-order nonlinear response, causing an

intensity-dependent change in the refractive index and self-focusing of the beam fol-

lowed by plasma formation. Propagation through the plasma causes de-focusing of

the laser pulse, and the dynamic balance between self-focusing, plasma de-focusing,

and diffraction results in extended beam propagation. The filament sustains a high

intensity over distances which significantly exceed the Rayleigh length [20]. This

chapter discusses the phenomena which enable filamentation as well as the prospects

for combining filamentation with analytical spectroscopy techniques, like LIBS and

LIF, for remote detection applications, specifically in the context of nuclear security,

safeguards, and nonproliferation.
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4.1 Nonlinear propagation and filamentation of intense laser

pulses

4.1.1 Linear polarizability

The classical formulation which describes light-matter interaction and the propa-

gation of electromagnetic fields is given by Maxwell’s equations [228]:

∇ ·D = ρ, (4.1a)

∇ ·B = 0, (4.1b)

∇× E +
∂B

∂t
= 0, (4.1c)

∇×H− ∂D

∂t
= j, (4.1d)

where E, B, D, and H represent the electric, magnetic, displacement, and magne-

tizing fields, respectively; ρ is the free charge density; and j is the current density.

The displacement field is related to the electric field by the polarization (P) response

of the medium D = ε0E + P; and the magnetizing field is similarly related to the

magnetic field by the magnetization (M) response H = 1
µ0

B −M. Here, ε0 and µ0

are the permittivity and permeability of free space, respectively.

The reaction of bound electrons to a weak electromagnetic field manifests as the

macroscopic linear polarization response of the medium. This interaction introduces

the linear susceptibility [114, 142]:

χ(1)(ω) =
Ne2

meε0

(∑
j

fj
ω2

0,j − ω2 − iγjω

)
, (4.2)

where N is the number density of molecules, each with fj electrons with natural

frequencies ω0,j and damping coefficients γj [228]. For crystalline materials, the sus-

ceptibility is a second-rank tensor which describes an orientation-dependent response;
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whereas, for gases whose species have random orientation, the susceptibility is treated

as a scalar. The frequency dependent refractive index is derived from the relation-

ship between the electric and displacement fields D̃(ω) = ε0Ẽ(ω) + P̃(ω) = ε(ω)Ẽ(ω)

where εR(ω) = ε0(1 + χ
(1)
R (ω)) is the frequency-dependent permittivity, giving the

relation for the index considering the real part of the susceptibility n(ω) =
√

εR(ω)
ε0

=√
1 + χ

(1)
R (ω). The refractive index can be used to predict propagation and boundary

interactions for electromagnetic waves in the linear regime. The complex part of the

susceptibility similarly varies with frequency and describes absorption α(ω) =
ωχ

(1)
I (ω)

n(ω)c
.

The homogeneous wave equation describes propagation in the linear regime and

can be modified to include nonlinearities. Starting with Maxwell’s equations [Eq. (4.1)],

we can derive the wave propagation equation assuming no macroscopic magnetization

in the nonconducting, electrically-neutral dielectric medium:

∇2Ẽ(r, ω)− n(ω)2

c2

∂2

∂t2
Ẽ(r, ω) = 0. (4.3)

Equation (4.3) yields the plane wave solution:

Ẽ(z, t) = êA0 exp (−αz
2

) exp [i(kz − ωt)] + c.c., (4.4)

where A0 is the amplitude of the wave at z = 0; ê represents the polarization; and the

wave vector obeys the dispersion relation k(ω) = n(ω)ω
c
. The monochromatic plane

wave solution, given by Eq. (4.4), propagates with a phase velocity vp = c/n. For

real, polychromatic waves it is useful to define the group velocity vg =
(
dk
dω

)−1

ω0
which

describes the propagation of a group of superimposed monochromatic waves with

carrier frequency ω0 (e.g., an ultrashort optical pulse). In experiments, the inten-

sity envelope must be measured because of the slow response of electronic detectors

(for example, silicon-based photodiodes or CCDs discussed in Chapter 2) compared

to rapidly-varying optical carrier frequency. The intensity I is related to the field
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amplitude by

I(z, t) = 2ε0nc|A(z, t)|2, (4.5)

The optical power is the integral of the intensity over the entire area of the pulse

P =
∫
A
IdA. Equation (4.3) and its plane wave solution in Eq. (4.4) provide the

framework for understanding the linear propagation regime in isotropic media de-

scribed by concepts such dispersion, refraction, reflection, and linear absorption. Sec-

tion 4.1.2 introduces the framework for the nonlinear propagation regime, important

for understanding the phenomena associated with filamentation.

4.1.2 Nonlinear polarizability

The nonlinear polarizability response results from small nonlinear corrections to

the susceptibility and yields the comprehensive polarization response given by the

expansion:

P̃ = P̃
(1)

+ P̃
(2)

+ P̃
(3)

+ ... = ε0χ
(1) · Ẽ + ε0χ

(2) · Ẽ · Ẽ + ε0χ
(3) · Ẽ · Ẽ · Ẽ + ...,

(4.6)

where P̃
(N)

is the N th-order (N > 1) nonlinear polarization; and χ(N) is the nonlinear

susceptibility tensor of rank N + 1. The expanded polarizability given by Eq. (4.6)

provides the framework for understanding various nonlinear phenomena. The wave

equation [Eq. (4.3)] for a nonlinear medium considering N th-order effects becomes:

∇2Ẽ− n2

c2

∂2

∂t2
Ẽ =

1

ε0c2

∂2

∂t2
P̃

(N)
. (4.7)

The nonlinear term becomes a driver for solutions of the homogeneous wave equation.

Processes that rely on the second-order susceptibility χ(2) include frequency effects
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such as second harmonic generation (SHG) and sum- and difference-frequency gener-

ation, asymmetric polarization and optical rectification, and the electro-optic effect.

The ith cartesian component of the second-order nonlinear polarization is generally

expressed as [228]:

P
(2)
i (ω3) = ε0D

(2)
∑
jk

χ
(2)
ijk(−ω3;ω1, ω2)Ej(ω1)Ek(ω2), (4.8)

for a field oscillating at ω3 due to the presence of fields oscillating at ω1 and ω2,

where D(2) is the degeneracy which describes the ability to distinguish the fields (by

frequency or direction).

Third-order processes include the optical Kerr effect, third-harmonic generation,

various stimulated scattering phenomena (Brillouin and Raman), and two-photon

absorption. The ith Cartesian component of the third-order polarization for a wave

oscillating at ω4 = ω1 + ω2 + ω3 is [228]:

P
(3)
i (ω4) = ε0D

(3)
∑
jkl

χ
(3)
ijkl(−ω4;ω1, ω2, ω3)Ej(ω1)Ek(ω2)El(ω3), (4.9)

where the degeneracy D(3) is 1 for all fields indistinguishable, 3 for two fields indistin-

guishable, and 6 for all fields distinguishable. The optical Kerr effect caused by the

third-order nonlinear polarization gives rise to self-focusing among other processes,

which is especially relevant for filamentation.

4.1.3 The optical Kerr effect and self-focusing

The optical Kerr effect arises from the third-order susceptibility χ
(3)
iiii(−ω;ω, ω,−ω)

(where i = x, y, z), and for a isotropic (or centrosymmetric) medium the third-order

polarization becomes the first important nonlinear term. Recalling Eq. (4.9), the ith
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Figure 4.1: An anisotropic molecule realigns in response to the polarization of a strong
electric field, which leads, macroscopically, to an index change quantified as n2 in the
optical Kerr effect.

component of the polarization becomes

P
(3)
i (ω) = 3ε0

∑
jkl

χ
(3)
ijkl(−ω;ω, ω,−ω3)Ej(ω)Ek(ω)E∗l (ω), (4.10)

where for like dimensions j, k, l = i (linear polarization and isotropic medium),

P
(3)
i (ω) = 3

4
ε0χ

(3)
iiii(−ω;ω, ω,−ω)|Ei(ω)|2Ei(ω). Considering the linear and third-order

terms, the effective susceptibility for the linearly polarized field is χeff = χ
(1)
ii (−ω;ω)+

3
4
χ

(3)
iiii(−ω;ω, ω,−ω)|Ei(ω)|2 which leads to the effective refractive index n =

√
1 + χeff ≈

n0 + n2I(ω), where n0 =

√
1 + χ

(1)
ii (−ω;ω), from Eq. (4.5), the spectral intensity is

I(ω) = 1
2
ε0n0c|Ei(ω)|2, and the Kerr intensity coefficient is n2 = 3

4ε0n2
0c
χ

(3)
iiii(−ω;ω, ω,−ω).

The optical Kerr effect, thus, leads to an intensity-dependent change to the refractive

index expressed as:

∆n = n2I. (4.11)

Here, the Kerr coefficient is the intensity coefficient although this should be distin-

guished from the field-squared coefficient often used in literature ∆n = 2nE2 |E|2,

where nE2 = 3
4n0
χ

(3)
iiii(−ω;ω, ω,−ω). Microscopically, the optical Kerr effect results

from reorientation of an anisotropic molecule in response to the polarization of a
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strong electric field, leading to an index change quantified by n2. This is shown as a

diagram in Fig. 4.1. The molecular polarizability of gases, relevant for filamentation,

is highly transient consisting of a fast electronic response followed by rotational relax-

ation. For the nitrogen molecule near the ionization threshold, the electronic response

occurs on the order of several tens of femtoseconds, and molecular relaxation occurs

over several hundreds of femtoseconds [240].

The optical Kerr effect causes modulations in both phase and spatial domains.

The phase effect leads to a frequency shift and is referred to as self-phase modulation

(SPM). The frequency shift from propagation over a distance L is ∆ω(t) = −dφ
dt

=

− d
dt

[kn2I(t)L] [228]. For a Gaussian-shaped optical pulse in the time-domain, the

rising edge causes a red-shift, and the falling edge causes a blue-shift. In the spatial

domain, the nonlinear change in the index follows the shape of the intensity profile.

For a Gaussian beam and positive Kerr coefficient, the index change is greater near

the beam axis than away from axis, leading to the formation of a positive Kerr lens

which tends to focus the beam. This is referred to as self-focusing.

The effective FL, f , of a Kerr lens formed in a thin medium with length L in

response to a plane wave with Gaussian amplitude distribution (width w0) is f =

n0w2
0

4n2I0L
, under the paraxial approximation [228]. In a thick medium, the beam can

come to focus within the medium, and the analysis is more complicated. Self-trapping

occurs when self-focusing balances diffraction and depends on power rather than

intensity because both self-focusing and diffraction are area-dependent and tend to

offset one another. The critical power for self-trapping of a Gaussian beam under the

paraxial approximation is Pcr,2 = (1.22λ)2πε0c
32n2

. The critical power for catastrophic self-

collapse of a Gaussian beam is Pcr,1 = ε0cλ2

8πn2
[228]. The critical power for self-collapse

with a general beam profile is

Pcr = C
λ2

4πn2n0

, (4.12)
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where C is a shape factor in the range between 3.72 and 6.4 (3.72 for Townes pro-

file and 3.77 for Gaussian profile) [162, 176, 231]. In reality, beam collapse is ar-

rested because increasing intensity triggers other nonlinear phenomena such as ab-

sorption/ionization, breakdown, and plasma formation.

4.1.4 Ionization and excitation of the propagation medium and plasma

de-focusing

Self-focusing in gaseous media which results in filamentation is arrested by compet-

ing MPI and tunneling ionization mechanisms, discussed in Chapter 2 (Section 2.1),

yielding a distribution of free electrons. For most gases at atmospheric pressure

(density ∼ 1019 cm−3), in the range of laser intensities relevant to filamentation

(1013 W.cm−2), IB and cascade ionization mechanisms are unlikely to occur because

the ultrashort pulse duration is significantly shorter than the mean free time of a

liberated electron given by 〈∆t〉 = 1
σNve

, (derived from Eq. 2.12 and 2.13) where σ is

the electron-neutral collisional cross-section, N is the medium density, and ve is the

electron velocity. For an electron energy on order of 1 eV, gas density ∼ 1019 cm−3,

and cross-section on the order of 10−15 cm−2, the mean free time for an electron

is ∼1 ps [38], significantly longer than the typical pulse duration (several tens of

femtoseconds) for which filamentation is usually observed.

The free electron (or plasma) susceptibility χe(ω) is determined by substituting

ω0,j=0 = 0 and Ne = fj=0N into Eq. 4.2, and recalling the definition of the plasma

frequency ωp (Eq. 2.7):

χe(ω) =
−ω2

p

ω(ω + iγ)
. (4.13)

Considering a radial distribution of free electrons following ionization by a bell-shaped

beam profile, the magnitude of the induced phase is greatest along the central axis,
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which leads to de-focusing because the plasma susceptibility is negative. The plasma-

induced index change can be related to the free electron distribution:

(∆n)e(r, t) = −4πe2Ne(r, t)

2meω2
0

. (4.14)

In filamentation, the plasma de-focusing mechanism, alongside diffraction, balances

focusing contributions including self-focusing and optionally external focusing, for

example, with a lens or spherical mirror.

4.1.5 Filamentation of ultrashort laser pulses in gases

The net contributions to the macroscopic polarization relevant for filamentation

of high-peak-power optical pulses in gases include the linear term, the third-order

nonlinear term which gives rise to the optical Kerr effect, and the plasma term:

P̃(r, ω) = ε0

(
χ(1)(r, ω) +

3

4
χ(3)(r, ω)|Ẽ(r, ω)|2 + χe(r, ω)

)
Ẽ(r, ω). (4.15)

Considering diffraction and the optional contribution of an external focusing lens,

when inserted into the nonlinear wave propagation equation [Eq. (4.7)], the balance

(∆n)focus = (∆n)defocus yields an extended mode of propagation, referred to as a

filamentation:

n2I(+∆nlens) =
4πe2Ne

2meω2
0

+
1.22λ2

0

8πn0w2
0

. (4.16)

Here, the first term on the right-hand side represents plasma de-focusing and the

second term diffraction. The sequence of mechanisms whose combination results in

filamentation of high-peak-power optical pulses begins with self-focusing. The Kerr

coefficient for gases is typically three orders of magnitude smaller than that for solid-

density dielectric media, on the order of 10−19 cm2 W−1 [198, 241]. Eventually, the
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peak intensity grows enough to overcome diffraction which would lead into catas-

trophic collapse if not for arrest through the ionization mechanisms. Filamentation

then describes the dynamic competition of self-focusing and de-focusing which results

in an extended mode of propagation of an intense core region over distances greatly

exceeding the Rayleigh length [20].

4.1.6 Intensity clamping

Maintaining a sufficiently high intensity is important for applications which require

remote excitation or even ablation/breakdown of a target, like analytical spectroscopy

techniques including LIBS and LIF. As ionization begins, self-focusing continues so

long as n2I >
4πe2Ne

2meω2
0

. However, the electron density increases rapidly since tunneling

ionization is a highly nonlinear process which can be approximated from experimental

observations by a power law Ne ∝ Im [38, 229]. When self-focusing balances the

negative plasma-induced index change

n2I =
4πe2

2meω2
0

ζIm, (4.17)

the peak intensity reaches a maximum, because the beam starts to diverge after the

plasma index change overcomes the self-focusing term. This clamped intensity has

been measured for free-propagating filaments in air at atmospheric pressure with a

typical pulse of duration ∼100 fs from a Ti:sapphire system (∼800 nm) to be on order

of 1013–1014 W.cm−2 [38, 232].

4.1.7 Filament core and reservoir structures

A classical model of filamentation includes the concept of a peripheral energy

reservoir, an intensity pedestal, which propagates alongside the intense (central) core

region. The core region is vaguely defined by the radius in which ionization of the
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Figure 4.2: Filamentation of high-peak-power lasers in gases begins with self-focusing
enabled by the optical Kerr effect which leads to the formation of a positive Kerr
lens due to the transverse intensity profile of the incident Gaussian beam. Eventu-
ally, plasma formation mechanisms arrest the collapse of the beam and cause sub-
sequent de-focusing because of the free electron distribution. Filamentation ensues
wherein self-focusing and de-focusing cyclically compete to sustain a high intensity
along an extended propagation distance, significantly exceeding the Rayleigh length.
The transverse profile of the filament shows a central, intense core region which sits
upon and propagates alongside an intensity pedestal referred to as the energy reser-
voir. Adapted from Ref. [98].

propagation medium tends to occur. Figure 4.2 shows a diagram of the filament struc-

ture depicting initial self-focusing followed by ionization and several self-focusing, de-

focusing cycles, as well as a transverse profile labeling the core and reservoir regions.

The peripheral reservoir has been observed to support the replenishing of the energy

lost from the core due to ionization [146, 147]. Further, the reservoir was observed

to revive the core following collision with water droplets [45, 113]. The reservoir

was found to be of importance for applications involving ablation/breakdown, such

as LIBS, because external focusing of the filament dictates the contribution of the

intensity pedestal toward ablation and eventually signal formation [102]. The recent

concept of spatiotemporal optical vortices provides a more accurate model which de-

scribes the energy flow between the core and peripheral regions of the filament. A

shear-like boundary forms in the spatiotemporal phase front of the propagating beam

between the intense core region and the weaker periphery, generating toroidal vor-

tices of opposite topological charge. Simulation results suggest these vortices govern

energy flow in the propagating beam [116].
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4.1.8 Spectral broadening and self-steepening in filaments

The high peak-intensities as well as the ultrashort pulse durations typically asso-

ciated with the filamentation phenomenon drive significant spectral broadening and

associated self-steepening. SPM in the filament is manifested by the self-generated

extra phase ∆ω = −kz d
dt

(∆n(t)) for a pulse propagating along z. The front of the

pulse (rising edge with positive slope I+(t), dI+(t)
dt

> 0) sees a neutral medium, and

ignoring the plasma contribution yields ∆ω = −kzn2
dI+(t)
dt

< 0, resulting in pri-

marily red (Stokes) shift and broadening. The back, falling edge of the pulse I−(t)

(dI−(t)
dt

< 0) sees a partially ionized medium which results in predominant blue shift

and broadening due to low ionization fraction ∆ω = −kzn2
dI−(t)
dt

> 0. Eventually,

the contribution of the plasma-induced index change similarly causes a blue shift

∆ω = 2πze2

cmeω0

dNe(t)
dt

> 0 [38, 78].

The continuous spatiotemporal self-transformation of the pulse also gives rise to

self-steepening. The laser pulse propagates with a phase velocity vp = c/n, where

from Eq. (4.16) n = n0 + (∆n)Kerr − |(∆n)e|. The front, rising edge of the pulse sees

a greater index n+ = n0 + (∆n)Kerr,+ = n0 + n2I+(t) than the central, most-intense

of the pulse, which experiences at the clamped intensity point nc ≈ n0 because

(∆n)Kerr = |(∆n)e|. The back, falling edge sees a weak plasma and experiences

the smallest index n− = n0 + (∆n)Kerr,− − |(∆n)e|. Hence, self-steepening describes

stretching of the rising edge and compression of the falling edge of the pulse because

n− < nc < n+. Net pulse compression has been observed from the total contributions

of spectral broadening and self-steepening mechanisms [226].

4.1.9 Conical emission

SPM taking into consideration the real curvature of the laser wave front dur-

ing self-focusing gives rise to radially-redistributed frequencies referred to as coni-

cal emission. The wave vector k may be broken into axial kz ẑ and transverse krr̂
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components, and the total wave vector includes the contributions of SPM, ∆kz,r =∫ ζ,ρ
0

∫ τ
0

∆ω
z,r
dtd(z, r). Further, we can similarly separate the neutral (Kerr) contribu-

tion ∆k+
z = −ω0n2

c

∫ ζ
0

∫ τ
0

d
dt
I+(t)dtd(z, r) < 0 and the plasma contribution ∆k−z,r =

2πe2

cmeω0

∫ ζ,ρ
0

∫ τ
0

d
dt
Ne(z, r, t)dtd(z, r) > 0. The free electron distribution in the transverse

direction results in radial divergence of the radiation, whereas the Kerr contribution

acts predominantly along the axial direction [38].

4.1.10 Multiple filamentation

Multiple filamentation becomes prominent for high incident laser peak powers

(& 10Pcr) [17] in which modulational instabilities nucleate several intense cores. For

real beams which do not have a smooth spatial profile, microscopic distortions which

lead to breakup into several filaments have a critical size of Λcr =
√

4Pcr/πI0 [228].

These distortions can arise from traversing an optical system, seeded by inhomogeni-

ties in the beam profile or propagation medium, or can also be influenced by external

perturbations such as air turbulence [263]. Consequently, natural multiple filamenta-

tion is rather sporadic [17], but can be seeded, for example, with phase manipulation

techniques using deformable optics [63]. The peak power for a single filament core in

multiple filamentation is approximately Pfil ≈ π2

4
Pcr [260]. The cores compete for the

energy from the reservoir, and each core radiates conical waves which interfere with

those from other cores and the reservoir [38].

One of the most attractive features for remote sensing applications of filamentation

is the possibility of long distance propagation in air. A major challenge for this feature

is multiple filamentation; available laser technology limits propagation to relatively

short distances on the order of several hundred meters, not because of the peak

power, but because of the beam quality [38]. Poor beam quality causes nucleation

of multiple competing filament cores, making it difficult to sustain high intensities

at long distances. A contribution presented in this dissertation is the experimental
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investigation of propagation and interaction of multiple filaments with a solid target.

4.2 Remote delivery of laser excitation source using filamen-

tation for analytical spectroscopy applications

Filamentation has been combined with various analytical spectroscopy techniques

[25, 48, 49, 84, 102, 103, 110, 119, 126, 148, 196, 209, 210, 225, 233, 256, 257] and

sensing methods [48, 56, 123, 145, 259] in order to extend the excitation distance.

This dissertation focuses on FIBS with solid targets which may be applied to direct

detection of exposed uranium. Earlier works established the potential of long-range

FIBS with various low-Z metal targets (Al, Cu, steel) from standoff distances of ap-

prox. 90 m [196, 225]. Since, several studies explored various experimental parameters

which could influence signal formation, for example controllable filament laser param-

eters including wavelength [233], temporal phase [196, 262], spatial phase [48, 63],

external focusing conditions [102, 110, 233], and external parameters such as the am-

bient environment in which ablation occurs [102, 126, 257]. FIBS has been found

to be useful in various applications including detection of pollutants and aerosols in

the atmosphere [49], biological materials [256], explosive material [209, 210], and even

more unconventional areas such as cultural heritage monitoring [233] and agricultural

monitoring [75]. FIBS detection limits can reach ppm concentrations; for example,

Daigle et al. [49] predict detection limits for Na-containing aerosols to be ∼3 ppm at

a 5-m distance or 33 ppm at 50 m.

The emission signal produced following filament ablation of solids depends criti-

cally on the laser intensity. The ablation threshold for most metals, O(10-100 mJ.cm−2)

[106, 172], is comparatively low for dielectric or ceramic targets. Generally, both

short- and ultrashort pulsed beams easily exceed these thresholds via focusing. A

major advantage of filamentation is that high intensities, on the order of the clamped
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intensity (1013 [43, 149] to 1014 W.cm−2 [144, 163, 227]), can be sustained in the core

region(s) along several Rayleigh lengths in contrast to focused short- or ultrashort

pulses. A major consideration for filament ablation, however, is the contribution of the

intensity pedestal, the energy reservoir, toward ablation. External focusing increases

the intensity of the reservoir locally [130]; therefore, target placement with respect to

the external focusing lens may dramatically influence ablation and consequent signal

formation [102]. Comparison between externally-focused and free-propagating fila-

ment ablation suggests less target material removal [237] and lower thermodynamic

parameters of produced plasma [102] which lead to weaker emission signal in the case

of free propagation. However, the free-propagating scheme offers precise control and

scalability to extended distance, because the optimal target placement zone is reduced

to near the focal position of the external focusing optic in the other scheme. Filament

placement has been demonstrated by control of the second-order dispersion (chirp)

of the ultrashort laser pulse to compensate for the negative dispersion of air [194].

Further, for longer-scale applications, greater laser peak-powers are required consid-

ering attenuation from ionization, diffraction of the reservoir, and interaction with

obstacles. In this regime, multiple filamentation becomes another concern because

the competition between several filament cores may lead to more rapid attenuation

along the path, but also during ablation, as each core may lead to an individual deto-

nation site. The interactions of several LPPs and their shocks in close proximity may

lead to complicated signal formation. The following chapters present experimental

investigations of multiple filament ablation and the resultant FIBS signals.

4.3 Remote collection of optical signal

Besides remote excitation, collection of optical signal from large distance is an

equally vital part of emission-based remote sensing using techniques like FIBS. This

section introduces the typical components and considerations of a remote spectro-
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Figure 4.3: The Lambertian emitter strength decays with the cosine of the angle with
respect to the normal S ′(θ) = S0 cos (θ)dΩdA. From the perspective of the observer,

the signal is S ′obs(θ) = S′(θ)
| cos (θ)dΩo|dAo

.

scopic detection system. Starting with the signal source S0, the angular dependence

of the emission is considered. The simplest emitter is isotropic. The inverse square

law describes how the isotropic source strength is distributed uniformly across the

sphere with radius R which also denotes the distance of the observer from the point,

S ′ = S0

4πR2 . LPPs formed in gases can be considered nearly isotropic. Another simple

emitter is one which follows Lambert’s law, for example an LPP formed at the sur-

face following ablation of a solid target. As shown in Fig. 4.3, the emission strength

for a Lambertian source decays with the cosine of the angle θ with respect to the

normal S ′(θ) = S0 cos (θ)dΩdA. From the perspective of the observer, the signal

is S ′obs(θ) = S′(θ)
| cos (θ)dΩo|dAo

where dΩ and dA are the solid angle and area elements

subtended by the emitted (or observed, denoted by the subscript o) portion. Other

sources may have steeper angular dependence; for example the emission from the

filament plasma is cylindrically isotropic, and induced or stimulated emission sources

may be even more directional.

In long-range measurements, atmospheric optical scattering and absorption may

become significant. Aerosols, small water droplets, or atmospheric density perturba-
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Figure 4.4: The Newtonian reflector telescope design is used to show important fac-
tors for designing a collection system including geometrical attenuation considerations
like the inverse square law and solid angle, coupling considerations like the numer-
ical aperture (or f -number, ftel), and unwanted signal rejection described by the
true (TFOV) and apparent fields-of-view (AFOV).

tions may contribute to optical scattering phenomena. Scattering is parameterized

by the ratio of the particle size r to the wavelength Λsc = 2πr
λ

. Small particles

Λsc � 1 cause Rayleigh scattering, while larger particle scattering Λsc & 1 can be

described by general Mie theory. The attenuation caused by scattering may be gen-

eralized by a single transmission efficiency term fsc; this term depends on factors

including observation distance and angle, particle size, density, refractive index, and

the wavelength of the scattered radiation. Similarly, the atmospheric absorption is

generalized by a single transmission efficiency term fabs. Notable absorbing species

in air include its major constituents, nitrogen and oxygen, as well as species with

varying local concentrations like water vapor and carbon dioxide [88]. Macroscopic

absorption is described by the Beer-Lambert law [Eq. (2.30)] and depends strongly on

the wavelength-dependent cross-section, absorbing species density, and path length.

Next, the components of the collection system are considered. In most experiments

described in this dissertation, a large lens or set of lenses (telescope) is used for

collection of the source emission. For simple collection systems, like a lens or series

91



of lenses, the most significant factor for collection efficiency is the solid angle of

the observation area with respect to the angular dependence of the source. For an

arbitrarily oriented observation surface A looking at a point source at a distance R,

the solid angle Ω can be determined by the surface integral

Ω =

∫∫
SA

r̂ · n̂dSA
R2

, (4.18)

where n̂ denotes the normal direction of the surface. This relation gives the inverse

square law when the surface is the entire sphere. Collection of unwanted signals, such

as backgrounds, is an additional consideration for designing the collection system.

Figure 4.4 shows a Newtonian reflector telescope design to introduce the true and

apparent field-of-view (FOV) concepts which can be used to describe background

collection. The true FOV (TFOV) describes the range of accepted angles θt by the

collection optic(s), described by the numerical aperture which sees the range of angles

θ, NA = n sin (θ) or f -number f/# = f
D

= 1
2NA

of the optic, where f is the effective

FL of the collection optic with aperture size D. The TFOV angle of acceptance is

given by

θt = 2 arctan

(
A

ftel

)
, (4.19)

where A is the area of the collection optic (A = πD2 for circular aperture), and ftel is

the f -number of the collection optic. The TFOV describes the entire field observed

by the collection optic(s), including the background field which may include sources

like solar radiation, room or street lights, etc. The user may choose an aperture like

an iris or slit at the eyepiece of the telescope to limit the collection of background;

the apparent FOV (AFOV) describes the limited range of angles θa accepted by the
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eyepiece aperture described by the f -number faper:

θa =
A

faper

. (4.20)

A notable advantage of pulse-based spectroscopy discussed here is the added capabil-

ity to discriminate between the rapidly-varying time signatures of the typical source

terms (LPPs) from slow-varying or steady-state backgrounds via temporal gating.

The collection optic(s) are coupled with the detector system, which in most exper-

iments described in this dissertation is comprised of a Czerny-Turner spectrograph

and (intensified) CCD. In some cases, an optical fiber is used to transmit light from

the collection optic(s) to the detector system. The coupling efficiency is described by

the ratio of numerical apertures from the first component denoted by subscript 1 to

the coupled component denoted 2:

S ′

S
=

(
NA1

NA2

)2

. (4.21)

General considerations for the effectiveness of the collection system are described

in more detail in Chapter 2, Sections 2.1.4.2 and 2.1.4.3. Briefly, the net efficiency

of the collection and detection apparatus considers inclusively the geometry of the

collection optic(s) with respect to the source, atmospheric attenuation like scattering

and absorption, TFOV and AFOV as well as subsequent coupling and transmission

of the collection and detection subsystems.

4.3.1 Filament guiding mechanisms

Clearly, there is a large number of factors to consider for design of an efficient

collection system for distant optical signals. In most circumstances relevant to this

dissertation, the distance is the most significant contributor to signal losses. Fila-

mentation poses an interesting solution to overcoming the inverse square law: the
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transient structures associated with filamentation in gases have been demonstrated

to be useful for guiding of optical beams [117, 137, 143, 197] and microwaves [34].

These guiding methods may be applied not only to collection of distant optical signal

but also to the delivery of the excitation source.

The filament may be structured to form a waveguide analogous to an optical fiber,

with a depressed outer clad index and elevated central core index to support total

internal reflection (TIR). TIR is characterized by the critical angle θc which describes

the range of angles which are reflected at an interface between the core ncore and clad

nclad:

θc = arcsin

(
nclad

ncore

)
. (4.22)

The range of accepted angles for an optical fiber (or analogous structure) that satisfy

the critical angle criterion is given by the numerical aperture NAfiber:

NAfiber =
1

n0

√
n2

core − n2
clad, (4.23)

where n0 is the index of the propagation medium before the fiber. The V -number of

the fiber describes the number of supported propagation modes given by

V =
2πa

λ
NAfiber, (4.24)

where a is the fiber core size. Single-mode guiding occurs below the cutoff V ≤ 2.405.

Three temporal regimes of filament guiding have been investigated in the past:

(1) ns-scale plasma guiding [8, 249], (2) ns–µs-scale acoustic guiding [117, 137, 143,

197], and (3) ms-scale thermal guiding [117, 197]. Plasma guiding has been demon-

strated with an annular input beam pattern to form a cylindrical plasma. This

structure exhibits a refractive index profile in which the central core has a greater
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index, and the outer ring has a lower index due to the greater free electron density

of the plasma. Several methods for achieving the annular structure include the use

of a series of half-pellicles [116, 197], deformable optics [34], and Bessel beams [249].

However, these waveguides typically last only several nanoseconds due to the re-

combination time of the plasma. Acoustic guiding has been demonstrated using

(near) Gaussian input beam profiles [137, 143, 197] with lifetimes on the order of

several nanoseconds [143] to several tens of microseconds [117, 137]. The shockwave

which forms along with the plasma channel generates an annular refractive index pro-

file required for guiding. Finally, thermal guiding occurs in the wake of the filament

lasting several hundreds of microseconds enabled by the long thermal relaxation of

the medium [117]. Thermal guiding relies on the elevated temperature in the gas left

in the wake of the plasma, and, similar to the plasma guiding regime, requires and

annular plasma structure and consequently initial beam shaping.
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CHAPTER 5

Experimental Investigation of Propagation and

Ablation in the Multiple Filament Regime

Multiple filamentation arises for incident laser peak powers greatly exceeding the

critical power for self-focusing. The critical power for self-focusing in air [Eq. (4.12)]

is ∼3 GW for the standard 800-nm beam from Ti:sapphire chirped-pulse amplifica-

tion (CPA) laser systems. For remote sensing applications which require the extended

delivery of the filament excitation source, this critical power is easily exceeded by an

order of magnitude or more; for example, a 100 fs pulse from a typical Ti:sapphire-

based CPA system, like the Lambda Cubed laser facility used most frequently in this

dissertation, requires only 0.3 mJ to reach the critical power, while normal opera-

tion involves energies in the range 1–20 mJ. Further, commercially available CPA

lasers routinely exceed even this energy range. Multiple filament cores are seeded by

modulational instabilities in the beam profile which can arise from the beam travers-

ing and optical system or external perturbations like air turbulence, water droplets,

etc., and each core sustains a high intensity on the order of the clamped intensity.

However, the competition of multiple filaments as discussed in Sec. 4.1.10 may be a

hindrance to extended propagation; therefore, a better understanding of propagation

in the multiple filament regime is essential for remote sensing applications. Moreover,

existing literature lacks mature understanding of the filament-target interaction in
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the multiple filament regime, for example filament ablation of metals in LIBS (also

referred to as FIBS). Besides remote sensing, other filament application areas which

may benefit from improved understanding of multiple filamentation include the use

of filaments as transient conductive wires [195, 234], as radio-frequency antennae [21],

for water condensation [252] and discharge guiding [251], and for air lasing [153, 188].

This chapter discusses recent experimental investigations of propagation in the

multiple regime as well as multiple filament ablation of metals with direct implica-

tions for analytical methods like FIBS. In Sec. 5.1, invasive and non-invasive probing

diagnostics are used to measure the properties of the multiple filament air plasma

in the energy range in which the onset of multiple filamentation is observed. The

work presented in this section fills gaps in current literature by conducting an ex-

perimental investigation of the spatial dependence of air plasma properties during

multiple filamentation. The results shed light on the possible mechanisms that lead

to spatial localization of excited and ionized species in the plasma, and demonstrate

a transition region in the macroscopic conductivity of the plasma between single-

and multiple-filament regimes. Section 5.2 similarly explores the transition between

single- and multiple filament regimes during ablation of a metal target. In Sec. 5.2.1,

a non-invasive probing method is used to determine the energy deposited in the tar-

get, and a novel approach to induce multiple filamentation with a split focusing optic

is presented to investigate scaling of the detonation energy into the multiple filament

regime. The indirect method described here overcomes challenges in direct mea-

surement of the deposited energy because the high peak intensities observed during

filamentation are prone to cause damage to the measurement device. The energy

deposited in the target is a critical parameter to aid understanding of this interesting

and complex ablation mode. Finally, Sec. 5.2.2 investigates filament ablation of metal

with varying filament laser wavelength from the near-UV to the mid-IR spectral re-

gions. The mid-IR spectral range around 2 µm laser wavelength is interesting because
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another gap in the atmospheric transmission window exists in this region, and the

longer wavelength that requires a greater critical power for self-focusing also results

in a greater threshold for the onset of multiple filamentation. This chapter includes

edited portions from Refs. [29, 30, 72, 218].

5.1 Characterization of the multiple filament plasma in air

5.1.1 Direct probing of the multiple filament plasma conductivity

In this section, a direct probing method is used to determine the conductivity of

the filament air plasma during the transition between single- and multiple filamenta-

tion. The conductivity of the air plasma is related to its free electron distribution, and

these measurements provide insights into the plasma formation mechanisms during

multiple filamentation. In addition to improving fundamental understanding of the

multiple filamentation regime, these results have implications for using filaments as

transient, configurable conductive wires that are impervious to mechanical stresses

and melting caused by Joule heating among other related applications [73, 122, 160,

182]. Previous works demonstrated that shorter laser wavelengths yield more con-

ductive filament plasmas in the single filament regime [165, 206, 235], and other

works investigated using a second beam [203, 205, 264], external bias [10, 50], or low-

AC current [186] for improving conductivity. Here, multiple filamentation is found

to enhance the conductive properties of the plasma structure in air, presenting an

attractive domain through which greater current can be transmitted. This section

includes edited portions from Ref. [30].

5.1.1.1 Experiment

Figure 5.1 shows a diagram of the equivalent circuit used to measure the filament

conductive properties as well as a photograph of the filament plasma traversing two
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Figure 5.1: (a) Circuit diagram for the experiments measuring DC conductive proper-
ties of the filament air plasma between single- and multiple filament regimes; (b) pho-
tograph of the filament plasma propagating over two electrodes. The arrow depicts
the incident laser direction, and the red plus symbol denotes the positive electrode in
the photograph [30].
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electrodes. The Lambda Cubed CPA laser system (central wavelength 800 nm, pulse

duration 40 fs, and repetition rate 480 Hz) at the University of Michigan Gèrard Mo-

rou Center for Ultrafast Optical Science was used for these (and subsequent) filament

experiments. A lens with 1-m FL (f/100) was used to form the filament in air. DC

electrical current was guided through the filament plasma using two stainless steel

electrodes with adjustable distance between 30 and 40 mm. The filament was used to

ablate the electrodes, so that it could propagate unperturbed across the electrode gap.

The current was maintained below the spark discharge threshold of air .0.6 kV/cm

and varied using a high-voltage source and 50 µF capacitor which discharged cur-

rent through the filament using a load resistor. An oscilloscope (LeCroy, Waverunner

604Zi, 400 MHz) was used to measure signal averaged over 1000 laser shots.

5.1.1.2 Results & Discussion

Example current waveforms for different laser energies spanning the transition

region between single- and multiple-filamentation are shown for different electrode

separation distances in Fig. 5.2. The current profiles shown here represent the av-

erage profile from 1000 laser shots; shot-to-shot fluctuation was found to be approx.

7%. These current profiles exemplify the transient nature of the filament plasma;

collisional processes and electronic recombination occur on timescales on order of

several nanoseconds in such plasmas [205]. Figure 5.3 shows the results from further

analysis of the current profiles shown in Fig. 5.2. The transmitted charge as given in

Fig. 5.3(a) is determined by integrating the area under the first (positive) half-wave

of the current profile during the first 10 ns of the filament. The conductivity of the

filament plasma is determined from the plasma resistivity given by

ρf =
πr2

L
Rf , (5.1)
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Figure 5.2: Current waveforms are recorded through the filament plasma varying the
laser energy from the single- to multiple filament regimes with different electrode
separation distances of (a) 40-mm, (b) 35-mm, and (c) 30-mm. A 2-kV bias voltage
was used for all measurements [30].
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Figure 5.3: (a) Integrated charge transmitted during the first 10 ns, and (b) peak
electrical conductivity of the filament plasma. The range of laser energies describes
the transition region between single- and multiple filamentation as shown by the inset
in (a). The conductivity depends on the area of the conductive element, so the inset
in (b) shows the plasma radius measured by observing the optical emission using a 1:1
imaging scheme with an ICCD for the relevant range of pulse energies. Dashed lines
indicate the single- to multiple-filament transition energies. The red line is a linear
fit to the data points demonstrating a deviation in the trend between regimes [30].
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where r and L are the conductor radius and length, respectively; and Rf is the

filament resistance. The resistance is estimated by using Ohm’s law Rf = V/Im

assuming cylindrical symmetry in the plasma, where V is the applied bias and Im is

the measured current through the plasma, respectively. The filament conductivity is

then determined by σf = 1/ρf .

Both quantities, charge and conductivity, exhibit linear behavior with incident

laser energy in both single- and multiple-filament regimes, where the transition occurs

in the energy range between ∼2 and 2.5 mJ. The inset in Fig. 5.3(a) shows evidence of

the transition from single- to multiple-filamentation; several damage spots appear on

the surface of the copper target following filament ablation for greater pulse energies.

Notably, the multiple filament regime for pulse energies beyond∼2.5 mJ demonstrates

an increased rate of change over the single filament regime for both quantities. The

change in the slope of the transmitted charge between single- and multiple filament

regimes, quantified by the slope ratio ∼29.9, is substantially larger than that of the

conductivity, slope ratio ∼2.3.

The charge Q depends on the conductance G of the filament Q = V tG, where

V is the bias voltage, and t represents the time through which the charge traverses

the plasma; and the conductance depends on the free electron density Ne, electron-

neutral collision rate νen, and plasma dimensions r and L, given by G = e2Neπr2

meνenL
.

The electron-neutral collision rate for a Boltzmann energy distribution character-

ized by the electron temperature Te is νen = σenN
√

8kBTe
πme

, where σen is the collision

cross-section and N is the neutral particle density. Therefore, the transmitted charge

varies strongly with free electron density and plasma geometry and weakly with elec-

tron temperature. The conductivity, on the other hand, is independent on geometry

as an inherent property of the conducting medium. During multiple filamentation,

the nucleation of several plasma cores results in a larger effective cross-sectional area

of the macroscopic plasma channel as evidenced by the inset in Fig. 5.3(b). The ra-
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dius, here, is measured by observing the emission from the plasma; it must be noted

that the plasma size measured in this way may not be representative of the size of the

plasma, because only excited state populations are studied, nor the radial intensity

profile of the beam. The plasma radial dimension and free electron density is expected

to vary more slowly than the plasma length and total number of free electrons. The

changing geometry of the filament plasma during multiple filamentation causes the

larger change in slope of the charge with increasing pulse energy in contrast to that

for the conductivity. Additionally, the free electron density and electronic temper-

ature of the plasma may contribute to the transmitted charge; the scaling of these

plasma properties in the multiple filament regime is investigated experimentally in

the following section (Sec. 5.1.2). The conductivity is believed to increase during mul-

tiple filamentation because of the formation of additional conductive channels. These

results suggest that multiple filamentation could be an attractive means to transmit

current in air, and the geometric dependence of conductance offers a new parameter

space for improving charge transfer through filament plasma structures via control of

multiple filament arrangement, for example using adaptive optics [63].

5.1.2 Non-invasive optical emission spectroscopy of the multiple filament

plasma

The work presented in this section uses non-invasive diagnostics based on the op-

tical emission from the multiple filament plasma in order to determine the spatial

dependence of plasma properties along the propagation axis. Understanding the spa-

tiotemporal plasma characteristics in the multiple filament regime is vital for practical

applications like remote sensing, and experimental determination of such properties

like free electron distribution and temperature in this regime is lacking in current

literature, unlike the single filament regime [18, 35, 64, 107, 148, 180, 233]. More-

over, such experimental studies as that presented here, may benefit computational
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Figure 5.4: A 0.55-m Czerny-Turner spectrograph is used in conjunction with an
ICCD to measure the optical emission from the air plasma formed during multiple
filamentation. Multiple filamentation is investigated for laser wavelengths of 400 nm
and 800 nm. A 100-µm-thick BBO crystal is used to create 400-nm pulses from the
fundamental 800 nm wavelength from a Ti:sapphire CPA laser system, and the resid-
ual 800-nm light is rejected using a high-pass dichroic mirror. The OES collection
system is translated along the filament propagation axis to determine the axially-
dependent plasma properties. The inset shows evidence of damage from multiple fila-
ment cores following single-shot 400-nm filament ablation of a copper sample (placed
at the geometric focus of the spherical focusing mirror, with 1-m focal length) [72].

modeling of the complex physical processes that occur during filamentation, like those

relevant to ionization and excitation of the medium and filament propagation through

the ionized medium. This section includes edited portions from Ref. [72].

5.1.2.1 Experiment

Figure 5.4 shows the scheme for OES of the air plasma formed during multiple fila-

mentation. Both the fundamental 800-nm and second-harmonic 400-nm wavelengths

from a Ti:sapphire CPA laser system (Lambda Cubed facility) were investigated.

SHG involves the use of a 100-µm-thick β-Ba(BO2)2 (BBO) crystal to generate the

400-nm light, and residual 800-nm light is rejected using a high-pass dichroic mir-

ror. The 800-nm pulse duration is measured using frequency-resolved optical gat-

ing (FROG) to be 50 fs, and calculated for the 400-nm beam [223] to be 41 fs.
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Figure 5.5: Experimental spectra showing the N2 second positive system and the N+
2

first negative system are compared for air plasmas formed using 400- and 800-nm
filament laser wavelengths in the multiple filament regime. The recording parameters
included ICCD gate delay of 0 ns and gate width of 10 ns, respectively. The position
0 mm denotes geometric focus of the spherical mirror, and negative positions mark
the region before focus, and positive after focus [72].

Both beams are focused to form filaments using a 1-m FL spherical mirror (f/40).

OES involves the use of an ICCD (Andor, iStar 334T) coupled to a 0.55-m Czerny-

Turner spectrograph (Horiba Jobin Yvon, iHR550) with linewidth resolution of 40 pm

at 632.8 nm (calibrated using a He-Ne laser source). The collection apparatus (1”-

diam., 30-mm FL lens coupled to 400-µm optical fiber) is translated along the filament

propagation axis (referred to as the axial dimension). Peak powers in the range of

20–80×Pcr (Pcr ≈ 3 GW) for the 800-nm wavelength are compared to 140×Pcr for

the 400-nm wavelength (Pcr ≈ 0.5 GW).

5.1.2.2 Results & Discussion

The emission spectrum from the filament air plasma is dominated by the N2 second

positive system (C3Πu → B3Πg) and the N+
2 first negative system (B2Σ+

u → X2Σ+
g ) as

shown by Fig. 5.5. N2 is excited indirectly following electronic recombination of N+
4

species [255], while MPI and tunneling ionization mechanisms directly contribute to

formation of N+
2 species. The increased contribution of MPI for the shorter wavelength
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Figure 5.6: Measured multiple filament air (a–c) plasma temperatures and (d) free
electron densities are determined for 400- and 800-nm laser wavelengths along the
propagation axis. The properties are compared for 3 mJ laser energies for both
wavelengths [72].

as shown in Fig. 2.1 (refer to Sec. 2.1.1) results in greater absolute emission strength

of the 391-nm (0,0) band of the N+
2 first negative system for 400-nm compared to

800-nm; whereas, the 337-nm (0,0) band of the N2 second positive system is the

most prominent feature in spectrum from 800-nm. The optical emission is further

used to evaluate plasma properties including rovibrational molecular temperatures,

and electron temperature and density. This analysis and example data and fits are

presented in more detail in Appendix C. The results from this analysis are summarized

in Fig. 5.6 and Table 5.1.

The temperatures are found to vary weakly along the propagation axis, while the

free electron density is found to have a steeper axial variation, as shown in Fig. 5.6.

The discrepant rotational, vibrational, and electronic temperatures imply a departure

from LTE; however, the lower limit of electron density of 6.4 × 1014 cm−3 imposed

by the McWhirter criterion [Eq. (2.19)] is satisfied in all measured positions, suggest-

ing a PLTE condition may still exist. Further work is necessary to verify the local
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Table 5.1: The intensity ratios (IN2/IN+
2

), peak intensities (Ipeak), peak electronic

temperatures (Te, K), and peak free electron densities (Ne, cm−3) are compared for
different 800-nm laser energies and an energy of 3 mJ for the 400-nm case [72].

E800 nm (mJ) IN2/IN+
2

Ipeak (counts) Te (K) Ne (cm−3)

3 5.5 9.9×105 5180±120 1.2×1016

6 5.4 2.2×106 5160±100 2.2×1016

9 5.2 3.3×106 5230±110 2.2×1016

12 4.9 4.1×106 5290±120 2.7×1016

E400 nm (mJ) IN2/IN+
2

Ipeak (counts) Te (K) Ne (cm−3)

3 0.5 9.6×105 5100±70 3.9×1016

equilibrium conditions in the transient and inhomogeneous filament plasma. The

temperatures reported here for the multiple filament air plasma are in a similar range

to those previously reported for single filament plasmas [18, 110, 148]. The 400-nm

wavelength forms a longer plasma region where the emission is measureable, and

exhibits greater rotational temperature and electron density and lower vibrational

temperature than the 800-nm filament. These differences between 400- and 800-nm

are consistent with the expectation that MPI and tunneling ionization compete to

ionize the propagation medium between the two wavelengths, but also imply there

competing excitation mechanisms also follow. For example, the lower vibrational

temperature for the 400-nm plasma implies higher-lying vibrational transitions like

those leading to the emission of the N2 (2,5) band are less probable. These differences

between 400- and 800-nm cases are reiterated in Table 5.1 by comparing the inten-

sity ratios for the (0,0) bands for N2 and N+
2 and the electron densities. The weak

spatial variation of the temperatures in contrast to the electron density is consistent

with previous studies of single filament plasmas [148]. The free electron distribution

implies that plasma collisional processes may contribute significantly to dissociation

and ionization of molecular oxygen species (O2 and O+
2 ) to form O I species, because

photo-dissociation of molecular oxygen is much more likely for laser wavelengths be-

low 400 nm [66], and electronic plasma temperatures of ∼5000 K allow dissociation

via oxygen-oxygen and electron-oxygen collisions, with the dissociation energy for O2
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being 5.1 eV.

The peak electronic temperature and peak free electron density increases slowly

with increasing laser energy as shown in Table 5.1. The slow increase in temperature

with more rapidly increasing peak intensity, also given in Table 5.1, may indicate

the formation of additional plasma cores, each with a similar temperature but an

greater absolute number of emitters. This observation is consistent with the increasing

effective plasma size as seen in the inset of Fig. 5.3(b) in Sec. 5.1.1.2. Furthermore, the

slowly increasing temperatures agree with the concept of the clamped intensity. The

clamped intensity depends weakly on the free electron density, and the free electron

density may be approximated by a power-law dependence with the incident intensity

and, consequently, energy according to Eq. (4.17). The increasing ionization fraction

for increasing laser energy is consistent with the trend of electron density and can be

explained by the increasing contribution of MPI of N2 for larger laser intensities.

The results presented in this section add to the limited existing literature on exper-

imentally measured air plasma properties in the multiple filament regime. Fundamen-

tal understanding of multiple filament propagation is crucial toward remote sensing

applications, where large laser peak powers are required to reach long distance prop-

agation. The measured plasma properties reported here can also aid computational

modeling capabilities for this regime of propagation.

5.2 Ablation of metals in the multiple filament regime

5.2.1 Determination of multiple filament detonation energy

Filament ablation is relevant to analytical spectroscopy techniques like FIBS (dis-

cussed in more detail in the following chapter, Chapter 6), and existing literature

lacks mature understanding of the filament-target interaction in the multiple fila-

ment regime. Several prior studies investigated ultrashort- and filament ablation un-
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der various external focusing conditions by studying the target plasma [102, 237, 256],

and another work used ex-situ methods to study filament-target interactions by mea-

surement of ablation craters [247]. Here, a non-invasive pump-probe shadowgraphy

scheme and OES are used to study ablation during the transition between single- and

multiple filamentation. Further, the Sedov blast model [Eq. (2.14)] is used to estimate

energy deposited in the target; and a novel approach is presented in which a split lens

is used to seed reproducible multiple filamentation to investigate deposited energy

scaling into this regime. An interesting combination of fast and slow mechanisms

unique to filament ablation is revealed and discussed. Ultimately, the results indicate

favorable scaling of the deposited laser energy despite multiple filamentation, which

bodes well for remote sensing. This section contains edited portions from Ref. [218].

5.2.1.1 Experiment

The pump-probe shadowgraphy scheme and interchangeable imaging setup is

shown in Fig. 5.7. The Lambda Cubed CPA system (center wavelength 790 nm,

pulse duration 40 fs, repetition rate 80 Hz) is used to form filaments and ablate a

copper metal sample. The beam is externally focused using a 1-m FL lens (f/100).

All experiments are conducted in air. The sample was periodically polished and trans-

lated to prevent excessive drilling which would affect the filament-target interaction.

For both shadowgraphy and imaging diagnostics, a 7.5-cm-FL achromatic lens was

used with a 1:1 object-image magnification. A flippable mirror was used to change

between each diagnostic. The probe beam for shadowgraphy was an Nd:YAG (10 mJ,

10 ns pulse duration, 10 Hz repetition rate) synchronized to the filament and incident

on a CMOS camera (Mightex, CGE-B013-U, 3.75 µm square pixel dimension). A

532-nm laserline filter was used to reject plasma emission. Imaging of the plasma

emission used an ICCD (Andor, iStar 334T, 13 µm square pixel dimension), and nar-

row bandpass filters were used to isolate the emission from different plasma species.
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Figure 5.7: The filament/ablation laser (center wavelength 790 nm, pulse duration
40 fs, repetition rate 80 Hz) is focused using a 1-m-FL lens to form a filament.
The filament ablates a copper target placed at geometric focus of the lens. The
pump-probe shadowgraphy scheme for imaging the filament-target interaction uses
an Nd:YAG (532 nm, 10 ns, 10 Hz) probe laser and a CMOS camera. A flippable
mirror allows for interchangeable imaging of the emission from the plasma formed at
the target using an ICCD. The emission from different species is imaged using narrow
bandpass (BP) filters [218].

Figure 5.8: The beam is focused using a split lens to reproducibly form two filament
cores, each yielding its own detonation site during target ablation [218].
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Figure 5.9: (a) Example shadowgraph showing natural, sporadic multiple filament
ablation of a copper target (pulse energy 3.1 mJ, gate delay 200 ns); (b) shadowgraph
of the seeded, reproducible multiple filament detonation using the split lens approach
(energy 3.1 mJ, delay 400 ns) [218].

The lines for selective species imaging of copper species were Cu I 521.82 nm and

Cu II 490.97 nm. Each image was integrated for an ICCD gate width of 3 ns and

averaged over 30 laser shots.

The Sedov blast model [Eq. (2.14)] was used assuming spherical symmetry and

a point detonation in order to estimate the energy deposited in the target during

filament ablation. The model was fit to the time-dependent shock dimension for a

range of laser energies spanning the single- to multiple filament regimes, as shown

by the inset of Fig. 5.3(b) and discussed in Sec. 5.1.1.2. In the multiple filament

regime, the blast model was found to no longer accurately describe the expansion

of the shocks, considering approx. 90% of the recorded data showed evidence of

multiple detonation sites, each caused by individual filament cores. An example is

shown in Fig. 5.9(a). Consequently, a split lens, as shown in Fig. 5.8, was used to

reproducibly form two filament cores, each yielding its own, distinct detonation site

during target ablation, shown in Fig. 5.9(b). In this scheme, the blast model was fit

to the shock dimensions for each detonation site to determine deposited energy. The

total deposited energy is the sum of the individual energies for each site. Notably,

although laser energy is measured after the lens, the sharp boundary between the

halves of the split lens causes diffraction that reduces the energy reaching the target
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Figure 5.10: The detonation energy is determined using the spherical Sedov blast
model, and the energies are shown comparing the single- and multiple filament
regimes. The scaling into the multiple filament regime was determined using the
split lens to form two reproducible filament cores and detonation sites, and the total
energy deposited is the sum of the individual contributions from each site [218].

by a small fraction that cannot be fully accounted.

5.2.1.2 Results & Discussion

Figure 5.10 summarizes the results from pump-probe shadowgraphy used to mea-

sure the shock rate of expansion. Example shadowgraphs and blast model fits to the

shock dimension are provide in Fig. D.1 and Fig. D.2 in Appendix D, respectively. For

laser energies in the single filament regime, .1.9 mJ here, shot-to-shot fluctuations

of the shock dimensions are found to be insignificant, and the blast model is used to

determine the trend of the deposited energy with incident (pump) laser energy. For

laser energies &1.9 mJ, shadowgraphy provided evidence of multiple filamentation,

because several detonation sites formed at the target surface, as shown in Fig. 5.9(a).

The location of these sites varied significantly for different ablation laser shots. As

discussed in Chapter 4, Sec. 4.1.10, multiple filamentation is caused by modulational
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Figure 5.11: Total emission from selective imaging of (a) Cu II and (b) Cu I tar-
get species as a function of pump laser energy fit with a power-law to identify the
trend [218].

instabilities in the spatial intensity profile of the beam, and as such, is sporadic in

nature, because these instabilities may be seeded by defects in the optical system as

well as external factors like air turbulence. Consequently, the blast model analysis

used here which compiles shock dimensions from different ablation laser shots and

requires high shot-to-shot reproducibility, is not appropriate for measurements of the

multiple filament regime. The split lens approach is adopted to reproducibly seed two

sufficiently separated detonation sites from shot-to-shot, so the blast model analysis

may be applied also in the multiple filament regime. The total energy deposited in

the target is determined by the sum of the detonation energies from the two sites,

shown in Fig. 5.10. The total energy deposition exhibits a positive trend despite

the onset of multiple filamentation with incident laser energy which agrees with the

trend observed for the total emission of both Cu I and Cu II species in Fig. 5.11.

Figure 5.11 summarizes the results from selective species imaging shown in Fig. D.3

in Appendix D. The agreement observed between detonation energy and total target

plasma emission affirms that the split lens approach for induced multiple filamenta-

tion is a viable method to mimic the sporadic multiple filamentation for which the
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Figure 5.12: Time-resolved, normalized emission distributions along the central axis
of each image recorded using narrow bandpass filters isolating (red) Cu II and (orange)
Cu I species at pulse energies of (a) 1.9 mJ and (b) 3.8 mJ representative of the single
and multiple filament regimes, respectively [218].

emission is measured in Fig. 5.11. This comparison further implies that multiple

filamentation has insignificant detrimental effects to total signal generated following

ablation in this range of energies, relevant to remote-FIBS applications; however, fur-

ther work is necessary to confirm this scaling for freely-propagating filaments and for

greater laser peak powers. The power-law scaling observed for net Cu line emission

in Fig. 5.11 agrees with the scaling predicted for the tunneling ionization mechanism

Ne ∝ Im where Ne ≈ NI

NII
f(T ) by the Saha equation [Eq. (2.18)] and I ∝ E [229],

suggesting the prevalence of tunneling ionization for seed electron generation during

ablation. Here, NI and NII represent neutral atom (Cu I) and ion (Cu II) number

densities, respectively; and f(T ) represents the functional dependence on the plasma

temperature.

The distributions of emitting species from the plasma formed from the copper

target, shown in Fig. 5.12, provide further insights into the filament ablation mech-

anisms. In both single- and multiple filament ablation regimes, ionic species (Cu II)

travel faster, with peak velocity along the laser axis of 2.4 km s−1, than neutral (Cu I)

species, peak velocity 1.7 km s−1. For comparison, the maximum observed shock ex-
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pansion velocity is 2.2 km s−1. The segregation between ions and neutrals is consistent

with the behavior typically observed for ultrashort-pulsed LA, and similar observa-

tions were reported in past studies for filament ablation [103, 225]. Ultrashort-pulse

LA mechanisms are discussed in Chapter 2. The larger velocity of the ions may be

caused in part by enhanced Coloumb explosion, because the filament air plasma with

free electron densities on order of 1016 cm−3 lasts on order of several nanoseconds, as

discussed in Sec. 5.1.2, and creates a Coloumbic field gradient which pulls positively

charged ions into the channel. Preferential expansion of the ions along the laser axis

shown in Fig. D.3 provides additional evidence of the enhanced Coloumb explosion

mechanism unique to filament ablation. Dissipation of the emission from ions may

be aided by interactions of the plume with the shock boundary layer, because the

ions travel faster than the expanding shock. Although the degree of species bifurca-

tion observed here is consistent with ultrashort-pulse ablation mechanisms including

Coloumb explosion and a direct solid-vapor transition (atomization), evidence from

Fig. D.1 and D.3 suggests longer-lived mechanisms occur, including phase explosion

related to the interaction of the filament air plasma with the lattice and enhanced

Coloumb explosion from the interaction of the filament air plasma and the target

plasma. These mechanisms are well-separated in time and evidenced by the forma-

tion of internal shock fronts and the ionic emission track along the laser axis. These

results highlight a unique combination of fast and slow mechanisms that contribute to

filament ablation and the formation of the target plasma, and improve understanding

of signal formation relevant for FIBS. The following section expands on this effort,

investigating the effect of laser wavelength on filament ablation of copper.

5.2.2 Wavelength-dependent filament ablation of copper

Numerous works investigate filament ablation using the fundamental 800-nm wave-

length from Ti:sapphire laser systems [49, 84, 103, 247, 256]; however, fewer groups
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have studied the near-UV and mid-IR wavelength regions. This section presents re-

cent work investigating the effects of filament laser wavelength on metal ablation,

comparing wavelengths ranging from the near-UV (400 nm) to the mid-IR (2-µm)

spectral domains. The reflectivity of metal targets, like the copper sample used here,

varies signficantly with wavelength and temperature during the ablation process; and

for the intensity range relevant for filamentation, the target is expected to better

absorb shorter wavelengths [131, 191]. However, previous work that investigated fila-

mentation using the second-harmonic 400-nm wavelength from a Ti:sapphire system

demonstrated an increased ionization fraction in the filament air plasma, as discussed

in Sec. 5.1.2, results in a lower clamped intensity on order of 1013 W.cm−2 [47] than

that for the 800-nm wavelength. The 2-µm filament air plasma is expected to differ

even more considering the tunneling ionization overcomes MPI in the mid-IR spectral

region, as shown by Fig. 2.1. Additionally, the critical power for self-focusing varies

significantly with the wavelength [Eq. (4.12)] considering also the wavelength depen-

dence of the linear (n0) and nonlinear indices (n2). In particular, the nonlinear index

varies from 4–5×10−19 W−1 cm2 for 400 nm to 3×10−19 W−1 cm2 for 800 nm [48, 80]

and is not expected to vary significantly between 800-nm and 2 µm [92]. The critical

power for the 400-nm wavelength is, therefore, considerably lower at 0.5 GW than

that for 800-nm, 3 GW, and 2 µm, 20 GW. The critical power provides an ambiguous

threshold for the onset of multiple filamentation, indicating that the longer wavelength

is less likely to exhibit multiple filamentation for equivalent peak powers. Notably,

the 2-µm wavelength used in this study lies within a favorable gap in the atmospheric

absorption spectrum so may be interesting for extended propagation with decreased

atmospheric attenuation. In summary, target absorption, filament peak intensity, the

interaction of the filament plasma with the target, multiple filamentation, and atmo-

spheric transmission present a complex set of factors that depend on laser wavelength

and may influence filament ablation. This section presents experimental investigation
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Figure 5.13: Experimental setup for OES and imaging of the target plasma formed
following 0.4-, 0.8-, and 2-µm filament ablation of copper. The 0.4-µm wavelength is
made via SHG through a BBO crystal with the 0.8-µm beam from the Ti:sapphire-
based CPA system, and the fundamental beam is rejected using a dichroic mir-
ror (DM). The 2-µm wavelength is generated in an optical parametric amplifica-
tion (OPA) system. A spherical mirror (SM) is used to externally focus the laser. OES
involves an ICCD coupled to an Echelle spectrograph (S) that collects the emission
from the plasma through a collimator and optical fiber. For imaging, an achromatic
lens (L) is used for 1:1 object-image maginification onto the ICCD [29].

of these confluent effects on the target plasma formed via filament ablation with laser

wavelengths spanning the near-UV to mid-IR regions. The results have implications

for remote sensing using analytical spectroscopy methods like FIBS. This section

includes edited portions from Ref. [29].

5.2.2.1 Experiment

Figure 5.13 shows the experiment investigating the aggregate effects of laser wave-

length on the target plasma signal, morphology, and thermodynamic properties fol-

lowing filament ablation of copper. The primary laser was the Ti:sapphire-based

Lambda Cubed CPA system. The laser parameters used in this study include a pulse

duration of 50 fs and repetition rate of 80 Hz. All experiments were performed in
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air. The 0.4 µm wavelength was generated via SHG as described in Sec. 5.1.2.1. The

2.0-µm pulses were produced in a non-degenerate optical parametric amplifier (OPA)

pumped with the 0.8-µm [254], and the pulse duration was predicted to be 43 fs. Fil-

aments were formed for each wavelength with a 2”-diam., 1-m-FL spherical mirror,

and the copper target was placed at the geometric focus of the mirror to ensure the

target plasma was formed at the same location for imaging and OES. The copper

sample was translated continuously during the experiments with a rotating stage. A

2”-diam., 7.5-cm-FL achromatic lens was used to image (1:1 object-image magnifica-

tion) the target plasma onto an ICCD (Andor, iStar 334). The plasma images were

accumulated for 50 laser shots and recorded with a gate width of 5 ns. For OES, an

f/2 collimator (Andor,CC52) collected the emission from the target plasma into a

400-µm optical fiber coupled to an Echelle spectrograph (Andor, ME5000, slit size:

25×50 µm2 yielding resolving power of ∼3000). The detector for OES was the same

ICCD that was used for imaging, and spectra were accumulated for 150 laser shots

unless otherwise stated. The spectrograph was wavelength-calibrated with an Hg-Ar

lamp (Oriel, Pen Light) and intensity-calibrated using a radiometric source (Ocean

Optics, DH-2000).

5.2.2.2 Results & Discussion

First, the morphological behavior of the copper target plasma is compared be-

tween the three different laser wavelengths for filament ablation. These results are

summarized in Fig. 5.14; the plume dimensions are determined from imaging of the

target plasma [29]. The 0.4- and 0.8-µm plasmas expand more quickly in the ax-

ial dimension (along the laser propagation axis) than the radial dimension, similar

to that observed for multiple filament ablation with 0.8-µm in the previous section

(Sec. 5.2.1.2, Fig. D.3), indicative of the enhanced Coloumb explosion mechanism

in which the Coloumbic field gradient formed by the filament air plasma pulls pos-
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Figure 5.14: Expansion of the target plasma formed following 0.4-, 0.8-, and 2-µm
filament ablation (a) along the laser propagation axis (axial dimension) and (b) per-
pendicular to the laser propagation axis (radial dimension) for filament laser peak
powers equivalent to 2×Pcr and 4×Pcr. The plume dimensions are determined from
imaging of the target plasma emission as described in [29].

itively charged species into the channel. The 2-µm target plasma expands at more

similar rates in both axial and radial dimensions, perhaps because the filament air

plasma is expected to have a lower ionization fraction and free electron density, as

predicted by the trends presented in Sec. 5.1.2.2. Enhanced Coloumb explosion is

expected to be less prominent for lower ionization fraction and free electron density.

Further discrepancies between the expansion rate of the 0.4- and 0.8-µm plumes may

arise from the complex temperature- and wavelength-dependent reflectivity of copper

during ablation. Interestingly, the size of the plasma is found to be well correlated

with the peak power ratio to the critical power, considering the absolute peak powers

vary drastically between 1 GW for 0.4 µm, 6 GW for 0.8 µm, and 40 GW for 2 µm,

respectively.

Next, the thermodynamic properties of the target plasma are compared for the dif-

ferent laser wavelengths following analysis of the emission spectra shown in Fig. 5.15.

The excitation temperatures are determined using Boltzmann plot analyses [Eq. (2.17)].

The Cu I lines used in these analyses are identified in Fig. 5.15 and listed along with

relevant line parameters in Table D.1 in Appendix C. The free electron densities are

determined by deconvolution of the Stark broadening mechanism to observed spectral

120



Figure 5.15: Optical emission spectra are compared for filament ablation using laser
wavelengths of (a) 0.4 µm, (b) 0.8 µm, and (c) 2.0 µm with 2 mJ pulse energy [29].

line widths [Eq. (2.23)]. The electron density was determined as the average from

analysis of three Cu I lines, 510.55, 515.32 and 521.8 nm. The corresponding Stark

broadening parameters are taken from Ref. [134]. Instrumental and Doppler broad-

ening contributions are considered. The Doppler width is estimated using Eq. (2.24)

and the temperatures from the Boltzmann plot analyses to be 8 pm. Furthermore,

the limiting electron density is evaluated using the McWhirter criterion [Eq. (2.19)]

for each laser wavelength. The measured plasma properties are given in Table 5.2; it

must be noted that these properties are averaged over time and space due to the OES

collection scheme. In each case, the measured electron densities satisfy the McWhirter

criterion implying the existence of quasi-LTE which justifies the Boltzmann plot anal-

ysis. The temperature and electron density of 2-µm plasma are notably lower than

those of the 0.4- and 0.8-µm plasmas. These lower plasma parameters are attributed

to a decreasing contribution of MPI during ablation for the longer wavelength. Pre-

vious works similarly reported lower thermodynamic properties for ultrashort-pulse

LA with tight-focusing (without filamentation) for longer wavelengths in the mid-

IR [13, 41]. On the other hand, the temperatures for 0.4- and 0.8-µm plasmas were

found to be similar, and the electron density of the 0.4-µm plasma was found to be

lower than that for 0.8 µm. Evidently, the decreased contribution of MPI during

ablation between 0.4 and 0.8 µm does not account for the measured target plasma
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Table 5.2: Time- and space-averaged target plasma excitation temperatures (Te),
free electron densities (Ne), and minimum electron densities to satisfy the McWhirter
criterion (Nmin

e ) are compared for different filament laser wavelengths (λ) [29].

λ kBTe Ne Nmin
e

(µm) (eV) (1016 cm−3) (1016 cm−3)
0.4 0.80±0.06 5.59±1.12 1.14
0.8 0.83±0.06 7.57±1.51 1.16
2.0 0.72±0.09 4.47±1.34 1.02

Figure 5.16: Time-resolved target plasma properties including (a) excitation temper-
ature and (b) electron density are compared for 0.4- and 0.8 µm filament ablation.
(c) Scaling of the energy transmitted through the filament for 0.4- and 0.8 µm laser
wavelengths entering the multiple filament regime [29].

parameters, motivating further investigation of other parameters which may vary for

different wavelengths. These factors, as previously discussed, include target absorp-

tion, filament peak intensity, the interaction of the filament plasma with the target,

multiple filamentation, and atmospheric transmission.

Figure 5.16(a) and (b) show the temporal evolution of the copper plasma temper-

ature and electron density, respectively, for 0.4- and 0.8-µm filament ablation. These

results reiterate the peculiar lower thermodynamic properties of the target plasma

formed using the shorter wavelength. The intensity threshold for filamentation can

be evaluated for 0.4- and 0.8-µm wavelengths considering a predominant MPI mech-

anism by [38]

Ith ≈
(

0.76n2Nc

τLσKN

)1/(K−1)

, (5.2)
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where Nc and N are the plasma critical density and neutral atom density, respectively;

τL is the laser pulse duration; and σK is the MPI cross-section for K-photons required

to reach the ionization potential. For an ionization potential of 12 eV (molecular oxy-

gen) [201], the 0.4-µm wavelength has a lower threshold of 1.0×1013 W.cm−2 than that

for 0.8-µm, 1.5× 1013 W.cm−2. MPI further attenuates the laser energy propagating

through the filament more for the shorter wavelength. Figure 5.16(c) shows evidence

of MPI reducing the transmitted energy through the filament comparing the 0.4- and

0.8 µm laser wavelengths spanning into the higher energy regime in which multiple

filamentation is observed. Multiple filamentation is observed for ∼10-15×Pcr for both

the 0.4- and 0.8 µm wavelengths, at peak powers of ∼5 GW (0.2 mJ pulse energy)

for 0.4 µm, and 40 GW (2 mJ pulse energy) for 0.8 µm, respectively. These results

are consistent with the greater ionization fraction and electron density observed for

the 0.4 µm filament air plasma when compared to those of the 0.8 µm discussed in

Sec. 5.1.2.2. Ultimately, the increased attenuation due to MPI in the 0.4-µm filament

causes less energy to reach the target and contributes to the lower target plasma

temperatures and densities than those observed for 0.8-µm filament ablation.

Finally, the scaling of the spatially-integrated emission from the target plasma is

compared for the three laser wavelengths in Fig. 5.17. The emission scales comparably

for 0.4- and 0.8-µm, despite the transition into multiple filamentation. The trend for

0.8-µm agrees with that observed in the previous section (Fig. 5.11, Sec. 5.2.1.2).

A positive trend is similarly observed for the 2-µm case, although the emission is

notably weaker than that for both 0.4- and 0.8-µm, as predicted by the lower target

plasma properties in Table 5.1. Notably, multiple filamentation is not observed for

the 2-µm laser wavelength for the range of energies in Fig. 5.17. Consequently, 2-

µm filamentation may be viable for remote FIBS considering the positive scaling of

target plasma emission, greater threshold for multiple filamentation, and the favorable

atmospheric transmission window for this wavelength. The results in this section
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Figure 5.17: The spatially-integrated emission from the copper target plasma is com-
pared for filament ablation using 0.4-, 0.8-, and 2-µm laser wavelengths with increas-
ing pulse energies. The emission is integrated over the image of the target plasma
recorded at a delay of 200 ns and gate width of 5 ns, respectively [29].

elucidate which wavelength-dependent factors most significantly influence ablation of

metals, relevant to FIBS applications.

5.3 Summary

Section 5.1 in this chapter presents an extensive experimental investigation of

propagation in the multiple filament regime, concentrating on the formation of the

air plasma. In Sec. 5.1.1, transmitted charge is found to increase faster with in-

creasing energy than the air plasma conductivity. The transmitted charge depends

on the geometry and free electron density of the plasma; while, the conductivity is

an inherent property of the plasma that is independent of geometry but varies with

the number of free electrons. Both these quantities are influenced by multiple fila-

mentation, because the formation of additional plasma cores influences the overall

geometry of the conductive channel as well as the free electron density. From these
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results, the multiple filament regime is encouraging for transmission of greater current

magnitudes through transient structures, with relevance to development of novel cir-

cuitry and devices. Section 5.1.2 complements the direct probing of the filament air

plasma to qualitatively assess the free electron density in Sec. 5.1.1 using non-invasive

measurements based on OES to determine plasma properties. The experimentally-

determined plasma properties measured in Sec. 5.1.2 fill gaps in current literature and

may benefit computational modeling of propagation in the multiple filament regime.

Understanding propagation in the multiple filament regime has direct implications

for long-distance sensing which may require high laser peak powers.

Section 5.2 likewise presents an extensive experimental investigation of filament

ablation, studying specifically the transition into the multiple filament regime. Un-

derstanding filament-target interactions is vital for FIBS, in which the signal depends

strongly on the filament-target coupling. In Sec. 5.2.1, a novel technique for repro-

ducing multiple filamentation using a split lens is presented, and a combination of

fast and slow mechanisms unique to filament ablation is observed and discussed. Sec-

tion 5.2.2 expands on the experiments in Sec. 5.2.1, studying the influence of laser

wavelength on target plasma properties and total signal. In both sections, the to-

tal signal is found to scale positively for increasing laser energy despite the transition

into the multiple filament regime (for 0.4- and 0.8-µm laser wavelengths), which bodes

well for remote FIBS applications. The 2-µm filament results in lower signal but may

be applicable when propagation in the single filament regime is desirable, especially

considering the favorable atmospheric transmission window for this wavelength. The

complex interplay of wavelength-dependent factors that influence filament ablation is

also discussed in Sec. 5.2.2. The next chapter (Chapter 6) applies the understanding

developed from these results for direct detection of uranium using standoff FIBS.
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CHAPTER 6

Standoff Detection of Uranium Using

Filament-Induced Breakdown Spectroscopy

Filamentation may be combined with analytical techniques like LIBS (referred to as

FIBS) to enable excitation of a target over long distances, paving the pathway to re-

mote sensing. Chapter 5 investigated filament propagation and ablation with high in-

cident laser peak powers, in the range where multiple filamentation occurs. High peak

powers are required for long-distance applications to overcome the loss mechanisms

such as atmospheric absorption, ionization of the propagation medium, diffraction of

the reservoir, and competition of multiple filaments. In Chapters 1–3, the importance

of uranium is discussed in the context of the nuclear fuel cycle and power generation

as well as global nuclear nonproliferation efforts. Further, Chapters 2 and 3 describe

the advantages of LIBS among other techniques for detection of uranium. Examples

of such advantages are sensitivity to various forms of the target including isotopes,

simplicity of the collection and spectroscopy scheme, and prospects for long-distance

detection. In previous work, Chinni et al. [39] demonstrated ns-LIBS with uranium

from a standoff distance of 30 m; however, FIBS has been demonstrated with other

metallic samples from distances of ∼90 m [148, 196]. Evidently, the FIBS technique

shows prospects for longer-distance detection than standard ns-LIBS, because fila-

mentation can sustain high intensities sufficient for target excitation and ablation
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over distances significantly exceeding the Rayleigh length [20], overcoming the lim-

its of diffraction. However, the congested uranium spectrum, compounded by the

formation of uranium oxide species, poses challenges for remote-FIBS, because the

noisy signal starts to resemble detector and background noise in remote collection.

Elements of the collection setup which contribute to degradation of the signal and

signal-to-background are discussed in Sec. 2.1.4.2 and 4.3.

This chapter demonstrates the combination of filamentation and LIBS for excita-

tion and direct detection of uranium and UO at a standoff distance of 10 m. FIBS

measurements are compared between loose-focused and free-propagating filaments.

Single-shot detection is demonstrated in the loose-focusing scheme; while, controlling

the second-order dispersion [group delay dispersion (GDD)], here often referred to

as chirp, promises scalabality to greater delivery distances in the free-propagating

scheme. In either case, rapid detection of both uranium and UO signatures is demon-

strated with high certainty enabled by accumulating over several ablation laser shots

at high laser repetition rates. This chapter contains edited portions from Refs. [27, 71].

6.1 Experiment

Figure 6.1 shows the experiment for both loose-focused and free-propagating FIBS

of a depleted U (DU) metal target. The Lambda Cubed Ti:sapphire-based CPA sys-

tem was used for these experiments (800 nm, 35 fs, 480 Hz, Gaussian beam diameter

of 11 mm prior to filamentation with or without the external focusing lens). All ex-

periments were conducted in air. For loose-focusing experiments, 10-m FL lens was

used, and the DU target was placed at a distance of 10 m from the lens (geometric

focus). For free-propagation, the target was placed 10 m after the final mirror in

the 0.5× telescope which was used to shrink the beam to 11 mm diam. In both

experiments, the target was periodically translated to prevent excessive drilling. The

insets of Fig. 6.1 show (a) the 4-m long filament air plasma used in free-propagation
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Figure 6.1: Filamentation was used in both loose-focusing (with 10-m FL lens) and
free-propagating configurations to ablate a depleted U metal sample at a standoff
distance of 10 m. For free-propagation experiments, a programmable acousto-optic
modulator was used to control the GDD and optimize FIBS signal. The detection
apparatus, consisting of a collection optic, optical fiber, Czerny-Tuner spectrograph,
and EM-ICCD, was translated for near and far measurements with respect to the
target. Near measurements were used to optimize GDD and characterize the target
plasma. The insets show photographs of (a) a long (∼4 m) plasma channel formed
in the free-propagating scheme and (b) the depleted U metal target after ablation.
Adapted from Ref. [27].

Figure 6.2: The measured spectra here are recorded 1 m away from the U target
in order to identify the peak locations and integration limits for further analysis.
(a) The U I 591.54 nm line is fit with a Voigt profile to determine the limits of
integration for standoff signal analysis. The limits are determined from the 1/e2 level
of the maximum peak intensity. (b) The UO 593.55 nm band is fit with a cumulative
Gaussian profile to distinguish from the overlapping U I 593.33 nm line, and limits
are chosen accordingly to avoid the overlap. Adapted from Ref. [71].
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ablation and (b) the DU target after ablation. For free-propagation, the initial spec-

tral phase of the laser was controlled using a programmable acousto-optic dispersive

filter (Fastlite, Dazzler V370f). The radial filament core structure (shown in Fig. 6.9)

was determined by placing a compact-disc at the position of the target.

The collection system was comprised of a collimator (Andor, CC52), 400-µm opti-

cal fiber, 0.55-m Czerny-Turner spectrograph (Horiba Jobin Yvon, iHR550), and elec-

tron multiplying-ICCD (EM-ICCD, Princeton Instruments, PI-Max 4). For standoff

detection, a 4”-diam., 20-cm FL lens replaced the collimator in order to improve the

solid angle efficiency (discussed in more detail in Chapter 7, Sec. 7.2.3). An 1800-l/mm

grating was used for spectroscopy (resolving power ∼104). Both the U I 591.54 nm

and UO 593.55 nm spectral signatures were identified and studied. For determining

the detection probabilities of each signature, the background-subtracted spectra were

integrated in the regions shown by Fig. 6.2. The U I 591.54 nm line was fit with a

Voigt profile, and the UO 593.55 nm band was fit with a Gaussian profile to determine

the limits of integration. The integration limits were determined for when the signal

reached the 1/e2 level of the peak maximum.

6.2 Results from loose-focusing scheme for standoff FIBS

with uranium

The principal challenge for standoff FIBS with uranium-containing targets arises

from the complexity and density of the uranium spectrum. As discussed in Chap-

ter 2 and 3, the uranium emission spectrum is comprised of 105 atomic and ionic

spectral lines necessitating comparably high spectral resolution to analytes previ-

ously studied using FIBS. Past works demonstrated FIBS measurements on order

of several tens of meters with metallic targets such as copper and steel (iron) [225],

aluminum [196], and sodium [49]. These targets exhibit a comparably lower density of
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Figure 6.3: Representative spectra for (top) a single shot and (bottom) 100 integrated
shots showing the U I 591.54 nm and UO 593.55 nm signatures and regions. Here,
the loose-focus FIBS scheme is used at a distance of 10 m (filament propagation and
collection). Adapted from Ref. [71].

Figure 6.4: The signal-to-background ratio is compared for both U I 591.54 nm
and UO 593.55 nm signatures with increasing number of filament ablation shots
integrated. Here, the loose-focus FIBS scheme is used at a distance of 10 m (filament
propagation and collection). Adapted from Ref. [71].
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atomic and ionic spectral lines in the visible region. For uranium, weaker lines, even

with high-resolution spectroscopic instruments, tend to look like noise. Furthermore,

the uranium spectrum becomes considerably more complex in environments, like air,

with even small concentrations of oxygen as demonstrated in Chapter 3. The emission

from uranium oxides contributes to the broad continuum and looks like background.

The fine and hyperfine rovibrational lines from uranium oxide transitions cannot be

easily resolved using emission-based techniques. Nevertheless, this section demon-

strates direct detection of U I and UO signatures using FIBS at a standoff distance

of 10 m.

In this section, filamentation involves the use of a 10-m-focal length (NA ≈ 5 ×

10−4) loose-focusing lens. The DU target is placed at the geometric focus of the

lens. In this scheme, the reservoir is expected to come to focus at the target position

and contribute during target ablation. Previous works have demonstrated that loose-

focusing results in greater signals and thermodynamic properties of the target plasma

during filament ablation [102, 237]. Example spectra are shown for a single shot and

integrated for 100 shots in Fig. 6.3. As shown in Fig 6.2, a moderate resolving

power of ∼104 is sufficient to be able to distinguish the U I 593.33 nm line from the

UO 593.55 nm band.

An important quantity for practical standoff detection is the signal-to-background

ratio. In following analyses, the analytical capability to distinguish signal (U I 591.54 nm

and UO 593.55 nm signatures) from background is assessed, and the origin of the

background is ignored. It should be noted that the background for the uranium spec-

trum may be comprised of emission from unresolved heavier uranium oxide species

as discussed in Chapter 3 among other external sources. Other internal (those aris-

ing from the plasma) background contributions such as hot-body or other continuum

emissions are rejected by appropriate time-gating. The temporal evolution of the

spectrum and procedure for selecting appropriate time-gating windows are discussed
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in more detail in Ref. [71]. The gate delay used in all measurements is 50 ns, and

the gate width is 2 µs, respectively. A major advantage of laser-based excitation, like

FIBS, is the availability of high laser repetition rates on order of kHz. The typical

lifetimes for target plasmas formed during FIBS measurements are on order of µs to

several tens of µs, enabling rapid successive measurements limited by the available

repetition rates so that detection statistics may be improved. In current experiments,

the data acquisition limits the rate of the measurements to 80 Hz.

Figure 6.4 shows the evolution of the signal-to-background ratio for both U I

and UO signatures with increasing number of integrated laser shots. The signal is

defined as the integral area between the limits shown in Fig. 6.2 for each signature,

and the background is determined by the area under a polynomial curve fit to the

spectrum. As expected, the signal-to-background remains nearly constant; however,

the uncertainty decreases with increasing shot number. The uncertainty is determined

by (σSBR/SBR)2 = (σS/S)2 + (σB/B)2, where SBR, S, and B represent the signal-to-

background ratio [SBR = (S− B)/B], signal, and background, respectively. σ denotes

the uncertainty. A relative uncertainty of 5% is attained for U I in 7 shots (0.09 s),

and for UO in 28 shots (0.35 s), respectively. The relative uncertainty falls to 1.2%

for U I and 2.0% for UO in 100 shots (1.25 s).

Receiver operating characteristic (ROC) curves are standard tools which are used

to characterize the limits of detectability of a counting system, such as the standoff

FIBS measurement described here [132]. In a field scenario, a user must make a binary

(yes or no) decision whether a given measurement constitutes a true detection or a

false alarm. ROC curves may be used to define a pass or fail criterion for this decision.

Constructing an ROC curve begins with generating a probability distribution of the

signal+background P (NS) and background P (NB) counts, as shown in Fig. 6.5(a)

for U I and UO signatures. Here, the contribution of external background sources

such as room lights and detector dark current is measured to be 575±1.2 counts and
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Figure 6.5: (a) Single-shot probability distributions for the U I 591.54 nm and
UO 593.55 nm signatures compared to that for the background. The distributions
are integrated to form the receiver operating characteristic curves for both signatures
in (b). Here, the loose-focus FIBS scheme is used at a distance of 10 m (filament
propagation and collection). The true detection probabilities for a single-shot mea-
surement (1% PFA) are 52.2% and 39.0% for U I and UO signatures, respectively.
Adapted from Ref. [71].

subtracted. The mean background and its variation including this contribution is

708±41.5 counts. Next, a critical level LC (or alarm level) is chosen such that if a

subsequent measurement is made, NS < LC means the measurement is representative

only of background, and NS > LC means a source is present. In a scenario where

P (NS) and P (NB) overlap, the choice for LC is not clear, so an ROC curve is generated

by defining the true detection PD and false alarm PFA probabilities

PD =

∞∫
Lc

P (NS)dNS (6.1)

and

PFA =

∞∫
LC

P (NB)dNB. (6.2)

The ROC curve is then constructed by plotting PD as a function of PFA for dif-

ferent choices of LC . The LC is typically varied from several standard deviations
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Figure 6.6: The true detection probability is determined for a 1% false alarm rate
and compared to the integral number of filament ablation shots and measurement
time for a laser repetition rate of 80 Hz and matching data acquisition rate. Here,
the loose-focus FIBS scheme is used at a distance of 10 m (filament propagation and
collection). True detection probabilities reach 100% (1% PFA) in 24 shots (0.3 s) and
90 shots (1.1 s) for U I and UO signatures, respectively. Adapted from Ref. [71].
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below the average background N̄B to several standard deviations above the average

signal+background N̄S. Here, 50 evenly-spaced LC are chosen in the range between

(N̄B − 3σB) and (N̄S + 3σS) to construct the ROC curve in Fig. 6.5(b). From the

ROC curve, the true detection probability may be ascertained for a chosen false

alarm rate. For a single-shot measurement, the true detection probabilities for U I

and UO signatures are 52.2% and 39.0%, for a chosen false alarm rate of 1%, re-

spectively. Single-shot detection is limited in practice by shot-to-shot variability of

the signal and background. The background variation of 41.5 counts is greater than

that predicted by a Poisson model (σPoisson =
√
N ,
√

708 = 26.6 counts) indicating

overdispersion is present. Fluctuations in laser energy, turbulence of the propagation

medium, multiple filamentation, and deformities in the target surface and matrix are

examples of plausible sources of overdispersion from the experiment. Further, the

contribution of uranium oxide emission to the observed background may be another

source of overdispersion.

Detection probability, as defined by the ROC curve, may be improved similarly by

integrating over several laser shots. Figure 6.6 shows the true detection probability

(1% false alarm rate) for an increasing number of integrated shots. For each shot

number, a new ROC curve is constructed to determine the detection probability. The

advantage of high laser repetition rate and data acquisition rate is clear: 100% true

detection probability is reached in just 24 shots (0.3 S) for U I and 90 shots (1.1 s)

for UO signatures, respectively.

In summary, efficient detection of both U I and UO signatures is demonstrated

using the loose-focusing FIBS scheme from a standoff distance of 10 m in this section.

Single-shot true detection probabilities of 52.2% and 39% for U I and UO signa-

tures, respectively, are determined for a 1% false alarm rate. Experimental sources

of variability that hinder single-shot detection are also discussed. Finally, such mea-

surements offer rapid measurement capability enabled by high laser repetition rate
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Figure 6.7: Incident laser peak power is compared to the critical power for self-
focusing for a range of GDD values and propagation distances. The critical power is
determined for that of an 800-nm pulse propagating in air, Pcr ≈ 3 GW. The GVD
of air at 800 nm is 0.021233 fs2 mm−1. The pulse has an initial (Gaussian) pulse
duration of 50 fs, and peak energy of 1 mJ.

and data acquisition rate, and 100% true detection probabilities (1% false alarm) can

be reached on the time-scale of 1 s with a data acquisition rate of 80 Hz. The results

from this section reveal the potential of FIBS for detection of uranium in the context

of nuclear safeguards, security, and nonproliferation. The next section compares the

results shown here to results from FIBS of the DU target with a free-propagating

filament ablation scheme.

6.3 Results from free-propagation scheme for standoff FIBS

with uranium

In Sec. 6.2, the reservoir is expected to contribute to ablation and formation of

the signal in the loose-focusing scheme. In the free-propagation scheme presented in

this section, the reservoir is expected to contribute less toward ablation as discussed

in previous works [102, 237]. However, free propagation allows scalability to larger

excitation distances with the capability to delay the onset of self-focusing and conse-

136



quent filamentation. By applying a negative GDD to pre-compensate for the positive

dispersion experienced by the pulse propagating through air, the user can effectively

control filament placement. Air has a positive group velocity dispersion (GVD) of

0.021233 fs2 mm−1 for 800 nm, so that a pulse propagating through 10 m of air expe-

riences a GDD of +212.33 fs2. For a Gaussian temporal profile with duration τi, the

resultant pulse duration τf experiencing a net GDD of ∆Φ
(2)
net can be predicted by

τf =

√
τ 4
i +

[
(4 ln 2)∆Φ

(2)
net

]2

τi
, (6.3)

where the net GDD here considers the contributions of user-controlled GDD, ∆Φ
(2)
in ,

and that experienced through propagation in air, ∆Φ
(2)
air , such that

∆Φ
(2)
net = ∆Φ

(2)
in + ∆Φ

(2)
air . (6.4)

Figure 6.7 shows the ratio of the incident laser peak power determined as P = E/τf to

the critical power for self-focusing for a relevant range of input GDD and propagation

distance (in air). Here, the critical power is 3 GW [Eq. (4.12)], the incident Gaussian

pulse duration is 50 fs, and the peak energy is E = 1 mJ. As discussed in Chapter 4,

filamentation involves a complex interplay of more mechanisms than just self-focusing,

and previous work demonstrates that an applied negative chirp can successfully delay

the onset of filamentation in a free-propagation configuration, even if initial peak

power exceeds the critical power for self-focusing [158]. In this section, the DU target

position is fixed with respect to the total propagation distance, and the FIBS signal

for both U I and UO signatures is used as the feedback for optimization of the applied

negative chirp.

Figure 6.8 shows the results from optimization of the applied chirp. The FIBS

signals shown here are recorded at a (close) distance of 1 m from the target, while the
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Figure 6.8: Quadratic phase is varied using an acousto-optic dispersive filter prior
to forming free-propagating filaments. The intensities of U I 591.54 nm and
UO 593.55 nm are measured at a distance of 1 m following filament ablation at
10 m and used as figures of merit for optimization of the quadratic phase. Adapted
from Ref. [27].

Figure 6.9: Damage profiles are recorded on the surface of a compact disc for various
settings of the quadratic phase prior to formation of free-propagating filaments. The
discs are exposed to 40 laser shots at the position of the DU target. Evidence of
multiple filamentation is observed [27].
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total filament propagation distance is 10 m. U I and UO signatures are integrated as

shown in Fig. 6.2 and serve as the figures of merit for optimization. Interestingly, the

optimal chirp does not occur for the negative applied GDD which pre-compensates

for the positive dispersion propagating through 10 m of air (+212.33 fs2). The oscil-

latory behavior observed in Fig. 6.8 is instead consistent with the interplay of tem-

poral self-transformation mechanisms that occur during filamentation, as discussed

in Chapter 4, Sec. 4.1.8. Furthermore, damage profiles were recorded on a compact

disc surface at the position of the DU target, shown in Fig. 6.9. These profiles dis-

play two clusters of multiple filament cores whose local density varies with applied

chirp. The two clusters may originate from an imperfect intensity profile of the beam

prior to filamentation. Notably, however, the damage pattern observed for an ap-

plied chirp of −900 fs2 shows convergence of the multiple filament cores in the two

clusters, coinciding with one of the optimal signals. These results imply that spatial

effects in addition to temporal self-transformation also influence FIBS signal during

free-propagation. Spatial self-transformation results from the competition of cyclical

self-focusing and de-focusing and includes other consequences like multiple filamen-

tation. Next, the standoff detection capability is assessed for (one of) the optimal

GDD settings of −900 fs2.

Figure 6.10 shows the single-shot probability distribution for both U I 591.54 nm

and UO 593.55 nm signatures (signal+background) compared to the background.

As expected, the true detection probabilities (at 1% false alarm rate) for single-

shot measurements are significantly lower (.8%) than those for the loose-focusing

scheme because of the contribution of the reservoir to ablation and consequent signal

formation. This comparison is consistent with previous results which measured lower

mass removal [237] and thermodynamic properties of the target plasma [102] for free-

propagating filament ablation than those for loose-focusing. In this measurement,

the data acquisition rate was improved to 240 Hz by selecting a narrower region
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Figure 6.10: (a) Single-shot probability distributions for the U I 591.54 nm and
UO 593.55 nm signatures compared to that for the background. The distributions
are integrated to form the receiver operating characteristic curves for both signatures
in (b). Here, the free-propagation FIBS scheme is used at a distance of 10 m (filament
propagation and collection). Adapted from Ref. [27].

Figure 6.11: (a) The true detection probability is determined for a 1% false alarm
rate and compared to the integral number of filament ablation shots and measurement
time for a laser repetition rate of 80 Hz and matching data acquisition rate. Here, the
free-propagation FIBS scheme is used at a distance of 10 m (filament propagation and
collection). True detection probabilities reach 100% (1% PFA) in 201 shots (0.8 s)
and 703 shots (2.9 s) for U I and UO signatures, respectively. (b) Example integrated
spectra for the 100% true detection probabilities. Adapted from Ref. [27].
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of interest on the EM-ICCD for spectroscopy. Consequently, 100% true detection

probabalities (1% false alarm) are reached for U I and UO with 201 shots (0.8 s) and

703 shots (2.9 s), respectively, as shown in Fig. 6.11. These results demonstrate that

controlling the chirp is an effective means to optimize FIBS signal and bode well for

scaling filament excitation to farther distances.

6.4 Summary

Effective standoff detection of a DU target is demonstrated using FIBS in this

chapter. The loose-focusing scheme is promising for single-shot detection based on

the criteria defined by constructing an ROC curve. Single-shot true detection prob-

abilities for a 1% false alarm rate are 52.2% and 39.0% for U I and UO signatures,

respectively. In these measurements, 100% true detection probabilities can be reached

for U I in 24 shots (0.3 s) and for UO in 90 shots (1.1 s), respectively, limited by a data

acquisition rate of 80 Hz. In free-propagation, spatial self-transformation is found to

contribute alongside temporal effects like self-steepening and self-compression to for-

mation of the FIBS signal. Although single-shot standoff detection probabilities are

comparably lower than that for the loose-focusing scheme, even following chirp op-

timization, improvements to the data acquisition rate yield similar rapid detection

capability. 100% true detection probabilities are reached for U I in 201 shots (0.8 s)

and for UO in 703 shots (2.9 s) with the improved data acquisition rate of 240 Hz.

The wide availability of laser systems with kHz repetition rates is encouraging for

further improving detection rates. Ultimately, the ability to control the onset of fila-

mentation and optimize FIBS signal bodes well for extending the excitation distances

even farther. These results have additional implications for nuclear safeguards, se-

curity, and nonproliferation. Standoff FIBS of a uranium-containing target is shown

to be feasible with a moderate resolving power of 104, and both U I and UO signa-

tures were sufficiently resolved and detected. Applications to the nuclear fuel cycle
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may include prospecting for uranium-containing ores or safe, standoff-surveillance of

uranium-isotope concentrations in conversion or enrichment processes. In the next

chapter, filamentation is combined with LIF for detection of another uranium com-

pound relevant to the nuclear fuel cycle, uranyl fluoride.
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CHAPTER 7

Filament-Induced Fluorescence Spectroscopy of

Uranyl Fluoride

Enrichment of uranium is a cornerstone activity in both the nuclear fuel cycle as

well as nonproliferation as discussed in Sec. 1.1. Consequently, novel technologies

for measuring those uranium compounds like uranium hexafluoride (UF6) and its

derivatives in the fuel cycle could benefit nuclear safeguards in the energy industry.

In the context of security, a clandestine enrichment facility operating outside the

authority of the International Atomic Energy Agency may pose a threat to global

nonproliferation efforts [52, 128]. Here, innovative means are likewise required to

detect or monitor illicit enrichment activities.

Uranyl fluoride (UO2F2) forms readily from the hydrolysis of UF6 which is widely

used for uranium enrichment:

UF6(g) + 2 H2O(g) → UO2F2(s) + 4 HF(g). (7.1)

Of the products from Eq. (7.1), UO2F2 exhibits a negligible natural background;

therefore, its presence implies active operation of nearby enrichment or conversion

facilities. For this reason, detection and audits of UO2F2 concentration may be appli-

cable to safeguards as well as nonproliferation. As an example, UO2F2 may be used
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to guide remediation efforts around enrichment facilities which experience a leak or

another, more serious, catastrophic accident [128].

Several prior studies have demonstrated detection of compounds related to con-

version and enrichment in the nuclear fuel cycle (namely, UF6, HF, and UO2F2) using

remote LIDAR [212], air sampling methods that use particle filtration [128, 238], air

sampling with LA-laser absorbance ratio spectrometry (LAARS) [19, 91], LIBS [211],

and LIF [15, 83, 91, 242, 243]. UO2F2, besides its near-zero natural background, is

the most promising compound for aforementioned applications because of its chem-

ical stability. UO2F2, unlike UF6, remains as an aerosol for periods on the order of

several days, limited by its solubility in water [128]. LIF is advantageous for detection

of UO2F2 over the other proposed methods for two reasons: (1) the standoff detection

distance of LIF is greater than that of the air sampling methods, especially when com-

bined with filamentation which enables extended delivery of the excitation source; and

(2) LIF involves direct excitation of the molecular rovibrational states, whereas those

methods involving LA may require nontrivial stoichiometric analysis and considera-

tion of the natural backgrounds of oxygen and fluorine species to infer the presence

of UO2F2, since larger compounds tend to dissociate during breakdown. The lumi-

nescence spectrum of uranyl compounds has been extensively studied following cw-

or short-pulse excitation [4, 9, 14, 33, 46, 54, 55, 60, 61, 77, 81–83, 121, 159, 166–

171, 199, 242–244]. As suggested by these works, an additional prospect for using

LIF is the lower energy requirement to excite rovibrational modes of molecules, and

the resultant luminescence is typically longer lived than the emission from LPPs,

O(ms) [15].

This chapter demonstrates how filamentation can extend the distance at which

the luminescence of UO2F2 may be induced using LIF, presenting another example

how filamentation combined with analytical spectroscopy may be used for nuclear

safeguards or security. Also, interesting luminescence dynamics, unique to ultrshort-
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pulse excitation, are discovered and discussed herein. This chapter includes edited

portions from Refs. [216, 217].

7.1 Experiment

7.1.1 Sample Preparation

UO2F2 samples were prepared at the University of Nevada Las Vegas. The facility

was designed for chemical synthesis using efficient HEPA-filtered fume hoods and

glove boxes, and the methods described here followed locally approved radioisotope

handling and monitoring procedures.

Sample production began with preparation of anhydrous UO2F2 according the

procedure outlined in Ref. [31]. First, UO2(NO3)2.6H2O was converted to UO4.2H2O

by treatment with concentrated HNO3 and H2O2. Second, the resulting UO4.2H2O

was dissolved in 24% HF in a Teflon flask which was connected to a Schlenk line and

treated at 110 ◦C for 1 hr under flowing argon. Third, a yellow solid (UO2F2) was

obtained and subsequently placed in a desiccator over concentrated H2SO4 for one

week. Finally, the solid was dissolved in 3 mL 0.05 M HF/0.05 M KF to make a

0.05 M UO2F2 solution. The sample was then shipped to the University of Michigan

for spectroscopy experiments described in Sec. 7.1.2.

7.1.2 Ultrafast laser- and filament-induced fluorescence spectroscopy of

uranyl fluoride

Figure 7.1 shows the experimental scheme for filament-induced fluorescence spec-

troscopy. Relevant laser parameters (Lambda Cubed facility) include the pulse du-

ration of 50 fs, repetition rate of 80 Hz, and pulse energies spanning 1–1.6 mJ. Ex-

periments were conducted in air. The second-harmonic wavelength was generated

via SHG as described in Chapter 5, Sec. 5.1.2.1. The 400-nm pulses are well-aligned
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Figure 7.1: A 1-m FL (f/40) spherical mirror is used to form a filament following
SHG through a 100 µm-thick BBO crystal to create 400-nm pulses; residual 800-
nm light is rejected using a high-pass dichroic mirror. The 0.05 M UO2F2 solution is
placed 30 cm after the geometrical focus of the spherical mirror. The conical emission
from the filament excites sample luminescence collected with an f/2 collimator and
transported through a 400-µm diameter optical fiber into an Echelle spectrograph
coupled to an ICCD detector. Filament spectra are collected using an integrating
sphere and directed into a compact CCD spectrometer via optical fiber [216].
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Figure 7.2: The absorption spectrum of UO2F2 in solution is measured using a
UV/VIS spectrophotometer (green) and compared to the experimental SHG laser
spectrum, prior to filamentation (blue) [216].
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Figure 7.3: The incident laser spectrum (blue) is compared to the broadened spectrum
experiencing SPM, among other mechanisms, in the filament (light blue) as well as
blank HF sample (gray) and absorption and SPM in the UO2F2 sample (cyan) [216].

with the absorption spectrum of UO2F2, as shown by Fig. 7.2. The absorption spec-

trum was measured using a UV/VIS spectrophotometer. Residual 800-nm light was

rejected using a high-pass dichroic mirror with reflectance R(800 nm)<0.2%. The

sample was contained in a 1-cm×1-cm PMMA cuvette with transmission measured

to be T (>300 nm)>80%. Transmission measurements were compared to solution of

0.05 M HF/0.05 M KF contained in an identical cuvette, referred to as the blank. The

total absorption length included 2 mm of PMMA and 8 mm of solution [Eq. (2.30)].

The transmission of the blank was measured to be (80±3)%. SPM, among other

mechanisms described elsewhere [154], through the filament as well as cuvette and

sample results in notable spectral broadening as shown in Fig. 7.3; however, the

broadened laser spectrum is not expected to adversely affect excitation because its

extents are still within the favorable absorption range of the analyte.

The laser was focused using a 50-mm diameter, 1-m FL spherical mirror (f/40),

and a filament plasma with ∼4-cm length was observed near the geometric focus of

the mirror. The sample was placed 30 cm after geometric focus of the mirror, and

the conical emission from the filament was used to excite sample luminescence. Laser
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Figure 7.4: Example of a cumulative Voigt fit (red) of the measured luminescence
from aqueous UO2F2 (black) following excitation with 1-mJ incident energy.

spectra shown in Fig. 7.2 were recorded with an integrating sphere using a compact

CCD spectrometer (CCS200, Thorlabs). Sample luminescence was collected with a

f/2 collimator (Andor, CC52) coupled into a 400-µm diameter optical fiber. The

spectroscopy system is comprised of an Echelle spectrograph (Andor, ME5000) and

ICCD (Andor, iStar 334T). The spectrograph slit dimensions are 50 µm × 50 µm

providing a resolving power of ∼5000. Spectra were averaged over several excitation

laser shots. The spectrograph was wavelength-calibrated with an Hg-Ar lamp (Oriel,

Pen Light) and intensity-calibrated using a radiometric source (Ocean Optics, DH-

2000).

7.2 Results and discussion

7.2.1 Luminescence of UO2F2

Uranyl compounds luminesce from magnetic dipole transitions from the lowest

triplet 3∆g excited state to five vibrational levels in the singlet 1Σ+
g ground state,

resulting in four to six characteristic bands in the spectral range between ∼450 nm

and ∼650 nm [127, 242]. The luminescence mechanism is primarily phosphorescence

148



Table 7.1: Experimentally determined decay rates of the luminescence of aqueous
UO2F2 following ultrashort- and filament excitation [216].

Peak Decay rate, γ Filament-excited decay rate, γf
(×104 s−1) (×104 s−1)

1 4.7±0.1 4.7±0.2
2 4.3±0.1 4.4±0.2
3 5.6±0.5 4.7±0.2
4 5.3±0.2 4.6±0.4
5 4.8±0.8 5.5±0.4

which involves inter-system crossing, yielding longer-lived decay described by

Il(λ, t) =
∑
i

AiSi(λ) exp (−γit), (7.2)

where Ai and Si(λ) describe the strength and spectral band shape, respectively; and

γi is the characteristic decay rate for the uranyl complex i [23].

Figure 7.4 shows an example measured luminescence spectrum from aqueous

UO2F2 fit with a cumulative Voigt profile following excitation with the ultrashort 400-

nm SHG source, as described in Sec. 7.1.2. The spectrum exhibits five broad peaks,

labeled 1–5. The cumulative Voigt fit uses least squares with a Nelder-Mead simplex

algorithm to optimize fit parameters and accounts for the natural (Lorentz) [127]

shape of the transitions as well as instrumental (Gaussian) broadening. Table E.1 in

Appendix E summarizes the fit parameters including the measured centroid locations

and widths for each of the five peaks. The denotation for the peaks (labeled 1–5)

presented in this section is continued in the following sections.

7.2.2 Fast luminescence dynamics of UO2F2 in response to ultrashort-

and filament-excitation

The temporal character of the UO2F2 luminescence may be a useful component

of the signature for analytical measurements, especially for remote sensing applica-

tions, because time-gating may be used to isolate the rapidly-varying signal from
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Figure 7.5: (a) The time-dependent luminescence of aqueous UO2F2, excited by the
conical emission from filamentation with 1-mJ energy at the cuvette face, is accumu-
lated for 300 laser shots for each ICCD delay. (b) The logarithm of the individual
peak areas A is fit with a linear model to determine the decay constants γf [216].

slowly-varying backgrounds. Figure 7.5 shows the time-dependent UO2F2 lumines-

cence spectrum following excitation with the conical emission from the filament.

The conical emission was used for excitation, because the greater intensities near

the geometric focus of the spherical mirror (within the filament plasma zone) would

damage the cuvette containing the sample. For comparison, the luminescence and

its temporal profile are recorded also without formation of the filament, with just

ultrashort-pulse excitation with similar excitation intensities at the entrance face of

the cuvette to those used with filament excitation; those results are presented in

Fig. E.1 in Appendix E and summarized in Table 7.1. The range of laser and fila-

ment intensities (determined at the entrance face of the cuvette) used for excitation is

1.0–1.6×1011 W.cm−2. Figure 7.5(b) [and Fig. E.1(b)] measures the rate of decay γ(f)

of the luminescence assuming an exponential character according to Eq. (7.2). The

adjusted R2 values for each fit are greater than 0.96. The measured decay rates are

on the order of 104 s−1 and given in Table 7.1. The rates are similar between each of

the five peaks and similar between ultrashort-pulse and filament excitation schemes.

Strangely, the decay rates measured here are an order of magnitude greater than

those previously observed with ns-pulse excitation [15]. The rates measured in this
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Figure 7.6: Peak area for each of the five major peaks observed in the luminescence
spectrum for varying incident laser energies (translating to the range of peak intensi-
ties 1.0–1.6× 1011 W.cm−2)) [216].

work are more comparable to those determined with ns-pulse excitation, though with

higher excitation laser intensities on the order of 107 W.cm−2 [23]. The greater lumi-

nescence decay rates observed in Ref. [23] are attributed an increased contribution of

the triplet-triplet annihilation mechanism.

The timescale of excitation is on order of picoseconds, and the fs-pulse durations

used here are believed to cause nearly simultaneous excitation. The increased local

excited state density (in time) in turn increases the likelihood of the triplet-triplet

annihilation mechanism, because the collision rate, ergo the annihilation rate f33A,

varies with the square of the particle density

f33A = NUO2F∗2
NUO2F∗2

σ33Av, (7.3)

where NUO2F∗2
is the excited state density of UO2F2 ; σ33A is the triplet-triplet annihi-

lation cross-section; and v is the particle velocity. For interactions between particles

A and B, the rate would be proportional to the product of each density f ∝ NANB;

here NA = NB = NUO2F∗2
. Longer pulse excitation (with lower laser intensities) results

in prolonged distribution of the excited state in which annihilation occurs less fre-
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Figure 7.7: The experiment is modified to detect the luminescence of UO2F2 from a
standoff distance of 6.5 m; the sample is still excited at a distance of 1.3 m from the
focusing optic [217].

quently, and the primary luminescence mechanism is instead phosphorescence which

is typically longer-lived. Moreover, for the relevant range of laser energies used in the

present study (translating to the range of peak intensities 1.0–1.6 × 1011 W.cm−2),

the total luminescence appears saturated as shown in Fig. 7.6. These results may

indicate saturation of the local excited state density, such that the rate of the an-

nihilation mechanism is at a maximum. Ultimately, the saturated contribution of

annihilation to the measured decay rate may bode well for analytical measurements,

in which the time-signature is more reproducible using filamentation with the relevant

range of peak intensities. Further work is necessary to confirm that triplet-triplet an-

nihilation is more prevalent for ultrashort-pulse excitation and to explore the effect

of concentration and laser intensity on the occurrence of this phenomenon in more

detail.

7.2.3 Scaling the detection distance for filament-induced fluorescence spec-

troscopy of UO2F2

Further work is necessary to explore the trend of the signal for greater intensi-

ties (& 1011 W.cm−2). These intensities are easily exceeded by the typical filament
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Figure 7.8: UO2F2 luminescence spectra are compared between the 1-m and 6.5-m
standoff detection schemes. A noise-filtering method is used to help guide the eye to
the shape of the luminescence [217].

Figure 7.9: UO2F2 luminescence is extrapolated considering the solid angle Ω/4π of
the collection optic and the inverse square law 1/R2 to predict the maximum detection
distance. A detection distance of 9.7 m is predicted for when the extrapolated signal
reaches the 3σ detector noise level.

153



clamped intensities, on the order of 1013 W.cm−2 as discussed in Sec. 4.1.6. In the

present case, the limitation of sample damage prohibited investigating this range of

greater intensities. In this section, the feasibility of standoff detection is demon-

strated and limits of the detection range are discussed. The results shown here may

be scalable for extended excitation distances also, if the trend of saturated signal level

continues for larger intensities.

Figure 7.7 shows a standoff detection scheme, in which the collection optic and

detector are moved to a distance of 6.5 m away from the sample. In this scheme, the

collection optic is changed to a 4”-diam., 20-cm FL lens to increase the solid angle

efficiency. The solid angle for a circular aperture with radius rcoll and at a distance

R is derived from Eq. (4.18)

Ω = 2π

(
1− R√

r2
coll +R2

)
. (7.4)

The solid angle efficiency from the 1-m detection scheme is 1.6× 10−4, and the larger

collection optic for the 6.5-m detection preserves the efficiency 1.5×10−4. Notably, the

400-µm fiber with numerical aperture of 0.2 accepts the entire range of angles from the

collection optic with numerical aperture 0.25, as described by Eq. (4.21). However,

the small fiber aperture size limits the coupling efficiency to 0.33 by comparing the

AFOV [Eq. (4.20)] of 58◦ to the TFOV [Eq. (4.19)] of 177◦. The coupling between

the fiber and detector and other instrument losses remains the same between both

schemes. Atmospheric attenuation is also ignored. The luminescence spectra recorded

using both collection schemes are compared in Fig. 7.8. Luminescence is accumulated

for 300 excitation laser shots, like in the 1-m collection experiments. In the current

setup, the clear limiting factor toward detection is detector noise. Major contributors

to detector noise include detector dark current (0.1 photoelectron/pixel/second) and

background leakage. This noise is determined experimentally with the same number

154



of accumulations (300 shots) as the signal to have a mean number of counts 1.4× 104

(47 counts per shot, ∼10.5 of these are predicted to arise from dark current with

a 1024×1024 pixel array and integration time of 100 µs) and standard deviation

2.9 × 103. A maximum detection distance of ∼9.7 m is predicted by extrapolating

the total signal measured in both collection schemes with the inverse square law

and accounting for the differences in geometric attenuation (solid angle, coupling),

as shown in Fig. 7.9. The 4”-diam., 20-cm FL lens is chosen as the collection optic

for this prediction, and a third-standard deviation (3σ) noise cutoff is set as the

lower limiting factor toward detection. These results demonstrate practical standoff

detection of UO2F2, though further work is necessary to explore different analyte

concentrations and the scalability of filament excitation distance.

7.3 Summary

The results presented in this chapter demonstrate a novel standoff detection

method for UO2F2 by combining filamentation with LIF. Unique, fast decay rates

are discovered for fs- and filament-excitation schemes and attributed to an increased

likelihood of prompt triplet-triplet annihilation as opposed to longer-lived phospho-

rescence. The saturated emission for the range of excitation laser intensities on order

of 1011 W.cm−2 used in this study bode well for scaling the excitation distance using

filamentation, which can sustain clamped intensities on the order of 1013 W.cm−2 over

significant distances. Here, a standoff detection distance of 6.5 m is demonstrated, and

a maximum detection distance of 9.7 m is predicted for the same collection scheme.

Nevertheless, further work is necessary to explore the scaling of excitation distance

and determine the analyte concentration limits for minimum detection. The con-

tribution of the annihilation decay mechanism should also be investigated for lower

analyte concentrations. Finally, other forms of UO2F2, for example as an aerosol

or solid particulate, should be interrogated in order to simulate field applications.
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Such applications of the proposed method include guiding remediation around ura-

nium conversion and enrichment facilities as well as monitoring declared or detecting

undeclared enrichment activity.

156



CHAPTER 8

Millisecond-Duration Suppression of Optical

Signals Using Filamentation

Chapters 6 and 7 demonstrate that filamentation can be used to extend the propaga-

tion distance of the excitation source used in various analytical spectroscopy methods

including LIBS (FIBS) and LIF. In these previous chapters, the standoff collection of

optical signals formed following excitation was optimized: first, by temporal gating

to reject unwanted backgrounds; and second, by maximizing the collection efficiency

via solid angle, coupling, FOV, etc. Chapter 4, Sec. 4.3, discusses in more detail

the components that must be considered when constructing a collection system. Sec-

tion 4.3.1 in Chapter 4 describes an approach to use the structures associated with

filamentation for waveguiding optical signals. In particular, the thermal waveguiding

mechanism relies on the relaxation of the gas temperature and density in the wake

of the filament plasma occuring over several milliseconds and was shown to enhance

the collection of spectroscopic signal from an air LPP [117]. Thermal waveguiding

involves structuring the filament in such a way that an annular region of greater

gas temperature and pressure is created. The thermal relaxation of the propagation

medium can also be used as a means to reject time-varying optical signals in the wake

of an unstructured (Gaussian), single filament plasma.

This chapter presents a novel approach that uses the ms-timescale thermal relax-
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ation of air left in the wake of a single filament plasma in combination with imaging

to reject a temporal slice of the optical signal. The thermal relaxation of air in the

wake of the filament has been extensively studied in both experiments and simula-

tions [36, 115, 118, 135, 137, 174, 187, 197], and the idea that the depressed index

region in the wake of a single filament could be used as an anti-guide has been pro-

posed [44]. However, filament anti-guiding of spectroscopic optical signal, such as the

signal produced in LIBS or FIBS, has not yet been reported. In Sec. 8.2, the ms-

time-scale index change of air is reconstructed from shadowgraphic imaging of the

filament structure and compared to index change predicted by an analytical model.

The results from the experimental determination of the refractive index change using

shadowgraphy agree well with previous interferometric measurements [36] and sim-

ulations [174]. Shadowgraphy presents a simpler means to experimentally measure

such index changes, requiring only a single arm of the probe beam in contrast to

interferometry, which compares the probe arm to a reference arm via interference.

In Sec. 8.3, ms-duration anti-guiding of both a CW beam and time-varying spectro-

scopic signal is demonstrated using the thermal relaxation mechanism in the wake of

a single filament. The boundary of the anti-guiding structure causes significant reflec-

tion and refraction, inhibiting the propagation of the signal. These results bode well

for remote sensing applications using techniques like FIBS, where early-time signal

suppression may be used to reject continuum, or late-time signal suppression may be

used to reject molecular or agglomerate hot-body emissions.

8.1 Experiment

Figure 8.1 shows the experiment for probing and testing the filament anti-guide

structure that includes multiple diagnostics. The Lambda Cubed laser system is used

in this study with an energy of 1 mJ, pulse duration of 50 fs, central wavelength of

800 nm, and 480 Hz repetition rate. The 11-mm Gaussian diameter beam is focused

158



Figure 8.1: Multi-diagnostic scheme for probing and testing of anti-guiding using a
single filament structure. Two counterpropagating probes are used interchangeably:
a 10-ns, 532-nm Nd:YAG pulse and a CW 632.8-nm He-Ne laser. A pair of thin-
film polarizers (TFP) is used to attenuate the 50-fs, 800-nm Ti:sapphire beam in
combination with a half-wave plate (λ/2) which forms the filament and separate it
from the probe. The filament beam is focused with a 1-m FL lens. The exit plane
of the filament anti-guide is imaged onto an imaging Czerny-Turner spectrometer
coupled to a camera (ICCD or CCD, interchangeably). A removable mirror is used
to direct the probe onto a photodiode (PD) to determine temporal evolution of the
anti-guided He-Ne signal. For anti-guiding spectroscopic signals, a 10-ns, 1064-nm
Nd:YAG pulse is used to breakdown air or ablate an aluminum-containing alloy target,
as shown in the photograph. An iris is used to select the region of interest in the
image for anti-guiding. The inset shows alignment of an air breakdown spark with
the filament anti-guide using the shadowgraphic imaging diagnostic; the scale in the
inset denotes 1 mm.
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to form a filament using a 1-m FL lens (f/90). A pair of thin-film polarizers is used

to attenuate the 800-nm beam in combination with a half-wave plate and also to

separate it from the counterpropagating, cross-polarized probe beam. Two probes

are used interchangeably: a 10-ns, 532-nm Nd:YAG pulse and a 632.8-nm CW He-

Ne laser. The exit plane of the filament anti-guide is imaged onto the slit of an

imaging Czerny-Turner spectrometer (Horiba Jobin Yvon, MicroHR) coupled to a

camera (ICCD or CCD, interchangeably). The ICCD (Andor, iStar 334T) is used in

combination with the CW probe, while the CMOS (Mightex, CGE-B013-U) is used

in combination with the pulsed probe. The exit plane of the anti-guide is defined

as the point along the propagation axis where the filament plasma begins to form,

determined experimentally by the appearance of a “hole” in the image by varying

the image plane along the propagation axis. A removable mirror is used to direct the

probe onto a photodiode (Thorlabs, DET36A, 14 ns rise time) to determine temporal

evolution of the anti-guided He-Ne signal. For anti-guiding spectroscopic signals, a

10-ns, 1064-nm beam from an Nd:YAG laser is focused using a 15-cm FL lens to

either breakdown air or an aluminum alloy target placed at geometric focus. The

imaging diagnostic allows for alignment of the pump, probe, and LPP as shown by

the inset of Fig. 8.1. For anti-guiding of the spectroscopic signal, the LPP is formed

10 cm after geometric focus of the 1-m FL lens used for filamentation, as shown by

the photograph in Fig. 8.1.

8.1.1 Finite-difference method for reconstruction of the refractive index

change from shadowgraphy

As discussed in Chapter 2, Sec. 2.1.3, shadowgraphic imaging can be used to

reconstruct the change in refractive index of a perturbed medium. Here, the finite

difference method is used to reconstruct the index [53]. Equation (2.29) may be
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rewritten as

∆I =
d2

dy2
δN, (8.1)

where ∆I = 1
Ldet

I0−Im
I0

and δN =
∫
L
δndz. The measured change in intensity at point

i is

∆Ii =

δNi+1−δNi

∆y
− δNi−δNi−1

∆y

∆y
=
δNi−1 − 2δNi + δNi+1

∆y2
, (8.2)

where ∆y, here, is the pixel size of the detector. The measured intensity pattern

(along of two principal axes) is then related to the index change by the matrix A with

elements aij = 1
∆y2

and aii = − 2
∆y2

:

∆I = AδN. (8.3)

In this work, an iterative Jacobi algorithm is used to reconstruct the one-dimensional (1D)

refractive index change from shadowgraphic imaging of the filament and its remnants.

The Jacobi algorithm is outlined in more detail in Ref. [53].

8.2 Forming the filament anti-guiding structure

This section investigates the ms-timescale change in refractive index of air follow-

ing the formation of a single filament via experiment and modeling. Shadowgraphy

is used with a counterpropagating probe to determine the refractive index change.

Figure 8.2 shows example shadowgraphs of the evolution of the gas in the wake of

a single-filament plasma formed from a near-Gaussian beam profile. The changes in

gas temperature and pressure in the wake of the filament plasma cause the observed

change in refractive index of the medium. The counterpropagating probe consequently

undergoes reflection and refraction at the interface of the air and thermal anti-guide.
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Figure 8.2: Time-resolved shadowgraphic images using the 10-ns, 532-nm Nd:YAG
probe. The probe beam is used to image the exit plane of the filament as described
in Sec. 8.1. The probe delays are shown in each image, and determined with respect
to the arrival of the filament laser pulse. A reference beam profile is also shown. The
red circle denotes the region of interest in which the probe transmission is measured,
as shown in the plot [221].

The shockwave is still within the probe beam in the earliest frame; however, the shock

expands beyond the image region by the time of arrival of the second probe. Another

noteworthy feature in the earliest frames is the dark region, or “hole”, at the center

of the probe beam in the wake of the plasma. The plasma dissipates within several

tens of nanoseconds as discussed in Chapter 5, Sec. 5.1. The graph in Fig. 8.2 shows

the ratio of the energy in the marked region of interest and the energy over the entire

reference beam profile as a function of time, as determined by image analysis. The

transmitted signal in the region of interest drops to ∼5% at a delay of 100 µs after

the filament pulse, and the hole persists for nearly 1.5 ms.

Cheng et al. [36] demonstrated that the behavior of the gas in the wake of the

filament may be approximated by an analytical model which is derived as a solution to

the thermal diffusion equation. Here, the evolution of the peak change in temperature

and pressure of the gas is investigated. From Ref. [36], the peak gas temperature Tp
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Figure 8.3: (a) The temporal evolution of the peak change in air temperature (left)
and pressure (right) is predicted using an analytical model [36]. (b) Temperature-
and pressure-dependent Sellmeier equations [178] are used to predict the peak change
in the refractive index from the results of the analytical model in (a). The calculated
change in index is compared to measurements. A 1D finite-difference reconstruction
is used to determine the change in index from shadowgraphy with Ldet = 107 µm.
The peak index change is determined from each profile as shown by the inset.
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evolves as a function of time t according to

∆Tp(t) = Tp(t)− Tb = ∆Tmax
R2

0

R2
0 + 4αt

, (8.4)

where ∆Tmax and Tb are the maximum temperature change and the background tem-

perature of the gas, respectively; R0 is the initial (Gaussian, 1/e) radius of the per-

turbed region of the medium; and α is the ratio of the thermal conductivity κ and

specific heat capacity of the gas cp, α = κ/(cpρ). The peak change in pressure is

determined by the ideal gas law, P = ρRT , where ρ is the gas density and R is the

gas constant, resulting in the model:

∆Pp(t) = Pb
∆Tmax

Tb

R2
0

R2
0 + 4αt

, (8.5)

where Pb is the background gas pressure. The calculated temperature and pressure

of air in the wake of the filament are used to predict the peak change in the refractive

index of the gas and for comparison with measurements. Here, the maximum tem-

perature change ∆Tmax is a free parameter that is used to match the change in index

to that measured from shadowgraphy. The initial radius R0 of the perturbed region is

also determined from measurements to be 50 µm. The background temperature and

pressure of air are 300 K and 1013.25 mbar, respectively. The change in refractive

index is calculated using temperature- and pressure-dependent Sellmeier equations

for air [178]. A 1D finite-difference reconstruction is used to determine the refrac-

tive index change from shadowgraphy, as described in Sec. 8.1. The finite-difference

reconstruction is performed along the centerline of pixels from the images shown in

Fig. 8.2. The peak change in index is determined at the center of the reconstructed

radial profile, as shown by the inset of Fig. 8.3(b). The peak index change is iter-

atively compared to that predicted by varying ∆Tmax in the model. A maximum

temperature change of 60 K yields a good match for the measured change in index in
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the range −5× 10−5 to −1× 10−5. The measured and predicted change in index are

comparable to those reported in Ref. [36], in which a maximum temperature change

of ∼100 K was determined, and the change in index was measured to be in the range

−6× 10−5 to −1× 10−5 using interferometry. Further, these results agree with com-

putational results in Ref. [174]. Shadowgraphy involves simpler implementation than

interferometry by requiring only a single beam arm without the need for a reference

and is demonstrated as an alternative means to quantitatively measure change in the

refractive index of the filament propagation medium even over long timescales, with

similar sensitivity to interferometry, O(∆n ∼ 10−5). The following section presents

a practical demonstration of the filament anti-guide used for rejection of CW and

time-varying optical signals.

8.3 Demonstration of anti-guiding of spectroscopic signal us-

ing filamentation

The efficacy of anti-guiding is demonstrated with a CW signal as shown in Fig. 8.4.

In these measurements, the counterpropagating CW He-Ne probe is coupled into the

anti-guide structure with a 4-m FL lens (f/400), as shown in Fig. 8.4(a) and (b),

in order to determine the extent to which such optical signal may be rejected. A

photodiode is used to measure the time-dependent He-Ne signal transmitted through

the anti-guide. The transmitted signal returns to its original level after ∼1.5 ms

between subsequent laser pulses for a filament laser repetition rate of 480 Hz. The

relaxation timescale is consistent with that determined in Sec. 8.2, as shown by the

plot in Fig. 8.2 and Fig. 8.3. The maximum signal attenuation is ∼8% in this configu-

ration. Following experiments demonstrate the practical application of the anti-guide

in combination with imaging to reject spectroscopic optical signal from an LPP.

The emission from an LPP formed following ns-pulsed LA of an aluminum-containing
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Figure 8.4: (a) Reference He-Ne spot focused into the filament anti-guide structure
using a 4-m FL lens. (b) Example filament anti-guide structure illuminated with the
focused He-Ne probe. Both reference and filament images were recorded using an
ICCD with a gate delay of 0 µs and width of 200 µs. (c) Temporal evolution of the
transmitted focused He-Ne probe through the filament anti-guide measured with a
photodiode. Effects from several subsequent filament laser pulses are shown in the
window; the laser repetition rate is 480 Hz. The dashed line shows the unperturbed
(CW) He-Ne signal.
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Figure 8.5: (a) Example spectrum from an LPP formed following ns-pulsed LA of an
aluminum target. The spectrum is recorded with an ungated CMOS camera, with
a trigger delay of 1 µs with respect to the ablation laser. (b) Time-varying signal is
convolved with the slow falling edge of the CMOS exposure window. A 10-ns pulse
from an Nd:YAG laser is used to determine the temporal shape of the falling edge,
and Fourier transform deconvolution is used to determine the temporal dependence of
the Al I 394.40 nm line, shown in (c). The results of the deconvolution are compared
to a fast-gated measurement of the Al I signature using an ICCD.
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alloy target is studied. The relevant spectral and temporal signatures from the Al-

LPP are shown in Fig. 8.5. Anti-guiding of Al I 394.40 nm and Al I 396.15 nm

signatures, shown in Fig. 8.5(a), is investigated. For standoff or remote sensing es-

pecially, the temporal signature may be equally important to the spectral signature,

because temporal gating is an effective means to distinguish signal from background.

The filament anti-guide may be used as an all-physical gate to suppress unwanted

early- (e.g. plasma continuum) or late-time optical signal (e.g. molecular or ag-

glomerate hot-body emission) as an alternative to using a time-gated detector. In

these experiments, a triggerable but ungated CMOS camera is used as the detector

to demonstrate using the anti-guide as a physical (as opposed to electronic) gate. The

CMOS detector has a relatively long exposure window of ∼0.2 ms, with a slow falling

edge. The falling edge of the exposure window is measured in Fig. 8.5(b) using a

10-ns laser pulse from an Nd:YAG. A similar measurement is made with the emission

from the Al-LPP, and discrete Fourier transform deconvolution is used to determine

the decay of the signal from the LPP. The slower decay of the LPP emission f is

convolved with the falling edge of the exposure window g, f ∗ g = h, where h is

the measured signal. The signal is deconvolved in the frequency domain following a

Fourier transform F = H/G where F , H, and G are the Fourier transforms of f , h,

and g, respectively. Here, the falling edge measured with the short-pulse laser is used

to determine the response function. The results of the deconvolution are shown in

Fig. 8.5(c). The deconvolved decay of the emission from the Al-LPP measured with

the CMOS camera matches that measured using a fast, electronically-gated ICCD.

The Al I 394.40 nm line emission persists over ∼1 µs. This procedure demonstrates

that despite the long exposure window and slow falling edge of the CMOS camera, a

comparably fast time signature may be deconvolved using a scanning measurement.

Figure 8.6(a–c) shows the imaging method used for alignment of the LPP to

the filament anti-guide and iris aperture to isolate the anti-guide region of interest.
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Figure 8.6: Imaging was used for (a) alignment of the LPP signal source to the
filament anti-guide and (b–c) isolating the anti-guiding region. (d) Example anti-
guided spectrum from the Al-LPP compared to a reference spectrum without the
anti-guide. (e) Normalized spectra. (f) The anti-guiding timescale for Al signatures
is compared to that of a counterpropagating CW He-Ne probe, from Fig. 8.4.
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Figure 8.6(a) shows the alignment of an air breakdown plasma as a surrogate for

the solid-target (Al) plasma which was actually used for anti-guiding measurements.

For solid-target ablation, an aluminum plate is placed at the geometric focus of the

15-cm FL lens, whose location was not changed from the measurements with the

air LPP. The iris aperture is a physical means to narrow the FOV, though a post-

processing procedure may similarly be used, as shown in Fig. 8.2. Here, the ungated

CMOS detector, with an exposure window of ∼0.2 ms, is used. The ablation laser

and CMOS trigger are synchronized, such that the laser fires 0.1 ms after the CMOS

trigger ensuring the entire plasma emission (which persists for ∼1 µs as shown in

Fig. 8.5) is integrated. The ablation laser and CMOS trigger are delayed with respect

to the filament laser pulse. After alignment of the LPP, anti-guide, and iris via

imaging, the spectrograph slit is closed to 50 µm and grating is rotated to resolve the

Al I lines. An example anti-guided spectrum from the Al-LPP is shown in Fig. 8.6(d)

and (e); evidently, both identified Al I spectral signatures are suppressed, and the

background is suppressed more improving prospects for analytical measurements. The

signal-to-background is improved from∼2.3 in the reference to∼9.0 in the anti-guided

spectrum. In this study, the early-time continuum is integrated alongside the spectral

line signatures, because of the use of the ungated CMOS detector. Figure 8.6(f)

shows the measured transmission of the Al I spectral signatures for delays through

the filament anti-guide. Notably, the anti-guiding timescale is similar to that observed

in previous configurations using a counterpropagating probe laser (unfocused, pulsed

probe in Fig. 8.2 and focused CW probe in Fig. 8.4). In contrast to the ns-pulsed

or CW collimated probes, the LPP is an omnidirectional source with a ∼µs-long

temporal signature. The directionality of the emission from the LPP complicates

measurements in addition to spectrally-resolving the image of the exit plane of the

anti-guide. Nevertheless, the anti-guide is shown to suppress Al I signatures by ∼46%.

These results have implications for standoff or remote detection of emission from LPPs
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relevant to FIBS. It is demonstrated that the filament may be used in combination

with imaging as a physics-based means to suppress spectroscopic signature with a

time dependence that could allow improved measurements with ungated detectors

such as the CMOS cameras, as used in this demonstration. For example, a user may

want to reject early-time continuum or late-time molecular emission from an LPP.

8.4 Summary

Previous works demonstrated that the thermal relaxation of the gaseous propa-

gation medium in the wake of the filament plasma may be structured to form waveg-

uides, which can be useful for guiding optical signals. The residual temperature and

pressure changes in the gas cause a change in the refractive index on order of 10−5 in

air which lasts on order of milliseconds. This chapter demonstrates that this change

in refractive index could be useful for anti-guiding optical signals. First, in Sec. 8.2,

it is shown that shadowgraphy can be used as an alternative quantitative technique

to measure the residual refractive index left in the wake of a single-filament plasma

with similar sensitivity to interferometry, O(∆n ∼ 10−5). The method is used to

determine the temporal dependence of the peak change in index on the ms-timescale,

and results agree with the analytical model which predicts that the index change is

influenced by variations upwards of 20% in the air temperature and pressure. These

results similarly agree with previous interferometric measurements [36] and simula-

tions [174]. Further work should be done to investigate larger laser repetition rates

&1 kHz which may cause lasting effects on the gas properties, because relaxation is

found to occur between 1–1.5 ms. Section 8.3 discusses a practical application of

the filament anti-guide for suppressing counterpropagating CW signal from a He-Ne

probe as well as spectral line signatures from an Al-LPP. The spectral signatures

from the Al-LPP are shown to be suppressed by ∼46% when using an iris to isolate

the region of interest. These results demonstrate that the filament anti-guide can be
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used as an physics-based method to reject time-varying spectral signatures, for ex-

ample the unwanted early-time continuum from an LPP, as an alternative to using a

fast-gated detector. The anti-guiding technique, therefore, may have implications for

standoff or remote FIBS. The following chapter discusses concatenation of filament-

driven thermal waveguides as another means to enhance analytical performance of

the remote FIBS technique.
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CHAPTER 9

Concatenation of Filament-Driven Thermal

Waveguides

Previous works demonstrated that filamentation can be tailored to form a waveg-

uide in a gaseous medium like air [34, 117, 137, 143, 197]. Such gas plasmas have

been shown to be able to guide microwaves [34] and laser beams [143] when arranged

into annular structures; this form of waveguiding persists only for several nanoseconds

because the peripheral clad region, comprised of the plasma, dissipates rapidly as elec-

tron recombination occurs [8, 143, 249]. The free electron distribution in the plasma

depresses the refractive index of the gas, described by Eq. (2.8), forming the equiva-

lent of a waveguide clad. Annular plasma structures were produced using deformable

optics, controlling the phase and intensity pattern of the filament-driver beam [34]. A

modified Bessel-Gaussian intensity pattern was also proposed as a method to shape

the annular plasma structure [249]. The refractive index change induced by the steep

pressure gradient in the shockwave formed alongside the filament can also be used for

waveguiding. Acoustic waveguiding was demonstrated with an unaltered Gaussian

input intensity pattern [137] as well as with symmetric arrangements of several plasma

filaments by shaping the phase pattern of the input beam [117, 197]. This waveguiding

mechanism persists for several microseconds, corresponding to the rate of shockwave

expansion. Thermal guiding relies on the longer-lived relaxation of temperature and
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pressure of the gas in the wake of filament plasma, as discussed in Chapter 8. Prior

work demonstrated notable improvement in the collection of optical signals enabled

by filament-driven thermal waveguiding, including spectroscopic emission from an

LPP [117, 197]. Thermal waveguiding relies on shaping the filament-driver beam in

order to form an annular region with an elevated temperature and pressure, creating

a clad region with depressed index. In previous work, a series of half-pellicles was

used to seed and symmetrically arrange multiple filament cores [117]; other means to

control the arrangement of multiple filaments have been proposed and demonstrated,

for example the use of deformable optics [63] or a split lens, as described in Chapter 5,

Sec. 5.2.1. This chapter demonstrates that two filament-driven thermal waveguides

may be concatenated to extend the total waveguide length and increase the collec-

tion efficiency of optical signal and thereby improve analytical performance of the

LIBS/FIBS method.

Concatenation of single- and multiple-filaments has been modeled [42, 80] and

experimentally demonstrated [181, 236] for extending the filament plasma channel

length. Other methods for extending the channel length that have been explored

include a nested-phase configuration of filament driver pulses [151], externally “refu-

elling” the channel with a secondary laser pulse [16, 203], and modifying the input

beam intensity and phase patterns [67, 76, 109, 189]. In the method explored in this

dissertation, simultaneous elongation and control over the seeding and arrangement of

multiple filament cores is necessary in order to extend the thermal waveguide length.

A lens split into thirds is used to seed and control the arrangement of three filament

cores, which form the equivalent of a clad of the thermal waveguide after plasma

dissipation. Two such waveguides are formed and concatenated on the same axis,

and the efficacy of signal collection is measured for each individual waveguide as well

as the concatenated structure. The concatenated filament-driven thermal waveguide

provides an enhancement of injected signal from a continuous-wave probe laser, as
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well as enhancement of the signal-to-background ratio of characteristic line emission

from an LPP, when compared to waveguiding with individual component structures.

9.1 Experiment

Figure 9.1 shows the experiment for forming and testing the individual and con-

catenated filament-driven thermal waveguides. The filament driver is an 800-nm, 55-fs

pulse (480 Hz) from the Lambda Cubed Ti:sapphire-based CPA system. A half-wave

plate is used to rotate the linear polarization of the beam, so it may be separated into

two legs with a thin-film polarizer. The pulse energy for the reflected (s-polarized) leg

is measured to be 5.2 mJ, and the pulse energy for the transmitted (p-polarized) leg is

measured to be 5.6 mJ. A 2-m FL (f/80) lens is split into thirds and used to focus the

reflected leg. The transmitted leg is focused using a 2.5-m FL (f/100) split lens. The

transmitted leg is delayed by 20.5 ns with respect to the first leg using a delay stage;

the delay ensures that this second pulse may propagate through the region in which

the filament air plasma is formed by the first pulse and experience negligible pertur-

bation from the free electron density, because electron recombination is expected to

occur over several nanoseconds. The transmitted leg is recombined with the reflected

leg through a second thin-film polarizer. The long-exposure photographs in Fig. 9.1

show the alignment of the two filament structures along the propagation axis. The fo-

cal plane of the 2.5-m FL lens is positioned 25 cm after the focal plane of the 2-m FL

lens. A counterpropagating (632.8 nm) CW He-Ne probe is used for imaging and

alignment of the filaments. This probe is later coupled into the 2.5-m filament-driven

thermal waveguide using a 2.5-m FL (f/250) lens. The focal plane of the coupling

lens, denoted as the coupling plane, is 12 cm after the focal plane of the 2.5-m FL

split lens. The probe is first separated from the reflected leg of the filament-driver

using the thin-film polarizer and then from the transmitted leg using a short-pass

dichroic mirror with a cutoff wavelength of 638 nm. A series of 632.8-nm narrowband
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Figure 9.1: Multi-diagnostic scheme for probing and testing the concatenation of
two filament-driven thermal waveguides. A counterpropagating CW 632.8-nm He-Ne
laser is used interchangeably for shadowgraphic imaging of the waveguides and test-
ing of guiding. A pair of thin-film polarizers (TFP) in combination with a half-wave
plate (λ/2) is used to separate the 55-fs, 800-nm Ti:sapphire beam into two cross-
polarized legs. The first leg is focused using a 2-m FL lens split into thirds to form
the first thermal waveguide, while the second leg is delayed and focused using a 2.5-m
FL split lens to form the second thermal waveguide. For guiding measurements, the
He-Ne beam is coupled into the 2.5-m and concatenated waveguide structure using
a 2.5-m FL lens; the coupling plane, denoted in the photograph, is located one focal
distance from the coupling lens. The object plane, denoted in the photograph, of the
2-m and concatenated structures is imaged onto an imaging Czerny-Turner spectrom-
eter coupled to an ICCD. The He-Ne and spectroscopic signals are separated from
the filament-driver by a TFP and short-pass dichroic mirror with a cutoff wavelength
of 638 nm. An aperture is used to select the region of interest (ROI) in the image for
waveguiding. A removable mirror is used to direct the probe onto a photodiode (PD)
to measure the temporal evolution of the guided He-Ne signal. For guiding spectro-
scopic signals, a 10-ns, 1064-nm Nd:YAG pulse is focused using a 5-cm FL lens in
order to ablate a copper (Cu) target, such that the LPP is positioned at the coupling
plane.
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Figure 9.2: For guiding spectroscopic signal from a Cu-LPP, the counterpropagating
He-Ne is used in an imaging configuration to align (a–b) each waveguide structure,
(c) the target and LPP, and (d) the partially-closed aperture which is used to select
the ROI in which the guided signal enhancement is observed. The circle markers
denote the center of mass (CoM) for single-filament cores, while the triangle markers
denote the CoM of the three cores. These markers are overlaid onto each image to
compare the locations of each waveguide structure. The box in (c) is the projection
of the 50-µm-wide slit onto the image for spectroscopic measurements (slit height is
500 µm), and the circle shows the size of the fully-closed aperture (900 µm-diameter)
for He-Ne guiding measurements.

Figure 9.3: The camera gate is synchronized to the ablation laser with a delay of
1 µs and width of 20 µs, so that it integrates the emission from atomic species in
the Cu-LPP while rejecting early-time continuum. The ablation laser and camera
are then delayed arbitrarily with respect to the filament-driver pulse. An illustrative
thermal guiding timescale is shown for comparison.
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interference filters are used in combination with an iris to reject transmitted light

from the filament driver and protect the He-Ne and other downstream optics. A 1”-

diam., 40-cm FL lens is used to image the filaments and collect the signal transmitted

through the waveguides. The imaging/collection lens is mounted on a stage so that

the object plane may be translated along the propagation axis. The object plane for

observing the exit mode of the guided He-Ne beam and measuring the guiding effi-

cacy is denoted in the photograph in Fig. 9.1. This object plane is 10 cm before the

focal plane of the 2-m FL split lens. An aperture whose opening size is adjustable is

placed in front of the imaging lens to physically narrow the region-of-interest to that

in which greatest guiding signal enhancement can be observed. A flip mirror is used

to interchangeably direct the probe to either a photodiode (Thorlabs, DET36A, 14 ns

rise time) or an imaging Czerny-Turner spectrometer (Horiba Jobin Yvon, MicroHR)

coupled to an ICCD (Andor, iStar 334T). For imaging the filament structure and the

exit mode of the guided He-Ne beam, an ICCD gate width of 100 µs is used. During

imaging measurements, the spectrometer grating is rotated to view the first order

diffraction image of the monochromatic He-Ne at 632.8-nm, aiding rejection of un-

wanted scatter from the filament, driver, and other sources. A narrowband 632.8-nm

interference filter placed before the photodiode is used similarly for this purpose.

For guiding spectroscopic signals from an LPP, a 10-ns, 1064-nm, 100-mJ pulse

from an Nd:YAG laser (Quantel, Evergreen2) is focused with a 5-cm FL (f/5) lens

onto a copper target. The focusing configuration is arranged so that the LPP is cen-

tered on the coupling plane for the He-Ne probe. Figure 9.2 shows the alignment of

two filament waveguides formed with the 2-m and 2.5-m split lenses with respect to

one another. The mean separation between filament cores in the 2-m split lens struc-

ture is ∼900 µm, and the mean separation for the 2.5-m split lens case is ∼800 µm.

The distance between the centers-of-mass of the structures is ∼200 µm. Subsequently,

the copper target and LPP are aligned with respect to the waveguides, and then the
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aperture is similarly aligned. Due to the rapid timescale of the LPP evolution, a

2-µs gate width is used to record the image the LPP; whereas the other images were

recorded with a longer gate width of 100 µs. The target is translated periodically to

avoid excessive drilling or cratering which may influence LPP formation. Figure 9.3

shows a diagram which outlines the synchronization of the filament driver, ablation

laser and LPP, and camera gate. For spectroscopic measurements of the emission

from the Cu-LPP, the spectrometer slit is closed to 50 µm, and the grating is rotated

to view the spectral region centered at ∼515 nm. The camera gate is synchronized to

the ablation laser pulse with a delay of 1 µs and width of 20 µs. In this way, the early-

time continuum emission from the LPP is avoided. The ablation laser and camera

are then delayed with respect to the filament driver pulse. Illustrative profiles of the

filament-driven thermal waveguide and evolution of the LPP are shown in Fig. 9.3

for comparison.

9.2 Guiding continuous optical signal with a concatenated

filament-driven thermal waveguide

Figure 9.4 shows images of the filament-driven waveguide structures formed using

the 2-m FL split lens and the 2.5-m FL split lens, respectively. The object plane is

changed in each case by translating the imaging lens. The elevated gas temperature

and pressure in the wake of the filament plasma are expected to decay according to

Eqs. (8.4) and (8.5), respectively, causing a change in the refractive index as described

in Sec. 8.2. In previous work, the “hole” diameter (FWHM, d1/2), that describes

the size of the perturbed index region, was found to increase as a function of time

according to [36]

d1/2 =
√
R2

0 + 4αt. (9.1)
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Figure 9.4: Shadowgrams showing the temporal evolution of the filament-driven ther-
mal waveguide formed using the (a) 2-m- and (b) 2.5-m-FL split lenses.
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Figure 9.5: Images showing the temporal evolution of the exit mode profile of the He-
Ne signal transmitted through the concatenated filament-driven thermal waveguide.
Astigmatism is induced in the initial He-Ne profile to provide better contrast between
the guided and unguided profiles. The scale is 200 µm. The color scale represents
intensity measured by the ICCD (counts).

Figure 9.6: Images showing the temporal evolution of the exit mode profile of the
corrected He-Ne beam transmitted through the concatenated filament-driven thermal
waveguide. The astigmatism in the initial He-Ne profile is corrected in order to
improve the probe coupling into the waveguide. The scale is 200 µm. The color scale
represents intensity measured by the ICCD (counts).

As the peak change in refractive index of the perturbed region decreases in time, the

waveguide structure simultaneously changes because of the increasing hole diameter.

The evolving index and hole sizes cause both the coupling and waveguiding efficiencies

to vary in time.

Figure 9.5 shows the exit mode of the guided He-Ne signal through the filament-

driven concatenated waveguide at various delays with respect to the filament-driver.

Astigmatism is induced in the initial unguided He-Ne beam profile (shown in the

reference probe image) by rotating one of the lenses by a small angle in the probe

beam expander. This imperfect initial beam profile provides better contrast when

compared to the guided profile, visible at earlier delays. A brighter spot is evident

during waveguiding at earlier delays; as the gas relaxes, the astigmatic initial He-Ne
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Figure 9.7: Images showing the temporal evolution of the He-Ne signal transmitted
through the concatenated filament-driven thermal waveguide. An aperture is used to
isolate the region of interest in which optimal guiding is observed to determine the
maximum signal enhancement, shown in Fig. 9.8. The signal transmitted through the
aperture and imaging/collection lens forms an Airy pattern. The aperture diameter is
set to 0.9 mm, and the expanded probe beam diameter on the aperture is 1 cm. The
scale is 500 µm. The color scale represents intensity measured by the ICCD (counts).

profile becomes clearer. However, in order to optimize coupling into the concatenated

waveguide, the astigmatism in the He-Ne beam profile was corrected; the exit mode

of the corrected He-Ne beam transmitted through the concatenated waveguide is

shown in Fig. 9.6. Figure 9.7 provides images of this guided He-Ne signal transmitted

through the concatenated structure using an aperture to physically select the region

of interest in which the greatest enhancement of the guided signal is observed. The

aperture diameter is 0.9 mm, and the expanded probe beam diameter on the aperture

is 1 cm. The small aperture size and the imaging lens form an Airy pattern when

imaged onto the camera. These images are integrated to provide the data points in

Fig. 9.8.

Figure 9.8 compares the enhancement of the guided He-Ne signal through the in-

dividual and concatenated filament-driven thermal waveguides as a function of time.

The data points in the plot result from integration of the images provided in Fig. 9.7.

Each image is an accumulation of 200 shots, and the error is determined by σ =
√
N ,

where N is the sum of the counts in the accumulated image. The data recorded with

the ICCD are compared to signal traces recorded with a photodiode. The photodiode

traces and error represent the average and one standard deviation from 1200 mea-

surements. The alignment and aperture size are not changed between the two mea-
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Figure 9.8: Guided He-Ne signal enhancement transmitted through the concatenated
filament-driven thermal waveguide (gray) compared to the individual, shorter waveg-
uide segments formed using a 2-m-FL split lens (blue) and a 2.5-m-FL split lens (red).
Two detectors are compared: an ICCD (markers) and a photodiode (lines). The error
in the photodiode measurement represents the one standard deviation from 1200 mea-
surements, while the error from the ICCD measurement is determined by σ =

√
N ,

where N is the sum of the counts in the accumulated image. An aperture was used
to select the region-of-interest in which the greatest enhancement is observed.
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surements. The enhancement E is determined by first subtracting the background

BS from the signal S and then comparing it to a reference R recorded without the

filament waveguide(s); the background BR is similarly subtracted from the reference:

E =
(S −BS)− (R−BR)

(R−BR)
. (9.2)

The error σ is determined from the measurements as follows:

σ2
E =

(
(S −BS)σ(R−BR)

(R−BR)2

)2

+

(
σ(S−BS)

R−BR

)2

, (9.3)

where σ2
(S−BS) = σ2

S + σ2
BS

and σ2
(R−BR) = σ2

R + σ2
BR

. Both the coupling plane for the

focused probe beam and the object plane of the imaging/collection lens were kept

constant between the tests of individual legs and the test of concatenated waveguide,

as shown in the photograph in Fig. 9.1. In this configuration, the filament-driven

thermal waveguide formed with the 2-m FL split lens alone provides ∼15% signal

enhancement at a delay of ∼0.6 ms after the driver pulse; the 2.5-m case provides a

higher peak enhancement of ∼25% at a slightly later delay of ∼0.8 ms. The different

levels of signal enhancement are largely influenced by the configuration of the coupling

and imaging/collection; whereas, the different peak enhancement times result from

the evolution of the waveguide structure. Different initial conditions, for example the

focusing geometry of the filament driver, which contribute to air plasma formation,

may influence the guiding timescales. The concatenated structure provides the best

enhancement of ∼40% at a delay of ∼0.7 ms. The timescale of the concatenated

structure results from the convolution of the individual waveguide timescales.

The alignment of the two individual waveguides is critical, and external factors

such as air currents which may shift the position of one or more filament cores were

found to strongly contribute to the error shown in Fig. 9.8. Figure 9.8 demonstrates

that waveguide structure and, consequently, coupling the probe into the waveguide
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Figure 9.9: Simulated temporal evolution of the concatenated filament-driven thermal
waveguide approximated by a step-index fiber with clad size equivalent to the FWHM-
diameter of the refractive index hole caused by changes in the gas temperature and
pressure. The inset shows the initial waveguide structure (blue) and the step-index
approximation (orange). Red-dashed line shows the time at which the waveguide
collapses to single-mode guiding for V = 2.405 determined for a peak refractive index
change of ∆n ≈ −1× 10−5. Blue-dashed line shows the time at which the waveguide
collapses to a core size of 0 µm.

vary significantly in time. The diffraction-limited spot size of the focused He-Ne is cal-

culated to be 100 µm at the coupling plane, and the Rayleigh length using Eq. (1.2) is

2.6 cm, with a numerical aperture of 2×10−3. The length of the concatenated waveg-

uide structure is estimated to be ∼47 cm; the lengths of the individual waveguides

formed using the split 2-m and 2.5-m lenses are ∼19 cm and ∼28 cm, respectively.

These lengths are determined experimentally by translating the object plane along

the propagation axis observing the appearance and size of the holes as well as ob-

serving the emission of the air plasma. The lengths of the visible emission from the

air plasmas at early times, observed in the photograph in Fig. 9.1, are ∼16 cm and

∼23 cm for the 2-m and 2.5-m legs, respectively.

In the subsequent analysis, the filament-driven thermal waveguide is approximated
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as a step-index fiber with core size afil equal to the separation of the holes, whose

diameter d1/2 is given by Eq. (9.1):

afil(t) = d0 − 2d1/2(t) = d0 − 2
√
R0 + 4αt, (9.4)

where d0 is the initial peak-to-peak core separation. The change in the refractive index

of the air is expected to vary from Sec. 8.2 between ∆n ≈ −5 × 10−5 at early times

and ∆n ≈ −1 × 10−5 at late times. Using Eq. (4.23), the numerical aperture of the

filament-driven thermal waveguide lies in the range between 10× 10−3 (early times)

and 4×10−3 (late times). These numerical apertures correspond to acceptance angles

in the range between 0.25◦ and 0.55◦. It is expected that multimode guiding occurs

until late times (V > 2.405), because the maximum waveguide core diameters required

for single-mode guiding lie in the range between 54 µm (early times) and 24 µm (late

times), calculated using Eq. (4.24). The initial mean (peak-to-peak) separation of the

filament cores is significantly larger, on order 800–900 µm, as discussed in Sec. 9.1.

In Fig. 9.9, Eq. (9.4) is used to estimate the core size of the waveguide as a function

of time. For an initial filament core size R0 = 50 µm and separation d0 = 800 µm,

a waveguide core diameter of 24 µm required for single-mode guiding at late times

(∆n ≈ −1 × 10−5) is reached after 1.67 ms, and the core collapses (to a size of

0 µm) after 1.78 ms. These calculations agree well with the observations in Fig. 9.8,

where enhancement reaches the reference level at a delay of ∼1.7 ms. Moreover, the

thermal waveguiding timescales observed here agree with those reported in Refs. [117]

and [197]. Future comprehensive numerical investigation should be done in order to

better understand the evolution of the coupling and waveguide structure.

Ultimately, these results demonstrate the successful concatenation of two filament-

driven thermal waveguides. The concatenated structure is significantly longer than

either of the individual waveguides, and provides notable improvement in enhance-
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Figure 9.10: Temporal evolution of the spectroscopic signal from a Cu-LPP transmit-
ted through the concatenated filament-driven thermal waveguide. The ablation laser
pulse and camera gate are delayed with respect to the filament-driver. The spectra
were accumulated for 300 laser shots for each time step.

ment of the guided CW probe signal in the present configuration of the coupling and

imaging/collection. These results indicate that several such structures may be con-

catenated to farther scale the effective length of the waveguide, possibly enabling long-

distance transmission of optical signals. In the following section, the concatenated

filament-driven thermal waveguide is used to improve the collection of spectroscopic

emission signatures from an LPP, which is of interest for LIBS/FIBS applications.
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Figure 9.11: Spectra from the Cu-LPP comparing transmission through the individual
and concatenated filament-driven thermal waveguides. The spectra represent the
average from 1000 measurements. The spectra were recorded for a delay of 0.5 ms
with respect to the filament driver pulse.

9.3 Guiding spectroscopic emission from an LPP with a con-

catenated filament-driven thermal waveguide

Collection of the spectroscopic emission from a Cu-LPP was found to be very sensi-

tive to the alignment of the source and individual filament-driven thermal waveguides.

The alignment procedure is discussed in more detail in Sec. 9.1, and illustrated in

Fig. 9.2. Briefly, the ablation laser is aligned perpendicular to the axis of the waveg-

uide(s) in such a way that the LPP is formed at the coupling plane along the axis in

which the filament and He-Ne propagate. As discussed in previous chapters, the LPP

is a highly dynamic system which expands rapidly away from the target. Influential

factors that govern the expansion rate include ablation laser energy, target surface

character, mass of the target species, ambient pressure which contributes to plume

confinement, and the nature of the ambient gas (e.g. reactive or inert). The center

of mass of the three cores for each waveguide is aligned to be ∼1.3 mm away from
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the target surface, so that the filaments may propagate unimpeded by the target but

still align with the LPP emission.

For spectroscopic measurements, the aperture is fully opened, but the spectrom-

eter slit, which is closed to a width 50 µm, acts in a similar manner, selecting the

region in which optimal guiding is observed. The slit size is comparable to the core

size of the waveguide when imaged onto the slit, as shown in Fig. 9.2(c). The results

from using the concatenated filament-driven thermal waveguide to improve collec-

tion of emission from the Cu-LPP are shown in Fig. 9.10. In these measurements,

the ablation laser and camera gate are delayed with respect to the filament driver

pulse. The camera gate delay with respect to the ablation pulse is 1 µs in order to

avoid early-time continuum from the LPP, and the gate width is 20 µs. Signal-to-

background is assessed for the strongest line in this spectral region, Cu I 521.82 nm.

The best signal-to-background S/B = (S−B)/B is observed at delays of 0.5–0.6 ms,

as shown by the inset of Fig. 9.10. Signal-to-background is improved by ∼25% at the

optimal delay compared to later delays. The weaker lines in the spectrum, labeled in

Fig. 9.10, follow a similar trend.

Figure 9.11 compares the Cu-LPP spectra recorded for each individual filament-

driven thermal waveguide to that from the concatenated structure. Spectra are

recorded at a delay of 0.5 ms, corresponding to the time at which peak signal-to-

background is observed in Fig. 9.10. Guided spectra are normalized to the unguided

spectrum, and the background is not subtracted in order to assess the analytical

performance of each waveguide. The signal-to-background ratio, that compares the

peak line intensity to the background, for the Cu I lines shown in the spectrum is

enhanced by ∼10–15% for the waveguide formed with the 2-m FL split lens, ∼23–

26% for the 2.5-m FL case and ∼27–34% for the concatenated case. Similarly, total

peak area after background subtraction is increased by ∼10–12% for the 2-m FL split

lens, ∼22-25% for the 2.5-m case, and ∼27–32% for the concatenated case. These
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levels of signal enhancement are mostly comparable with those observed in Sec. 9.2

for guiding the coupled CW probe. However, the enhancement for the concatenated

structure is lower than that observed for the He-Ne; the most probable cause is a

slight misalignment of the two individual waveguides between the different experi-

ments. Nevertheless, the concatenated structure still provides the best enhancement

which is consistent with the results in Sec. 9.2. Ultimately, these results suggest that

the concatenated filament-driven thermal waveguide provides an effective means to

improve analytical performance of the LIBS/FIBS techniques. Furthermore, success-

ful concatenation of two filament-driven thermal waveguides foreshadows that the

effective length of these structures may be scaled farther by concatenation of a longer

series of filaments.

9.4 Guided signal redirection with a filament-driven concate-

nated thermal waveguide

Although there exist many scenarios in which the LIBS/FIBS and LIF methods

may be applied for detection of a substance in the field, one remaining notable draw-

back is the requirement for an open line of sight to the target. In a situation where

shielding is used or an obstacle is encountered, the segments of the concatenated

waveguide, demonstrated herein, may potentially be steered to avoid the obstruction.

In this section, the segment of the waveguide formed using the 2.5-m split lens is

steered by translating and rotating the dichroic mirror, so that this segment is angled

by ∼0.5◦ with respect to the original propagation axis. This configuration is shown

in Fig. 9.12. The He-Ne probe is focused and steered into the “entrance” of the an-

gled waveguide, such that the unguided signal is blocked from the field of view of the

imaging system by the mount of the dichroic mirror, as shown in Fig. 9.12(d). In-

stead, a reflection of the transmitted probe from the back face of the polarizer which
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Figure 9.12: (a) The dichroic mirror which steers the p-polarized leg focused using
the 2.5-m FL split lens is translated and rotated in order to angle the second thermal
waveguide ∼0.5◦ with respect to the other structure. (b) The long-exposure photo-
graph shows the concatenated structure with the 2.5-m waveguide angled by ∼0.5◦

with respect to the other structure; the scale in the photograph is 10 cm. The probe
is focused and steered into the entrance of the angled waveguide, such that the un-
guided signal (blue) is blocked by the mount of the dichroic mirror and is not in the
field of view of the imaging system. Instead, a reflection (gray) of the transmitted
probe from the thin-film polarizer (TFP) that recombines the filament-driver legs is
used as a reference. (c) The image identifies the reference reflection and guided signal
(green) in the ICCD image; the scale in the image is 500 µm. (d) Photograph of
the main unguided He-Ne signal blocked by the mount of the dichroic mirror. The
guided signal is steered around this obstruction in order to be visible to the imaging
apparatus.

recombines the filament-driver legs serves as a reference within the field of view.

Figure 9.13 shows the results from steering the guided signal with the individual

segments. The probe is misaligned with respect to the waveguide segment formed

using the 2-m FL split lens; consequently, no guided signal is observed. The angled

segment, formed using the 2.5-m FL split lens, captures and redirects the probe;

however, the guided signal is weak, because less light is collected by the imaging

apparatus which is misaligned with respect to the angled waveguide. The straight

segment in the concatenated structure redirects the signal guided through the angled

segment onto the imaging axis. The guided signal through the concatenated structure

is shown in Fig. 9.14 and compared to a reference signal in the same image frame.

The guided signal exhibits a distinct temporal evolution on the millisecond timescale,

corresponding to the thermal relaxation of air in the wake of the filament plasma.

Figure 9.15 compares the integrated counts in the guided spot to those in the reference

spot in the images from Fig. 9.14, as illustrated by the inset. As the total guided
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Figure 9.13: Reference (left spot) and guided signals (right spot) through the
(top) straight thermal waveguide formed with the 2-m FL split lens and (bottom) an-
gled thermal waveguide formed with the 2.5-m FL split lens. Both images are recorded
with an ICCD gate delay of 0.1 ms after the filament-driver pulse and gate width of
0.1 ms, and 100 shots are accumulated. The scale is 500 µm.

Figure 9.14: Temporal evolution of reference (left spot) and guided signals (right spot)
through the concatenated filament-driven thermal waveguide with one waveguide leg
at a ∼0.5◦ angle with respect to the other. Each image is recorded with an ICCD
gate width of 0.1 ms, and 200 shots are accumulated. The scale is 500 µm.
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Figure 9.15: Integrated counts in the reference and guided probe profiles. The inte-
gration regions are shown by the inset. The scale in the inset is 500 µm.

signal decreases with time, the total reference signal displays an inverse trend. The

contrasting temporal behaviors of the guided signal and reference indicate that the

guided signal is indeed redirected away from the path of the unguided probe by the

concatenated structure. The signal is redirected to avoid the mount of the dichroic

mirror, such that it falls within the field of view of the imaging system. These results

demonstrate that the segments of the concatenated filament-driven waveguide may

be arranged to overcome obstructions in the line of sight.

Interestingly, this configuration of the concatenated waveguide behaves differently

in time than the waveguide that consists of concatenated segments on the same axis.

Waveguiding efficiency for both individual segments as well as the concatenated struc-

ture was found to depend on both the effective core size as well as the peak index

change in the clad region. These effects lead to an optimal timescale in which the

largest signal enhancement is observed, evident as a peak in Fig. 9.8. In other words,

waveguiding efficiency does not depend strongly on the acceptance angle when the
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waveguides are arranged on the same axis as the signal source. From Sec. 8.2, the

peak index change is expected to vary between ∆n ≈ −5 × 10−5 at early times and

∆n ≈ −1 × 10−5 at late times. These peak changes in the index correspond to ef-

fective acceptance angles of the waveguide between 0.55◦ at early times and 0.25◦ at

late times determined solely by the peak change in index described by

θacc = arcsin

(
1

n0,air

√
n2

0,air − (n0,air + ∆n)2

)
, (9.5)

which is derived from Eq. (4.23). In the current configuration with one segment angled

∼0.5◦ with respect to the other, the waveguiding efficacy is dominantly influenced by

this acceptance angle. The resemblance in the waveguide trend in time with the

expected decay of the peak index change shown in Fig. 8.3(c) further supports this

claim. Here, an angular tolerance is demonstrated up to ∼0.5◦, which agrees well

with the predicted range of effective acceptance angles.

Ultimately, these results demonstrate that the segments in the concatenated filament-

driven thermal waveguide may be arranged to redirect or steer optical signals to im-

prove collection or transmission. These measurements also illustrate the sensitivity

of such waveguides to the acceptance angle. Here, the arrangement of waveguide

segments is demonstrated to tolerate an angle of ∼0.5◦, which corresponds to the

predicted range of acceptance angles. These results have notable implications for

scenarios where shielding is used or an obstacle is encountered: the segments of the

concatenated waveguide may be steered to avoid the obstruction to improve collection

or transmission of optical signals, relevant to remote LIBS/FIBS and LIF.

9.5 Summary

In filament-driven thermal waveguiding, the filament air plasmas are shaped or ar-

ranged to form an annular clad-like region. Thermal relaxation of the gas temperature
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and pressure, well-described by diffusion [36], in the wake of the plasma depresses the

refractive index, forming the clad. Previous works show these waveguides may be used

to transmit optical signals, including the emission from an LPP with implications for

LIBS/FIBS [117, 197]. This chapter demonstrates the successful concatenation of two

such filament-driven thermal waveguides. Split lenses are used to seed and arrange

three filament cores in each waveguide. In Sec. 9.2, a counterpropagating CW probe

beam is coupled to the individual and concatenated waveguides. The concatenated

structure provides the best signal enhancement of ∼40%, while the individual 2-m

and 2.5-m FL lens waveguides provide peak enhancement of ∼15% and ∼25%, respec-

tively. The waveguides are observed to evolve on the millisecond timescale, consistent

with that reported in Refs. [117] and [197] with optimal signal enhancement observed

between 0.6 and 0.8 ms for the CW probe signal. The guiding duration is consistent

with the analytical model which predicts the step-index-equivalent core size of the

waveguide reaches the threshold for single-mode guiding at 1.67 ms and collapses at

1.78 ms. In Sec. 9.3, the concatenated structure is found to similarly enhance the total

signal and signal-to-background of spectroscopic emission from a Cu-LPP. The best

signal-to-background enhancement of ∼34% is observed for the Cu I 521.82 nm line,

greater than those for the individual 2-m and 2.5-m FL lens waveguides, ∼15% and

∼26%, respectively. Finally, in Sec. 9.4, the individual segments of the concatenated

filament-driven thermal waveguide are steered in order to redirect a counterpropagat-

ing probe. The signal is redirected to avoid an obstruction in the line of sight (the

mount of the dichroic mirror), such that it falls within the field of view of the imaging

system. Therefore, the concatenated filament-driven thermal waveguide may be an

effective means to overcome obstacles in the line of sight or direct signals to a desired

location. Furthermore, the successful concatenation of two waveguides foreshadows

that a series of filaments may be concatenated to even farther extend the length and

improve the efficacy of waveguiding. These results have implications for improving
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distant collection of optical signals relevant to remote detection/sensing as well as ex-

tending the delivery range of optical signals with potential significance in free-space

telecommunications.
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CHAPTER 10

Conclusion and Future Work

10.1 Summary and conclusion

Laser-based optical spectroscopy methods have features that can complement the

existing technology used for safeguards in the nuclear energy industry and nuclear

security. In particular, the methods discussed herein facilitate rapid measurements,

sensitivity to all states of matter as well as both radioactive and nonradioactive

species, sensitivity to atoms, ions, compounds, and even isotopes, long detection

range, and simplicity of the excitation and detection schemes. The present work

applies methods including LIBS, LA-LAS, and LIF for characterization and detection

of uranium and its compounds. Uranium is central to both civilian and military

uses of nuclear technology; for example, uranium is the main component of fuel in

most reactor types. Furthermore, this dissertation explores nonlinear propagation of

intense, ultrashort laser pulses which lead to filamentation as a means to extend the

detection range of analytical spectroscopic techniques like LIBS and LIF.

The work presented in Chapter 3 develops emission-based spectroscopy as a tool

for direct detection of uranium. Moreover, Chapter 3 addresses the gaps in funda-

mental understanding of the formation and evolution of uranium oxides in uranium-

containing LPPs. Uranium oxide emission signatures have been shown in previous

work to be useful for discrimination of U isotopes [104, 155], e.g. fissile U-235 and
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fissionable U-238, as a complementary method to observing atomic or ionic signa-

tures or a standalone method. For example, the shift in the 593.55-nm UO signature

between U-235 and U-238 isotopes is significantly larger than the average atomic

shift of 7.5 pm [98]. OES and OTOFS are used to experimentally identify the ef-

fects of increasing ambient oxygen concentration on the formation of UO; increasing

oxygen is found to similarly deplete both U I and UO populations. Further, poten-

tial emission signatures from heavier gas-phase uranium oxide species are discovered

and tracked using OTOFS, and likely reaction pathways which lead to the forma-

tion of such species including UO2, UO3, and U3O8 are discussed. Additionally, the

uranium-containing LPP is investigated as a laboratory-scale surrogate for the nu-

clear fireball, relevant to simulating the forensic signatures of nuclear detonations.

Emission spectroscopy of uranium is used to study the spatiotemporal evolution of

plasma temperature, free electron density, bulk and impurity species distributions,

as well as assess local equilibrium conditions. U I and U II Stark broadening param-

eters are reported for the first time, enabling direct determination of free electron

densities using U lines in the future and advancing computational capability of the

uranium-LPP environment.

Later chapters investigate the fundamental aspects of filamentation and its ap-

plication to remote sensing and detection of nuclear materials. Chapter 5 explores

propagation in the multiple-filament regime. For laser peak powers greatly exceeding

the critical power for self-focusing, like those required for extending the propaga-

tion distance, the modulation instability nucleates several filament cores. Multiple

filamentation may have detrimental effect on FIBS, including inhibiting distant prop-

agation and diminishing the efficacy of remote excitation or ablation of a target.

Section 5.1 presents experimental investigations of the multiple filament air plasma.

In Sec. 5.1.1, the air plasma conductivity is found to scale favorably despite multi-

ple filamentation. In Sec. 5.1.2, OES is used to identify the local temperature, free
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electron density, and excited species distributions in the multiple filament air plasma.

These results elucidate excitation and ionization mechanisms in such plasmas and

may aid the modeling and simulation of this propagation regime. Section 5.2 demon-

strates the effects of multiple filament ablation on the formation of the solid-target

LPP and analytical signals. A unique combination of ultrashort and thermal ablation

mechanisms is reported and discussed in Sec. 5.2.1. Moreover, in Sec. 5.2.1, a split

lens is used to induce stable and reproducible modes of multiple filamentation, and

the total emission from the LPP is found to scale favorably with incident laser en-

ergy despite the onset of multiple filamentation. On the other hand, the results from

Sec. 5.2.2 imply that longer driving laser wavelengths, which impede the formation

of multiple filaments, may have implications for extended delivery of laser energy to

a solid target: similar LPP temperatures, free electron densities, and total emission

are reported for the 2-µm filament driver wavelength to those using 0.4- and 0.8-µm

wavelengths.

Chapters 6 and 7 demonstrate that filamentation can be used to extend the detec-

tion distance for uranium using FIBS and UO2F2 using LIF. In Chapter 6, loosely-

focused and freely-propagating filaments are compared with standoff excitation and

collection distances of 10 m. In the loose-focusing scheme, the contribution of the

energy reservoir during ablation causes stronger emission from the LPP in contrast to

the freely-propagating case. Single-shot detection is achieved with the loose-focusing

scheme with 10 m standoff excitation and collection. Despite comparably lower single-

shot detection probability in the freely-propagating scheme, the high repetition rate

of the excitation laser and data acquisition system still enable rapid detection within

just a few seconds. Additionally, the ability to control the onset of filamentation and

optimize FIBS signal in the freely-propagating scheme bodes well for extending the

excitation distances even farther. In Chapter 7, LIF is used in combination with fila-

mentation to detect UO2F2 at standoff. UO2F2 forms from the hydrolysis of UF6, a
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compound widely used during uranium enrichment, and exhibits a near-zero natural

background. Therefore, the presence of UO2F2 implies active operation of nearby

uranium enrichment or conversion facilities, and detection and audits of UO2F2 con-

centration is of interest for safeguards and nonproliferation. The results presented

in Chapter 7 show a fast decay rate of UO2F2 luminescence following filament exci-

tation, which may be useful for distinguishing UO2F2 emission from slowly-varying

backgrounds in addition to discerning its spectral signature. Ultimately, standoff de-

tection of UO2F2 at a distance of 6.5 m is achieved, and the proposed method in

which LIF is augmented with filamentation may be a practical means for standoff or

remote surveillance of uranium enrichment activities.

Significant challenges remain in efficient collection of distant optical signals, like

the emission from LPPs formed during FIBS or the luminescence excited during

filament-LIF, presented in Chapters 6 and 7, respectively. Chapters 8 and 9 demon-

strate that filamentation may be used also to improve remote detection of such optical

signals. In Chapter 8, the transient structure left in air in the wake of a single-filament

plasma driven by a near-Gaussian shape ultrashort laser pulse is used to suppress con-

tinuous and time-varying optical signals, including the characteristic emission from

a solid-target LPP. This long-lasting filament anti-guide forms because the thermal

properties of the gas perturb its refractive index on the ms-timescale. The anti-

guide is used to suppress atomic emission signatures from an LPP. This method can

improve the analytical performance of LIBS/FIBS and LIF; for example, the signal-

to-background ratio of the Al I 396.15 nm line is improved nearly fourfold in this

work. The anti-guide is proposed as a physics-based gating method that may be used

as an alternative to electronically-gated detectors.

In Chapter 9, a split lens is used to seed and arrange three filament cores in or-

der to shape an annular region with a depressed index, forming the equivalent of a

waveguide clad. Similar to Chapter 8, the thermal properties of the gas in the wake
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of filament plasma form this long-lasting peripheral clad region. Two such filament-

driven thermal waveguides are generated and concatenated on the same axis to form

a longer guiding structure. The concatenated waveguide is significantly longer than

either of the individual waveguides and provides a notable increase in total signal

enhancement with both a continuous-wave probe and the emission of an LPP from a

copper metal target. The concatenated waveguide not only improves the total signal

but also enhances the signal-to-background ratio of Cu I atomic lines in comparison

to the individual waveguide segments. These results imply that this method may be

used to improve the analytical performance of the standoff or remote LIBS/FIBS and

LIF techniques used throughout this dissertation. Finally, the segments of the con-

catenated filament-driven thermal waveguide are arranged to redirect optical signal.

The signal is steered to avoid an obstruction, implying that this method may be used

to overcome obstacles in the line of sight or deliver signal to a desired location. More-

over, successful concatenation of two such structures suggests that filament-driven

thermal waveguides may be elongated even farther by concatenation of a longer series

of filaments, if a convenient method to scale the concatenation to a larger number of

segments can be found. These results have implications for improving delivery of the

excitation source and collection of distant optical signals in remote detection/sensing

applications.

In conclusion, the work presented in this dissertation contributes to the develop-

ment of laser-based optical spectroscopy methods including LIBS/FIBS, LA-LAS,

and LIF for detection of nuclear materials, namely uranium and its compounds.

These analytical spectroscopy methods are augmented with filamentation in order

to enable remote detection. Filamentation is used to both extend the delivery of the

laser excitation source as well as improve collection of distant optical signals with the

filament-driven anti-guiding and waveguiding methods described herein.
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10.2 Future work

Chapter 3 presents a comprehensive experimental investigation of the uranium-

containing LPP. In Sec. 3.2.1, OES is used to determine the time- and space-

dependent plasma temperature, free electron density, and species distributions, as

well as assess local equilibrium conditions in the LPP formed in a low-pressure ambi-

ent environment. Later sections in Chapter 3 explore the formation and evolution of

uranium oxides in higher-pressure environments. In the higher ambient pressure in

which uranium oxides were studied, the plasma temperatures and species distributions

are expected to differ vastly from those which were measured at lower pressures. In

these higher pressures, macroscopic effects including plume confinement, which leads

to an increased rate of collisional interactions, cause interesting plume morphology

as shown in Sec. 3.3. To date, few works have investigated time- and space-resolved

plasma temperatures in such environments [99, 124]. Non-invasive experimental di-

agnostics, like those proposed here which are derived from the OES technique, may

be used to ascertain the time- and space-resolved temperatures in the uranium-LPP

formed in higher pressure ambient environments which contain oxygen to support

the modeling work in Refs. [68] and [69]. However, previous work demonstrates that

even line-of-sight spatial averaging yields distinct temperatures from those measured

locally due to segregation of neutral and ionized species using analyses like the Boltz-

mann plot and Saha-Eggert equation [2]. Therefore, special care should be taken in

future studies to assess the local equilibrium conditions, especially using analyses like

the Boltzmann plot or Saha-Eggert equation, which rely on the (P)LTE assumption.

Complementary imaging (or similar space-resolved) measurements which can track

the local distribution of species, using methods like Abel inversion to account for

line-of-sight averaging [2], should be done in order to properly assess the existence of

local equilibrium. These studies would yield better understanding of the conditions

in the plasma which lead to formation of various uranium oxides. Knowledge of the
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temperatures and species distributions which lead to formation of specific oxides may

be used to guide the creation of a surrogate environment, which can be used to bet-

ter study the conditions in the nuclear fireball and subsequent formation of debris

on a laboratory scale. These results would have notable implications for forensics of

nuclear detonations.

In Sec. 3.5, a broad emission feature centered at 355 nm is studied and identified as

possibly originating from heavier gas-phase uranium oxide species like UO2, UO3, and

U3O8 in the uranium-LPP. However, further work is necessary in order to confirm the

assignment of this band. This assignment can be validated experimentally by varying

uranium- and oxygen-isotope concentrations in the target and ambient, respectively.

As discussed in Sec. 2.2 and described by Eq. (2.37), varied isotope abundance causes

spectral broadening and shifting. These changes to the spectrum may be notable

especially for varying oxygen-isotope abundance, because the ratio of reduced masses

ρ =
√
µ/µ∗ between varying oxygen-isotopes is significantly greater than that for

varying uranium-isotopes. The reduced mass is determined by µ = m1m2/(m1 +m2)

for the isotopologue composed of two isotopes with respective masses m1 and m2 [98].

For example, 1 − ρ ≈ 0.05 comparing the most abundant isotopologue U238O16 to

that containing the next most abundant isotope of oxygen, U238O18, whereas 1− ρ ≈

4 × 10−4 when comparing similarly uranium-isotopes, U238O16 to U235O16. Recent

work [245] implies that future high resolution spectroscopy which can be used to

identify the fine and hyperfine rovibrational lines would greatly benefit understanding

and assignment of the various uranium oxide bands. Finally, the methods used in this

dissertation to study uranium-containing LPPs and gas-phase uranium oxides may be

applied for characterization of plutonium, relevant to both the nuclear fuel cycle and

nonproliferation. To date, only Ref. [100] explores gas-phase plutonium and possible

plutonium oxides in the LPP environment.

In Chapter 2, the fundamental differences between ns- and fs-pulsed LA mech-
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anisms are emphasized; for example, phase explosion and laser-plasma interactions

are expected to cause comparably greater temperatures in the LPP formed following

ns-LA than those from fs-LA. Chapter 5 Sec. 5.2.1 shows a peculiar morphological

behavior of the LPP formed during filament ablation, which includes the formation

of internal shocks, that could be explained by simultaneous contributions from fast

and slow mechanisms unique to filament ablation. Other works [97, 208] demonstrate

that internal shocks may influence chemistry in the LPP, so further work should in-

vestigate the formation and evolution of molecular species during filament ablation,

especially considering the measurements in Chapter 6, which track the signatures

from U I and UO species following filament ablation. The non-invasive methods used

in this dissertation, like time- and space-resolved OES and OTOFS could be used in

combination with imaging methods like the selective species imaging using narrow-

band filters and shadowgraphy to study and compare the evolution of species to the

macroscopic plume morphology. Two major remaining questions about filament ab-

lation of uranium-containing targets that could be answered using these diagnostics

include: (1) how strongly do the remnants of the filament air plasma contribute to

preferential expansion of the LPP formed from the target in the normal direction,

and (2) does the oxide species in the LPP formed from filament ablation of metals,

like the depleted uranium target used in this dissertation, originate primarily from

the target or from reactions in the plasma. Better understanding of the physical

processes which occur in the LPP formed during filament ablation is important for

understanding signal formation in FIBS.

Chapter 5 discusses several experiments studying the formation, propagation, and

ablation of solid targets in the multiple filament regime. Multiple filaments are spo-

radically seeded by modulation instability, nonuniform intensity profile, and similar

sources for high incident laser peak powers. In Sec. 5.2.1, a split lens is used to

controllably seed and arrange two filament cores, overcoming shot-to-shot variations
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in the location of the detonation site during ablation of a metal target. However, it

remains uncertain if this stimulated multiple filament regime is truly representative

of naturally-occuring, sporadic multiple filamentation in which the core positions and

intensities could vary between shots. A shadowgraphic imaging method which uses

multiple probe pulses to study subsequent delays with a single ablation laser shot

may be suitable for studying the random nature of multiple filamentation instead.

This investigation would provide better understanding of multiple filamentation and

its effects on filament-target interactions, and similarly provide insights which would

improve understanding of signal formation during multiple filament ablation for FIBS.

Chapters 6–9 demonstrate practical standoff detection of various materials using

analytical spectroscopy methods like LIBS/FIBS and LIF augmented by filamenta-

tion. In Chapter 6, Sec. 6.3, the input second-order dispersion of the filament-driver is

varied as a means to optimize the location of the filament along the propagation axis

in a free-propagating filament configuration. Dispersion control proves a straightfor-

ward and pragmatic method to delay the onset of filamentation, and can be achieved

by a programmable device. Programmable devices like the acousto-optic modulator

used here and others like deformable optics may be used to improve the other FIBS

and LIF methods described in Chapters 6 and 7, as well as the anti-guiding and

waveguiding techniques proposed in Chapters 8 and 9. For example, in future work,

a deformable mirror should be used to seed and arrange multiple filament cores in

order to form the waveguide clad, and dispersion control may be used in conjunction

to align several waveguide structures on axis. An optimization algorithm, like the

one applied in Refs. [63] and [70], could be used for more precise control of the ar-

rangement of a series of filament-driven thermal waveguides to further improve guided

signal enhancement and elongate the concatenated waveguides. The machine-based

approach would better address questions about the scalability of these waveguides

considering the meticulous nature and sensitivity of the alignment. Along these lines,
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it would be interesting to investigate the ability to redirect signal using a series of

filament-driven thermal waveguides.

10.3 Outlook

Ultimately, the work presented in this dissertation builds an infrastructure for

augmenting laser-based analytical spectroscopy methods with filamentation to enable

remote detection or sensing of nuclear materials. The OES-based methods presented

in Chapter 3 developed the understanding of the chemical processes which lead to

the formation of uranium oxides. These and derivative techniques may be applied for

direct measurements of uranium-containing samples, enabling rapid, in-situ discrim-

ination of uranium isotopes with high fidelity using their molecular signatures. Such

techniques may be applied for online monitoring of uranium enrichment processes, for

example. Moreover, filamentation facilitates improved standoff and remote detection

capabilities for nuclear materials, namely uranium and its compounds like UO2F2, as

demonstrated by the work in Chapters 6 and 7 of this dissertation. These chapters

demonstrate efficient excitation and detection from standoff distances, which can be

adapted for field applications. Finally, Chapters 8 and 9 present means to improve

the analytical performance of the LIBS/FIBS and LIF techniques by enhancing sig-

nal collection and background rejection using filamentation. These methods may be

used to survey clandestine enrichment activities, audit known sites, or guide reme-

diation efforts in the event of a leak or spill, marked by traces of UO2F2. Although

the concepts and methods presented here were directed towards applications relevant

to nuclear safeguards, security, and nonproliferation, they may also have broader

implications relevant to laser-material processing and comprehending the relevant,

underlying physics, analytical methods based on optical spectroscopy and their wide

range of applications, remote and atmospheric sensing, as well as telecommunications

and distant data transmission.
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APPENDIX A

Selected U I Lines for Boltzmann Plot Analysis

Selected atomic (U I) and singly-ionized (U II) uranium transitions for the Boltzmann

plot and Saha-Eggert equation analyses in Chapter 3, Section 3.2.1, are listed along

with relevant transition information in this appendix. The spectral line information is

retrieved from Ref. [179]. The Boltzmann plot analysis, and these lines, are presented

in more detail in Ref. [28].
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Table A.2: Atomic parameters [179] of U I and U II spectral lines used for determi-
nation of electron temperture via Saha-Eggert equation.

Species λ (nm) Eu (eV) Ju El (eV) Jl
U I 530.85 2.81 7 0.47 7
U I 578.06 2.92 7 0.77 6
U I 597.63 2.55 8 0.47 7
U II 417.16 3.19 6.5 0.12 6.5
U II 434.17 2.89 4.5 0.07 5.5
U II 447.23 2.81 4.5 0.06 5.5
U II 500.82 2.69 6.5 0.02 6.5
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APPENDIX B

Relevant U-O Thermochemical Reactions

The relevant thermochemical reaction pathways for uranium and oxygen species are

presented in this appendix. A more comprehensive list can be found in Ref. [69].
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APPENDIX C

Diagnostics of the Air Plasma Formed During

Multiple Filamentation

This appendix provides examples of temperature and electron density diagnostics

from emission spectroscopy of the multiple filament plasma. The results are summa-

rized and discussed in detail in Chapter 5, Section 5.1.2.

Air plasma temperatures are determined using SPECAIR [1] to fit experimen-

tal spectra observing various N2 and N+
2 transitions. The individual rotational Tr,

vibrational Tv, and electronic Te temperatures are iterated to approximate a PLTE

condition in the plasma, and a best fit is determined by minimizing the residuals

between simulated and experimental spectra. An example fit is shown in Fig. C.1 for

N2 (1,3) and (0,2) bands. The measured temperatures are summarized in Chapter 5,

Section 5.1.2.2.

Free electron densities of the air plasma are determined by deconvolving the Stark

contribution to broadening of the O I 777.19 nm line [Eq. (2.23)]. Instrumental

resolution and Doppler broadening are considered [72]. A Stark broadening parameter

of 16.6 pm is used in the analysis [18]. A cumulative Voigt profile is used to fit

experimental spectra, as shown in Fig. C.2.
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Figure C.1: Example experimental spectrum of the N2 (1,3) and (0,2) emission bands
fit using SPECAIR to determine temperatures of the air plasma formed during mul-
tiple filamentation of 3-mJ, 800-nm pulses [72].

Figure C.2: A cumulative Voigt profile is used to fit the O I 777.19-, 777.42-, and
777.54-nm lines. The broadening contributions to the measured line widths are con-
sidered in order to determine the free electron densities in the air plasma formed
during multiple filamentation. The spectrum is recorded for a laser wavelength of
800 nm and pulse energy of 12 mJ [72].
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APPENDIX D

Diagnostics of the Target Plasma Formed

Following Filament Ablation of Copper

Raw images of the plasma emission and pump-probe measurements of the shock fol-

lowing filament ablation of copper are presented in this appendix. The data are taken

from Ref. [218] and discussed in detail in Chapter 5, Sec. 5.2.1. Additionally, Fig. D.2

shows example fits to the expanding shock dimension according to the spherical Sedov

blast model given by Eq. (2.14).

Selected atomic copper (Cu I) transitions for the Boltzmann plot analyses in

Chapter 5, Section 5.2.2, are also listed along with relevant transition information in

this appendix, given in Table D.1. The spectral line information is retrieved from

Ref. [173]. The Boltzmann plot analysis, and these lines, are presented in more detail

in Ref. [29].
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Figure D.1: Example shadowgraphs showing the evolution of the shockwave following
filament ablation of a copper target with (a) 1.9 mJ and (b) 3.8 mJ pulse energies.
For the 3.8 mJ energy which was found to exhibit multiple filamentation [see inset
of Fig. 5.3(a)], frames were selected to avoid those which featured clear evidence
of multiple detonation sites. These frames in which multiple detonation sites were
observed constituted the majority (∼90%) of the measured data, motivating the split
lens approach to seed reproducible multiple filamentation [218].
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Figure D.2: (a) Compression and (b) rarefaction front radii were measured from the
shadowgraphic images of the shocks. For laser energies >1.9 mJ, the expansion of the
shock is not well represented by the blast model despite choosing frames to avoid those
which featured clear evidence of multiple filamentation (Fig. D.1), motivating the split
lens approach to seed reproducible multiple filamentation. The inset shows a lineout
of the shadowgraphy image showing compression and rarefaction zones recorded for
a laser energy of 0.6 mJ and delay of 300 ns [218].

Table D.1: The spectral line information is used in Boltzmann plot analysis in
Sec. 5.2.2.2. The spectral line parameters include [173]: wavelength, λul, transi-
tion probability, Aul, statistical weight of upper level, gu, and the lower and upper
level energies, El and Eu, respectively [29].

λul Aul gu El Eu
(nm) (108 s−1) (eV) (eV)

406.26 0.210 6 3.82 6.87
424.89 0.195 2 5.08 7.99
427.51 0.345 8 4.84 7.74
448.03 0.030 2 3.79 6.55
450.93 0.275 2 5.24 7.99
453.08 0.084 2 3.82 6.55
453.97 0.212 4 5.15 7.88
458.69 0.320 6 5.10 7.80
465.11 0.380 8 5.07 7.74
470.45 0.055 8 5.10 7.74
510.55 0.020 4 1.39 3.82
515.32 0.600 4 3.79 6.19
521.82 0.750 6 3.82 6.19
570.02 0.002 4 1.64 3.82
578.21 0.017 2 1.64 3.79
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Figure D.3: Emission from (top, red) Cu II (490.97 nm) target species and (bottom,
orange) Cu I (521.82 nm) target species for laser energies: (a) 0.6 mJ, (b) 1.9 mJ,
and (c) 3.8 mJ [218].
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APPENDIX E

Measured Parameters From UO2F2 Luminescence

Spectrum

This appendix provides additional results from the experiments investigating filament-

induced fluorescence spectroscopy of UO2F2 discussed in Chapter 7 [216].

Table E.1: Luminescence peak centroids and widths determined from a cumulative
Voigt fit of data averaged for five measurements, shown in Fig. 7.4 [216].

Peak label Centroid (nm) Width (FWHM, nm)
1 500.25±0.11 13.21±0.59
2 521.56±0.21 13.45±0.66
3 546.16±0.39 16.29±0.70
4 572.65±0.22 17.31±0.94
5 599.74±0.69 20.64±3.68
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(b)(a)

Figure E.1: (a) The time-dependent luminescence of aqueous UO2F2, excited by an
ultrashort pulse which does not undergo filamentation with 1-mJ energy, is accumu-
lated for 200 laser shots for each ICCD delay. (b) The logarithm of the individual
peak areas A is fit with a linear model to determine the decay constants γ [216].
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A. Mysyrowicz, and A. Houard. Large scale tesla coil guided discharges ini-
tiated by femtosecond laser filamentation in air. Journal of Applied Physics,
116(1):013303–1–7, 2014.

[11] D. U. B. Aussems, D. Nishijima, C. Brandt, R. P. Doerner, and N. J. L. Cardozo.
Spectroscopic characterization and imaging of laser- and unipolar arc-induced
plasmas. Journal of Applied Physics, 116(6):063301, 2014.

[12] J. E. Barefield, E. J. Judge, K. R. Campbell, J. P. Colgan, D. P. Kilcrease,
H. M. Johns, R. C. Wiens, R. E. McInroy, R. K. Martinez, and S. M. Clegg.
Analysis of geological materials containing uranium using laser-induced break-
down spectroscopy. Spectrochimica Acta Part B: Atomic Spectroscopy, 120:1–8,
2016.

[13] M. Baudelet, C. C. C. Willis, L. Shah, and M. Richardson. Laser-induced
breakdown spectroscopy of copper with a 2 µm thulium fiber laser. Optics
Express, 18(8):7905, 2010.

[14] N. Baumann, T. Arnold, G. Geipel, E.R. Trueman, S. Black, and D. Read.
Detection of U(VI) on the surface of altered depleted uranium by time-resolved
laser-induced fluorescence spectroscopy (TRLFS). Science of the Total Envi-
ronment, 366(2):905–909, 2006.

[15] J. V. Beitz and C. W. Williams. Uranyl fluoride luminescence in acidic aqueous
solutions. Alloys & Compounds, 250(1):375–379, 1997.

[16] L. Bérge. Boosted propagation of femtosecond filaments in air by double-pulse
combination. Physical Review E: Statistical, Nonlinear, & Soft Matter Physics,
69(6):1–65601, 2004.
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G. Roy, and S. L. Chin. Remote sensing with intense filaments enhanced by
adaptive optics. Applied Physics B: Lasers & Optics, 97(3):701–713, 2009.
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P. Rohwetter, E. Salmon, K. Stelmaszczyk, J. Yu, A. Mysyrowicz, R. Sauerbrey,
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R. Bourayou, S. Frey, Y.-B. André, and A. Mysyrowicz. White-light filaments
for atmospheric analysis. Science (American Association for the Advancement
of Science), 301(5629):61–64, 2003.

232



[124] E. J. Kautz, M. C. Phillips, and S. S. Harilal. Unraveling spatio-temporal
chemistry evolution in laser ablation plumes and its relation to initial plasma
conditions. Analytical Chemistry, 92(20):13839–13846, 2020.

[125] E. J. Kautz, P. J. Skrodzki, M. Burger, B. E. Bernacki, I. Jovanovic, M. C.
Phillips, and S. S. Harilal. Time-resolved imaging of atoms and molecules in
laser-produced uranium plasmas. Journal of Analytical Atomic Spectrometry,
34(11):2236–2243, 2019.

[126] E. J. Kautz, J. Yeak, B. E. Bernacki, M. C. Phillips, and S. S. Harilal. The
role of ambient gas confinement, plasma chemistry, and focusing conditions on
emission features of femtosecond laser-produced plasmas. Journal of Analytical
Atomic Spectrometry, 35(8):1574–1586, 2020.

[127] H.-Y. D. Ke and G. D. Rayson. Luminescence linewidth broadening and non-
radiative energy transfer studies of solid UO+2

2 -Datura. Applied Spectroscopy,
46(9):1376–1381, 1992.

[128] R. S. Kemp. Initial analysis of the detectability of UO2F2 aerosols produced
by UF6 released from uranium conversion plants. Science & Global Security,
16(3):115–125, 2008.

[129] K. Y. Kim, V. Kumarappan, and H. M. Milchberg. Measurement of the average
size and density of clusters in a gas jet. Applied Physics Letters, 83(15):3210–
3212, 2003.

[130] P. P. Kiran, S. Bagchi, C. L. Arnold, S. R. Krishnan, G. R. Kumar, and A. Coua-
iron. Filamentation without intensity clamping. Optics Express, 18(20):21504–
21510, 2010.

[131] S. E. Kirkwood, Y. Y. Tsui, R. Fedosejevs, A. V. Brantov, and V. Y. Bychenkov.
Experimental and theoretical study of absorption of femtosecond laser pulses
in interaction with solid copper targets. Physical Review B: Condensed Matter
& Materials Physics, 79(14), 2009.

[132] G. F. Knoll. Radiation Detection and Measurement. John Wiley & Sons, New
York City, NY, USA, 3rd edition, 2000.

[133] P. Ko, J. R. Scott, and I. Jovanovic. Analysis of high-resolution spectra
from a hybrid interferometric/dispersive spectrometer. Optics Communications,
357:95–99, 2015.
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[182] H. Pépin, D. Comtois, F. Vidal, C. Y. Chien, A. Desparois, T. W. Johnston,
J. C. Kieffer, B. La Fontaine, F. Martin, F. A. M. Rizk, C. Potvin, P. Couture,
H. P. Mercure, A. Bondiou-Clergerie, P. Lalande, and I. Gallimberti. Triggering
and guiding high-voltage large-scale leader discharges with sub-joule ultrashort
laser pulses. Physics of Plasmas, 8(5):2532–2539, 2001.

237



[183] M. C. Phillips, B. E. Brumfield, N. LaHaye, S. S. Harilal, K. C. Hartig, and
I. Jovanovic. Two-dimensional fluorescence spectroscopy of uranium isotopes
in femtosecond laser ablation plumes. Scientific Reports, 7(3784):3784–1–12,
2017.

[184] M. C. Phillips, S. S. Harilal, and J. Yeak. Tunable laser absorption spectroscopy
of uranium in femtosecond laser ablation plasmas. In 2016 Conference on Lasers
and Electro-Optics (CLEO), pages 1–2, 2016.

[185] W. Pietsch, A. Petit, and A. Briand. Isotope ratio determination of uranium
by optical emission spectroscopy on a laser-produced plasma - basic investiga-
tions and analytical results. Spectrochimica Acta Part B: Atomic Spectroscopy,
53(5):751–761, 1998.

[186] G. Point, L. Arantchouk, J. Carbonnel, A. Mysyrowicz, and A. Houard.
Plasma dynamics of a laser filamentation-guided spark. Physics of Plasmas,
23(9):093505–1–4, 2016.

[187] G. Point, E. Thouin, A. Mysyrowicz, and A. Houard. Energy deposition from
focused terawatt laser pulses in air undergoing multifilamentation. Optics Ex-
press, 24(6):6271–6282, 2016.

[188] P. Polynkin and Y. Cheng. Air Lasing. Springer, New York City, NY, USA,
2017.

[189] P. Polynkin, M. Kolesik, A. Roberts, D. Faccio, P. D Trapani, and J. Moloney.
Generation of extended plasma channels in air using femtosecond bessel beams.
Optics Express, 16(20):15733–15740, 2008.

[190] V. S. Popov. Tunnel and multiphoton ionization of atoms and ions in a strong
laser field (Keldysh theory). Physics Uspekhi, 47(9):855–885, 2004.

[191] D. F. Price, R. M. More, R. S. Walling, G. Guethlein, R. L. Shepherd, R. E.
Stewart, and W. E. White. Absorption of ultrashort laser pulses by solid targets
heated rapidly to temperatures 1-1000 ev. Physical Review Letters, 75(2):252–
255, 1995.

[192] J. Ready. Effects of High-Power Laser Radiation. Elsevier Science & Technol-
ogy, Saint Louis, MO, USA, 1971.

[193] G. I. Reeves. Radiological Disperal Devices: Detection, Response, and Remedi-
ation, pages 1–25. Springer, New York City, NY, USA, 2018.

[194] M. Rodriguez, R. Bourayou, G. Méjean, J. Kasparian, J. Yu, E. Salmon,
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