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WSe2 monolayer. The white dot on the strain map indicates the location of

the baseline spectrum where the monolayer is assumed to be unstrained. The

sensitivity to bi-axial strain of the WSe2 monolayer's bandgap was obtained

from [42]. (d) Local PL centroid map. The excitation laser was a 532 nm,

CW diode laser. Reproduced with permission from [33]. . . . . . . . . . . . 53
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in the slice of the AFM topography image in Fig.4.2.2(b). Reproduced with
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4.2.5 Comparison of centroid vs peak wavelength shift based strain (a). The strain
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4.2.6 Transport of excitons in the unstrained WSe2 monolayer. (a) Local PL cen-

troid map showing the point of excitation on the WSe2 monolayer indicated by

the plus (+) sign marker. (b) Normalized exciton PL Intensity as a function
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correlated single photon counting (TCSPC). (c) Time slices of the normal-

ized exciton density �tted with Gaussian functions showing the broadening
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ation of the Gaussian spatial distribution. (d) Change in variance (CIV) of

the exciton density as a function of time showing sub-di�usive transport in
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4.2.7 Transport of excitons in the strained portion of the WSe2 monolayer. (a) PL

centroid map of the WSe2 monolayer zoomed in around the SiO2 pillar and

showing the excitation positions indicated by the plus (+) sign markers. (b)

Normalized PL intensity as a function of position and time when the excitation

was placed above the pillar, and the APD was scanned along the vertical

direction from top to bottom. (c) Normalized PL intensity as a function of

position and time when the excitation was placed to the left of the pillar and

the APD was scanned along the horizontal direction from left to right. (d)
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(blue), X2 (red), and X3 (green) in (a). The dashed vertical lines indicate
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was a 405 nm pulsed laser with 200 nW average power, a pulse repetition rate

of 40 MHz, and a beam diameter of approximately 500 nm. The estimated

excitation �uence was 2.5 µJcm−2. Reproduced with permission from [33]. . 62
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as a result of the strain on the WSe2 monolayer. Reproduced with permission

from [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
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4.3.1 Strain mobility of the strained WSe2 monolayer. (a) Local strain pro�le and
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left to right. (b) Exciton density's peak position and drift velocity as a func-

tion of time. Both the experimental strain and density's peak position were �t

with second-order polynomials to calculate smooth strain gradient and drift

velocity curves, respectively. (c) Mobility obtained from experimental drift ve-

locity and local strain gradient. Two di�erent units for mobility are shown to

compare the strain mobility to the traditional mobility of charge carriers. (d)

and (e) Experimental and numerical normalized exciton densities as a function

of position and time. The peak of the numerical exciton density is overlain on

top of the experimental density for comparison. The parameters used in the

numerical solution are α = 0.66, Γ = 0.17, τ = 0.73ns,µε = 18 cm2s−1%−1,

and ∂Eg/∂ε = −55 meV%−1. Reproduced with permission from [33]. . . . 69

5.2.1 Schematic illustration of hot exciton dynamics and timescales. (a) Timescales

of exciton formation, hot and cold exciton transport regimes, and the evo-

lution of the temperature of the exciton gas. (b) Exciton dispersion rela-
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scattering and exciton-phonon scattering. Reproduced with permission from

[34]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
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5.3.2 Evolution of the change in variance of a Gaussian distribution of excitons in

an h-BN encapsulated WSe2 monolayer on a SiO2/Si substrate for increasing

excitation densities. The solid lines represent the kinetic energy relaxation

model �t represented by Eq.5.2.4, and the markers are the experimental data.

Reproduced with permission from [34]. . . . . . . . . . . . . . . . . . . . . . 81
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5.3.5 Contribution of Auger broadening (solid lines) to the change in variance of

the Gaussian spatial distribution of excitons in the h-BN encapsulated WSe2

monolayer for increasing excitation densities (markers). The contribution of

Auger broadening to the total CIV is negligible for excitation densities be-

low 4 × 1011cm−2. The markers correspond to the data shown in Fig.5.3.2.
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left to right along the z axis. The MoSe2 monolayer is conveniently positioned

at the origin. The thickness of the m-nth layer is labeled by tm. The trans-

fer matrix of the multi-layer structure is obtained by applying the boundary

conditions for the electromagnetic �elds at the interfaces of the structure. . . 110
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ζ = 10−4, Υ = 1, B = −102, G = 0.995, S = 10−2, and I0P = 10−6. The

indices of refraction of h-BN and NBK7 glass were taken from references [94]
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6.4.1 Optical microscope image of the h-BN encapsulated MoSe2 monolayer. The

sample was transferred over a wedged AR-coated NBK7 substrate, which ap-

pears as the dark blue background on the image. The outline of the encap-

sulated MoSe2 monolayer is indicated by the white dashed line. The inset

on the top right corner of the optical image is a side-view illustration of the

multi-layer structure, but the dimensions are not to scale. . . . . . . . . . . . 123

6.4.2 Photoluminescence spectrum of the h-BN encapsulated MoSe2 monolayer at

4 K. The excitation was a linearly polarized HeNe laser with an energy of
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peak was �t with a Lorentzian function and the resulting linewidth is about

3.3 meV. A relatively low trion peak and narrow linewidth are both expected

results from the encapsulation of the MoSe2 monolayer with h-BN. . . . . . . 124

6.4.3 Linear absorption of the h-BN encapsulated MoSe2 monolayer. The linear

absorption of the monolayer was measured using a linearly polarized, tunable,

CW laser excitation. The laser was scanned across the energy of the exciton

peak observed in the PL spectrum at about 1.653 eV. The linear absorption

spectrum was �t with a Lorentzian function, and the resulting linewidth is

about 8 meV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

xxiv



6.4.4 E�ective di�erential absorption of the h-BN encapsulated MoSe2 monolayer

for various pump and probe powers. The MoSe2 monolayer's e�ective absorp-

tion spectra for increasing pump (a) and probe (b) powers were estimated as

the negative of the di�erential transmission spectra. The x-axis corresponds

to the energy detuning of the probe with respect to the exciton resonance. The

di�erential re�ection spectra were not available for this set of measurements.

The insets indicate the peak-to-peak amplitude of the spectra for di�erent

power levels. At high pump and probe powers, the peak-to-peak amplitude

begins to increase nonlinearly. The main spectral features, however, remain

virtually identical for all pump and probe power levels. . . . . . . . . . . . . 127

6.4.5 Typical absolute di�erential re�ection, transmission, and absorption spectra

of the h-BN encapsulated MoSe2 monolayer. The absolute di�erential spectra

were obtained by characterizing the optical losses in the measurement appa-

ratus to accurately estimate the amount of probe power re�ected from and

transmitted through the sample relative to the incident probe power. The

pump and probe lasers were co-circularly polarized. . . . . . . . . . . . . . . 128

6.4.6 Illustration of excitation-induced features on the di�erential absorption spec-

trum. The dispersive line shape of the di�erential absorption spectrum arises

from the excitation-induced shift of the resonance energy whereas the asymme-

try of the spectrum with respect to the zero crossing arises from the excitation-

induced broadening of the resonance. The absorption spectra with the pump

laser on and o� were modeled as Lorentzian functions. With the pump on,

the Lorentzian is red shifted one unit and broadened by 50% relative to the

Lorentzian with the pump on. . . . . . . . . . . . . . . . . . . . . . . . . . . 129
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6.4.7 Absolute di�erential re�ection, transmission, and absorption spectra of the h-

BN encapsulated MoSe2 monolayer for various pump-probe polarization com-

binations. The pump energy was �xed at the exciton resonance energy. A

narrow resonance is observed when the pump and probe are co-circularly po-

larized. The resonance appears as a single point due to the relatively low

resolution of the energy axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.4.8 Absolute di�erential absorption of the h-BN encapsulated MoSe2 monolayer

for various pump energies and co-circularly polarized pump-probe �elds. (a)

Energy detuning of the pump with respect to the exciton resonance energy

labeled on the linear absorption spectra of the monolayer with the color-coded

arrows. (b) Low resolution absolute di�erential absorption spectrum of the

MoSe2 monolayer for various pump energy detuning values. The population

pulsation resonances follow the pump energy. (c), (d), (e) High resolution

di�erential absorption spectra showing the population pulsation resonances

that appear at zero pump-probe detuning in (b). The sub-µeV features at

zero pump-probe detuning on the high resolution spectra correspond to the

electrical bandwidth of the photodetector of about 35 MHz. The additional

sub-µeV features on the high resolution spectra correspond to noise coming

from the laser electronics. All of these sub-µeV features are present even when
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6.4.9 Fitting of the di�erential absorption spectrum of the h-BN encapsulated MoSe2

monolayer with the di�erence of two Lorentzians and density matrix models.

(a) Fitting of the di�erential absorption spectrum of the h-BN encapsulated

MoSe2 monolayer shown in �gure 6.4.7 with the di�erence of two Lorentzians

plus a third-order correction (D2L+Correction) for co-circularly polarized

pump-probe and zero pump energy detuning. (b) Plot of the residuals from

the �t of the di�erential absorption spectrum of the h-BN encapsulated MoSe2

monolayer with the D2L+Correction model, i.e. Eq.6.4.3. The parameters

extracted from the D2L+Correction �t are ζ = 7.3 × 10−6, Λ0 = 2.4 × 103,

B = −16.5, Υ = 0.524, ρ22 = 0.157, γ = 1.406 × 1012s−1. (c) Fitting of the

di�erential absorption spectrum of the h-BN encapsulated MoSe2 monolayer

shown in �gure 6.4.7 with the density matrix (DM) model for co-circularly po-

larized pump-probe and zero pump energy detuning. (d) Plot of the residuals

from the �t of the di�erential absorption spectrum of the h-BN encapsulated

MoSe2 monolayer with the DM model, i.e. Eq.6.2.104. The parameters ex-
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Abstract

The explosive energy demand by the communication and information technologies sector in

the age of arti�cial intelligence (AI) calls for increasingly e�cient electronics. One promising

alternative to the ine�cient electron-based information processing paradigm are the elec-

trically neutral, Coulomb-bound electron-hole pairs known as excitons. Unlike electronics,

excitonics lack the inherent capacitive delays and the associated energy losses that con-

tribute to electronic hardware's energy ine�ciency. While this particular advantage makes

excitonics a promising platform for highly e�cient communication and information process-

ing hardware, conventional semiconductor materials in their bulk form are highly polarizable

and screen out the Coulomb interaction that keeps excitons bound. As a result, excitonic

hardware based on conventional semiconductors require cryogenic temperature operation,

rendering them impractical for large-scale applications.

Motivated by these challenges, the research in this dissertation broadly focuses on ex-

ploring and leveraging the properties of excitons in a new class of two-dimensional (2D)

semiconductors known as transition metal dichalcogenides (TMDs). TMD monolayers o�er

two fundamental advantages over conventional semiconductors. First, the reduced dielectric

screening and strong Coulomb interactions stemming from their 2D nature lead to strongly

bound excitons with binding energies one order of magnitude higher than that in conven-

tional semiconductors. This property makes excitons in TMD monolayers remarkably stable

at room temperature. Second, the band structure of TMD monolayers is highly sensitive

to mechanical deformation, enabling the manipulation of excitons via engineered energy

xxix



gradients by subjecting the monolayers to non-uniform strain �elds.

Speci�cally, this dissertation centers around three main aspects. First, the physical pro-

cesses responsible for the deviation of di�usive transport of excitons in TMD monolayers

from the conventional Fick's law of di�usion (anomalous di�usion), are investigated. The

di�usion of excitons generated in tungsten diselenide (WSe2) monolayers is studied by mon-

itoring the time evolution of their photoluminescence (PL) intensity distribution. The two

mechanisms giving rise to anomalous di�usion in the WSe2 monolayers are the multi-capture

and release of mobile excitons by traps, and the relaxation of the kinetic energy of excitons

created non-resonantly. Both of these mechanisms lead to the nonlinear evolution of the

mean squared displacement of the exciton distribution, which is a signature of sub-di�usive

transport.

Second, the control of the �ow of excitons via non-uniform strain in a WSe2 monolayer

is demonstrated by transferring it over a substrate with nanoscale features. The strain �eld

is measured by mapping the PL spectra across the monolayer and calculating the resonance

energy shift at the strained area relative to an unstrained point. The control of the �ow was

veri�ed by exciting a Gaussian distribution of excitons at di�erent points near the strained

area of the WSe2 monolayer, and monitoring the peak of the distribution over time. In all

instances, the distribution's peak shifts toward the highest strain point of the monolayer,

demonstrating the �ow of excitons on demand.

Third, the signatures of quantum coherent e�ects in the nonlinear absorption spectrum

of a molybdenum diselenide (MoSe2) monolayer are identi�ed via continuous-wave coherent

optical spectroscopy. The nonlinear absorption spectrum of the MoSe2 monolayer reveals

two unique coherent processes: excitation-induced many-body scattering, and population

pulsation resonances. These e�ects can be leveraged to implement coherent control schemes

for quantum information applications.

These results represent a steppingstone in the development of hybrid quantum photonic-

excitonic devices that meet the energy e�ciency demands of the ongoing digital revolution
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fueled by the advent of AI.
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Chapter 1

Excitonics in the Era of AI

1.1 The unsustainable energy demand of the ICT sector

The growing demand for energy in the age of AI has posed an unprecedented challenge for

science and engineering. As the demand for internet connectivity and mobile-phone tra�c

skyrockets, the information industry could lead to an explosion in energy use. Some of

the most alarming forecasts predict that the global electricity use by the information and

communication technologies (ICT) sector could range between 20% to 50% by 2030 [77].

Data centers alone currently use more electricity for cooling than the overall national energy

consumption of some countries such as Iran, and about 1% of the global electricity demand

[77]. Data centers contribute just about 0.3% to global carbon emissions as part of the

overall 2% emissions coming from the entire ICT sector. Alarmingly, the electricity use by

data centers is expected to increase about 15-fold by 2030 [77] as shown in Figure 1.1.1.

Power dissipation in information-processing systems is a major limitation at many lev-

els. The energy waste of electronic hardware arises from the inherent resistive heating of

their electrical components. Electrical interconnects are a particularly growing contributor

to energy consumption in integrated circuits as they account for 30% to 50% of power con-
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Figure 1.1.1: Expected trends in electricity consumption by the ICT industry sector between
2010 and 2030. (a) Breakdown of electricity consumption by ICT sub-sector and (b) expected
share of the global electricity usage between 2010 and 2030. Reproduced with permission
from [3].
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sumption [114]. In addition, the speed of information processing is limited by the capacitive

delays and energy spent in charging the lines (wires) of electrical circuits. Though the op-

erating voltage may not be very large, the energy spent to charge the lines are on the order

of [114]

Es > ClV
2
r (1.1.1)

where Cl is the capacitance of the line, and Vr is the operating voltage. Since the typical

capacitance of well-designed electrical lines is about 200 aF/µm, this energy cannot be

reduced much further other than by reducing the operating voltage [114]. While the total

energy per logic operation is at the femtojoule level even in current silicon CMOS devices,

the demand for processing power by the ongoing ICT technology revolution may require

operational energies as small as tens of attojoules per bit [115]. Even the adoption of novel

materials with remarkably low resistive losses such as graphene are expected to improve the

resistive losses and transient delays of electrical interconnects only by a factor of 2-4 [7].

1.2 Alternatives to the current energy-ine�cient infor-

mation processing architecture

1.2.1 Optical interconnects

Optical interconnects naturally arise as an alternative to the inherently lossy electrical in-

terconnects because optical lines do not need to be charged to the operating voltage; only

enough energy to charge the photodetector at the receiving end is necessary. This bene�t,

known as quantum impedance conversion, follows from the photoelectric e�ect and it re-

moves the distance-dependence of interconnect energy [115]. The relevant energy scale for

comparison with electrical interconnects is the optical energy required to discharge the total

capacitance of the photodetector and the electrical input that the interconnect is coupled
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to. This energy scale is

Ep ≥ CdVr
~ω
e

(1.2.1)

where the voltage ~ω/e is equivalent to the energy of the photon. The inequality in Eq.1.2.1

accounts for the loss in the optical interconnect and the additional energy cost of the optical

output device. Optical interconnects have the potential to be more energy-e�cient than their

electrical counterparts as long as Cd~ω/e < ClVr. Since photon energies are typically much

larger relative to the operating voltage Vr, the real energy e�ciency advantage of optical

interconnects over electrical ones occurs if Cd � Cl.

While optical interconnects might appear as the most obvious alternative to address the

shortcomings of electronic hardware, the size of optical devices is physically constrained by

the di�raction limit to the size of the operating wavelength of light, which in turn limits the

number of devices that can be integrated on a chip. To minimize these ine�ciencies and

limitations, the current hybrid optical-electronic information processing architecture relies

on electrical components for short-distance information processing and optical interconnects

for long-distance communication. However, the additional energy required to convert optical

signals into electrical signals and vice-versa, and the packing limitation of optical components

make this hybrid architecture inadequate to meet the increasing demands for energy e�ciency

of the ongoing information and communication technology revolution. Moreover, despite

the potential advantages of optical interconnects over electrical ones, the economic cost of

integrating optics with electronics on integrated circuits is very high whereas making wires on

chips and boards is relatively inexpensive [114]. Being able to make the necessary optical and

electronic components in a low-cost process compatible with conventional nano-fabrication

technology will be essential for any commercial introduction of optical interconnects.
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Figure 1.2.1: Schematic illustrating the working principle of excitonic information processing.
A photon creates an exciton, which then performs logic operations without dissociating into
free carriers, avoiding the capacitive delays and associated energy losses. The exciton �nally
recombines and emits a photon which then can excite another exciton. Illustration credit:
Parag Deotare.

1.2.2 Exciton-based information processing

Another alternative to the shortcomings of the hybrid optical-electrical information process-

ing architecture is to use excitons � Coulomb-bound electron-hole pairs � as the carriers of

information instead of either electrons or photons. The mechanism of operation of exciton-

based information processing is that when a semiconductor material absorbs a photon, an

electron is promoted from the valence band to the conduction band, leaving behind a net

positive charge or hole in the valence band. Subsequently, the excited electron can relax back

into the valence band, regenerating the photon. In the meantime, Coulomb interactions in

the crystal can bind the excited electron and the positive hole together to form an elec-

trically neutral exciton. Most conventional semiconductor materials are highly polarizable

and screen out the Coulomb interaction. Therefore, excitons are not typically observed in

semiconductors such as silicon, where the electron and holes behave as free carriers [7].

Excitonic information processing eliminates the need to convert optical signals into elec-

trical ones because excitons are formed via the absorption of light, and the logic operations

can be carried out by the excitons themselves without the need to dissociate them into

individual carriers. An illustration of the operating principle of exciton-based information

processing in shown in Fig.1.2.1.
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Moreover, exciton-based devices lack the inherent capacitive delays and energy losses

arising from charging and discharging of the lines as excitons are electrically neutral quasi-

particles. Moreover, their size is only a few unit cells across which is about one to two

orders of magnitude smaller than the wavelength of visible light, making the exciton-based

architecture fairly compact from the on-chip integration point of view.

While excitonic devices have been proposed and demonstrated in other semiconductor

materials in the past, namely in AlAs and GaAs [20], the binding energy that prevents

excitons from dissociating into individual carriers in those materials is much lower than

room-temperature thermal energy. Such low binding energies require the use of cryogenic

equipment to cool down those materials, making excitonics impractical for large-scale op-

eration. Nevertheless, a new class of semiconductor materials known as transition metal

dichalcogenide (TMD) monolayers has received signi�cant attention over the past decade

due to their remarkably large exciton binding energies. One order of magnitude larger than

room-temperature thermal energy, such large binding energies make these materials a very

promising platform for developing room-temperature robust excitonic devices.

In addition, their single atomic layer thickness makes TMD monolayers highly sensitive

to mechanical deformations. For instance, the optical energy gap can be tuned by applying

strain. Such tunability can be leveraged to control the motion of excitons by applying

non-uniform strain to create energy gradients that result in the directional �ow of excitons

towards the regions of lowest energy. In addition, highly localized tensile strain can be used

to create quantum dots � nano-structures that con�ne the motion of excitons in all three

spatial dimensions � causing them to e�ectively behave like atoms. These structures may

be used to implement coherent control schemes for quantum information technologies [178].

Both the design of a purely exciton-based information processing architecture as well as

the development of novel quantum technologies that leverage the remarkable optical prop-

erties of TMD monolayers depend on a thorough understanding of the physical mechanisms

that both enable and limit the transport performance and quantum coherence of excitons in
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these materials. Similar to conventional electron-based devices, the transport performance

of excitons in TMD monolayers is limited primarily by scattering. In the semi-classical limit,

Boltzmann transport theory is able to describe the scattering of free excitons with phonons

and crystal defects. However, the strong Coulomb interactions in TMD monolayers arising

from their reduced dimensionality leads to many-body e�ects that require higher-level theo-

ries to describe e�ects such as excitation-induced scattering [177, 84]. The work in this thesis

revolves around understanding the physical processes that impact the transport and coher-

ence of excitons in TMD monolayers, and leveraging the tunability of their band structure

with strain to enable the design of excitonic devices.

1.3 Survey of exciton transport and nonlinear spectroscopy

in TMDs

Various e�orts to benchmark the excitonic transport properties in TMD monolayers, primar-

ily the exciton di�usivity, have been underway over the past few years [91, 90, 134, 33, 34]. For

example, Kumar and colleagues in [91] used a transient absorption spectroscopy technique

to study the di�usion of excitons in bulk and monolayer molybdenum diselenide (MoSe2)

at room temperature. They used a pump optical beam to generate an exciton density in

the material, and after a speci�c time delay, they measured the re�ectivity of the sample

while spatially scanning a probe beam. This technique enabled them to indirectly visualize

the broadening of the exciton distribution on a picosecond timescale and extract the exciton

di�usivity of MoSe2.

Similarly, Kulig and colleagues in [90, 134, 59] measured the di�usion of excitons on a

suspended tungsten disul�de monolayer through spatially and temporally-resolved micro-

photoluminescence imaging at room temperature. In addition to extracting the exciton

di�usivity, they observed a peculiar nonlinear behavior of the exciton population charac-

terized by a spatial ring at high excitation densities. This type of nonlinear optical e�ect
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have been linked to the complex band structure of TMD monolayers, and the interaction of

non-equilibrium phonons with high-energy excitons [59, 90, 134, 153, 155]. A similar e�ect

was discovered by our lab, and the details of these observations are presented in chapter

5. Other experimental e�orts have centered around measuring the di�usivity of excitons in

TMD monolayers at various lattice temperatures to isolate the thermally-activated processes

that impact the exciton di�usivity. [22, 78, 60, 153].

In addition to measuring the di�usivity of excitons in TMD monolayers, various e�orts to

demonstrate the control of exciton motion using strain have emerged over the past few years

[119, 33, 50, 63, 152]. Both static and dynamic strain have been used to control the �ow of

excitons. These approaches usually involve applying a local strain gradient with a nanoscale

structure, which enables locally and reversibly steering the excitons over micrometer-scale

distances [119, 33, 63]. Strain locally modulates the bandgap resulting in an energy gradient

that drives the excitons towards the regions of highest strain.

In an analogous approach, the resonance energy of interlayer excitons in TMD het-

erostructures were tuned locally using electric �elds. This approach was utilized to demon-

strate an electrically controlled excitonic transistor in a MoS2-WSe2 van-der-Waals het-

erostructure at room temperature [190]. Unucheck and colleagues demonstrated the ability

to manipulate the �ow of inter-layer excitons by creating electrically re-con�gurable con�ning

and repulsive potentials in a TMD-based heterostructure.

Beyond their promising potential as a platform for excitonic information processing, TMD

monolayers exhibit strong many-body e�ects that could be leveraged to develop novel quan-

tum technologies that could become part of the quantum internet [207, 5]. While the coherent

nonlinear optical spectrum of TMD monolayers has not been investigated extensively, there

have been various e�orts to characterize the coherent properties of these materials, includ-

ing dephasing times and many-body interactions, using multi-dimensional coherent optical

spectroscopy in the time domain [117, 110, 118, 116]. These e�orts have provided insight

into exciton resonance broadening mechanisms such exciton-exciton and acoustic phonon
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scattering.

In addition, continuous-wave nonlinear spectroscopic studies have reported the observa-

tion of remarkably narrow resonances that are typically associated with quantum dots [161].

These resonances have been associated with coherent population pulsation, a phenomenon

that arises from the interference of the pump and probe optical �elds through the excita-

tion of the medium. Additionally, signatures of coherent many-body e�ects in the nonlinear

optical spectrum of TMD monolayers have also been observed [4, 192, 175]. These e�ects

are linked to Pauli blocking as well as exciton-exciton nonlinearities [177, 46, 80, 81, 79].

However, to the best of our knowledge, the �rst experimental observations of excitation-

induced many-body spectral broadening and shifts in these materials are shown in chapter

6. These e�ects represent an opportunity to develop novel coherent control schemes based

on the many-body states of TMD monolayers.

1.4 Summary of the work in this thesis

Chapter 2 provides an introduction to the physical properties and dynamic e�ects of excitons

that are relevant for the remaining chapters of this thesis. First, the crystal and band

structures of TMD monolayers are reviewed. Then, a brief survey of the key factors that

impact the mobility and recombination dynamics of excitons is discussed. Lastly, an overview

of some of the most intriguing nonlinear e�ects in both the high and low density limits of

these materials is presented.

Chapter 3 describes the experimental technique utilized to image the motion of excitons

in TMD monolayers and the physical models used to analyze these imaging data to extract

the transport properties of excitons in these materials. In addition, the limitations of these

models are discussed at the end of the chapter.

Chapter 4 discusses transport studies of excitons in a non-uniformly strained tungsten

diselenide (WSe2) monolayer. The WSe2 monolayer was strained with a nanostructured sub-
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strate to control the propagation of a Gaussian distribution of excitons. The tunability of the

exciton band structure via strain enabled the creation of an e�ective excitonic potential that

resulted in the funneling of excitons towards the high tensile strain points in the monolayer.

This chapter also presented evidence of di�usive transport of excitons that deviates from

the conventional Fick's law. Such deviation was characterized using the model of anomalous

di�usion introduced in chapter 3.

Chapter 5 discusses transport studies of excitons in a hexagonal boron nitride (h-BN)

encapsulated tungsten diselenide (WSe2) monolayer. Similar to the observations in chapter

4, evidence of anomalous di�usion in the h-BN encapsulated WSe2 monolayer was observed.

The origin of such behavior in this sample, however, was traced to the relaxation of the

excess kinetic energy of the excitons generated with a non-resonant optical excitation.

Chapter 6 discusses studies of the nonlinear optical response of a hexagonal boron nitride

(h-BN) encapsulated molybdenum diselenide (MoSe2) monolayer and the modeling of the

macroscopic optical polarization using the master equation to interpret the signatures of

many-body e�ects. The main experimental observations are excitation-induced broadening

and shifts of the exciton resonance. While modeling of the full many-body state requires a

higher-level theory, the main experimental observations were qualitatively reproduced with

the master equation-based model.

Chapter 7 summarizes the work in this thesis, and suggests some future directions.
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Chapter 2

Introduction to TMDs

2.1 Introduction

Ever since the discovery of graphene, which led to the Nobel Prize in Physics in 2010 [53, 55,

25], the search for other two-dimensional (2D) materials exhibiting exotic physical properties

as a result of their reduced dimensionality and crystal symmetry has become one of the largest

endeavors of this decade in the �elds of nano-science and engineering. Among this new class

of 2D materials are transition metal dichalcogenides (TMDs). TMDs have received ample

attention due to their remarkable optical properties, which make them promising candidates

for a wide variety of applications in photonics, optoelectronics [106], and valleytronics [162].

TMDs are found naturally occurring in nature as layered and three-dimensional struc-

tures, but only the layered crystals, can be cleaved down to single monolayers. Monolayer

TMDs are between 6 and 7 angstroms thick, and they comprise of a layer of transition

metal atoms, typically molybdenum (Mo) and tungsten (W), packed in a hexagonal plane

sandwiched between two planes of chalcogen atoms, typically sulfur (S) and selenium (Se).

The bonds among the in-plane atoms are covalent, but their inter-layer interaction is a weak

van-der-Waals force that enables the crystal to readily cleave along each layer surface [30].

While they can adopt either a trigonal prismatic or octahedral structures, the most-studied
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crystals are the group VI TMDs, which have trigonal prismatic structures, and have out-of-

plane mirror symmetry and broken in-plane inversion symmetry [106]. The crystal structure

of group VI TMDs is shown in Fig.2.1.1.

2.2 Band structure of TMDs

TMDs are indirect bandgap semiconductors in their bulk form, but their bandgap becomes

direct when they are cleaved down to single monolayers [198]. The corresponding band

extrema are located at the K and K ′ points of the hexagonal Brillouin zone, most commonly

referred to as the K and K ′ valleys. The energy degeneracy of the conduction and valence

bands at these valleys are split due to spin-orbit coupling (SOC). The splitting at the K

point in the valence band is around 0.2 eV for molybdenum-based TMDs, and about 0.4

eV for tungsten-based TMDs [198]. This coupling gives rise to two valence sub-bands and

therefore two types of excitons, known as A and B excitons, which involve holes from the

upper and lower energy spin states, respectively. SOC is also responsible for the locking of

the spin and valley degrees of freedom: the spin-up state at the K valley is degenerate with

the spin-down state at the K ′ valley as shown in Fig.2.2.1. Although to a smaller extent,

the conduction band minima are also split, and depending on the metal atom, the splitting

has a di�erent sign: negative for molybdenum-based TMDs, and positive for tungsten-based

TMDs as shown in Fig.2.2.1. As a result, and in marked contrast to typical GaAs quantum

wells, the spin degeneracy of both conduction and valence bands at the K and K ′ points

of TMDs is fully lifted [198]. Moreover, the conduction band splitting results in an energy

separation between the spin-allowed or optically bright transitions and the the spin-forbidden

or optically dark transitions as shown in Fig.2.2.1.

The broken inversion symmetry of TMD monolayers results in �nite Berry curvatures

and orbital magnetic moments of opposite sign at the K and K ′ valleys, which give rise

to unique valley-dependent chiral optical selection rules. The absorption of left or right
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Figure 2.1.1: Crystal structure of TMD monolayers. The local coordination of the metal
species can be (a) trigonal prismatic and (b) octahedral. (c) Top and (d) side views of a
single layer TMD with trigonal prismatic coordination [87, 30]. Reproduced with permission
from [87].
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Figure 2.2.1: Schematic illustration of the single-particle band structure of TMD monolayers
showing the direct bandgap and the spin-orbit splitting of the conduction and valence bands
at the K and K ′ points of the hexagonal Brillouin zone. The order of the conduction bands
is opposite in MoX2 (a) and WX2 (b) monolayers. Reproduced with permission from [198].

circularly polarized light transitions are allowed only in a particular valley [106]. As a result,

optically generated electrons and holes are both valley and spin polarized, a phenomenon that

is referred to as spin-valley locking. Spin-valley locking is the basis for many valleytronics

applications of TMD monolayers [162].

The optical spectra of TMDmonolayers feature pronounced peaks associated with exciton

resonances, which inherit the chiral optical selection rules of the electronic band structure.

The exceptionally strong Coulomb interactions in TMD monolayers lead to tightly-bound

excitons with binding energies on the order of 500 meV � an order of magnitude higher than

conventional semiconductors [118]. In addition, higher-order excitonic quasi-particles such

as trions and bi-excitons are typically observed in the optical spectra of TMDs, especially at

low temperatures. The bandgap, binding energies, and spin-orbit coupling splitting of the

bands of TMDs are summarized in table 2.2.1.

2.2.1 Exciton band structure

In addition to the spin-forbidden states resulting from SOC interactions in TMD monolayers,

momentum-forbidden dark states also play a signi�cant role in their optical properties. The
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Table 2.2.1: Electronic properties of TMD monolayers [106].
Property MoS2 MoSe2 WS2 WSe2

E�ective mass (m0) 0.5 0.6 0.4 0.4
Optical gap (eV) 2 1.7 2.1 1.75

Exciton binding energy (eV) 0.55 0.5 0.5 0.45
Conduction band splitting (meV) -3 -20 30 35
Valence band splitting (meV) 150 180 430 470

relative position of these dark states with respect to the optically accessible bright states has

a crucial impact on the emission e�ciency of these materials [198]. Besides the typical K and

K ′ valleys, TMDs exhibit two additional conduction band minima at the Λ and Λ′ points

of the hexagonal Brillouin zone, and one additional valence band maximum at the Γ point

of the hexagonal Brillouin zone. Coulomb-bound electron-hole pairs involving electrons and

holes located in di�erent valleys can form, resulting in momentum-forbidden dark excitonic

states. In addition, excitonic states with the hole located at either the K or Γ points, and

the corresponding electron at either the Λ, Λ′, K, and K ′ points can form. All of these

states cannot be accessed optically because photons cannot provide the required center-of-

mass momentum for the transition to occur. A diagram of optically bright, spin-dark, and

momentum-dark exciton states are shown in Fig.2.2.2 and Fig.2.2.3.

2.2.2 Band structure tunability

The band structure of TMDs is highly sensitive to lattice deformations; TMD monolayers

are more sensitive to strain than other 2D materials such as graphene [76]. Lattice deforma-

tions give rise to di�erent energy shifts for optically bright and dark excitonic states, which

can radically change the energy landscape, the e�ciency of intervalley scattering, and the

in�uence of each state on the recombination dynamics and transport properties of excitons

and charge carriers [152]. Figure 2.2.4 shows a schematic diagram of the e�ect of strain on

the lattice, bandgap energy, and excitonic states [42, 152].

Lattice deformations also lead to changes in e�ective carrier masses, giving rise to a
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Figure 2.2.2: Electron dispersion around the K, Λ, and K ′ valleys for (a) tungsten-based
(WS2 and WSe2) and (b) molybdenum-based TMDs (MoS2 and MoSe2) with the hole located
at the K valley, indicating the optically bright, spin-dark, and momentum-dark transitions.
The spin-orbit splitting of the valence bands is not shown since it is a few hundreds of meV,
contributing to B excitons. Exciton dispersion of (c) tungsten-based and (d) molybdenum-
based TMD monolayers. While in molybdenum-based TMDs, the bright exciton is the
energetically lowest-lying state, in tungsten-based TMDs, the dark exciton is the lowest-
lying state. Reproduced with permission from [107].
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Figure 2.2.3: Electron dispersion around theK, Γ, and Λ valleys for (a) tungsten-based (WS2
and WSe2) and (b) molybdenum-based TMDs (MoS2 and MoSe2) with the hole located at
the Γ valley, indicating the spin and momentum-dark transitions. Bright excitons do not
appear since there is no direct bandgap at the Γ point. Since the valence band at the Γ
point is not spin-orbit split, there is a degenerate momentum-forbidden state for every spin-
forbidden state. Exciton dispersion of (c) tungsten-based and (d) molybdenum-based TMD
monolayers corresponding to the valleys in (a) and (b). Most of the states in tungsten-
based TMD monolayers are above the bright exciton whereas in molybdenum-based TMD
monolayers, most states are below the bright exciton. Reproduced with permission from
[107].
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Figure 2.2.4: Strain-dependent exciton band structure of TMD monolayers. (a) At the
atomic scale, strain implies lattice deformations, which shift (b) the excitonic band minima,
and modify the (c) bandgap energy of the monolayers [42]. (d) Strain-dependent energy
shifts of the minima of the optically bright KK, and momentum-dark KK ′, KΛ(′), and
ΓK(′) excitons [152]. Reproduced with permission from [152].
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reduction in the excitonic binding energy, modi�cations to the optical selection rules due to

strain-induced changes in the crystal symmetry, and radiative broadening of the excitonic

resonances due to changes in the lattice structure and in the orbital wavefunctions [48].

Figure 2.2.5 shows a schematic diagram of the e�ect of uniaxial and biaxial strain on the

lattice, conduction band, and excitonic absorption spectrum of TMD monolayers. In the

presence of tensile biaxial strain, the atoms are symmetrically pulled apart in both directions,

maintaining the hexagonal lattice structure symmetric. In momentum space, the biaxial

deformation leads to a decrease of the Brillouin zone. Moreover, due to the larger distance

between metal and chalcogen atoms, the orbital function overlap is reduced. In the case of

tensile uniaxial strain, however, the hexagonal structure becomes asymmetric both in real

and momentum space. Besides the reduced orbital overlap, the atomic orbital functions also

become elliptic in the direction of strain. Strain also produces an overall redshift in the

exciton absorption peak. The redshift arises from a decrease in the orbital overlap leading

to a reduced bandgap, and a decrease in the e�ective carrier masses, which in turn leads to

weaker bound excitons [48].

In addition, tensile strain leads to a direct-to-indirect band gap and a semiconductor-

to-metal transition [76]. Such tunability of their band structure makes TMD monolayers

an exceptional candidate for optoelectronic and excitonic devices with tunable optical and

electronic properties through the introduction of strain. Chapter 4 focuses on the use of

strain to control the motion of excitons in TMD monolayers by leveraging the tunability of

their band structure to create engineered energy potentials that drive the motion of excitons

on demand.

2.2.3 Defect-bound excitons

Besides the variety of optically bright and spin and momentum-dark exciton states, single-

photon emission from defect states has also been observed in TMD monolayers [66, 147, 187,

186]. This type of emission originates from excitons that are con�ned to zero dimensions by
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Figure 2.2.5: E�ect of strain on binding energy and e�ective mass. (a)-(c) The upper panels
show the hexagonal lattice structure in real space and the corresponding Brillouin zone (BZ)
in momentum space for (a) unstrained, (b) bi-axially strained, and (c) uni-axially strained
monolayers. The bottom panels show the corresponding orbital functions. (d) Shift in the
absorption peak of excitons due to strain. (e) Sketch of the e�ect of strain on the dispersion
of the conduction band at the K point. Reproduced with permission from [48].
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a �potential well� generated by a local strain �eld or a crystal defect [187]. Single-photon

emission from defect states in TMD monolayers is particularly relevant to the the develop-

ment of quantum photonic technologies such as quantum key distribution [100], which rely

on the generation of wavelength tunable single photons with reliable quantum correlations.

The tunability of the band structure of TMD monolayers via strain enables the deter-

ministic generation of single-photon emission by locally straining the monolayers. Applying

strain to a nanoscale region of a TMD monolayer changes its optical gap and binding energy,

hence tuning the emission wavelength of defect-bound excitons localized to the strained area

of the monolayer. Moreover, the energy gradient created by the localized strain can drive the

�funneling� of free excitons generated by a non-resonant optical excitation toward the point

of highest strain where they are subsequently trapped by defects. While there have been

many attempts to create quantum dots by con�ning excitons with localized strain pockets

in TMD monolayers, the key role that strain plays in these approaches is to increase the

local density of free excitons at the positions of highest strain, thus increasing the proba-

bility of excitons to be captured by the defects in the strained area [15]. A diagram of the

strain-induced capture of free excitons by defects in strained TMD monolayers is shown in

Fig.2.2.6.

2.3 Transport properties and h-BN encapsulation

Much like their optical properties, the transport properties of carriers in TMD monolayers

are largely susceptible to intrinsic defects [68, 145, 140, 183, 88]. Some of the major causes of

mobility degradation are attributed to intrinsic carrier-phonon scattering and structural de-

fects such as vacancies, grain boundaries, and anti-sites [145, 88]. In addition, scattering with

extrinsic defects such as interfacial charges, impurities [56, 95], and substrate phonons[103]

further degrade the carrier mobility in monolayer TMDs. Similarly, the transport properties

of excitons in TMD monolayers are severely a�ected by both intrinsic and extrinsic crystal

21



Figure 2.2.6: Schematic of strain-controlled single-photon emission from defects in TMDs.
(a) A TMD monolayer is deformed by a nano-pillar to achieve a localized elastic strain
perturbation. (b) The strain locally modulates the monolayer's bandgap. Superimposed
on this arti�cial modulation of the exciton energy are randomly distributed localized trap
states. Optically created excitons e�ciently funnel to an individual strain-tuned localized
exciton trap at the nano-pillar center resulting in a single highly e�cient quantum emitter.
Reproduced with permission from [15].
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defects [218].

Their reduced dimensionality makes TMDmonolayers particularly susceptible to substrate-

related extrinsic defects, which radically in�uence the energetic disorder and the di�usion

properties of excitons [218, 39]. The in�uence of extrinsic defects is typically mitigated by

controlling the fabrication process and carefully isolating the monolayers from the substrate-

related defects that lead to energetic disorder. Unfortunately, the standard Si/SiO2 sub-

strates that are widely used by the 2D materials community are not ideal as they contain

charged surface states and impurities [168], surface roughness [131], and surface optical

phonons [39] that induce changes in the background doping levels and exciton recombina-

tion rates [19]. However, due to its atomically smooth and chemically inert surface, which

is relatively free of dangling bonds and charge traps [70], hexagonal boron nitride (h-BN)

has become the standard capping material across the 2D materials community. Encapsu-

lation of TMD monolayers with h-BN suppresses exciton-exciton annihilation [70], and re-

duces the inhomogeneous spectral broadening of their optical spectra [21, 110]. The typical

low-temperature emission linewidth of TMD monolayers transferred over standard SiO2/Si

substrates is on the order of 10 meV. This linewidth is dominated by energetic disorder in

the local environment as a result of impurities on the substrate's surface or adsorbed dur-

ing the fabrication process. The key roles of h-BN encapsulation are to protect the sample

surface from possible physical and chemical adsorption during experiments, to provide an

atomically �at surface for sample exfoliation [108], and to prevent the doping of the mono-

layer by the SiO2 substrate [21]. As a result, the linewidth of the low temperature emission

spectra narrows down to a few meV, which re�ects the intrinsic optical properties of TMD

monolayers.
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2.4 Recombination dynamics

The non-equilibrium dynamics and transport of excitons in TMD monolayers is dominated to

a large extent by dark excitons [17, 107]. While unable to recombine radiatively, these states

tend to be su�ciently long-lived that they recombine either through out-of-plane polarized

emission [197] or phonon-assisted recombination, resulting in spectral features located ener-

getically below the optically bright excitons [154, 16]. At high temperatures, the emission

spectrum is dominated by optically bright excitons at the KK valley. Nevertheless, even at

high temperatures, the phonon assisted recombination of momentum-dark excitons leads to

an asymmetric emission spectrum [16].

At low temperatures, the emission spectrum acquires multiple indirect recombination

peaks below the bright exciton arising from the phonon-assisted recombination of the ener-

getically lowest KK ′ exciton. The phonon-assisted peaks become only visible at low tem-

peratures because the excitons are forced to undergo an indirect recombination to a virtual

state since scattering back to the bright states is energetically unfavorable [16]. A schematic

of the phonon-assisted recombination processes that occur in TMD monolayers is shown in

Fig.2.4.1.

2.5 High-density nonlinear e�ects

In addition to playing a key role in the emission spectrum of excitons in TMD monolayers,

the e�cient coupling of excitons to phonons play a critical role in their spatial and temporal

dynamics. At high excitation densities, in particular, signatures of nonlinear optical e�ects

arising from their interaction with non-equilibrium phonons are observed in the spatial dy-

namics of excitons. For example, the formation of spatial rings in the emission pro�le as a

result of thermal currents of excitons created by the absorption of hot optical phonons has

been observed [134, 90]. A su�ciently strong exciton temperature gradient is able to drag ex-
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Figure 2.4.1: Sketch of phonon-assisted recombination of momentum-dark excitons in TMD
monolayers. Momentum-dark excitons in the KK ′ valley decay by emitting or absorbing a
phonon and subsequently emitting a photon, which contributes to the indirect PL signal.
Reproduced with permission from [16].

25



citons out of the hot region leading to the appearance of spatial rings. Such nonlinear e�ect is

induced by the emission and re-absorption of hot optical phonons and exciton-exciton Auger

recombination, which act as a heating mechanism giving rise to strong spatial gradients in

exciton temperature [134, 59].

2.6 Coherent many-body e�ects

Generally, the direct extraction of the full many-body quantum state of solids is challenging

because of their overwhelmingly large number of degrees of freedom [177]. Optically excited

direct-gap semiconductors such as TMD monolayers are an ideal platform for determining

their many-body state because the nonlinear optical properties of the excitonic absorption

depend strongly and uniquely on the particular many-body state [177]. Resonant or non-

resonant optical excitation of direct-gap semiconductors induces an optical polarization that

can be converted into electron-hole pair excitations and possibly into Coulomb-bound exci-

tons. Thus, the actual many-body state contains a mix of polarization, electron-hole plasma,

a fraction of excitons, and higher-order correlations [177].

In addition, the intricate band structure of TMD monolayers adds an additional level

of complexity to the many-body quantum state due to the numerous channels of inter and

intravalley scattering among optically accessible and spin and momentum-dark states. Nev-

ertheless, the signatures of many-body interactions are evidenced uniquely in the nonlinear

absorption spectra of these materials, and they include excitation-dependent spectral shifts

linewidth and broadening. The control of these many-body quantum states can lead to the

development of novel quantum technologies beyond two-level systems such as self-assembled

semiconductor quantum dots.
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2.7 Summary

This chapter provided an introduction to the most relevant physical properties of transition

metal dichalcogenide monolayers for the studies of exciton transport and nonlinear spec-

troscopy discussed in this dissertation. Particularly, the complex band structure of TMD

monolayers and the ability to tune the band structure with strain were discussed. This

chapter also highlighted the role of bright, dark, and defect-bound excitonic states as well

as h-BN encapsulation on the emission spectra of TMD monolayers. Lastly, a brief descrip-

tions of some of the nonlinear optical e�ects that are relevant to transport and spectroscopy

measurements of TMD monolayers in this thesis were presented.
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Chapter 3

Experimental Technique for Exciton

Imaging

3.1 Exciton imaging technique

3.1.1 Experimental setup

The transport of excitons in TMD monolayers was studied by measuring the time-resolved

photoluminescence (TRPL) intensity of the monolayers using a custom-built confocal mi-

croscope similar to the one described in reference [2]. The imaging setup is similar to a

laser-scanning confocal microscope, but the PL emission spot is magni�ed 90-fold using a

high-numerical-aperture 60X objective lens, and the 1.5X zoom lens internal to the micro-

scope. An avalanche photodiode detector (APD) with a square active area of 50 µm × 50

µm is then scanned across the magni�ed emission spot to obtain a map of the PL intensity

as a function of time and position on the sample. A schematic diagram of the setup is shown

in Fig.3.1.1.

Generally, the laser excitation source is a diode laser producing pulses of approximately

50 ps in duration, at a repetition rate of 40 MHz, and at a wavelength of 405 nm. The laser is
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Figure 3.1.1: Experimental setup for exciton imaging in TMD monolayers. A detailed de-
scription of the setup is in the text. The illustration is courtesy of Parag Deotare.
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coupled into a single-mode optical �ber to produce a beam with a Gaussian intensity pro�le.

The output of the �ber is then collimated and directed into the back of an inverted optical

microscope where a long-pass dichroic mirror with a cuto� wavelength of 405 nm re�ects the

laser into the objective lens (60X, NA=0.95). The objective lens focuses the beam down to

a near-di�raction-limited spot with a FWHM of approximately 500 nm as determined from

imaging the laser re�ection spot.

The sample is mounted above the objective lens on a piezoelectric scanning stage that

enables selectively exciting the sample at the position of interest. The scanning capability

of the stage is used during measurements only when building PL spectrum raster maps of

the sample such as the one shown in Fig.4.2.3. For imaging the motion of excitons, however,

the piezoelectric stage is �xed at the position of interest, and it is moved only to excite new

positions in the sample between measurements.

The PL emission from the sample is collected by the same objective lens, and the resulting

collimated beam passes through the dichroic mirror and is focused by a 1.5X zoom lens down

to a region outside of the microscope. The focal plane of this lens is determined by scanning

the APD along the optical axis to �nd the smallest PL spot as determined from the highest

PL intensity counts. The APD is mounted on a set of three computer-controlled linear

translation stages that enable scanning the APD along the optical axis and the focal plane

of the lens.

The output of the APD is connected to a timing module with a resolution of 1 ps (Pico-

Quant HydraHarp 400), which detects the arrival time of each photon relative to an electrical

trigger pulse. This technique, known as time-correlated single photon counting (TCSPC),

results in a histogram of photon arrival times which corresponds to the time-dependent rate

of photon emission from the sample. The following section provides more details of the

TCSPC technique.

Lastly, the APD detector is scanned across the emission spot in either the vertical or

horizontal direction, and the TRPL intensity trace is recorded at each detector position
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resulting in a map of PL intensity along one axis of the sample as a function of time. The

detector is shielded from stray light to reduce the background dark counts.

3.1.2 Time correlated single photon counting

Measuring the time evolution of the photoluminescence of semiconductors, including but not

limited to TMD monolayers, is a nontrivial task. Resolving the dynamics of exciton emission

from a single-shot excitation cannot be accomplished simply by detecting their PL emission

with a photodiode detector and a fast oscilloscope because the typical timescales of the PL

dynamics range between tens of picoseconds to a few nanoseconds, and reconstructing the

signal would require the detection of at least a few tens of samples per cycle. Such precise

temporal resolution is di�cult enough to achieve, but on top of that, the emitted light may

be simply too weak to create an analog voltage representing the photon �ux. In fact, the

optical emission may consist of a few photons per excitation cycle, making the discrete nature

of the signal itself an obstacle for the analog sampling of the PL evolution.

These problems can be overcome by with a technique known as time-correlated single

photon counting or TCSPC, where the data collection is extended over multiple cycles of

excitation and emission by using a periodic excitation such as a pulsed laser [196, 128, 11].

TCSPC is based on the repetitive, precisely-timed registration of single photon emission

events, relative to the optical excitation pulse, accomplished using a highly-sensitive pho-

todetector such as an APD. Provided that the probability of detecting more than one photon

per cycle is low, the histogram of photon arrival times represents the time decay of the PL

intensity of the sample that would have been obtained in a single-shot analog recording [196].

The condition of single photon probability is a desirable advantage not only because it can

be accomplished simply by attenuating the light intensity at the sample, but also because it

prevents unwanted nonlinear optical e�ects in the sample at higher excitation levels.

Figure 3.1.2 shows a schematic diagram of how the histogram of photon arrival times is

recorded over multiple cycles. The APD signal consists of a train of randomly distributed
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electrical pulses corresponding to the detection of individual photons. During certain cycles a

single photon event is recorded by the APD, but there are also cycles when no photon arrival

events are recorded. Over many cycles, however, the histogram reconstructs the evolution

of the PL intensity.

Unlike traditional methods of analog signal processing, the timing resolution of TCSPC

is not limited by the width of the detector impulse response. Instead, the timing accuracy of

TCSPC is determined by the transit time spread of the single photon pulses in the detector,

and the trigger accuracy of the electronics [11]. As such, a trigger signal from a su�ciently

narrow pulse is desirable.

The high accuracy of TCSPC, and the ability to scan the APD across the emission spot

to reconstruct the evolution of the PL intensity at di�erent positions enable the imaging

of the exciton density generated by the optical laser excitation with a Gaussian intensity

pro�le. The following section discusses how imaging of the resulting Gaussian PL intensity

spot enables the extraction of the transport properties of excitons in TMD monolayers.

3.2 Exciton di�usion analysis

This section discusses the analytical models used to analyze the experimental exciton imaging

data to extract the fundamental transport properties of excitons in these materials.

3.2.1 Normal di�usion

The optical laser excitation generates a density of excitons with a Gaussian spatial distri-

bution in the TMD monolayer. Although there are various physical mechanisms that can

largely in�uence the evolution of the initially Gaussian spatial distribution of excitons, such

as many-body exciton-exciton and exciton-phonon scattering [59, 90, 134, 34, 153], strain

�elds [33], or crystal defects [33], as a �rst approximation, the evolution of the exciton distri-

bution can be modeled using Fick's law of di�usion. The derivation of Fick's law of di�usion
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Figure 3.1.2: Diagram illustrating the working principle of time-correlated single photon
counting (TCSPC). The detector signal consists of a train of randomly distributed pulses
due to the detection of the individual photons. There are many signal periods without
photons, but many other signal periods contain one photon pulse. Periods with more than
one photon are rare. When a photon is detected, the time of the corresponding detector
pulse is measured. After many photons, the histogram of the detection times corresponds to
the original time decay of the signal. Reproduced with permission from [11].
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is similar to that of the drift, di�usion, and recombination rate equation derived in appendix

A. In three spatial dimensions, Fick's law is generally given by

∂

∂t
n (r, t) = ∇ · [D (r, n, t)∇n (r, t)] (3.2.1)

where n (r, t) denotes the exciton density, and D (r, n, t) is the di�usion coe�cient, which

in principle, can be spatially, temporally, or density dependent. In the absence of lattice

temperature gradients, homogeneous energy bands, and low-density excitation, the di�usion

coe�cient is constant, and the only factor that drives the evolution of the exciton density is

the exciton concentration gradient. Due to the two-dimensional nature of TMD monolayers,

the di�usion of excitons is expected to be azimuthally symmetric, and so Eq.3.2.1 further

simpli�es to a single spatial dimension. Moreover, the APD is typically scanned either along

the horizontal or vertical direction of the imaging setup's focal plane, which implies that the

evolution of the exciton density is only monitored along either of these directions. Therefore,

a simpli�ed form of Fick's law can be solved in Cartesian coordinates to infer the evolution

of the exciton density as a result of di�usion. This simpli�ed form of Fick's law is given by

∂

∂t
n (x, t) = D

∂2

∂x2
n (x, t) (3.2.2)

The solution to the one-dimensional di�usion equation Eq.3.2.2 can be found using the

so-called Gaussian or heat kernel, where the initial condition is convolved with the heat

kernel as [58]
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n (x, t) =

∫ ∞
−∞

dyn (y, 0)
1√

4πDt
exp

[
−(x− y)2

4Dt

]

=

∫ ∞
−∞

dyn (y, 0)S (x− y, t)

= [n (0) ∗ S] (x, t) (3.2.3)

where the heat kernel S (x, t) is de�ned as

S (x, t) =
1√

4πDt
exp

(
− x2

4Dt

)
(3.2.4)

If n0 excitons are initially photo-generated and spatially distributed in a Gaussian distribu-

tion centered at the origin, and with standard deviation σ (0), the initial exciton distribution

can be represented as

n (x, 0) =
n0√

2πσ2 (0)
exp

[
− x2

2σ2 (0)

]
(3.2.5)

The exciton distribution at arbitrary time t given by Eq.3.2.3 can be calculated using the

property of convolution of two Gaussian functions. The convolution of two Gaussians A and

B with variances σ2
A and σ2

B, and centered at xA and xB, is equal to a Gaussian with variance

σ2
A + σ2

B and centered at xA + xB as [208]
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[A ∗B] (x) =

∫ ∞
−∞

dyA (y)B (x− y)

=

∫ ∞
−∞

dy

{
1√

2πσ2
A

exp

[
−(y − xA)2

2σ2
A

]}{
1√

2πσ2
B

exp

[
−(x− y − xB)2

2σ2
B

]}

=
1√

2π (σ2
A + σ2

B)
exp

{
− [x− (xA + xB)]2

2 (σ2
A + σ2

B)

}
(3.2.6)

Accordingly, applying the property for the convolution of Gaussians Eq.3.2.6 to Eq.3.2.3

yields

n (x, t) = [n (0) ∗ S] (x, t)

=

∫ ∞
−∞

dyn (y, 0)S (x− y, t)

= n0

∫ ∞
−∞

dy

{
1√

2πσ2 (0)
exp

[
− y2

2σ2 (0)

]}{
1√

4πDt
exp

[
−(x− y)2

4Dt

]}

=
n0√

2π [σ2 (0) + 2Dt]
exp

{
− x2

2 [σ2 (0) + 2Dt]

}
(3.2.7)

This result implies that the initially Gaussian distribution of excitons will preserve its Gaus-

sian shape, but its variance will evolve linearly in time according to

σ2 (t) = σ2 (0) + 2Dt (3.2.8)

and as illustrated in Fig.3.2.1. For convenience, however, it is customary to plot the change

in variance (CIV) given by

∆σ2 (t) = σ2 (t)− σ2 (0)

= 2Dt (3.2.9)
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because the CIV is independent of the initial width of the Gaussian distribution, which may

vary between data sets as a result of variations in experimental conditions, and it is directly

proportional to the di�usivity of the excitons in the material. As such, the CIV is a quantity

that reports on the fundamental transport properties of excitons in the material, and it is

independent of the experimental conditions.

It is worth mentioning that in the literature the CIV is often incorrectly referred to as

the mean squared displacement (MSD). However, the MSD and the CIV are technically two

di�erent quantities. The MSD of an arbitrary Gaussian distribution de�ned as

MSD (t) ≡
〈
|x (t)− x (0)|2

〉
=

〈
x2 (t)

〉
+ x2 (0)− 2x (0) 〈x (t)〉 (3.2.10)

is equivalent to the second cumulant of the distribution ∆ 〈x2 (t)〉, also known as variance

σ2 (t) and de�ned as

σ2 (t) ≡ ∆
〈
x2 (t)

〉
=

〈
x2 (t)

〉
− 〈x (t)〉2 (3.2.11)

only if the the mean of the distribution does not change with time, i.e. 〈x (t)〉 = x (0). That

is to say, the MSD is equal to
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Figure 3.2.1: Calculated di�usion of a Gaussian distribution. (a) Schematic illustration of
a Gaussian ditribution of excitons at generated at t = 0 by an optical excitation. (b) Map
of the normalized exciton distribution as a function of time emphasizing the broadening
of the distribution as a result of the di�usion of excitons. (c) Cross-sections of theu time
resolved map shwon in (b) comparing the exciton distribution at di�erent times. (d) Change
in variance of the Gaussian distribution as a function of time. The linear evolution of the
CIV is predicted by Fick's law as given by Eq.3.2.9.
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MSD (t) =
〈
x2 (t)

〉
+ x2 (0)− 2x (0) 〈x (t)〉

=
〈
x2 (t)

〉
+ x2 (0)− 2x2 (0)

=
〈
x2 (t)

〉
− x2 (0)

=
〈
x2 (t)

〉
− 〈x (t)〉2

= σ2 (t) (3.2.12)

which is not the same as the CIV. Substituting the result from Fick's law of di�usion of a

Gaussian distribution of excitons given by Eq.3.2.8 into Eq.3.2.12, it is clear that the MSD

is

MSD (t) = σ2 (t)

= σ2 (0) + ∆σ2 (t)

= σ2 (0) + 2Dt (3.2.13)

3.2.2 Anomalous di�usion

Anomalous di�usion is a type of transport that is found virtually everywhere in nature, but

particularly in energetically disordered, non-crystalline materials such as fractured or porous

rocks, diluted magnetic systems, silica aerogels, glassy ionic conductors, and disordered

semiconductors [64]. Speci�cally, anomalous di�usion refers to the deviation of the di�usion

of a system from the evolution predicted by Fick's law. The main characteristic feature of

anomalous di�usion is the nonlinear evolution of the CIV and the resulting time-dependence

of the di�usion coe�cient. In the literature, anomalous di�usion is often described by a

nonlinear CIV with a power-law function of the form
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∆σ2 (t) = Φtα (3.2.14)

where Φ and α are known as the transport factor and anomalous coe�cient, respectively.

The di�usion coe�cient is similarly described by

D (t) =
1

2

d

dt
∆σ2 (t)

=
α

2
Φtα−1 (3.2.15)

and for the particular case of Fick's law di�usion or normal di�usion, α = 1 and D = Φ/2.

While descriptive of the evolution of the CIV, the anomalous di�usion model given by

Eq.3.2.14 does not provide any insight about the physical mechanisms giving rise to the

anomalous behavior. In semiconductor crystals, anomalous di�usion is linked to energetic

disorder caused by impurities that give rise to low-lying energy states that tend to trap mobile

carriers or excitons. The amount of time that the mobile carriers or excitons remain trapped

depends on the details of the distribution of trap states. For instance, if the distribution is

deep or has a non-vanishing deep-energy tail relative to the band of mobile or delocalized

states, the transport slows down due to the multi-trap-and-release events that mobile excitons

or carriers might undergo between free �ights. As a result, the evolution of the MSD becomes

nonlinear and the di�usion coe�cient becomes time dependent [163, 195, 105, 166, 74, 122].

Unlike the hopping models of exciton transport in organic semiconductors and colloidal

quantum dots, where the transport of excitons is modeled as the scattering of localized

states between adjacent molecular sites or dots with transition energies distributed randomly

in a Lévy or Gaussian distribution, the transport of excitons in energetically-disordered

TMD monolayers is more suitably described as the multiple trapping-and-release (MTR) of

extended excitons by regions of energetic disorder in the crystal, but the motion or �free
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�ights� occurs in the free exciton bands [136, 105, 166, 14, 167, 185]. In the limit of high

energetic disorder, however, the MTR band transport of extended excitons mathematically

resembles the hopping transport of localized excitons because the time of �ight is shorter

than the time the excitons remain trapped [105].

A particularly instructive type of trap distribution is the exponential distribution or

Urbach tail of trap states commonly used to describe the anomalous di�usion of carriers and

excitons in semiconductors with energetic disorder [45, 191, 219]. Such exponential density

of traps states has the form

g (E) =
Nt

Et
exp

(
− E
Et

)
(3.2.16)

where Nt is the total density of traps, E is the energy relative to the mobile carrier or exciton

band edge, and Et is the e�ective trap depth. If the escape from the traps is assumed to be

a thermally activated process, the rate of escape can be modeled as

W (E) = W0 exp

(
− E

kBT

)
(3.2.17)

where W0 is the attempt-to-escape rate (e.g. via phonon scattering), E is the energy of the

trap state relative to the free carrier or exciton band edge, kB is Boltzmann's constant, and

T is temperature. Since the energy of the trap states is distributed according to Eq.3.2.16,

the distribution of escape rates associated with the exponential density of trap states is given

by [105]

P (W ) =

∫ ∞
0

dEδ [W −W (E)] g (E) (3.2.18)

Assuming that the escape rate is constant, and the attempts to escape the traps are inde-

pendent of each other, the probability for a carrier or exciton to escape the trap after some

time t of being trapped is given by [105]
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Pescape (t) =

∫ t

0

dτ

∫ ∞
0

dWWP (W ) exp (−Wτ) (3.2.19)

Similarly, the probability for a carrier or exciton to still be trapped at time t after its capture

is simply

Π (t) = 1− Pescape (t)

= 1−
∫ t

0

dτ

∫ ∞
0

dWWP (W ) exp (−Wτ) (3.2.20)

Therefore, if all the excitons or carriers are initially free, the number of trapped particles

at time t is the sum of particles that have been captured within a time interval dτ around

τ < t and which are still trapped after a dwell time of t− τ as [105]

nt (t) =

∫ t

0

dτω0nf (τ) Π (t− τ)

= ω0 [nf ∗ Π] (t) (3.2.21)

where nf,t represents the density of free or mobile (trapped) excitons and ω0 is their capture

rate. Although the capture rate depends on the density of unoccupied traps, i.e. Nt − nt, it

can be approximated to be proportional to the total density of traps as

ω0 ≈ vσcNt (3.2.22)

where v and σc are the thermal velocity of the mobile excitons and the capture cross-section,

respectively.

The MTR model describes the anomalous di�usion of excitons in an energetically disor-

dered semiconductor by de�ning the e�ective time-dependent di�usivity De� (t) as
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De� (t) = η (t)Dfree (3.2.23)

where Dfree is the scattering-limited free exciton di�usion coe�cient, which is the same

di�usion coe�cient from Fick's law in Eq.3.2.2, and η (t) is the fraction of excitons that

become trapped relative to the total density of excitons

η (t) ≡ nt (t)

nt (t) + nf (t)
(3.2.24)

With this de�nition of the e�ective di�usivity, it is clear that the in the limit of high energetic

disorder, when the majority of excitons become trapped, the e�ective di�usivity approaches

zero. While both trapping (escaping) and recombination of mobile (trapped) excitons a�ect

the total population of excitons at any given time, trapping alone is su�cient to explain

the origin of the anomalous di�usion of excitons in semiconductors with signi�cant energetic

disorder. After evaluating the convolution integral given by Eq.3.2.21and substituting the

result into Eq.3.2.24, the fraction of trapped excitons becomes [105]

η (t) =
∞∑
k=0

(−1)k

Γ [1 + k (1− α)]

(
t

θ

)k(1−α)

(3.2.25)

where the parameters α and θ are respectively de�ned as

α =
kBT

Et
(3.2.26)

θ =

[
Wα

0

ω0Γ (1 + α) Γ (1− α)

] 1
1−α

(3.2.27)

and Γ (x) is the complete gamma function. The parameter θ controls the dynamics of trap-

ping as it depends non-trivially on both the capture and escape rates; it can be interpreted
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as the approximate time the mobile excitons remain trapped. Moreover, as de�ned, the

parameter α can take values between 0 and 1. If the e�ective di�usivity is written explicitly

using Eq.3.2.23

De� (t) = Dfree

∞∑
k=0

(−1)k

Γ [1 + k (1− α)]

(
t

θ

)k(1−α)

(3.2.28)

The CIV can be calculated from Eq.3.2.15 by integrating Eq.3.2.28 as

∆σ2 (t) = 2

∫ t

0

dτDe� (τ)

= 2Dfree

∞∑
k=0

(−1)k

Γ [1 + k (1− α)] θk(1−α)

∫ t

0

dττ k(1−α)

= 2θDfree

∞∑
k=0

(−1)k

Γ [1 + k (1− α)] [k (1− α) + 1]

(
t

θ

)k(1−α)+1

(3.2.29)

In the limit of t� θ, the fraction of trapped excitons converges to

η (t) ≈ 1

Γ (α)

(
t

θ

)α−1

(3.2.30)

In this limit, the time that mobile excitons spend in the band of extended states is assumed

to be so small as to almost vanish (i.e. instantaneous trapping and re-trapping) [105, 43, 132].

Moreover, if the e�ective di�usivity in this limit is also written explicitly using Eq.3.2.23

De� (t) ≈ Dfree

Γ (α)

(
t

θ

)α−1

(3.2.31)

the resemblance to the e�ective di�usivity of the anomalous di�usion model given by Eq.3.2.15

is unambiguously clear. In fact, the transport factor is identi�ed to be

44



Φ ≈ 2Dfree

αΓ (α) θα−1
(3.2.32)

and the anomalous coe�cient is simply given by Eq.3.2.26 and it is a measure of the depth

of the traps relative to the thermal energy scale kBT . Interestingly, in the case of normal

di�usion α = 1, the transport factor given by Eq.3.2.32 takes the expected form of Φ = 2Dfree.

For completeness, the CIV in this limit can be calculated from Eq.3.2.15 as

∆σ2 (t) = 2

∫ t

0

dτDe� (τ)

≈ 2Dfree

Γ (α) θα−1

∫ t

0

dτ (τ)α−1

≈ 2Dfree

αΓ (α) θα−1
tα (3.2.33)

where the resemblance of Eq.3.2.33 to the power-law form of the CIV given by Eq.3.2.14 is

unambiguously clear.

Figure 3.2.2 shows plots of the anomalous di�usion coe�cient and CIV given by the

MTR model for an exponential distribution of traps. For convenience, these expressions are

plotted in terms of unit-less quantities as in Eq.3.2.30 and as ∆σ2 (t) / (Dfreeθ).

While most of the experimental exciton imaging data shown in the following chapters

was analyzed using the results from Fick's law of di�usion, namely Eq.3.2.7 and Eq.3.2.9, the

anomalous di�usion model was used to analyze and interpret some of the data in chapter 4

where the origin of anomalous di�usion in a TMD monolayer arises from energetic disorder

in the material. In contrast, chapter 5 discusses a physical mechanism that gives rise to

anomalous di�usion in a TMD monolayer with reduced energetic disorder. In such case, the

the physical process that gives rise to the anomalous di�usive behavior is the relaxation of

kinetic energy of excitons generated with a high photon energy optical excitation.
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Figure 3.2.2: Anomalous di�usion coe�cient and CIV with the MTR model for an expo-
nential density of traps. (a) Anomalous di�usion coe�cient, expressed as the fraction of
mobile excitons according to Eq.3.2.23, and (b) normalized CIV obtained with the multi-
trap-and-release (MTR) model for an exponential density of traps. The solid lines represent
the exact forms of the fraction of mobile excitons, i.e. Eq.3.2.25 in (a) and Eq.3.2.29 in (b),
and the dashed lines represent the approximate their approximate form in the limit t � θ,
i.e. Eq.3.2.31 in (a) and Eq.3.2.33 in (b). The insets show the same quantities in log-log
scale to emphasize the fact that the exact expressions converge to the approximate forms in
the limit of t � θ. The x-axis corresponds to normalized time in units of the parameter θ
de�ned in Eq.3.2.27. The legend in (a) is also applicable to (b).
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3.3 Summary

This chapter discussed the experimental technique used to image the motion of excitons

in TMD monolayers, and the analytical models used to analyze the experimental data to

extract the fundamental transport properties of excitons in these materials. Speci�cally, a

detailed description of the experimental setup for exciton imaging was discussed, empha-

sizing the time-correlated single photon counting technique that enables the resolution of

exciton dynamics with picosecond time resolution. Then, two main models of di�usion were

discussed, namely Fick's law of di�usion and the power-law model of anomalous di�usion.

Fick's law model of di�usion served as the baseline for the identi�cation of interesting dy-

namic e�ects that are ubiquitous in transport studies of excitons in TMD monolayers. This

chapter concluded by discussing a particularly instructive scenario that gives rise to anoma-

lous di�usive transport in energetically disorder semiconductors. This model discussed the

transport of mobile excitons interrupted by the multi-trap-and-release by defect states with

an exponential energy distribution with respect to the mobile exciton band edge.
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Chapter 4

Strain Control of Exciton Transport in

TMDs

4.1 Introduction

Strain engineering of the optical and electronic properties of two-dimensional materials (2D),

such as transition metal di-chalcogenide (TMD) monolayers, is a strategy that has been

utilized extensively over the past few years due to the remarkable resilience of 2D materials to

mechanical deformation [89, 37, 151, 35, 109, 83, 23, 29]. In addition, the exceptional room-

temperature stability of excitons in TMD monolayers, as a result of the strong Coulomb

interaction, has positioned these materials as outstanding candidates for excitonic device

applications [20].

While various devices leveraging the unique optical and electronic properties of TMD

monolayers have been demonstrated in recent years, they usually rely on a bias to dissociate

the excitons, and drive the individual charge carriers towards an electrical contact for detec-

tion [188, 222, 213, 41, 139, 101, 158, 141, 8, 209]. In contrast, purely excitonic devices rely

on the large binding energy [220, 189, 65, 184] and highly-tunable band structure [30, 28]

of TMD monolayers to control the propagation of excitons at room temperature without
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dissociating them to collect the charge carriers separately. Therefore, it is critical for the

transport properties of excitons in monolayer TMDs to be well characterized, and enable the

design of next-generation excitonic devices.

The transport of excitons under non-uniform strain �elds in TMD monolayers is particu-

larly relevant to the design of excitonic devices because of the large tunability of their optical

bandgap and exciton resonance energy via mechanical deformation, and the resulting ability

to manipulate the propagation of excitons with spatially modulated strain �elds. Several

studies exploring the e�ect of in-plane strain on the band structure of TMD monolayers

have shown that their direct optical bandgap and exciton resonance energy vary linearly

with small strain levels as shown in Fig.2.2.4 [102, 76, 32, 42, 152].

The high sensitivity of TMDs to strain can enable the engineering of excitonic potentials

by spatially modulating their resonance energy with non-uniform strain. Such modulation

can result in the �funneling� of excitons in the direction of the strain gradient [49]. As a result,

the direction and speed of propagation of excitons in TMD monolayers can be controlled by

engineering a strain �eld to have a gradient in the direction of target motion as illustrated

in Fig.4.1.1.

While previous studies of exciton transport in TMD monolayers have sought to charac-

terize the di�usion of excitons in bulk and monolayer TMDs [91, 90, 22], their combined

drift and di�usion under non-uniform strain �elds have not been studied extensively in these

materials. This chapter demonstrates the control of the propagation of excitons under the

strain gradient created in the WSe2 monolayer by transferring it over a nanostructured sub-

strate. Both the drift and di�usion of excitons in the WSe2 monolayer are quanti�ed, and a

model that reproduces the experimental results reasonably well is presented. This chapter

is based on published work that can be found in reference [33]
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Figure 4.1.1: Illustration of exciton funneling. A WSe2 monolayer is transferred over a Si
substrate with SiO2 nano-pillars. The nano-pillars create a strain �eld that modulates the
bandgap and the exciton energy leading to an e�ective force that pushes the photo-generated
excitons towards the highest strain point at the top of the pillar.
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Figure 4.2.1: Procedure to fabricate the nanostructured substrate used to strain the WSe2
monolayer. The details are in the text. Reproduced with permission from [33].

4.2 Experimental results

This section discusses the fabrication of the nanostructured substrate, and the experimental

results of the control of exciton propagation in the WSe2 monolayer with strain.

4.2.1 Sample fabrication

Monolayer WSe2 samples were prepared via mechanical exfoliation [127, 24], and then trans-

ferred over standard silicon di-oxide (SiO2) nano-pillars on a silicon (Si) substrate. A

schematic diagram of the nano-fabrication process is shown in Fig.4.2.1. The substrate

was a standard SiO2-on-Si substrate with a low p-type doping concentration (resistivity of

10 Ωcm), and with a 300 nm thick oxide layer. The features on the substrate were patterned

with a standard optical lithography process on a projection lithography tool. After lithog-

raphy, the exposed oxide was etched with bu�ered oxide etch (BHF) for 2 minutes to create

pillars with sharp tips, which were intended to produce a circularly symmetric strain �eld

on the WSe2 monolayers. After the etching step, the Si substrate was rid of the SiO2 layer

except for the SiO2 pillars.
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Figure 4.2.2: Typical PL spectra of the WSe2 monolayer at room temperature and AFM
cross-section of the SiO2 nano-pillar. (a) Typical strained and unstrained PL spectra of the
WSe2 monolayer at room temperature. The excitation was a 532 nm, CW diode laser. (b)
AFM cross-section of the SiO2 nano-pillar indicating its dimensions as well as the approxi-
mate strain pro�le created around the pillar.

4.2.2 Strain mapping

The strain �eld created in the WSe2 monolayer by the nano-pillars was mapped by measuring

the photoluminescence (PL) spectra of the monolayer locally across the area strained by the

SiO2 pillar. For reference, Fig.4.2.2(a) shows the typical strained and unstrained PL spectra

at room temperature of the WSe2 monolayer, and Fig.4.2.2(b) shows a cross-section of an

atomic force microscope (AFM) image of the substrate indicating the approximate height

and width of the SiO2 nano-pillar to be 250 nm and 1.5 µm, respectively.

Figure 4.2.3(a) shows an optical image of the monolayer transferred over a SiO2 pillar

on the Si substrate and Fig.4.2.3(b) shows the monolayer's spectrally-integrated PL spectra

from the area enclosed by the square on the optical image. The PL spectra were integrated

between 622 nm and 881 nm because the peak intensity of WSe2 is typically found at around

750 nm as shown in Fig.4.2.2(a). The integrated spectra were also normalized with respect

to the maximum integrated intensity within the enclosed area to emphasize the e�ect of the

pillar.

The direct bandgap and exciton resonance energy of TMD monolayers are expected

52



45 50 55

X ( m)

45

50

55

Y
 (

m
)

0.3

0.4

0.5

0.6

0.7

0.8

0.9

N
o
rm

a
liz

e
d
 I
n
te

g
ra

te
d
 P

L

SiO2
Pillar

(b)

45 50 55

X ( m)

45

50

55

Y
 (

m
)

750

752

754

756

758

P
L

 C
e

n
tr

o
id

 (
n

m
)

SiO2
Pillar

(d)

45 50 55

X ( m)

45

50

55

Y
 (

m
)

PL Centroid Shift (meV)
0 -5 -10 -15

0.0 0.1 0.2 0.3
Strain (%)

Baseline

SiO2
Pillar

(c)

Scale: 20 �m

SiO2
Pillar

Si 

Substrate

WSe2

Monolayer

(a)

Figure 4.2.3: Mapping of strain �eld in the WSe2 monolayer. (a) Optical image of the WSe2
monolayer transferred over a 1.5 µm diameter, 250 nm tall SiO2 pillar on a Si substrate.
(b) Normalized integrated PL intensity of the WSe2 monolayers strained by the SiO2 pillar.
The monolayer's scanned area is enclosed by the square shown in (a). The local PL spectra
were integrated between 622 nm and 881 nm and they were normalized with respect to the
maximum integrated PL intensity within the enclosed area. (c) Energy shift and strain
map of the WSe2 monolayer. The white dot on the strain map indicates the location of the
baseline spectrum where the monolayer is assumed to be unstrained. The sensitivity to bi-
axial strain of the WSe2 monolayer's bandgap was obtained from [42]. (d) Local PL centroid
map. The excitation laser was a 532 nm, CW diode laser. Reproduced with permission from
[33].
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to decrease (increase) linearly with tensile (compressive) strain [42, 152] which should be

evidenced by a red (blue) shift in their PL spectrum's peak energy or centroid. Moreover,

an enhancement of the PL intensity at high strain points is expected due to the funneling of

excitons towards the low energy, strained regions of the monolayer. Such an enhancement in

the WSe2 monolayer's local PL intensity is observed in Fig.4.2.3(b) around the SiO2 pillar,

which is consistent with the funneling of excitons towards the points of highest tensile strain.

The additional high strain points present on the strain map shown in Fig.4.2.3(c) could

be the result of substrate roughness[27] or polymer residue trapped between the monolayer

and the substrate during the fabrication process [156]. Figure 4.2.4 shows atomic force

microscope (AFM) images of the sample where the topography of the pillar and the rest

of the substrate can be observed. The AFM topography image's color scale was set to the

height range of 0 nm-60 nm to easily visualize the features that are much smaller than

the SiO2 pillar, and thus appears saturated. The white boxes on the AFM images enclose

approximately the same area that was scanned in the spatially-resolved PL maps from which

the strain on the WSe2 monolayer was estimated. The optical image of the WSe2 monolayer

on the SiO2/Si substrate, and the energy shift/strain map shown in Fig.4.2.3 are also shown

in Fig.4.2.4 for reference. The features on the strain map and AFM images labeled as 1, 2,

and 3 serve as a guide for the eye, and correspond to the unknown high-strain spots on the

strain map.

As shown in these images, in addition to the SiO2 nano-pillar, there are a number of

protrusions on the Si substrate that could have resulted from the sample fabrication process

(polymer residue) and could have led to doping of the WSe2 monolayer. Defects introduced

by the fabrication process could be responsible for the asymmetric broadening of the exci-

ton resonance and the quenching of the PL intensity at the locations of these protrusions.

The asymmetric broadening of the PL spectra could lead to an e�ective red shift in the

centroid of the PL spectra, which could then be misinterpreted as strain. Although these

residual polymer pockets are di�cult to eliminate completely, their density can be reduced
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Figure 4.2.4: Atomic force microscope images of the WSe2 monolayer on a SiO2 pillar.
(a) Optical microscope image and (b) energy shift/strain map of the WSe2 monolayer also
shown in Fig.4.2.3. (c) Atomic force microscope topography and (d) phase images of the
WSe2 monolayer. The white square boxes enclose the area that was scanned in the spatially-
resolved strain map shown in (b). The features labeled as 1, 2, and 3 on the AFM images
correspond to the features on the energy shift/strain map that appear as high tensile strain
points. The color scale of the AFM's topography image (c) was set to the range 0 nm-60 nm
to identify the features that are much shorter than the pillar. Therefore, the pillar appears
saturated in that scale range, but it was measured to be approximately 250 nm tall and
1.5 µm in diameter as shown in the slice of the AFM topography image in Fig.4.2.2(b).
Reproduced with permission from [33].
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by controlling the fabrication process.

The strain �eld in the WSe2 monolayer was estimated by calculating the shift in the

centroid of the local PL spectra with respect to an unstrained point on the monolayer.

The spectral shifts were converted to energy shifts and strain using the sensitivity of the

WSe2 monolayer's direct bandgap to strain (-55 meV/%) from reference [42]. Figure4.2.3(c)

shows the WSe2 monolayer's energy shift as a result of the applied strain. The white dot

indicates the location of the unstrained PL spectrum used as baseline. While the strain

values obtained from calculating the shift in exciton peak wavelength and the centroid of

the spectrum are slightly di�erent, this di�erence remains nearly unchanged throughout the

monolayer. Figure 4.2.5 shows a cross-section of the strain map of Fig.4.2.3 at the coordinate

y = 52.7 µm where the strain was estimated from the shift in the PL spectra's centroid and

compare it with the strain obtained from the shift in the exciton peak wavelength. While

the centroid and exciton peak shifts led to strain pro�les slightly o�set from each other,

their strain gradients lie virtually on top of each other. Since the strain gradient is what

leads to the drift of excitons towards the high tensile strain regions of the WSe2 monolayer,

either the total PL spectra's centroid or exciton peak shifts could be used to estimate the

strain gradient. However, it is convenient to estimate the strain in the WSe2 monolayer with

the centroid-based method because the measurements were performed at room temperature,

and the contributions from excitons and trions to the spectral shifts are experimentally

challenging to separate at this temperature.

While the strain �eld in the WSe2 monolayer could also be estimated from the AFM to-

pography image by calculating the change in size of a di�erential element of the Si substrate's

surface with respect to a �at counterpart, this calculation would over-estimate the strain in

the monolayer because the monolayer does not necessarily conform to the shape of the nano-

pillar on the substrate. Therefore, the most accurate way to estimate the strain �eld in the

WSe2 monolayer is by measuring the PL spectra across the monolayer and calculating the

spectral shifts, which can then be converted into strain.
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Figure 4.2.5: Comparison of centroid vs peak wavelength shift based strain (a). The strain
pro�les obtained with these two methods are slightly o�set from each other. However,
the o�set is virtually unchanged across the spatial range shown in the plot. (b) Strain
gradient obtained from the strain pro�les in (a). Both methods yield virtually identical
strain gradients. Since the strain gradient is what is responsible for the drift of excitons,
either peak-based or centroid-based strain mapping method is acceptable.

57



4.2.3 Transport measurements

The transport of excitons on an unstrained section of the WSe2 monolayer was studied �rst

to have a baseline for the transport of excitons on the strained portion of the monolayer. A

map of the time-dependent exciton density as a function of position was constructed using

the imaging technique discussed in chapter 3. With this technique, the spatial information

is obtained by scanning an avalanche photodiode detector (APD) across the PL emission

spot, and the temporal information is obtained via time-correlated single photon counting.

Figure 4.2.6(b) shows the exciton PL intensity as a function of time and position where the

excitation was �xed at an unstrained point of the monolayer as indicated by the cross mark

on Fig.4.2.6(a). The normalized exciton PL intensity was �tted with Gaussian functions at

each time step to extract the time-dependent change in variance (CIV), which is proportional

to the mean squared displacement (MSD) of the spatial exciton distribution.

Fick's law of di�usion predicts that the evolution of the change in variance of a Gaussian

spatial distribution of excitons evolves linearly with time according to ∆σ2 (t) ≡ σ2 (t) −

σ2 (0) = 2Dt, where σ2 (t) represents the time-dependent variance of the distribution, D is

the di�usion coe�cient or di�usivity, and t is time. However, when excitons di�use in an

energetically disordered environment, or if they are photo-generated with a non-resonant,

high-density optical �eld that creates excitons with excess kinetic energy [34], the CIV does

not increase linearly with time, and the di�usivity becomes time-varying. Such deviation

from Fick's law is known as anomalous di�usion, and it is not unique to excitons, c.f. [12,

64, 138].

For the particular case of excitons generated with high excess kinetic energy, the nonlinear

evolution of the CIV and the corresponding time-dependence of the di�usion coe�cient are

linked to the relaxation of their excess energy. This kinetic process is discussed in more

detail in chapter 5.

Similarly, for the case of excitons propagating in an energetically disordered environment,
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Figure 4.2.6: Transport of excitons in the unstrained WSe2 monolayer. (a) Local PL centroid
map showing the point of excitation on the WSe2 monolayer indicated by the plus (+) sign
marker. (b) Normalized exciton PL Intensity as a function of position and time obtained by
scanning an avalanche photodiode detector (APD) across the PL emission spot, and counting
the photons using time-correlated single photon counting (TCSPC). (c) Time slices of the
normalized exciton density �tted with Gaussian functions showing the broadening of the
PL intensity pro�le; σ(t) denotes the time-dependent standard deviation of the Gaussian
spatial distribution. (d) Change in variance (CIV) of the exciton density as a function of
time showing sub-di�usive transport in the unstrained portion WSe2 monolayer, which is
evidenced by the anomalous coe�cient α < 1, and resulting in the time-varying di�usion
coe�cient shown in the inset. The CIV is de�ned as ∆σ2 (t) = σ2 (t)−σ2 (0). The error bars
represent the �tting error when �tting the measured PL intensity with Gaussian functions.
Reproduced with permission from [33].
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anomalous di�usion arises from the capture of mobile excitons by trap sites that localize them

either temporarily or until recombination occurs. The amount of time that the excitons

remain trapped depends on the details of the energy distribution of trap states. If the peak

of the energy distribution of traps is below the exciton energy, or if the distribution has a

non-vanishing deep-level tail of states that might localize the excitons for extended periods

of time, the propagation of mobile excitons slows down due to the multi-trap-and-escape

events they undergo in between free �ights. Consequently, the CIV becomes nonlinear and

the e�ective di�usivity becomes time-varying [163, 195, 105, 166, 74, 122].

As discussed in chapter 3, anomalous di�usion is better described by a power law model

where the chance in variance of the spatial distribution is given by

∆σ2 (t) = Φtα, (4.2.1)

where Φ and α are known as the transport factor and anomalous coe�cient, respectively

[211, 12, 64, 112, 229]. Correspondingly, the time-dependent di�usivity is de�ned as [211]

D (t) =
1

2

∂

∂t

[
∆σ2 (t)

]
=
α

2
Φtα−1 (4.2.2)

Fitting the experimental CIV data shown in Fig.4.2.6(d) with Eq.4.2.1 evidenced a sub-

di�usive transport regime for the excitons on the unstrained portion of the WSe2 monolayer,

and it is characterized by an anomalous coe�cient α = 0.785 and a di�usion coe�cient

varying between 1.8 cm2s−1 and 0.6 cm2s−1. The peak of the Gaussian spatial distribution of

excitons in the portion of the unstrained monolayer is virtually immobile, which is consistent

with the absence of strain gradients that are expected to shift the peak position of the spatial

distribution in the direction of the strain gradient.

On the other hand, when the excitation was positioned at a strained point of the mono-
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layer near the SiO2 pillar, the peak of the Gaussian spatial distribution of excitons did not

remain immobile. Speci�cally, when the excitation was positioned just above the high tensile

strain point on top of the pillar, and the PL emission spot was monitored by moving the APD

from top to bottom, the peak of the spatial Gaussian distribution of excitons shifted down

towards the high tensile strain point on the monolayer as shown in Fig.4.2.7(b). Similarly,

when the excitation was positioned just to the left of the high tensile strain point on top of

the pillar, and the PL emission spot was monitored by scanning the APD from left to right,

the peak of the spatial Gaussian distribution of excitons shifted to the right towards the high

tensile strain point as shown in Fig4.2.7.(c). The peak of the spatial Gaussian distribution

is expected to shift as a result of the strain gradient in the monolayer.

Figure 4.2.7(d) shows the PL spectra measured at three di�erent positions along the

x-axis near the SiO2 pillar.

The PL spectra measured at the positions labeled as X1, X2, andX3 were �tted with

two Gaussian functions to identify the relative change in exciton and trion intensities, and

the spectral shifts as the strain on the monolayer increased going from position X1(near the

SiO2 pillar) to position X3 (on top of the pillar). The �ts were normalized with respect to

the PL peak intensity at position X3 to precisely identify the relative increase in exciton and

trion PL intensities. These �ts are shown in Fig.4.2.8.

From these �ts it is clear that although the relative increase in the PL intensity at position

X3 compared to positionX1 corresponds primarily to an increase in the exciton peak intensity

(from 60% to 70%), there is an increase in the trion peak intensity (from 25% to 30%). This

increase in the trion peak intensity may be the consequence of a doping di�erence between

the Si substrate and the SiO2 nano-pillar. Alternatively, the trion population may have

increased as a result of the accumulation of free electrons at the local conduction band

minimum created by the strain pro�le; the accumulation of free electrons can increase the

probability of neutral exciton-to-trion conversion in the region of highest strain [63]. Either

of these possibilities could have have resulted in a centroid shift of the local PL spectra that

61



X
1

X
2

L

X-Scan

X
3

T

Y
-S
c
a
n

49 50 51 52 53

X ( m)

51

52

53

54

55

Y
 (

m
)

750

752

754

756

758

P
L
 C

e
n
tr

o
id

 (
n
m

)

(a)

1.70 1.68 1.65 1.63 1.61

Energy (eV)

730 740 750 760 770

Wavelength (nm)

0

2000

4000

6000

8000
P

L
 I
n
te

n
s
it
y
 (

C
o
u
n
ts

)

X
1
(Fit)

X
1
(Data)

X
2
(Fit)

X
2
(Data)

X
3
(Fit)

X
3
(Data)

(d)

49 50 51 52

X Position ( m)

0

1

2

3

T
im

e
 (

n
s
)

0

0.2

0.4

0.6

0.8

1

N
o

rm
a

liz
e

d
 E

x
c
it
o

n
 D

e
n

s
it
yL (c)

0 1 2 3 4

Time (ns)

50

51

52

53

Y
 P

o
s
it
io

n
 (

m
)

0.2

0.4

0.6

0.8

1

N
o
rm

a
liz

e
d
 E

x
c
it
o
n
 D

e
n
s
it
y(b)T

Figure 4.2.7: Transport of excitons in the strained portion of the WSe2 monolayer. (a) PL
centroid map of the WSe2 monolayer zoomed in around the SiO2 pillar and showing the
excitation positions indicated by the plus (+) sign markers. (b) Normalized PL intensity as
a function of position and time when the excitation was placed above the pillar, and the APD
was scanned along the vertical direction from top to bottom. (c) Normalized PL intensity
as a function of position and time when the excitation was placed to the left of the pillar
and the APD was scanned along the horizontal direction from left to right. (d) PL spectra
of the WSe2 monolayer measured at the positions labeled by X1 (blue), X2 (red), and X3

(green) in (a). The dashed vertical lines indicate the peak wavelength of each PL spectrum.
The tensile strain caused by the SiO2 pillar is evidenced by the red shifted PL spectra and
the enhancement of the PL peak intensity as the strain increases. The PL spectra were �t
with two Gaussian functions as the PL spectrum of the WSe2 monolayer typically shows
exciton and trion peaks. The excitation used for these measurements was a 405 nm pulsed
laser with 200 nW average power, a pulse repetition rate of 40 MHz, and a beam diameter
of approximately 500 nm. The estimated excitation �uence was 2.5 µJcm−2. Reproduced
with permission from [33].
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Figure 4.2.8: Fits to PL spectra of strained WSe2 monolayer. PL spectra corresponding to
the positions on the WSe2 monolayer labeled as X1, X2, andX3 in Fig.4.2.7(a). Each PL
spectrum was �t with two Gaussian functions to identify the contributions from excitons
and trions to the overall PL intensity. The raw PL intensity data and curve �ts from all
three positions were normalized with respect to the peak intensity of the PL spectrum at X3,
which corresponds to the top of the pillar, to identify the relative increase in PL intensity
going from near the pillar at X1 to on top of the pillar at X3. Both the spectra's peak
wavelengths and centroid have been labeled to identify the spectral shifts as a result of the
strain on the WSe2 monolayer. Reproduced with permission from [33].
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could be misinterpreted as a strain-induced exciton peak wavelength shift. Nevertheless, by

comparing the exciton peaks with the PL spectra's centroid, it is clear that the di�erence

between exciton peaks and PL spectra's centroid remains nearly unchanged between position

X1 and position X3. That is, the shift observed in the PL spectra's centroid correlates

with the shift of the exciton peak wavelength. As a result, it can be concluded that the

strain caused by SiO2 nano-pillar is responsible for the increase in the exciton PL peak

intensity. Similarly, the red shifts in the PL spectra at the high tensile strain regions result

predominantly from the strain in the monolayer while doping and trion drift appear as

secondary e�ects.

It is worth pointing out that since the population of trions relative to the population of

excitons in the WSe2 monolayer is not negligible as shown in Fig.4.2.8, the evolution of the

exciton PL spectrum could be in�uenced by trions. Unfortunately, the time evolution of the

WSe2 monolayer's spectrum was not available, and therefore the evolution of the exciton

and trion peaks could not be monitored separately. Furthermore, at room temperature,

the spectral overlap between the exciton and trion peaks is too large to �lter out the trion

contribution in the TRPL measurements. Therefore, the only information that could be

extracted from the spatially and temporally-resolved PL intensity maps, such as that in

Fig.4.2.7(c), were the PL decay rates. These TRPL measurements typically follow a bi-

exponential decay, which is consistent with other reports of TRPL measurements in TMDs

where exciton-phonon scattering into dark exciton or trap states leads to a delayed exciton

recombination in addition to the fast recombination of bright excitons, cf. references [118, 99,

221]. Figure 4.2.9 shows the spatially integrated, time-resolved PL intensity of Fig.4.2.7(c)

and it was �tted with a bi-exponential function. The time-resolved data was normalized to

the spatially integrated peak intensity.

It is possible that optically-generated heating of the WSe2 monolayer could also lead

to exciton drift towards the regions of highest temperature in the WSe2 monolayer due

to the temperature modulation of the monolayer's exciton resonance energy. Since the

64



Figure 4.2.9: Time-resolved PL intensity of the strained WSe2 monolayer. The data cor-
responds to the spatially integrated, time-resolved PL intensity of Fig.4.2.7(c). The time-
resolved data was normalized to the spatially integrated peak intensity. This data was �tted
with a bi-exponential function, and the resulting decay times are approximately 0.6 ns and
2.25 ns. Reproduced with permission from [33].

bandgap of semiconductors typically shrinks with increasing temperature, the excitons would

be expected to drift towards the regions of highest temperature in the WSe2 monolayer. As

illustrated in the diagram of Fig.4.2.10, the excitons would be expected to drift due to in-

plane temperature gradients in the WSe2 monolayer as a result of two main processes: 1) the

heat generated on the monolayer due to the non-resonant optical excitation, and 2) due to

the di�erent thermal conductivities of the Si substrate and the SiO2 nano-pillar that would

result in di�erent temperatures at the boundaries between Si/WSe2 and SiO2/WSe2.

An optical beam with a Gaussian intensity distribution should create an identical Gaus-

sian temperature pro�le on the monolayer, which in turn should cause the drift of excitons

towards the center of the excitation spot (away from the nano-pillar) where the intensity is

the highest. Furthermore, since the thermal conductivity of Si is higher than the thermal

conductivity of SiO2, the temperature of the monolayer at the Si substrate/WSe2 interface

would be higher than the temperature at the SiO2/WSe2 interface (assuming negligible ab-

sorption of SiO2 at the excitation wavelength of 405 nm). This e�ect would be dramatically

increased by the Gaussian pro�le of the excitation beam. In either scenario, the tempera-

ture at the boundary between the monolayer and the nano-pillar would be lower than the

temperature at the boundary between the monolayer and the Si substrate, and a drift of
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Figure 4.2.10: Diagram of the possible optically-generated heating of the WSe2 monolayer
leading to exciton drift. The �gure is not drawn to scale. Reproduced with permission from
[33].

excitons away from the SiO2 pillar (instead of the observed drift of excitons towards the

pillar) would be expected.

Lastly, when excitons were observed to drift towards the top of the SiO2 nano-pillar,

the peak of the excitation beam was positioned at a distance of approximately 1 µm from

the top of the nano-pillar whereas the excitation beam width was approximately 500 nm.

Hence, only the tail of the beam would have excited the WSe2 monolayer sitting on top of

the SiO2 nano-pillar, generating a negligible amount of heat. Therefore, it can be reasonably

concluded that the observed exciton drift towards the nano-pillar is caused by the strain

gradient in the WSe2 monolayer and not by temperature gradients caused by the optical

excitation.

4.3 Modeling of exciton drift

To explain the apparent drift of excitons in the WSe2 monolayer, a model that encompasses

the drift, di�usion, and recombination of excitons was developed from Boltzmann's transport

theory with the relaxation time approximation, and assuming a uniform exciton mobility

[51, 18, 176]. The resulting di�erential equation describing the exciton dynamics is given by
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∂

∂t
n (x, t) = −n (x, t)

τ
+D (t)

[
∂2

∂x2
n (x, t)

]
+ µε

∂

∂x

[
n (x, t)

∂

∂x
ε (x)

]
(4.3.1)

where the �rst, second, and third terms in the right-hand side of the equal sign of Eq.4.3.1

represent the relaxation of the exciton density denoted by n (x, t) with relaxation time

constant τ , the di�usion of the exciton density with the time-varying di�usion coe�cient

D (t), and the drift of the exciton density with strain mobility µε due to the strain gradient

∂
∂x
ε (x) ,respectively. The strain mobility is de�ned as

µε ≡
∣∣∣∣µ∂Eg∂ε

∣∣∣∣ =

∣∣∣∣∣ vd
∂
∂x
ε (x)

∣∣∣∣∣ (4.3.2)

where ∂Eg/∂ε is the sensitivity of the WSe2 monolayer's bandgap to strain, vd represents the

density's drift velocity as a result of the strain gradient, and µ is the conventional mobility,

which is de�ned as [216, 60, 210]

µ =
〈τk〉
M

(4.3.3)

where 〈τk〉 is the ensemble-averaged scattering time, and M is the exciton translational

mass. The units of the strain mobility are length squared per unit time and per percent

strain, typically expressed in cm2s−1%−1. More details of the derivation of Eq.4.3.1 from the

Boltzmann transport equation can be found in appendix A.

The strain mobility is not necessarily uniform throughout the WSe2 monolayer because

the non-uniform strain �eld modi�es the monolayer's band structure, which in turn changes

the exciton translational mass and the average exciton scattering time [44]. Such non-

uniformity was observed after extracting the drift velocity from the measurements of the

exciton PL intensity as a function of position and time. Speci�cally, the shift of the Gaussian
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spatial distribution's peak as a function of time, which essentially represents the drift velocity

of the exciton distribution due to the applied strain gradient, was calculated. Figure 4.3.1

shows the exciton PL intensity's peak position as a function of time when the excitation

was placed just to the left of the high tensile strain point on top of the SiO2 pillar [L in

Fig.4.3.1(a)], and the mobility resulting from the local strain experienced by the exciton

distribution's peak. As expected, the distribution's peak followed the direction of the strain

gradient and moved towards the position of highest tensile strain. With the approximate

local strain pro�le shown in Fig.4.3.1(a), the exciton distribution appeared to reach drift

velocities as large as 250 ms−1 and drift distances as large as 500 nm.

Both the local strain as a function of position, and the exciton distribution's peak position

as a function of time were �t with second-order polynomials to obtain smooth strain gradient,

drift velocity, and mobility curves. As predicted, the resulting strain mobility appears to

be non-uniform over the range where the distribution's peak moved. However, assuming

that such variation is negligible, the model given by Eq.4.3.1, where the mobility is assumed

to be uniform, may still be used to qualitatively explain the experimental observations. A

simulation of the exciton distribution under an experimentally obtained strain pro�le along

one spatial dimension and time is shown in Fig.4.3.1(e). The inputs to the numerical solver

were the experimentally-obtained exciton PL intensity distribution at t = 0 as the initial

condition, and the experimentally obtained parameters D (t), ε (x), and µε, where the strain

mobility was averaged over the spatial range where the exciton distribution's peak moved.

As expected, the numerical exciton distribution's peak shifted toward the high tensile strain

point on top of the SiO2 pillar. While the experimental exciton distribution appeared to

become slightly asymmetric at later times, probably as the result of variations in the local

strain �eld from features that can be observed on the AFM phase image of Fig.4.2.4(d) but

the di�raction-limited imaging technique is unable to resolve, the numerical and experimental

peak position are in reasonable agreement as illustrated in Fig.4.3.1(d). This reasonable

agreement indicates that the drift, di�usion, and recombination model described by Eq.4.3.1

68



Figure 4.3.1: Strain mobility of the strained WSe2 monolayer. (a) Local strain pro�le and
strain gradient experienced by the exciton density's peak of the WSe2 monolayer when the
excitation was positioned just to the left of the pillar [L position in Fig.4.2.6(a)], and the
APD was scanned along the horizontal direction from left to right. (b) Exciton density's
peak position and drift velocity as a function of time. Both the experimental strain and
density's peak position were �t with second-order polynomials to calculate smooth strain
gradient and drift velocity curves, respectively. (c) Mobility obtained from experimental drift
velocity and local strain gradient. Two di�erent units for mobility are shown to compare
the strain mobility to the traditional mobility of charge carriers. (d) and (e) Experimental
and numerical normalized exciton densities as a function of position and time. The peak of
the numerical exciton density is overlain on top of the experimental density for comparison.
The parameters used in the numerical solution are α = 0.66, Γ = 0.17, τ = 0.73ns,µε =
18 cm2s−1%−1, and ∂Eg/∂ε = −55 meV%−1. Reproduced with permission from [33].
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is able to replicate the main feature of the experimental observations.

4.4 Summary and conclusion

This chapter discussed measurements of the motion of a Gaussian spatial distribution of

excitons in a non-uniformly strained WSe2 monolayer. These measurements demonstrate

that the propagation of excitons in the monolayer can be controlled via strain gradients at

room temperature. The sensitivity of monolayer WSe2's exciton resonance energy to strain

enabled the creation of local strain gradients that resulted in the directional drift of exciton

densities towards high-tensile strain points. Furthermore, the large susceptibility of WSe2

monolayers to disorder led to anomalous di�usive transport with a time-varying di�usion co-

e�cient. These observations were captured by the proposed drift-di�usion-relaxation model

that includes the strain �eld on the WSe2 monolayer. These results represent a stepping

stone towards the control of the motion of excitons in monolayer TMDs with engineered

strain pro�les, and they open up the possibility to design novel, room-temperature-stable,

excitonic devices that are robust against the capacitive losses and scalability limitations that

hinder conventional optoelectronic technologies.
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Chapter 5

Hot Excitons in TMD Monolayers

5.1 Introduction

Exciton transport in transition metal dichalcogenide (TMD) monolayers has been under

extensive investigation over the past few years [22, 57, 90, 91, 78, 190, 33, 34, 198, 203]

due to the prospects of building excitonic devices capable of operating at room temperature

[190, 20]. Many of these studies have focused on quantifying the transport properties of

excitons in TMD monolayers [22, 90, 91, 33, 97]. However, the origin of various dynamic

e�ects, such as the apparent time-dependence of the exciton di�usivity observed in transport

measurements of these materials, still remains elusive [33, 97].

A time-varying di�usivity is typically associated with anomalous di�usive transport of

a distribution of particles. Anomalous di�usion is characterized by the nonlinear evolution

of the spatial distribution's mean-squared displacement [111, 64, 138, 12]. While numerous

processes in nature exhibit anomalous di�usive behavior [136, 137, 195, 123, 149, 146, 163],

the physical mechanisms that lead to such phenomena are unique to each particular system.

In layered, two-dimensional semiconductors, for example, the reduced dielectric screening

enhances many-body interactions, which in turn can radically in�uence the dynamics of ex-

citons, especially in the high-excitation-density regime [198, 144, 92, 121, 159]. Moreover, the
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complex band structure of TMD monolayers, comprising of a variety of spin and momentum

dark excitonic states, enables the seamless transition of excitons from initially-bright states

into dark states via phonon scattering [46, 169, 107, 155]. The coupling between excitons

and phonons are responsible for various kinetic e�ects observed in transport experiments of

TMD monolayers such as the formation of spatial halos [90, 134], the apparent contraction or

e�ective negative di�usion of excitons [153], and the transient di�usivity of excitons [34, 153].

In this chapter, the relaxation kinetics of hot excitons formed by a non-resonant optical

excitation in an h-BN encapsulated WSe2 monolayer, and the role of exciton-exciton Auger

scattering on the nonlinear evolution of the CIV of excitons in the monolayer are discussed.

Speci�cally, the e�ect of excitation density and photon energy on the temperature of the

exciton gas are explored via optical measurements of the spatial and temporal evolution of

the photoluminescence (PL) intensity distribution of the exciton gas at room temperature.

The results of these experiments demonstrate that the initially-fast expansion of the exciton

gas is the result of hot exciton transport, and it has a minimal contribution from Auger

broadening. Auger broadening refers to the apparent fast expansion of the exciton density

that results from the center of the PL intensity pro�le decaying faster than the edges due

to density-dependent, non-radiative Auger recombination [90]. This chapter is based on

published work that can be found in reference [34].

5.2 Theoretical background

Typical measurements of exciton transport in TMD monolayers employ optical excitations

with photon energies above the optical bandgap of these materials. This type of excitation

creates electron-hole pairs with excess kinetic energy that is typically relaxed via ultrafast

interaction with phonons [17]. Soon thereafter, due to the strong Coulomb interaction in

TMD monolayers, these electron-hole pairs bind to form excitons with high center-of-mass

(COM) kinetic energy and momentum [135]. Excitons with high COM kinetic energy have a
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high probability to undergo non-radiative recombination, which takes place either due to ex-

citon dissociation, trapping by crystal defects [135, 200, 201], or rapid exciton-exciton Auger

scattering [135, 17]. Auger scattering is much more likely to occur in semiconductor systems

with reduced dimensionality than in the bulk crystal because the reduced Coulomb screening

in low-dimension systems enhances many-body interactions [90, 92, 121, 200, 218, 217, 182].

Depending on the relative values of the recombination and kinetic energy relaxation rates, a

fraction of the initially-created hot gas of excitons might completely relax the excess kinetic

energy via phonon scattering prior to undergoing recombination [17, 135]. Eventually, the

relaxed or cold exciton gas recombines and emits light which can be detected to infer the

evolution of the exciton population.

While the high kinetic energy of the electron-hole pairs created by the non-resonant

optical excitation might relax down to the bottom of the conduction band via phonon scat-

tering, and form excitons with zero COMmomentum, the direct formation of hot excitons via

carrier-optical phonon scattering shortly after the non-resonant excitation is another possi-

bility. In principle, these two exciton formation channels are both possible, but the dominant

mechanism depends on their relative rates and on the material system. For example, in III-V

semiconductors, where excitons have relatively low binding energies, the electron-hole pairs

might relax toward the band minima separately, and then bind to form excitons after the en-

ergy relaxation process is complete [226]. On the other hand, in materials with much larger

exciton binding energies, such as TMD monolayers, the formation of hot excitons via phonon

scattering is a much more e�cient process, thus dominating over the individual relaxation of

electrons and holes[226]. Moreover, due to the strong Coulomb interaction and the presence

of a large population of optical phonons at elevated lattice temperatures, excitons in TMD

monolayers form very soon after the non-resonant optical excitation of electron-hole pairs .

Therefore, the direct formation of hot excitons, following a non-resonant optical excitation,

is the more e�cient mechanism in TMD monolayers.

The distribution of kinetic energy immediately after the formation of hot excitons is not
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necessarily a thermal distribution with a well-de�ned temperature. Instead, this distribution

evolves towards equilibrium via many-body scattering with other excitons and with phonons

[135]. After they reach a thermalized distribution, but before they recombine, hot excitons

typically lose their remaining excess energy to the lattice also via phonon scattering. In the

high-excitation-density regime, however, the relaxation of the excess energy or cooling of hot

excitons via phonon scattering is counteracted by the heating of the exciton gas via exciton-

exciton Auger scattering [82, 129]. During this type of many-body scattering process, an

exciton recombines non-radiatively and transfers its energy to a nearby exciton, which ionizes

into hot carriers with excess energy in the order of the bandgap energy. These newly-excited

hot carriers also lose their excess energy via phonon scattering and eventually form new

excitons with kinetic energy that is higher than the energy of the excitons undergoing Auger

scattering. Theses newly-formed, hotter excitons continue to scatter with the remaining

colder excitons, thereby increasing the overall gas temperature [82]. A schematic illustration

of the exciton formation and Auger heating processes, as well as the timescales of the exciton

formation, relaxation, and transport regimes, is shown in Fig.5.2.1

Because of the complex band structure of TMD monolayers, inter-valley scattering into

energetically-lower-lying, momentum-indirect, dark states can a�ect the relaxation dynam-

ics of hot excitons, especially at room temperature [155, 169, 16]. For tungsten-based

TMD monolayers, in particular, the relaxation of the excess kinetic energy of hot exci-

tons might occur primarily in a momentum-indirect or dark valley of the TMD monolayer

because the lowest-lying excitonic states are usually located in such dark valleys [107]. Nev-

ertheless, at su�ciently-high lattice temperatures, the excitons can scatter back into the

momentum-direct, bright states and emit light [16]. At low lattice temperatures, the PL

spectrum of TMD monolayers exhibit peaks arising from the phonon-assisted recombination

of momentum-dark states [154, 16]. On the other hand, at higher lattice temperatures, the

lower-lying, momentum-dark states simply give rise to a strong asymmetric broadening of

the bright exciton resonance, especially at the low energy side [16]. Whether the relaxation of
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Figure 5.2.1: Schematic illustration of hot exciton dynamics and timescales. (a) Timescales
of exciton formation, hot and cold exciton transport regimes, and the evolution of the tem-
perature of the exciton gas. (b) Exciton dispersion relation illustrating the exciton formation,
relaxation, and saturation processes. Saturation refers to the balance between the rates of
exciton-exciton Auger scattering and exciton-phonon scattering. Reproduced with permis-
sion from [34].
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the excess kinetic energy occurs in a momentum-dark or momentum-bright valley, evidence

of the relaxation process is acquired via the radiative recombination of excitons that couple

to the light cone.

Exciton-exciton Auger heating depends strongly on the density of excitons, which implies

that this type of heating is most likely to occur at the onset of the relaxation process when

the density of the exciton gas is at its highest. While hot excitons relax their kinetic energy,

they also propagate and slow down. At the point when the exciton density has decayed

enough for Auger scattering to be irrelevant, and the excess kinetic energy of the exciton gas

has been relaxed to the lattice via phonon scattering, the remaining cold excitons di�use at

a constant rate. This trend is consistent with the nonlinear evolution of the CIV of excitons

observed in transport measurements of TMD monolayers. Namely, the CIV evolves at a

fast rate at the beginning of the relaxation process and gradually transitions into a slower

constant rate evolution at the end of the relaxation process [33, 34].

The nonlinear CIV evolution implies that the exciton di�usivity is a time-dependent

quantity. Such time-dependence can be linked to the evolution of the exciton gas temperature

by examining the de�nition of the exciton di�usivity. In the quasi-classical limit, where the

mean free path is much larger than the exciton de Broglie wavelength, the exciton di�usivity

has the form [60]

D =
kBTτ

M
= kBTµX (5.2.1)

where kB is the Boltzmann constant, T is the exciton temperature, M is the exciton trans-

lational mass, and τ is the exciton momentum relaxation time. The exciton mobility µX is

de�ned as

µX ≡
τ

M
(5.2.2)

The relaxation of the excess kinetic energy can be modeled by de�ning an e�ective time-
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dependent exciton temperature given by

T (t) ≡ T0 + T ∗e−t/τ
∗

(5.2.3)

where T0, T ∗, and τ ∗represent the exciton temperature at the end of the relaxation process

(steady state), the initial excess exciton temperature, and the kinetic energy relaxation time

constant, respectively. If the excitons relax all of their excess kinetic energy before they

recombine, the steady-state temperature T0 is equal to the lattice temperature TL, and

the kinetic energy relaxation time constant is approximately equal to the exciton lifetime.

Substituting the e�ective time-dependent temperature given by Eq.5.2.3 into the quasi-

classical di�usivity expression given by Eq.5.2.1 yields the e�ective time-dependent di�usivity

D (t) = µXkB
(
T0 + T ∗e−t/τ

∗)
= D0 +D∗e−t/τ

∗
(5.2.4)

where D0 and D∗represent the steady-state di�usivity and the excess di�usivity, respectively,

and they are de�ned as

D0 ≡ µXkBT0 (5.2.5)

D∗ ≡ µXkBT
∗ (5.2.6)

As the excitation density increases, the excess temperature and the excess di�usivity are

expected to increase. Similarly, at elevated densities, the excess temperature and di�usivity

are expected to saturate due to the balancing e�ects of Auger heating and phonon cooling
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of the exciton gas discussed earlier.

As discussed in more detail in chapter 3, for a dilute gas of cold excitons moving in an

energetically homogeneous medium, the MSD of a Gaussian spatial distribution of those

excitons can be modeled using Fick's law of di�usion, also known as the di�usion equation.

In one dimension, Fick's law of di�usion predicts that the MSD of a Gaussian spatial distri-

bution centered at the origin is equal to its standard deviation, and it evolves linearly with

time according to

σ2 (t) = σ2 (0) + 2Dt (5.2.7)

where t is time, σ2 is the variance of the Gaussian spatial distribution, andD is the di�usivity.

For convenience, it is customary to plot the CIV of the Gaussian distribution, which is given

by

∆σ2 (t) = σ2 (t)− σ2 (0)

= 2Dt (5.2.8)

and the slope of the CIV curve is proportional to the exciton di�usivity. Although Fick's law

of di�usion assumes that the di�usivity is a constant property of the system, for instructive

purposes, the evolution of the CIV can be approximated by substituting the e�ective time-

dependent di�usivity from Eq.5.2.4 into Eq.5.2.8 to obtain the nonlinear evolution of the

CIV arising from the relaxation of the excess exciton kinetic energy as

∆σ2 (t) = 2t
(
D0 +D∗e−t/τ

∗)
(5.2.9)
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Figure 5.3.1: Procedure to fabricate h-BN encapsulated WSe2 monolayers. The details of
the technique are in the text below. Reproduced with permission from [34].

Fitting the CIV of a Gaussian spatial distribution of excitons in the h-BN encapsulated

WSe2 monolayer with Eq.5.2.9 provides insight into the relaxation kinetics of hot excitons

in this type of materials.

5.3 Experimental results

This section discusses the sample fabrication process, and the experiments and analysis of

the hot exciton transport measurements in the h-BN encapsulated WSe2 monolayer.

5.3.1 Sample fabrication

The h-BN encapsulated WSe2 monolayer sample was prepared by mechanically exfoliat-

ing monolayers from a bulk WSe2 crystal, and then encapsulating them with h-BN using

a PMMA/PDMS-assisted transfer process. Figure 5.3.1 shows a diagram detailing these

fabrication steps.

First, a thin layer of polymethyl methacrylate (PMMA) was coated onto a thin layer

of Polydimethylsiloxane(PDMS) carried by a glass substrate. Then, an h-BN �ake was

mechanically exfoliated onto a 300 nm thick SiO2/Si substrate with p-doping, which was

prepared in advance by exposing the SiO2 surface to O2 plasma to turn the SiO2 surface
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into a hydrophilic surface and improve the adhesion of the �akes. Then, the h-BN �ake was

picked up from the SiO2/Si substrate by stamping it with the PMMA/PDMS/glass stack

while keeping the SiO2/Si substrate at 120 °C.

Next, a WSe2 monolayer was mechanically exfoliated onto a separate SiO2/Si substrate.

This WSe2 monolayer was similarly picked up by the PMMA/PDMS/glass stack, which had

already been used to pick up the h-BN �ake, while keeping the new SiO2/Si substrate at 120

°C. Then, the stacked WSe2/h-BN heterostructure being carried by the PMMA/PDMS/glass

stack was stamped onto a separate h-BN �ake exfoliated onto another SiO2/Si substrate while

keeping the substrate at 160 °C.

The PMMA residue was removed from the sample by dipping it in an acetone bath for 1

hour followed by a rinse with isopropyl alcohol (IPA) and de-ionized (DI) water. Finally, the

sample was annealed at 120 °C in a nitrogen atmosphere for 10 hours to remove the polymer

residue, and to stabilize the heterostructure onto the substrate.

5.3.2 Transport measurements

The transport of hot excitons in the h-BN encapsulated WSe2 monolayer was studied by

monitoring its photoluminescence (PL) emission using the imaging technique described in

chapter 3. With this technique, a spatially and temporally resolved map of the sample's PL

intensity is constructed using an optical pulsed excitation with a di�raction-limited Gaussian

intensity pro�le. The time information is obtained using time-correlated single photon count-

ing, and the spatial information is obtained by scanning an avalanche photodiode detector

(APD) across the PL emission spot.

Figure 5.3.2 shows the time evolution of the CIV of a Gaussian spatial distribution of

excitons in the h-BN encapsulated WSe2 monolayer for increasing excitation densities.

The time evolution of the CIV progresses from linear to nonlinear as the excitation density

increases. The nonlinear regime, in particular, is characterized by a rapid increase of the CIV

at early times, followed by a transition into a slower, constant-rate expansion for timescales
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Figure 5.3.2: Evolution of the change in variance of a Gaussian distribution of excitons
in an h-BN encapsulated WSe2 monolayer on a SiO2/Si substrate for increasing excitation
densities. The solid lines represent the kinetic energy relaxation model �t represented by
Eq.5.2.4, and the markers are the experimental data. Reproduced with permission from [34].

beyond hundreds of picoseconds. The slope of the CIV curve at early times increases as

the excitation density increases, and it saturates at elevated densities. The initial exciton

di�usivity, obtained by �tting the CIV curve with the kinetic model given by Eq.5.2.9, ranges

between 0.5 cm2s−1 at low excitation densities and 4 cm2s−1 at high excitation densities as

shown in Fig.5.3.3.

The apparent anomalous di�usive motion of excitons in the h-BN encapsulated WSe2

monolayer is a result of the relaxation of the excess kinetic energy of hot excitons formed

by the non-resonant optical excitation [82, 129, 36, 228, 215, 225, 130, 226, 223, 125], and

partially due to Auger broadening.

Auger broadening refers to the apparent fast expansion of the exciton density that results

from the center of the PL intensity pro�le decaying faster than the edges due to density-

dependent, non-radiative Auger recombination [90, 215, 205]. Since the density of excitons

at the center of the spot is higher than at the edges, the exciton-exciton Auger recombination

rate at the center of the spot is the highest, and it decreases continuously towards the edges
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Figure 5.3.3: Time evolution of the di�usivity of the h-BN encapsulated WSe2 monolayer
for various excitation densities. The time-dependent di�usivity was calculated as ∆σ2 (t) /2t
where ∆σ2 (t) is the experimental change in variance (CIV). Reproduced with permission
from [34].

of the spot. Therefore, this form of non-radiative recombination might misleadingly appear

as increasingly-fast exciton di�usion.

To quantify the contribution of Auger broadening to the evolution of the CIV of the exci-

ton distribution, the time evolution of the spatially-integrated exciton density was modeled

using the rate equation

∂n (t)

∂t
= −n (t)

τr
− γAn2 (t) (5.3.1)

where n (t), τr, and γA represent the spatially-integrated exciton density or exciton number,

recombination time constant or lifetime, and the Auger constant, respectively [218]. A

solution to this rate equation is given by [90]
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n (t) =
n (0) e−t/τr

1 + [n (0) γAτr] (1− e−t/τr)
(5.3.2)

where n (0) is the exciton number at t = 0. Unlike Fick's law of di�usion, the rate equation

Eq.5.3.1 does not include the spatial evolution of the exciton density. Nevertheless, the

solution to this rate equation can be used to �t the spatially-integrated exciton PL intensity

and extract the lifetime and Auger constant. Then, these parameters can be used to estimate

the broadening of the exciton density solely due to exciton-exciton Auger recombination by

calculating the exciton density locally at each position of the distribution using Eq.5.3.2 as

n (x, t) =
n (x, 0) e−t/τr

1 + [n (x, 0) γAτr] (1− e−t/τr)
(5.3.3)

where x is the (one-dimensional) spatial coordinate. Moreover, the resulting spatial pro�le

can be �tted with a Gaussian function at each time step and the change in variance purely

due to exciton-exciton Auger recombination can be extracted. Lastly, the contribution of

Auger broadening to the total CIV can be estimated by breaking it up into components as

∆σ2 = ∆σ2
Hot + ∆σ2

A (5.3.4)

where ∆σ2
Hot and ∆σ2

A denote the hot exciton transport and Auger broadening contributions

to the total CIV of the exciton distribution.

Figure 5.3.4 shows the time evolution of the spatially-integrated PL intensity of the h-BN

encapsulated WSe2 monolayer for various excitation densities.

The majority of the transport measurements were carried out with an excitation density

that falls within the so-called mid-excitation regime [90]. The estimated values for the Auger
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Figure 5.3.4: Time-resolved photoluminescence (TRPL) of the h-BN encapsulated WSe2
monolayer. (a) TRPL intensity of the h-BN encapsulated WSe2 monolayer for increasing
exciton density. The solid lines represent the �ts to the TRPL intensity data (markers) with
Eq.5.3.2, and they were obtained assuming 11.5% absorption of the optical excitation at 405
nm [180], and accounting for the optical losses of the experimental apparatus. (b) Initial
decay of the TRPL in (a) emphasizing the lack of excitation density-induced saturation
if exciton-exciton Auger recombination were the dominant recombination mechanism. (b)
Auger constant estimated by �tting the data in (a) with Eq.5.3.2. The y axis represents
the product of the initial exciton density, which is denoted by n (0), and the Auger constant
γA. (c) Spatially and time integrated PL intensity for increasing exciton density. The Auger
constant was also estimated by �tting the PL intensity with Eq.5.3.5. Reproduced with
permission from [34].
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Figure 5.3.5: Contribution of Auger broadening (solid lines) to the change in variance of
the Gaussian spatial distribution of excitons in the h-BN encapsulated WSe2 monolayer for
increasing excitation densities (markers). The contribution of Auger broadening to the total
CIV is negligible for excitation densities below 4 × 1011cm−2. The markers correspond to
the data shown in Fig.5.3.2. Reproduced with permission from [34].

constant and exciton lifetime extracted from �tting the the time-resolved PL intensity mea-

surements with Eq.5.3.2 are 0.02 cm2s−1 and 0.23 ns, respectively, as shown in Fig.5.3.4(c).

Based on these values, the contribution of Auger broadening to the CIV is minimal for exci-

tation densities below (γAτr)
−1 = 2×1011cm−2. To con�rm this prediction, the contribution

of Auger broadening to the CIV for various excitation densities was calculated as previously

discussed, and the results are shown in Fig.5.3.5.

The contribution of Auger broadening to the total CIV is minimal for excitation densities

below 4×1011cm−2. This observation is consistent with other reports of studies where exciton-

exciton Auger scattering has been shown to be drastically reduced in h-BN encapsulated

TMD monolayers [70]. Most importantly, Auger broadening cannot explain the saturation

of the slope of the CIV curves observed in Fig.5.3.2 at excitation densities above 2×1011cm−2.

Because the time-integrated PL intensity shown in Fig.5.3.4(d) continues to rise for excitation

densities above this value, it is clear that the exciton-exciton Auger recombination rate is
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not higher than the exciton creation rate. Moreover, the Auger constant extracted from the

integrated PL intensity using the empirical expression [90]

IPL ∝ ln

[
1 + n (0) γAτr

γAτr

]
(5.3.5)

is consistent with the Auger constant obtained from �tting the TRPL intensity data with

Eq.5.3.2 as shown in Fig.5.3.4(c). Therefore, the fast rise of the CIV at early times is caused

predominantly by the fast motion of hot excitons whose temperature is higher than the

lattice temperature [36, 215, 225, 226, 224]. So, the progression from a fast evolution to a

slow evolution of the CIV for a given excitation density can be explained reasonable well

as the transition from a hot gas of excitons, which move very fast due to their high kinetic

energy, to a cold gas of excitons that move more slowly, after having relaxed their excess

kinetic energy.

The fast initial evolution rate of the CIV is proportional to the value of the time-

dependent e�ective di�usivity given by Eq.5.2.4 in the limit as time approaches zero, i.e.

limt→0 [D (t)] = D0 + D∗. The CIV data shown in Fig.5.3.2 was �tted with the energy re-

laxation model given by Eq.5.2.9, and the resulting excess di�usivity for various excitation

densities is shown in Fig.5.3.6(a).

Following the same trend as the slope of the CIV, the �tted excess di�usivity D∗ appears

to increase as the excitation density increases, and it also saturates at elevated excitation

densities. This saturation is expected to occur due to the balancing e�ects of Auger heating

and phonon cooling of the exciton gas discussed earlier. It is well-known that the rate of

carrier and exciton scattering with phonons increases as their kinetic energy increases [148].

Due to strong Coulomb coupling in TMD monolayers, exciton-phonon scattering dominates

the energy transfer mechanism that determines the temperature of the exciton gas at elevated

excitation densities. Therefore, the observed saturation of the initial slope of the CIV curves
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Figure 5.3.6: Excess di�usivity (a) and temperature (b) of excitons in the h-BN encapsulated
WSe2 monolayer for excitations with di�erent photon energies and increasing densities. The
excess excess di�usivity was extracted by �tting the CIV curves in Fig.5.3.2 with Eq.5.2.9.
The steady-state temperature of the exciton gas was assumed to be equal to the lattice
temperature at 300 K, and the resulting relaxation time was equal to 0.26 ns. The saturation
of the excess di�usivity and the corresponding excess temperature occur at a higher excitation
density for the laser with lower photon energy (2.4 eV) than for the laser with higher photon
energy (3.1 eV). Reproduced with permission from [34].

and the extracted excess di�usivity, which is proportional to the exciton gas temperature, is

consistent with the balance between exciton-phonon scattering, which removes energy from

the exciton gas, and Auger heating, which increases the energy of the exciton gas.

As a reference, the average velocity at which the PL spot corresponding to the data

shown in Fig.5.2.7 broadens was compared to the carrier saturation velocities determined by

electrical measurements [75]. As shown in Fig.5.3.7, the velocity at which the saturation of

the initial slope of the CIV occurs is about two orders of magnitude below the saturation

velocity of both electrons and holes in monolayer WSe2. This result further con�rms that

hot excitons, and not individual hot carriers, are responsible for the trends observed in the

experiments.

To further support the hypothesis that the relaxation of the excess kinetic energy of hot

excitons is the responsible mechanism for the nonlinear evolution of the CIV, experiments

with an optical excitation with a lower photon energy were carried out on a di�erent h-BN
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Figure 5.3.7: Comparison of PL spot velocity and electron and hole saturation velocities. The
PL spot velocity corresponds to the time-averaged rate of change of the PL spot's standard
deviation, i.e.

〈
d∆σ(t)
dt

〉
. The brackets denote time average. The carrier saturation velocities

were taken from electrical measurements of reference [75]. Reproduced with permission from
[34].
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encapsulated WSe2 monolayer. If the nonlinear evolution of the CIV indeed arises from the

relaxation of the excess kinetic energy of a hot exciton gas, and not from Auger broadening,

then for lower excitation energies, the saturation of the initially-fast CIV slope and initial

excess exciton di�usivity and temperature should occur at higher excitation densities. Such

trend is expected because the higher the excitation energy, the higher the excess kinetic

energy of the initially-formed hot exciton gas, and the less energy that will be required

via Auger heating to reach the saturation temperature. This trend is precisely observed

in Fig.5.3.6 where the excess di�usivity and e�ective temperature of the initially-formed

exciton gas is shown for two di�erent excitation energies, 3.1 eV (405 nm) and 2.4 eV (520

nm), for increasing excitation densities. As expected, the excitation density required to reach

the saturation excess di�usivity with the lower photon energy excitation (520 nm) is higher

than the excitation density required to reach the same saturation di�usivity with the higher

photon energy excitation (405 nm). Such correlation between excitation density and photon

energy is convincing evidence that the initially-fast motion of the exciton gas stems primarily

from the motion of hot excitons created by the non-resonant optical excitation rather than

Auger broadening.

5.4 Summary and conclusion

This chapter discussed transport studies of hot excitons in h-BN encapsulated WSe2 mono-

layers via spatially and temporally-resolved PL measurements at room temperature. The

origin of the apparently anomalous di�usive motion of excitons in h-BN encapsulated WSe2

monolayers was attributed to hot exciton transport. A correlation between the initial slope

of the CIV and the excitation density, which saturates at elevated excitation densities, was

identi�ed. This saturation is consistent with the balancing e�ects of Auger heating and

phonon cooling that respectively increase and decrease the temperature of the exciton gas.

In addition, it was shown that the excitation density required to reach the saturation point
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of the excess di�usivity depends on the excitation's photon energy. That is, a higher photon

energy excitation requires a lower excitation density to reach the saturation excess di�usivity.

These results o�er insights into a process that is ubiquitous in exciton transport studies of

TMD monolayers where high-density, non-resonant optical excitation is typically employed.

These insights will aid in the design of excitonic devices that exploit the regimes of hot and

cold exciton transport.
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Chapter 6

Many-Body E�ects in TMD Monolayers

6.1 Introduction

Inspired by the possibility of controlling chemical reactions [62, 171, 206], developing increas-

ingly powerful computers [104, 71, 52], and pushing the limits of measurement sensitivity [40],

the control of coherent light-matter interactions has been under extensive investigation for

several decades. In particular, coherent control in semiconductors has focused on leveraging

the strong optical-electric as well as spin-electric coupling that characterize these materials

to reduce decoherence and achieve fault-tolerant controllability [214, 193, 181, 142, 178].

Due to their compatibility with traditional III-V semiconductor device fabrication technol-

ogy and their robust optical response, charge carriers strongly localized in self-assembled

semiconductor quantum dots have become the archetypal two-level system in semiconductor

materials to investigate coherent light-matter interactions. More recently, the search for co-

herent nonlinearities beyond Pauli blocking to expand the library of coherent control schemes,

has lead to excitons�Coulomb bound electron-hole pairs�as promising quantum excitations

with prominent optical nonlinearities [113]. The control of these quantum states inevitably

requires the control of many-body e�ects resulting from their Coulomb interaction with

electron-hole plasma and coherent polarizations [177]. While excitonic states in mesoscopic
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semiconductor quantum wells have also been studied extensively [93, 164, 9, 84], the small

excitonic binding energy in these materials has hindered the coherent manipulation of exci-

tons due to their e�cient ionization at room temperature. Recent progress in the fabrication

of atomically-thin semiconductors, however, has shifted the focus of the studies of coherent

excitonic nonlinearities to TMD monolayers [81, 46, 170, 80, 86, 150, 192, 184, 98, 165].

The optical response of TMD monolayers below the conduction band edge is strongly

dominated by excitons as a result of the reduced dielectric screening and strong Coulomb

interactions in these atomically-thin semiconductor crystals. These conditions allow for the

signatures of excitation-induced many-body e�ects to be readily accessible in the nonlinear

optical spectra of TMD monolayers. Similar to conventional III-V semiconductor quantum

wells, the signatures of many-body e�ects in TMD monolayers include excitation-induced de-

phasing (EID) and excitation-induced shifts (EIS) arising from a unique mixture of electron-

hole plasma, exciton, and polarization e�ects [177]. Moreover, the complex band structures

of TMD monolayers, featuring multiple valleys, enables excitonic nonlinearities mediated by

the interaction of optically bright and momentum and spin-dark excitons. While EID and

EIS arise primarily from the Coulomb coupling among excitons, electron-hole plasma, and

polarizations [177], energy shifts in TMD monolayers have also been attributed to intervalley

exciton coupling mediated by the exchange interaction [165].

The spectral signatures of many-body e�ects in semiconductor quantum wells [177] and

in TMD monolayers [46, 81] have been explained theoretically via self-consistent calcula-

tions using the semiconductor Bloch equations. However, the main experimental signatures

of these e�ects can be reproduced phenomenologically by modeling the excitons in these

materials as an ensemble of two-dimensional, two-level systems or a sheet of dipole emitters

(SDE) using the master equation [161]. The following section describes the development of

the theoretical model used to interpret the spectral signatures of many-body e�ects in the

nonlinear optical response of TMD monolayers using the master equation.
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6.2 Theoretical modeling

While the band structure of TMD monolayers is complex and intervalley coupling has been

shown to play a role in the origin of many-body e�ects in these materials [165, 46], some

of the main features present in the nonlinear optical spectrum of TMDs, namely energy

shifts and linewidth broadening, can be reproduced reasonably well by modeling one of their

optically accessible valleys as a two-level system.

6.2.1 Macroscopic polarization of a two-level system

A TMD monolayer can be modeled as a two-dimensional sheet of dipole emitters (SDE),

and the optical response of the system can be expressed through the macroscopic optical

polarization given by [10]

P (R, t) = P (x, y, t) δ (z)

= NaTr [ρ̂ (x, y, t) µ̂] δ (z)

= Na [ρ21 (x, y, t)µ12 + c.c.] δ (z) (6.2.1)

where ρ̂ and µ̂ are the density and dipole moment operators, and Na represents the aerial

density or number of dipoles per unit area. The delta function represents the con�nement of

the TMD monolayer along the direction of light propagation, and P (x, y, t) represents the

two dimensional, time-dependent, macroscopic polarization. While the in-plane distribution

of dipoles strictly depends on the incident laser intensity distribution, the two-dimensional

polarization can be assumed to be uniform if the incident �eld is modeled as a plane wave.

In that case, the three-dimensional macroscopic polarization can be recast as
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P (z, t) = P (t) δ (z) (6.2.2)

where the uniform two-dimensional polarization is

P (t) = Na [ρ21 (t)µ12 + c.c.] (6.2.3)

with positive and negative frequency components de�ned as

P(+) (t) = Naρ21 (t)µ12r̂12 (6.2.4)

P(−) (t) = Naρ12 (t)µ21r̂21 (6.2.5)

The evolution of the macroscopic polarization is obtained by solving the Heisenberg

equation of motion for the density operator given by

∂

∂t
ρ̂ =

∂

∂t
ρ̂

∣∣∣∣
coh

+
∂

∂t
ρ̂

∣∣∣∣
incoh

(6.2.6)

where the �rst term in Eq.6.2.6 represents the coherent interaction of the two-level system

with the optical �eld, and the second term represents the dissipation and decoherence of the

system. The coherent light-matter interaction term of Eq.6.2.6 is given explicitly by

∂

∂t
ρ̂

∣∣∣∣
coh

=
1

i~
[Ĥ, ρ̂] (6.2.7)

where

Ĥ = Ĥ0 + V̂ (6.2.8)
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is the total Hamiltonian of the system comprising of the internal structure Hamiltonian Ĥ0

and the interaction with the light �eld V̂ . The internal structure Hamiltonian is given by

Ĥ0 = −~ω21

2
σ̂z (6.2.9)

where ~ω21 ≡ ~ (ω2 − ω1) is the energy di�erence between the excited and ground states,

which is also known as the resonance energy of the two-level system. The factor of 1
2
in the

Hamiltonian comes from the arbitrary assignment of zero energy as the midpoint between

the energies of the two states. With this de�nition, the ground state energy is negative and

the excited state energy is positive. The Pauli matrix operator σ̂z is de�ned in terms of

the bra and ket representing the ground state |1〉 and the excited state |2〉 of the two-level

system as

σ̂z = |1〉 〈1| − |2〉 〈2| .=

 1 0

0 −1


The light-matter interaction is described semi-classically by the dipole interaction ap-

proximation as

V̂ ≈ −µ̂ · E(R, t) (6.2.10)

where the dipole moment operator is de�ned as

µ̂ = µ21r̂21σ̂+ + µ12r̂12σ̂− (6.2.11)

For an arbitrary number N of harmonically oscillating electromagnetic �elds of the form
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E(R, t) =
1

2

N∑
j=1

[
ε̂jEj (R, t) eikj ·R−iωjt + ε̂∗jE∗j (R, t) e−ikj ·R+iωjt

]
(6.2.12)

the interaction part of the Hamiltonian in Eq.6.2.8, within the rotating-wave approximation

(RWA), is given by [10]

V̂RWA ≈ −~
N∑
j=1

[
χRj (R, t) eikj ·R−iωjtσ̂+

−χ∗Rj (R, t) e−ikj ·R+iωjtσ̂−

]
(6.2.13)

where one half times the Rabi frequency χRj (R, t) ≡ 1
2
ΩRj (R, t) is de�ned as

χRj (R, t) ≡ (r̂21 · ε̂j)
µ21Ej (R, t)

2~
(6.2.14)

andEj (R, t) and ε̂j represent the amplitude and polarization direction unit vector of each

electric �eld, respectively; r̂12 = r̂∗12 is the unit vector in the direction of the vector dipole

operator µ̂. Similarly, the Pauli matrix operators σ̂±,0 are de�ned as

σ̂− = |1〉 〈2| .=

 0 1

0 0

 (6.2.15)

σ̂+ = |2〉 〈1| .=

 0 0

1 0

 (6.2.16)
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σ̂0 = σ̂+σ̂−
.
=

 0 0

0 1

 (6.2.17)

The incoherent part of the equation of motion Eq.6.2.6 is given by

∂

∂t
ρ̂

∣∣∣∣
incoh

= −γ {σ̂0, ρ̂}+ γspσ̂−ρ̂σ̂+ + 2Γσ̂0ρ̂σ̂0 (6.2.18)

where γ, γsp, and Γ represent the dephasing, spontaneous emission, and pure dephasing

rates, respectively; the curly brackets in Eq.6.2.18 denote the anti-commutation relation

{A,B} = AB +BA; the dephasing rate is de�ned as

γ =
γsp
2

+ Γ (6.2.19)

The terms on the right hand side of Eq.6.2.18 are also known as the Lindblad terms and

they represent the incoherent or dissipation processes in the system. While the Lindblad

terms in the form presented in Eq.6.2.18 are unable to describe certain quantum kinetic

aspects of semiconductors such as Coulomb-based quantum memory or many-body e�ects

[85], as a �rst approximation, the master equation Eq.6.2.6 is often used to model coherent

light-matter interactions in semiconductor quantum dots. Substituting the coherent and

incoherent equations of motion, Eq.6.2.7 and Eq.6.2.18, into the Heisenberg equation of

motion Eq.6.2.6, and enforcing the conditions that the total probability must equal unity

Tr [ρ̂] = ρ11(t) + ρ22(t) = 1 and the o�-diagonal density matrix elements must be complex

conjugates of each other ρ12(t) = ρ∗21(t), the equations of motion for the density operator

reduce to
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∂

∂t
ρ22 (t) =

N∑
j=1

[
iχRj (R, t) eikj ·R−iωjtρ12 (t)− iχ∗Rj (R, t) e−ikj ·R+iωjtρ21 (t)

]
−γspρ22 (6.2.20)

∂

∂t
ρ12 (t) = − (γ − iω21) ρ12 (t)− [1− 2ρ22 (t)] i

N∑
j=1

[
χ∗Rj (R, t) e−ikj ·R+iωjt

]
(6.2.21)

ρ11 (t) = 1− ρ22 (t) (6.2.22)

ρ21 (t) = ρ∗12 (t) (6.2.23)

Therefore, the only equations of motion that need to be solved to calculate the macroscopic

polarization of the two-level system are Eq.6.2.20 and Eq.6.2.21.

The signatures of many-body e�ects on the nonlinear optical response of TMDmonolayers

include excitation-induced shifts and linewidth broadening of the excitonic resonance energy

[81, 199]. To account for these e�ects, the resonance energy and dephasing rate in Eq.6.2.20

and Eq.6.2.21 are corrected by adding the excitation (and therefore population) dependent

phenomenological terms γ → γ+αρ22 and ω21 → ω21+βρ22, where α and β are the excitation

induced dephasing (EID) rate and excitation-induced shift (EIS), respectively. The addition

of these population-dependent phenomenological terms imply that this master equation-

based model is no longer descriptive of a single two-level system. Instead, it describes an

interacting many-body system (MBS) whose evolution depends not only on the coupling of

the system to the optical �eld but also on the many-body interactions.

The coupling of the MBS to the optical �eld is greatly simpli�ed by assuming that the

light �eld amplitude is uniform and time-independent, as in the case of continuous-wave
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�elds. Under such condition, the equations of motion Eq.6.2.20-Eq.6.2.23 simplify to

∂

∂t
ρ22 (t) =

N∑
j=1

[
iχRje

ikj ·R−iωjtρ12 (t)− iχ∗Rje
−ikj ·R+iωjtρ21 (t)

]
− γspρ22 (6.2.24)

∂

∂t
ρ12 (t) = − (γ − iω21) ρ12 (t)− (α− iβ) ρ22 (t) ρ12 (t)

− [1− 2ρ22 (t)] i
N∑
j=1

[
χ∗Rje

−ikj ·R+iωjt
]

(6.2.25)

While these coupled equations could be solved numerically, it is illustrative to solve them

using perturbation theory to gain physical insight into the e�ect of excitation-induced de-

phasing and resonance energy shifts on the evolution of the density matrix elements and the

corresponding macroscopic polarization.

The perturbation solution consists of expanding the density matrix elements in Eq.6.2.24

and Eq.6.2.25 as power series of the form

ρuv (t) =
∞∑
n=0

λnρ(n)
uv (t) (6.2.26)

with the assumption that the MBS is initially in the ground state so that

ρ
(0)
11 = 1 (6.2.27)

ρ
(0)
22 = ρ

(0)
12 = ρ

(0)
21 = 0 (6.2.28)

After comparing terms of equal perturbation order, a set of uncoupled equations of motion

for each perturbation order results for the diagonal density matrix element in
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∂
∂t
ρ

(0)
22 (t) = γspρ

(0)
22

∂

∂t
ρ

(1)
22 (t) =

N∑
j=1

[
iχRje

ikj ·R−iωjtρ
(0)
12 − iχ∗Rje

−ikj ·R+iωjtρ
(0)
21

]
−γspρ(1)

22

∂

∂t
ρ

(2)
22 (t) =

N∑
j=1

[
iχRje

ikj ·R−iωjtρ
(1)
12 − iχ∗Rje

−ikj ·R+iωjtρ
(1)
21

]
−γspρ(2)

22

∂

∂t
ρ

(3)
22 (t) =

N∑
j=1

[
iχRje

ikj ·R−iωjtρ
(2)
12 − iχ∗Rje

−ikj ·R+iωjtρ
(2)
21

]
−γspρ(3)

22

...
...

...

∂

∂t
ρ

(n)
22 (t) =

N∑
j=1

[
iχRje

ikj ·R−iωjtρ
(n−1)
12 − iχ∗Rje

−ikj ·R+iωjtρ
(n−1)
21

]
−γspρ(n)

22 (6.2.29)

and similarly for the o�-diagonal density matrix element
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∂

∂t
ρ

(0)
12 (t) = − (γ − iω21) ρ

(0)
12 − (α− iβ) ρ

(0)
22 ρ

(0)
12

∂

∂t
ρ

(1)
12 (t) = − (γ − iω21) ρ

(1)
12 − (α− iβ)

1∑
l=0

[
ρ

(l)
22ρ

(1−l)
12

]
−
(

1− 2ρ
(0)
22

)
i
N∑
j=1

χ∗Rje
−ikj ·R+iωjt

∂

∂t
ρ

(2)
12 (t) = − (γ − iω21) ρ

(2)
12 − (α− iβ)

2∑
l=0

[
ρ

(l)
22ρ

(2−l)
12

]
+2iρ

(1)
22

N∑
j=1

χ∗Rje
−ikj ·R+iωjt

∂

∂t
ρ

(3)
12 (t) = − (γ − iω21) ρ

(3)
12 − (α− iβ)

3∑
l=0

[
ρ

(l)
22ρ

(3−l)
12

]
+2iρ

(2)
22

N∑
j=1

χ∗Rje
−ikj ·R+iωjt

...
...

...

∂

∂t
ρ

(n)
12 (t) = − (γ − iω21) ρ

(n)
12 − (α− iβ)

n∑
l=0

[
ρ

(l)
22ρ

(n−l)
12

]
+2iρ

(n−1)
22

N∑
j=1

χ∗Rje
−ikj ·R+iωjt (6.2.30)

For crystals that display inversion symmetry, the �rst non-vanishing nonlinear optical

response is the third-order nonlinear macroscopic polarization [13]. This condition implies

that the equations of motion that need to be solved to calculate the macroscopic polarization

of the MBS system are Eq.6.2.29 up to second order, and Eq.6.2.30 up to third order with

the initial conditions given by Eq.6.2.27 and Eq.6.2.28. To obtain the �rst-order, o�-diagonal

density matrix element, it is convenient to assume that it has the form
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ρ
(1)
12 (t) =

N∑
j=1

ρ̃
(1)
12j
e−ikj ·R+iωjt (6.2.31)

and after substituting Eq.6.2.31 into Eq.6.2.30, the time-independent, �rst-order o�-diagonal

density matrix element results in

ρ̃
(1)
12j

= −
χ∗Rj

δj − iγ
(6.2.32)

where δj ≡ ωj − ω21 denotes the detuning of the optical �eld with respect to the resonance

frequency of the MBS. Similarly, the second-order, diagonal density matrix element can be

obtained by assuming that it has the form

ρ
(2)
22 (t) =

N∑
j,l=1

ρ̃
(2)
22j,l

ei(kj−kl)·R−i(ωj−ωl)t + c.c. (6.2.33)

and after substituting Eq.6.2.33 into Eq.6.2.29 along with Eq.6.2.31, the second-order diag-

onal density matrix element becomes

ρ̃
(2)
22j,l

=
1

(ωj − ωl) + iγsp

(
χRjχ

∗
Rj

δl − iγ

)
(6.2.34)

ρ
(2)
22 (t) =

N∑
j,l=1

χjχ
∗
l

(δl − iγ) (δj + iγ)

[
1 +

2iΓ

(δj − δl) + iγsp

]
×ei(kj−kl)·R−i(ωj−ωl)t (6.2.35)

Lastly, the third-order, o�-diagonal density matrix element can be obtained by assuming

that it has the form
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ρ
(3)
12 (t) =

N∑
j,l,m=1

ρ̃
(3)
12j,l,m

e−i(kj−kl+km)·R+i(ωj−ωl+ωm)t (6.2.36)

and after substituting Eq.6.2.36 into Eq.6.2.30 along with Eq.6.2.31 and Eq.6.2.35, the time-

independent, third-order, o�-diagonal density matrix element becomes

ρ̃
(3)
12j,l,m

=
1

(δj − δl + δm)− iγ

(
2− β + iα

δj − iγ

)[
1 +

2iΓ

(δl − δm) + iγsp

]
×

χ∗RjχRlχ
∗
Rm

(δm − iγ) (δl + iγ)
(6.2.37)

and its complex conjugate is

ρ̃
(3)
21j,l,m

=
[
ρ̃

(3)
12j,l,m

]∗
=

1

(δj − δl + δm) + iγ

(
2− β − iα

δj + iγ

)[
1− 2iΓ

(δl − δm)− iγsp

]
×

χRjχ
∗
Rl
χRm

(δm + iγ) (δl − iγ)
(6.2.38)

Equation 6.2.36 indicates that there are eight contributions to the third-order, o�-diagonal

density matrix element when there are two �elds (N = 2) interacting with the MBS. This

case is particularly relevant from a practical point of view because the nonlinear optical

response of semiconductor materials is typically measured using a pump-probe technique

where two laser �elds interact with the system. While the details of this experimental tech-

nique are discussed in further detail in the next section, it is worth pointing out that in such

experimental scheme, the nonlinear response of interest is the third-order response that is at

the same frequency and propagates along the same direction as the probe laser, and is linear

in both the probe �eld's amplitude and pump's intensity. Therefore, the only contributing

terms from Eq.6.2.36 that meet these conditions are the pump (P ) and probe (pr) �eld's
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time-ordering (j, l,m) = (P, P, pr) and (j, l,m) = (pr, P, P ). For the �rst time-ordering, the

third-order, o�-diagonal density matrix element is given by

ρ
(3)
21P,P,pr

(t) = ρ̃
(3)
21P,P,pr

eikpr·R−iωprt (6.2.39)

ρ̃
(3)
21P,P,pr

=
2γ

γsp

1

δpr + iγ

(
2− β − iα

δpr + iγ

)
χRPχ

∗
RP
χRpr

δ2
P + γ2

(6.2.40)

and similarly for the second time-ordering, the third-order, o�-diagonal density matrix ele-

ment is given by

ρ
(3)
21pr,P,P

(t) = ρ̃
(3)
21pr,P,P

eikpr·R−iωprt (6.2.41)

ρ̃
(3)
21pr,P,P

=

(
2− β − iα

δP + iγ

)[
1 +

2iΓ

(δpr − δP ) + iγsp

]
×

χRprχ
∗
RP
χRP

(δpr + iγ)2 (δP − iγ)
(6.2.42)

The total third-order, o�-diagonal, density matrix element is the sum of Eq.6.2.39 and

Eq.6.2.41

ρ
(3)
21 (t) = ρ̃

(3)
21 e

ikpr·R−iωprt (6.2.43)
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ρ̃
(3)
21 = ρ̃

(3)
21P,P,pr

+ ρ̃
(3)
21pr,P,P

=
2γ

γsp

1

δpr + iγ

(
2− β − iα

δpr + iγ

)
χRPχ

∗
RP
χRpr

δ2
P + γ2

+

(
2− β − iα

δP + iγ

)[
1 +

2iΓ

(δpr − δP ) + iγsp

]
×

χRprχ
∗
RP
χRP

(δpr + iγ)2 (δP − iγ)
(6.2.44)

Finally, according to the perturbation expansion 6.2.26, the total o�-diagonal density

matrix element, up to third-order, is approximately given by

ρ21 (t) ≈ ρ
(1)
21 (t) + ρ

(3)
21 (t) (6.2.45)

Accordingly, the macroscopic optical polarization can be obtained by substituting Eq.6.2.43-

Eq.6.2.45 back into Eq.6.2.1. It is also convenient to explicitly write the positive frequency

component of the macroscopic polarization from Eq.6.2.4 as

P(+) (t) = Na

[
ρ

(1)
21 (t) + ρ

(3)
21 (t)

]
µ12r̂12

=
∑
j=P,pr

Naµ12r̂12

[
ρ̃

(1)
21j

+ ρ̃
(3)
21pr,P,P

δj,pr + ρ̃
(3)
21P,P,pr

δj,pr

]
e−iωjt

=
∑
j=P,pr

P̃
(+)
j e−iωjt

=
∑
j=P,pr

P
(+)
j (t) (6.2.46)

where the time-independent polarization is de�ned as

P̃
(+)
j = Naµ12r̂12

{
ρ̃

(1)
21j

+
[
ρ̃

(3)
21pr,P,P

+ ρ̃
(3)
21P,P,pr

]
δj,pr

}
(6.2.47)
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6.2.2 Di�erential absorption of TMD monolayer

The signatures of many-body e�ects in the nonlinear optical response of TMD monolayers

can be probed via non-degenerate, continuous-wave (CW) pump-probe spectroscopy. This

type of optical spectroscopy monitors the pump-induced change in the material's absorption

of a probe laser. This change in absorption is also referred to as di�erential absorption, and it

is proportional to the imaginary component of the material's nonlinear optical susceptibility

[179]. In this technique, the pump laser is �xed on the resonance energy of interest while

the probe laser is scanned through the resonance at high energy resolution. At su�ciently

low laser intensities, the dominant contribution to the di�erential absorption signal is the

third-order optical susceptibility. Even in such weakly nonlinear regime, many-body e�ects

can strongly in�uence the nonlinear optical susceptibility of semiconductors�especially TMD

monolayers�giving rise to distinct signatures in their di�erential absorption spectrum. In

practice, however, detecting the nonlinear optical response, can be very challenging because

of its low signal level. To detect signals at low levels, homodyne detection and a lock-in

ampli�er can be used to extract the nonlinear optical susceptibility of the material.

The di�erential absorption of a material can be inferred from the di�erential transmis-

sion, the di�erential re�ection, or both if the sample geometry allows for the simultaneous

measurement of both re�ection and transmission spectra. In any case, the amplitudes of

the CW pump and probe laser beams are modulated at two di�erent frequencies. Lock-in

ampli�ers referenced to the di�erence of these modulation frequencies are then used to mea-

sure a component of the nonlinear optical response of the material that is oscillating at the

di�erence of the modulation frequencies and propagating along the directions of the trans-

mitted and re�ected probe beams as illustrated in 6.3.1. The photocurrent generated in the

detectors monitoring the transmitted and re�ected probe beams contains various frequency

components, but among them, there is one component at the di�erence of the modulation

frequencies of the pump and probe beams [126]. The change in the probe beam's re�ection
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from ∆Rpr and transmission ∆Tpr through the material can then be measured to estimate

the di�erential absorption as

∆Apr ≡ −∆Tpr −∆Rpr (6.2.48)

The di�erential absorption ∆Apr can be interpreted as the change in the material's ab-

sorption of the probe laser when the pump laser is present, A (pump & probe on), relative to

the material's absorption of the probe laser when the pump laser is absent, A (probe on). If

the macroscopic polarization generated in the material is approximated as the series expan-

sion in the pump and probe �eld amplitudes, the third-order, time-independent, macroscopic

polarization that is linear in the probe �eld amplitude Epr and linear in the pump �eld in-

tensity |EP |2 can be approximated as [13]

P̃ (3) ≈ ε0χ
(3)
e |EP |

2 Epr (6.2.49)

In addition, the optical susceptibility can be related to the nonlinear absorption of the

material by solving the inhomogeneous wave equation with the macroscopic polarization

as the source of electromagnetic radiation to obtain the approximate relation between the

nonlinear absorption and the imaginary component of the optical susceptibility [179]

ANL = 2
ω

c

∑
n

χI,(n)
e |E|(n−1) (6.2.50)

where ω, c, and χ
I,(n)
e represent the laser's angular frequency, the speed of light, and the

imaginary component of the n-nth order optical susceptibility, respectively.

For the di�erential absorption spectrum to provide information on the fundamental co-

herent processes of the material, the strength of the macroscopic polarization must increase

linearly with the pump �eld's intensity and the probe �eld's amplitude [178, 10]. These
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characteristic signatures con�rm that the measurements are in the so-called χ
(3)
e or weakly

nonlinear limit. While the �rst-order response is the dominant response when only a weak

probe �eld is incident on the material, when both the pump and the probe �elds are incident,

the dominant nonlinear response that is linearly proportional to the pump's intensity is and

the probe's amplitude is the the third-order response due to the time-ordering of the pump

and probe �elds (j, l,m) = (P, P, pr) and (j, l,m) = (pr, P, P ). As a result, the di�erential

absorption of the probe can be approximated using Eq.6.2.50 as

∆Apr = A (pump on + probe on)− A (pump o� + probe on)

≈ ANL (EPE∗PEpr)− ANL (Epr)

≈ 2
ω

c

[
χI,(1)
e + χI,(3)

e |EP |2
]
− 2

ω

c
χI,(1)
e

≈ 2
ω

c
χI,(3)
e |EP |2 (6.2.51)

Moreover, the connection between the third-order optical susceptibility, and the density

matrix elements of the MBS can be obtained by comparing Eq.6.2.1 with Eq.6.2.49 as

P̃ (+) ≈ Na

[
ρ̃

(1)
21 + ρ̃

(3)
21

]
µ12

ε0χ
(3)
e |EP |

2 Epr ≈ Naρ̃
(3)
21 µ12

χ(3)
e ≈ Naρ̃

(3)
21 µ12

ε0 |EP |2 Epr
(6.2.52)

Therefore, the imaginary part of the third-order optical susceptibility is proportional to the

imaginary component of the third-order, o�-diagonal density matrix element

χI,(3)
e ≈ Naµ12

ε0 |EP |2 Epr
ρ̃
I,(3)
21 (6.2.53)

and by substituting Eq.6.2.53 into Eq.6.2.51, the di�erential absorption spectrum can be
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shown to be

∆Apr ≈
2ωNaµ12

cε0Epr
ρ̃
I,(3)
21 (6.2.54)

Accordingly, in the weakly nonlinear or χ(3)
e limit, measuring the di�erential absorption of the

probe �eld is equivalent to measuring the third-order optical susceptibility of the material,

which in turn is proportional to the third-order, o�-diagonal density matrix element.

6.2.3 Multi-layer structure

While the di�erential absorption spectrum is closely related to the imaginary part of the

third-order, o�-diagonal density matrix element of the MBS, one of the assumptions that

lead to Eq.6.2.54 is that the TMD monolayer is surrounded by vacuum. This assumption

greatly simpli�es the calculation of the monolayer's di�erential absorption spectrum, but in

practice, the TMD monolayer is encapsulated by h-BN, and is deposited over an NBK7 glass

substrate as shown in Fig.6.2.1. These additional dielectric layers can modify the nonlinear

absorption spectrum of the TMD monolayer due to changes in the radiative recombination

rates [47] and the exciton energy distribution of the material [110]. Therefore, the di�erential

absorption spectrum of the entire dielectric structure should be obtained using a transfer

matrix approach.

To obtain the optical transfer matrix for the entire dielectric structure shown in Fig.6.2.1,

the �elds in each layer are modeled as counter-propagating plane waves. The optical �elds

are real quantities and can be expressed as a linear combination of complex �elds with

positive and negative frequency components similar to the �eld in Eq.6.2.12. For simplicity,

and without loss of generality, the transfer matrix calculation can be carried out with the

positive frequency �elds only. As such, for an electromagnetic �eld comprising of two lasers,

a pump laser and a probe laser, the electric and magnetic �elds in each of the layers labeled

with the indices m : 0− 4 are given by
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Figure 6.2.1: Diagram of the multi-layer structure. The multi-layer structure comprises of
top and bottom h-BN layers surrounding an MoSe2 monolayer. The encapsulated monolayer
sits on top of a wedged, AR-coated NBK7 substrate to reduce back re�ections and etaloning
e�ects. The incident and transmitted �elds are assumed to be in vacuum. The direction of
wave propagation is assumed to be along the z axis, which is de�ned to be perpendicular to
the plane of the multi-layer structure. The layers of the structure are labeled 0 through 4
from left to right along the z axis. The MoSe2 monolayer is conveniently positioned at the
origin. The thickness of the m-nth layer is labeled by tm. The transfer matrix of the multi-
layer structure is obtained by applying the boundary conditions for the electromagnetic �elds
at the interfaces of the structure.
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 E
(+)
m (z, t)

H
(+)
m (z, t)

 =
∑
j=P,pr

 E
(+)
mj (z, t)

H
(+)
mj (z, t)

 (6.2.55)

 E
(+)
m (z, t)

H
(+)
m (z, t)

 =
∑
j=P,pr

 E
(+)
mj (z)

H
(+)
mj (z)

 e−iωjt (6.2.56)

where the time-independent terms in the sum of Eq.6.2.55 are speci�cally given by

 E
(+)
0j

(z)

H
(+)
0j

(z)

 =
1

2

 E0j

H0j

 eik0j
(z+t1) +

1

2

 E′0j

H′0j

 e−ik0j
(z+t1) (6.2.57)

 E
(+)
1j

(z)

H
(+)
1j

(z)

 =
1

2

 E1j

H1j

 eik1j
z +

1

2

 E′1j

H′1j

 e−ik1j
z (6.2.58)

 E
(+)
2j

(z)

H
(+)
2j

(z)

 =
1

2

 E2j

H2j

 eik2j
z +

1

2

 E′2j

H′2j

 e−ik2j
z (6.2.59)

 E
(+)
3j

(z)

H
(+)
3j

(z)

 =
1

2

 E3j

H3j

 eik3j
(z−t2) +

1

2

 E′3j

H′3j

 e−ik3j
(z−t2) (6.2.60)

 E
(+)
4j

(z)

H
(+)
4j

(z)

 =
1

2

 E4j

H4j

 eik4j
(z−t2−t3) (6.2.61)

where tm denotes the thickness of the m-nth layer along the direction of light propagation

de�ned as the ẑ direction;

 Emj

Hmj

 and

 E′mj

H′mj

 represent the amplitudes of the j-nth for-

ward and backward propagating electric and magnetic �elds in the m-nth layer, respectively;

km = nmk is the wavevector in the layer with index of refraction nm and k is the wavevector

in vacuum. Accordingly, the complex re�ection and transmission coe�cients of the entire

multi-layer structure for each �eld are de�ned as
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rj =
E′0j
E0j

(6.2.62)

tj =
E4j

E0j

(6.2.63)

and the real-valued re�ection, transmission, and absorption of the j-nth �eld for the entire

structure are de�ned as [67]

Rj = |rj|2 (6.2.64)

Tj =
n4

n0

|tj|2 (6.2.65)

Aj = 1−Rj − Tj (6.2.66)

Similarly, the di�erential absorption spectrum is de�ned as the pump-induced change in the

structure's probe absorption as in Eq.6.2.48.

To obtain the transfer matrix of the multi-layer structure, expressions for the electric

�eld amplitudes between adjacent layers are obtained by enforcing the boundary conditions

for the electric and magnetic �elds given by [73]

[
D(+)
m −D

(+)
m−1

]
· n̂m,m−1 = σm,m−1 (6.2.67)

[
E(+)
m − E

(+)
m−1

]
× n̂m,m−1 = 0 (6.2.68)

[
B(+)
m −B

(+)
m−1

]
· n̂m,m−1 = 0 (6.2.69)
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[
H(+)
m −H

(+)
m−1

]
× n̂m,m−1 = −Km,m−1 (6.2.70)

where n̂m,m−1 represents the unit vector normal to the boundary and points from layer m−1

to layer m. Since the layers are assumed to be normal to the ẑ axis, and the propagation is

assumed to be in the positive direction, n̂m,m−1 = ẑ. Moreover, σm,m−1 and Km,m−1 denote

the surface charge and current densities, respectively, at the interface between adjacent layers.

It is convenient to express the boundary conditions for the magnetic �eldH
(+)
m in terms of the

electric �eld E
(+)
m . To that end, the electric �eld is assumed to be linearly polarized along the

x̂ direction, and the magnetic �eld is linearly polarized along the ŷ direction. Accordingly,

using Faraday's law for non-magnetic media leads to the following relation for the magnetic

�eld in terms of the time-derivative of the electric �eld

∇× E(+)
m (z, t) = −µ0

∂

∂t
H(+)
m (z, t)

∂

∂z
E(+)
mj

(z, t) = −µ0
∂

∂t
H(+)
mj

(z, t)

H(+)
mj

(z, t) = − i

µ0ωj

∂

∂z
E(+)
mj

(z, t) (6.2.71)

With the exception of the interface between the top and bottom h-BN layers, which is the

interface where the TMD monolayer is placed, no surface charge or current densities exist in

the multi-layer structure. The macroscopic polarization generated in the TMD monolayer

by the incident �elds induces an oscillating surface current density [85]. Using Eq.6.2.46 and

Eq.6.2.44, this surface current density is given by

K =
∂

∂t
P (+) (t)

=
∑
j=P,pr

−iωjNaµ12

{
ρ̃

(1)
21j

+
[
ρ̃

(3)
21pr,P,P

+ ρ̃
(3)
21P,P,pr

]
δj,pr

}
e−iωjt

=
∑
j=P,pr

[
∂

∂t
P

(+)
j (t)

]
(6.2.72)
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To obtain a relation for the electric �eld amplitudes across the interface between the top

and bottom h-BN layers, the Rabi frequencies in Eq.6.2.44 need to be written explicitly.

To that end, the time-independent, o�-diagonal density matrix element in Eq.6.2.44 can be

recast as

ρ̃
(3)
21 = ρ̃

(3)
21pr,P,P

+ ρ̃
(3)
21P,P,pr

= ξPPprχRPχ
∗
RP
χRpr + ξprPPχRprχ

∗
RP
χRP (6.2.73)

where

ξPPpr ≡
2γ

γsp

1

δpr + iγ

(
2− β − iα

δpr + iγ

)
1

δ2
P + γ2

(6.2.74)

ξprPP ≡
(

2− β − iα
δP + iγ

)[
1 +

2iΓ

(δpr − δP ) + iγsp

]
× 1

(δpr + iγ)2 (δP − iγ)
(6.2.75)

and enforcing the boundary condition Eq.6.2.68 at the interface between the top and bottom

h-BN layers leads to the Rabi frequency

χRj =
(µ21

2~

)(
E1j + E ′1j

)
=
(µ21

2~

)(
E2j + E ′2j

)
(6.2.76)

Finally, enforcing the boundary conditions Eq.6.2.68 and Eq.6.2.70 across all of the

boundaries of the multi-layer structure depicted in Fig.6.2.1, and using the auxiliary ex-

pressions Eq.6.2.71-Eq.6.2.76, a linear system of equations relating the �eld amplitudes in

the exit layer to the input layer is obtained as
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 E4j

0

 = M j

 E0j

E ′0j

 (6.2.77)

where the transfer matrices of each layer are de�ned as

M j = M4 j M3 j

(
M2A j + M2B pr δj,pr

)
M1 j (6.2.78)

M4 j =
1

2

 eiκ3j

(
1 + n3

n4

)
e−iκ3j

(
1− n3

n4

)
eiκ3j

(
1− n3

n4

)
e−iκ3j

(
1 + n3

n4

)
 (6.2.79)

M3 j =
1

2

 eiκ2j

(
1 + n2

n3

)
e−iκ2j

(
1− n2

n3

)
eiκ2j

(
1− n2

n3

)
e−iκ2j

(
1 + n2

n3

)
 (6.2.80)

M2A j =
1

2

 1 + n1

n2
− iy2j (xj − i) 1− n1

n2
− iy2j (xj − i)

1− n1

n2
+ iy2j (xj − i) 1 + n1

n2
+ iy2j (xj − i)

 (6.2.81)

M2B pr =
i

2
y2pr

(
x2
pr + 1

)
(ηPPpr + ηprPP ) fPf

∗
P I0Pg (6.2.82)

M1 j =
1

2

 1 + n1

n2
− iy2j (xj − i) 1− n1

n2
− iy2j (xj − i)

1− n1

n2
+ iy2j (xj − i) 1 + n1

n2
+ iy2j (xj − i)

 (6.2.83)

The following unit-less variables and parameters have been de�ned to simplify the transfer

matrix Eq.6.2.78

κmj ≡ nmτm (xj + Λ0) (6.2.84)

τm ≡
γtm
c

(6.2.85)
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xj ≡
δj
γ

(6.2.86)

Λ0 ≡
ω21

γ
(6.2.87)

ymj ≡
yj
nm

(6.2.88)

yj ≡ ζ
(xj + Λ0)(
x2
j + 1

) (6.2.89)

ζ ≡ µ0Nac |µ21|2

~
(6.2.90)

ηj,m,l ≡ ξj,l,mγ
3 (6.2.91)

ηPPpr =
2

S

(
1

xpr + i

)(
2− B − iΥ

xpr + i

)(
1

x2
P + 1

)
(6.2.92)

ηprPP =

(
2− B − iΥ

xp + i

)[
1 +

2iG

(xpr − xP ) + iS

] [
1

(xpr + i)2 (xP − i)

]
(6.2.93)

Υ ≡ α

γ
(6.2.94)

B ≡ β

γ
(6.2.95)

G ≡ Γ

γ
(6.2.96)

S ≡ γsp
γ

(6.2.97)

fP ≡M1 (1, 1)P +M1 (2, 1)P + [M1 (1, 2)P +M1 (2, 2)P ] rP (6.2.98)

I0P ≡ |ψ|
2 |E0P |

2 (6.2.99)

|ψ|2 ≡ |µ21|2

4~2γ2
(6.2.100)
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g ≡

 1

−1

[ 1 1

]
(6.2.101)

Since the quantity of interest is the pump-induced change in the structure's probe ab-

sorption, the probe's re�ection and transmission coe�cients can be calculated from Eq.6.2.78

as

rj = −
M (2, 1) j
M (2, 2) j

(6.2.102)

tj = M (1, 1) j + M (1, 2) j rj (6.2.103)

and the di�erential absorption can be calculated using Eq.6.2.66 and with the re�ection and

transmission coe�cients Eq.6.2.102 and Eq.6.2.103, respectively

∆Apr = Apr (E0P 6= 0)− Apr (E0P = 0) (6.2.104)

The di�erential absorption line shapes obtained with Eq.6.2.104 for an illustrative set of

parameters are shown in �gure 6.2.2.

The details of the calculation of the transfer matrix of the entire dielectric structure can

be found on appendix B. The following section discusses the experimental apparatus used

to measure the di�erential absorption of the MoSe2 monolayer sample.

6.3 Experimental apparatus

The experimental apparatus used to measure the nonlinear optical response of the h-BN

encapsulated MoSe2 monolayer is illustrated in �gure 6.3.1. First, a pair of tunable, high

resolution, CW lasers (MSquared Solstis)�the pump and the probe�go through a pair of

acousto-optic modulators (Intra Action SWM-502AE3), and the di�racted �rst order beams

are coupled into a pair of single-mode optical �bers. The noise in the paths of the pump and
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Figure 6.2.2: Calculated di�erential absorption of the h-BN encapsulated MoSe2 monolayer
from master equation-based model. The di�erential absorption spectra were calculated for
three pump detuning values: δP = −γ (top), δP = 0 (middle), δP = γ (bottom). The
structure's absorption with pump on and pump o� are also shown. The parameters used in
these calculations are n0 = 1, n1 = 2.6, n2 = 2.6, n3 = 1.5, n4 = 1, τ1 = 10−8, τ2 = 10−8,
τ3 = 10−4, n0 = 1, Λ0 = 102, ζ = 10−4, Υ = 1, B = −102, G = 0.995, S = 10−2, and
I0P = 10−6. The indices of refraction of h-BN and NBK7 glass were taken from references
[94] and [61], respectively.
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probe �bers is counteracted by a pair of intensity stabilizers to reduce amplitude noise. These

systems consist of a pick-o� beam splitter and a photodiode after the �ber outputs. The

signals from the photodiodes are sent to a pair of PID controllers (Newport LB1005) where

a voltage setpoint that corresponds to a certain optical power at the noise photodetector

is chosen. The servo output voltages are sent to the control ports of a pair of voltage-

controlled attenuators that increase or decrease the RF modulation signal of the pump and

probe beams to reduce the power �uctuations at the noise photodetectors and therefore keep

the power of the �rst order di�racted beams stable. The pump and probe RF modulation

signals are generated using a pair of function generators (Keithley 3390), which were set to

70.2 MHz and 70.201 MHz, respectively. The outputs of the function generators are sent to

the input ports of the voltage-controlled attenuators, and the output of the attenuators are

connected to a pair of RF power ampli�ers (Intra Action PA-4) which drive the AOMs. The

sync outputs of the function generators are sent to the left and right ports of an RF mixer

(Mini-Circuits ZAD-3+) and the mixer's output is sent through a low-pass �lter (Thorlabs

EF110) with a cut-to� frequency equal to 1 kHz. The 1 kHz signal resulting from mixing is

connected to the reference signal ports of two lock-in ampli�ers (Signal Recovery 7270) used

to monitor the re�ection and transmission photodetectors.

After the noise-eating stage, the pump and probe beams are sent through a combination

of linear polarizers and half-wave plates. Since most of the measurements discussed in this

chapter were performed using either co or cross-circularly polarized light, the pump and

probe beams are combined into a beam splitter and then go through a quarter-wave plate to

create circularly polarized light. The half-wave plates are then adjusted to generate either

co or cross-circularly polarized beams. The pump and probe beams propagate colinearly

through the rest of the path and into a closed-cycle cryostat (Attodry 1000) until they are

focused down onto the sample using an aspheric lens. Before entering the cryostat, however,

the beams go through a beam splitter which is used to pick o� part of the beams to monitor

the power incident onto the cryostat. The re�ected portion of the beams go though the input
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window of the cryostat, which is kept at 4 K, a telescope that is used primarily for white

light imaging, and a couple of mirrors that steer the beams into the aspheric lens focusing

them onto the sample. The sample sits vertically on a sample holder that consists of a 90

degree bracket that is attached to a base plate that rests on a stack of three piezoelectric

nano-positioners that move the sample along three axes.

White light from a lamp (Fiber-Lite EEG2823) is coupled into a �ber to produce a clean

Gaussian beam. After out-coupling from the �ber, the white light is sent though a long-focal

length lens used to focus the white light onto the front focal plane of the aspheric lens inside

the cryostat to illuminate the sample uniformly. The white light path is used for imaging

only, and it is undone by removing a �ip mirror that otherwise blocks the pump and probe

lasers paths.

The fraction of the pump and probe beams re�ected by the sample is collected with the

same aspheric lens used to focus them down onto the sample, and then back-propagate along

the incident path. After the beams reach the beam splitter used to monitor the power incident

onto the cryostat, they are sent through another beam splitter used to re�ect part of the

light onto an avalanche photodiode (APD) that is biased using a high-voltage power supply

(SRS P5325). Alternatively, the re�ected or emitted light is coupled into an optical �ber

and sent to a spectrometer if measuring PL. The light transmitted through this last beam

splitter is focused onto a color CMOS camera (Thorlabs DCC3260C), which is primarily

used for white light imaging. The signal of the re�ection APD is then sent to the signal

input port of one of the lock-in ampli�ers. Lastly, the fraction of the pump and probe beams

transmitted through the sample is collected using another aspheric lens mounted behind the

sample. The collected light �nally reaches a photodiode (DET3630) which is connected to

the signal port of the other lock-in ampli�er.
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Figure 6.3.1: Schematic of the experimental setup for performing nonlinear optical spec-
troscopy. Details are in the text. These diagrams were constructed based on diagrams in
reference [157].
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6.4 Experimental results

This section includes a brief description of the sample preparation and the optical measure-

ments of the h-BN encapsulated MoSe2 monolayer.

6.4.1 Sample preparation

As previously mentioned, the studied sample is an h-BN encapsulated MoSe2 monolayer

transferred over a wedged, AR-coated, NBK7 glass substrate. The h-BN and MoSe2 layers

were mechanically exfoliated from their bulk crystals and stacked on top of each other using

a polymer-based (PMMA) stamp prior to the �nal transfer of the encapsulated monolayer

onto the NBK7 substrate. An electrically-heated mechanical stage was used to assist in the

manipulation of the layers. An optical image of the �nalized multi-layer structure is shown

in �gure 6.4.1. The yellow-colored layer corresponds to the bottom h-BN layer and it is in

direct contact with the NBK7 substrate, which appears as the dark blue background. The

orange-colored layer corresponds to the top h-BN layer, and the white dashed line indicates

the outline of the MoSe2 monolayer encapsulated by the h-BN layers.

6.4.2 Linear absorption and photoluminescence measurements

Encapsulation with h-BN has been shown to reduce the inhomogeneous linewidth broadening

of TMD monolayers enabling the excitation of nearly pure exciton gasses [110]. To evaluate

the quality of the studied sample, the photoluminescence (PL) spectrum was measured with

a 633 nm CW laser excitation. The energy of the laser excitation (1.96 eV) is above the

low-temperature optical bandgap of the MoSe2 monolayer, which is approximately 1.66 eV.

Figure 6.4.2 shows a typical low-temperature PL spectrum of the h-BN encapsulated MoSe2

monolayer where the peaks located at about 1.628 eV and 1.653 eV correspond to the trion

and exciton peaks, respectively. The exciton peak was �t reasonably well with a Lorentzian

function, and the resulting linewidth is about 3 meV. The high quality of the sample is clearly
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Figure 6.4.1: Optical microscope image of the h-BN encapsulated MoSe2 monolayer. The
sample was transferred over a wedged AR-coated NBK7 substrate, which appears as the
dark blue background on the image. The outline of the encapsulated MoSe2 monolayer is
indicated by the white dashed line. The inset on the top right corner of the optical image is
a side-view illustration of the multi-layer structure, but the dimensions are not to scale.
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Figure 6.4.2: Photoluminescence spectrum of the h-BN encapsulated MoSe2 monolayer at 4
K. The excitation was a linearly polarized HeNe laser with an energy of 1.96 eV. The PL
spectrum of the MoSe2 monolayer shows two peaks: a trion peak at about 1.628 eV and an
exciton peak at about 1.653 eV. The exciton peak was �t with a Lorentzian function and
the resulting linewidth is about 3.3 meV. A relatively low trion peak and narrow linewidth
are both expected results from the encapsulation of the MoSe2 monolayer with h-BN.

illustrated by the reduced inhomogeneous broadening of the exciton peak, and the relatively

weaker trion peak indicating low doping levels. Both of these features are expected results

from encapsulating the MoSe2 monolayer with h-BN.

While both exciton and trion peaks are typically observed in PL spectra of TMDmonolay-

ers, the trion peak is typically much less prominent in absorption measurements. That is one

of the reasons why both linear and nonlinear absorption measurements in this work were fo-

cused on the exciton resonance. The linear absorption spectrum of the sample was measured

using a tunable CW laser excitation that was scanned across the exciton peak observed in the

PL spectrum while monitoring the re�ection and transmission of the sample. The absolute

absorption of the MoSe2 monolayer was estimated by adding together the photocurrent of the

detectors monitoring the re�ected and transmitted beams when the excitation was incident

on a section of the structure that included the MoSe2: [IR (E)]MoSe2
+ [IT (E)]MoSe2

. The

sum of these photocurrents was normalized to the relatively featureless sum of the photocur-
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rents obtained when the laser was incident on a section of the structure that included the

top and bottom h-BN layers but excluded the MoSe2 monolayer: [IR (E)]hBN + [IT (E)]hBN .

The ratio of these sums was subtracted from 1 and the resulting quantity is an estimate

of the MoSe2 monolayer's linear absorption. This quantity is summarized by the empirical

expression

AMoSe2 ≈ 1−
[IR (E)]MoSe2

+ [IT (E)]MoSe2

[IR (E)]hBN + [IT (E)]hBN
(6.4.1)

where IR,T (E) denote the photon energy-dependent photocurrents of the detectors moni-

toring the re�ected and transmitted laser beams. Figure 6.4.3 shows a typical estimate of

MoSe2's absorption obtained with the empirical expression Eq.6.4.1. The estimated peak

absorption is about 7%, which is consistent with previous reports of other TMD monolayers

[96]. The linear absorption spectrum was also �t reasonably well with a Lorentzian function,

and the resulting linewidth is about 8 meV. The absorption spectrum appears asymmet-

ric with respect to the exciton peak and broader than the PL spectrum possibly because

of many-body exciton scattering e�ects. This possibility is discussed in more detail in the

following section about nonlinear absorption measurements.

6.4.3 Di�erential (nonlinear) absorption measurements

The majority of the nonlinear absorption measurements were performed using the pump-

probe technique discussed in section 6.2.2, where both di�erential absorption and di�erential

re�ection measurements are made to calculate the di�erential absorption spectrum. To verify

that the measurements probed the sample's nonlinear response in the χ(3)
e limit, however,

only di�erential transmission measurements were made for various pump and probe power

levels because the corresponding di�erential re�ection spectra were not available for this

set of measurements. In the absence of the di�erential re�ection spectra, the negative of
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Figure 6.4.3: Linear absorption of the h-BN encapsulated MoSe2 monolayer. The linear
absorption of the monolayer was measured using a linearly polarized, tunable, CW laser
excitation. The laser was scanned across the energy of the exciton peak observed in the
PL spectrum at about 1.653 eV. The linear absorption spectrum was �t with a Lorentzian
function, and the resulting linewidth is about 8 meV.

the di�erential transmission spectrum constitutes an estimate of the sample's di�erential

absorption. Since the main goal of making these power-dependent measurements was to

ensure that the spectral features of the nonlinear response, other than the amplitude of the

signal, did not change with increasing power, the di�erential transmission measurements in

arbitrary units are an acceptable way to verify that the response is in the χ(3)
e limit. Figure

(6.4.4) shows the negative of the di�erential transmission spectra of the h-BN encapsulated

MoSe2 monolayer for various pump and probe power levels. The spectra display identical

features for all the power levels, but their peak-to-peak values begin to increase nonlinearly at

the two highest pump and probe power values. Therefore, the remaining nonlinear absorption

measurements were performed with a combination of pump and probe powers that fall within

the linear regime. That is, the pump was set to 300 µW and the probe was set to 100 µW.

To determine their relative contribution to the di�erential absorption spectra, both the

di�erential re�ection and transmission spectra of the h-BN encapsulated MoSe2 monolayer
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Figure 6.4.4: E�ective di�erential absorption of the h-BN encapsulated MoSe2 monolayer
for various pump and probe powers. The MoSe2 monolayer's e�ective absorption spectra for
increasing pump (a) and probe (b) powers were estimated as the negative of the di�erential
transmission spectra. The x-axis corresponds to the energy detuning of the probe with
respect to the exciton resonance. The di�erential re�ection spectra were not available for
this set of measurements. The insets indicate the peak-to-peak amplitude of the spectra for
di�erent power levels. At high pump and probe powers, the peak-to-peak amplitude begins
to increase nonlinearly. The main spectral features, however, remain virtually identical for
all pump and probe power levels.
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Figure 6.4.5: Typical absolute di�erential re�ection, transmission, and absorption spectra of
the h-BN encapsulated MoSe2 monolayer. The absolute di�erential spectra were obtained
by characterizing the optical losses in the measurement apparatus to accurately estimate the
amount of probe power re�ected from and transmitted through the sample relative to the
incident probe power. The pump and probe lasers were co-circularly polarized.

were acquired. These spectra were obtained after calibrating the losses of the optical setup

to determine how much power is transmitted and re�ected from the sample relative to the

power that reaches the sample inside the cryostat. Typical absolute di�erential re�ection,

transmission, and absorption spectra for various pump detuning values are shown in Fig.6.4.5.

The re�ection, transmission, and absorption spectra shown in Fig.6.4.5 have dispersive

line shapes which are asymmetric with respect to the zero crossing. The dispersive shape

of these spectra reveals a resonance energy shift whereas the asymmetry with respect to

zero crossing indicates a change in the linewidth of the resonance as illustrated in Fig.6.4.6.

While the physical mechanisms responsible for these spectral changes are not identi�ed

precisely, the master equation model developed in section 5.2 does include a pump-induced

shift in the resonance energy (EIS) and a pump-induced increase in the dephasing rate (EIS).

These phenomenological terms are su�cient to reproduce the main features of the di�erential

absorption spectra observed in Fig.6.4.5.
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Figure 6.4.6: Illustration of excitation-induced features on the di�erential absorption spec-
trum. The dispersive line shape of the di�erential absorption spectrum arises from the
excitation-induced shift of the resonance energy whereas the asymmetry of the spectrum
with respect to the zero crossing arises from the excitation-induced broadening of the reso-
nance. The absorption spectra with the pump laser on and o� were modeled as Lorentzian
functions. With the pump on, the Lorentzian is red shifted one unit and broadened by 50%
relative to the Lorentzian with the pump on.
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It is plausible that pump-induced changes to the semiconductor lattice might also lead to

di�erential absorption spectra with features identical to those observed in the spectra shown

in Fig.6.4.5. Namely, localized optical heating of the MoSe2 lattice with the pump laser

could lead to a narrowing of the bandgap, which in turn could appear as a red shift of the

resonance energy on the di�erential absorption spectra. In addition, localized optical heating

could lead to a broadening of the resonance due to an increase in exciton-phonon scattering

since the phonon population is lattice-temperature dependent. To exclude optical heating

as a source of spectral shifts and linewidth broadening, the pump and probe lasers were

amplitude modulated at frequencies higher than the inverse of the characteristic thermal

time constant of the MoSe2 monolayer. The thermal conduction time constant is a material

property that provides information on the ability of the material to conduct heat. Assuming

that heat conduction in the direction normal to the TMD monolayer is negligible because of

its atomically-thin thickness, and the optically generated heat is primarily dissipated in the

in-plane direction, the inverse of the thermal conduction time constant is given by

1

τth
=

kth
cMρl2

(6.4.2)

where cM , ρ and kth are the material's speci�c heat, mass density, and thermal conductivity,

respectively. The length scale l corresponds to the distance that heat travels from the high

to the low temperature points of the material. For an optical beam with a Gaussian intensity

pro�le, the length scale l can be approximated by the beam radius. The thermal conduction

time constant of an MoSe2 monolayer at 4 K with the parameters summarized on table 6.4.1

is 56 ns and its inverse is 18 MHz. This time constant is likely an underestimate since the

optically generated heat may actually be dissipated over a length scale of a few beam radii.

The modulation frequency of the pump and probe �elds were 70.2 MHz and 70.201 MHz,

respectively. Because the temperature of the lattice is not able to change at a rate faster than
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Table 6.4.1: Thermal conduction properties of monolayer MoSe2 and h-BN at 4 K, and
NBK7 glass at room temperature. In-plane heat �ow was assumed for MoSe2 while heat
�ow along the perpendicular direction was assumed for the h-BN and NBK7 layers.

Material cM

(
J

KgK

)
ρ
(

Kg
m2(3)

)
kth

(
W

K(m)

)
l(m) 1

τth
(Hz)

MoSe2 (‖) 1 [120] 4.46× 10−6 [173] 2× 10−9 [120] 5× 10−6 18× 106

h-BN (⊥) 0.3[174] 2180 [174] 2 [174] 10−6 3.06× 109

NBK7 (⊥) 858 [61] 2510 [61] 1114 3× 10−3 57.5

the inverse of the thermal time constant to follow the modulation of the pump and probe

�elds, the spectral shifts and linewidth broadening indicated by the di�erential absorption

spectra shown in Fig.6.4.5 cannot be due to optical heating of the MoSe2 lattice.

For reference, the inverse of the thermal time constant for heat conducted along the

perpendicular direction through the h-BN and NBK7 layers were estimated to be about 3

GHz and 58 Hz, respectively. These estimates suggest that while the temperature of the

h-BN layer would be able to follow the modulation frequency of the pump and probe �elds

at about 70 MHz, the temperature of the NBK7 layer would not. In spite of the fast thermal

response of the h-BN layer, the slower thermal response of the MoSe2 lattice prevents its

temperature from following the modulation of the pump and probe �elds. Moreover, the

poor thermal response of NBK7 is not expected to in�uence the temperature of the MoSe2

lattice signi�cantly. Therefore, the spectral red shift and linewidth broadening observed

in the di�erential absorption spectra of Fig.6.4.5 most likely arise from excitation-induced

many-body interactions. Both exciton and electron-hole plasma e�ects are known to produce

blueshifts and resonance energy broadening [177]. However, exciton-exciton scattering can

cause a spectral red shift [81].

Interestingly, the di�erential transmission spectra in Fig.6.4.5 also reveal a narrow reso-

nance at zero pump and probe detuning that appears as a single point due to the relatively

low resolution of the energy axis. This resonance was observed only when the pump and

probe lasers were co-circularly polarized as evidenced in Fig.6.4.7. Not surprisingly, these

polarization-dependent di�erential spectra reveal the optical selection rules supported by the
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MoSe2 monolayer originating from the symmetry of its band structure. Although the valleys

of TMD monolayers located at the K and K ′ points of the �rst Brillouin zone in momentum

space are energy degenerate, they couple to light of opposite circular polarization. There-

fore, when the pump and probe lasers are co-circularly polarized, the di�erential absorption

spectrum reveals the nonlinear optical response of excitons of the same valley whereas when

the lasers are cross-circularly polarized, the di�erential absorption spectrum reports on the

coupling between the energy degenerate K and K ′ valleys. The narrow resonance that ap-

pears when the pump and probe are co-circularly polarized arises due to the interference of

the pump and probe �elds through the excitation of the medium. This coherent process is

known as population pulsation and it leads to a modulation of the exciton population at the

pump-probe detuning frequency [161].

The master equation model developed in section 5.2 also predicts this narrow resonance.

Speci�cally, one of the terms in the third order o�-diagonal density matrix element given

by Eq.6.2.44 has a resonant denominator at the pump-probe detuning, and the half width

of the resonance is equal to the spontaneous emission rate of the MBS. The population

pulsation term is dominant when the dephasing rate is much larger than the spontaneous

emission rate. Under such conditions, the high resolution di�erential absorption spectrum

is characterized by a narrow population pulsation resonance peaked at zero pump-probe

detuning and on top of the many-body spectrum. Since the population pulsation resonance

arises from the interference of the �elds through the excitation of an exciton population,

this resonance naturally follows the optical selection rules of each valley. Consequently,

a population pulsation resonance only appears when both the pump and the probe �elds

address the same valley with identical circular polarization, and it is peaked at the pump-

probe detuning as shown in Fig.6.4.8.
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Figure 6.4.7: Absolute di�erential re�ection, transmission, and absorption spectra of the h-
BN encapsulated MoSe2 monolayer for various pump-probe polarization combinations. The
pump energy was �xed at the exciton resonance energy. A narrow resonance is observed
when the pump and probe are co-circularly polarized. The resonance appears as a single
point due to the relatively low resolution of the energy axis.
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Figure 6.4.8: Absolute di�erential absorption of the h-BN encapsulated MoSe2 monolayer for
various pump energies and co-circularly polarized pump-probe �elds. (a) Energy detuning
of the pump with respect to the exciton resonance energy labeled on the linear absorption
spectra of the monolayer with the color-coded arrows. (b) Low resolution absolute di�erential
absorption spectrum of the MoSe2 monolayer for various pump energy detuning values.
The population pulsation resonances follow the pump energy. (c), (d), (e) High resolution
di�erential absorption spectra showing the population pulsation resonances that appear at
zero pump-probe detuning in (b). The sub-µeV features at zero pump-probe detuning on
the high resolution spectra correspond to the electrical bandwidth of the photodetector of
about 35 MHz. The additional sub-µeV features on the high resolution spectra correspond
to noise coming from the laser electronics. All of these sub-µeV features are present even
when the pump and probe lasers do not interact with the sample and go straight through
the substrate. The pump and probe lasers were co-circularly polarized.
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6.4.4 Fitting of di�erential absorption spectra

As previously discussed, the di�erential absorption spectra presented in Fig.6.4.5, Fig.6.4.7,

and Fig.6.4.8 are evidence of excitation-induced, many-body spectral red shifts and de-

phasing. While the density matrix model developed in section 5.2 is able to qualitatively

reproduce both of these features, a quantitative �t to the experimental data has not been

achieved. In spite of carefully choosing the pump and power levels so that, other than the

signal amplitude, all of the spectral features do not vary with power, it is possible that the

di�erential absorption spectra contain contributions of many-body e�ects beyond the χ(3)
e

limit which are not accounted for in the model of section 5.2.

To explore the possibility of higher-order nonlinear e�ects, the di�erential absorption

spectrum for zero pump detuning in Fig.6.4.7 was �tted using the di�erence of two Lorentzian

functions (D2L) plus a correction to the nonlinear response in the absence of excitation-

induced spectral shifts and linewidth broadening as

∆Aexp ≈ ζ (Λ0 + xpr)

×

[
1 + Υρ22

(xpr −Bρ22)2 + (1 + Υρ22)
− 1

x2
pr + 1

− 2ρ22

x2
pr + 1

]
(6.4.3)

where the �rst term in the brackets represents the excitation-induced shifted and broadened

absorption; the second term is simply the linear absorption in the absence of the pump �eld;

and the third term is the correction to the di�erential absorption arising from the third-

order, nonlinear response in the absence of many-body e�ects. Speci�cally, this correction

arises from the perturbation time-ordering (j, l,m) = (P, P, pr) given by Eq.6.2.40. Equation

(6.4.3), however, does not include the population pulsation resonance arising from the time-

ordering (j, l,m) = (pr, P, P ) given by Eq.6.2.42. Further details of the derivation of Eq.6.4.3

can be found on appendix C. The di�erential absorption spectrum for zero pump detuning

and excluding the population pulsation resonance was �tted and with Eq.6.4.3 and the results
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are shown in Fig.6.4.9. For comparison, the �tting of the data with the density matrix model

(DM) is also included.

The fact that Eq.6.4.3 �ts the experimental data reasonably well suggests that there

might be light-matter interaction e�ects beyond third order that are playing a role in the

optical response of the MoSe2 monolayer. Moreover, Coulomb coupling e�ects in TMD

monolayers are prominent and play a signi�cant role on their nonlinear optical response.

The treatment of such e�ects, however, are beyond the scope of this work and need to be

treated systematically using the semiconductor Bloch equations [81, 84, 177].

6.5 Summary and conclusion

This chapter discussed studies of the nonlinear optical response of an h-BN encapsulated

MoSe2 monolayer. The chapter began by motivating the study of the nonlinear optical re-

sponse of TMD monolayers for applications in coherent control. Then a survey of the relevant

studies of the nonlinear optical spectra of TMDs was presented. In particular, the signatures

of coherent many-body e�ects on the di�erential absorption spectra of TMD monolayers, in-

cluding resonance energy shifts and linewidth broadening, were mentioned. Then, a model

based on the master equation for the density operator of a two-level system was developed

to interpret the many-body signatures. Also, a description of the CW coherent nonlinear

optical spectroscopy technique and experimental apparatus used to measure the nonlinear

optical response of the sample were provided. Then, the di�erential absorption spectra of

the h-BN encapsulated monolayer measured with various pump-probe polarization combi-

nations were presented. The signatures of many-body e�ects on the di�erential absorption

spectrum of the monolayer were included phenomenologically in the model, and a qualitative

agreement with the experimental results was found. Both population pulsation resonances

and many-body e�ects were qualitatively reproduced by the model. However, a discussion

of the plausible scenarios for the quantitative disagreement between the master equation
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Figure 6.4.9: Fitting of the di�erential absorption spectrum of the h-BN encapsulated
MoSe2 monolayer with the di�erence of two Lorentzians and density matrix models. (a)
Fitting of the di�erential absorption spectrum of the h-BN encapsulated MoSe2 monolayer
shown in �gure 6.4.7 with the di�erence of two Lorentzians plus a third-order correction
(D2L+Correction) for co-circularly polarized pump-probe and zero pump energy detuning.
(b) Plot of the residuals from the �t of the di�erential absorption spectrum of the h-BN
encapsulated MoSe2 monolayer with the D2L+Correction model, i.e. Eq.6.4.3. The param-
eters extracted from the D2L+Correction �t are ζ = 7.3× 10−6, Λ0 = 2.4× 103, B = −16.5,
Υ = 0.524, ρ22 = 0.157, γ = 1.406 × 1012s−1. (c) Fitting of the di�erential absorption
spectrum of the h-BN encapsulated MoSe2 monolayer shown in �gure 6.4.7 with the density
matrix (DM) model for co-circularly polarized pump-probe and zero pump energy detuning.
(d) Plot of the residuals from the �t of the di�erential absorption spectrum of the h-BN
encapsulated MoSe2 monolayer with the DM model, i.e. Eq.6.2.104. The parameters ex-
tracted from the DM �t are ζ = 3.42× 10−5, Λ0 = 413.13, B = −1.74× 104, Υ = 2.17× 104,
I0P = 3.69 × 10−6, S = 0.322, G = 0.839, γ = 6.08 × 1012s−1, τ1 = τ2 = 0. The population
pulsation resonance was intentionally deleted from the experimental data to get a better �t
with both models. The error bars are an estimate of the random error in experimental data.
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based model and the experimental results was also provided. Lastly, the most likely physical

mechanisms responsible for the resonance energy shifts and linewidth broadening observed

in the di�erential absorption spectra were discussed.
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Chapter 7

Summary and Future Directions

7.1 Summary and conclusion

Motivated by the need for alternatives to the increasingly energy-ine�cient electronic in-

formation processing platform in the age of arti�cial intelligence, the work in this thesis is

centered around unraveling the physical processes that impact the transport of excitons in

TMD monolayers. These e�orts were aimed at enabling the design of novel excitonic devices

and coherent control schemes that serve as an alternative to the conventional electron-based

information processing architecture as excitons are electrically neutral quasi-particles that

can be manipulated with strain by leveraging the sensitivity of TMD's band structure to

mechanical deformation.

The majority of exciton transport studies in this dissertation were performed via direct

imaging of the PL emission of excitons using the technique described in chapter 3. With

this technique, the spatial and temporal dynamics of excitons in TMD monolayers were

monitored, and the data generated by these measurements was analyzed assuming that the

excitons behave primarily as free particles that follow Fick's law. When deviations from this

baseline behavior were observed, the fundamentals processes leading to such anomalies were

investigated. Two main sources of anomalous di�usive transport were identi�ed: the multi-
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trapping-and-release of mobile excitons by traps in bare TMD monolayers, and the relaxation

of excess kinetic energy of excitons in h-BN encapsulated TMD monolayers generated with

a high-density, non-resonant excitation.

Another equally important part of the work in this thesis revolved around demonstrat-

ing that strain can be used to control the �ow of excitons in TMD monolayers. Chapter 4

contained evidence that transferring TMD monolayers over substrates with nanoscale sharp

features can generate enough strain in the monolayers to modulate their bandgap and create

an e�ective force that drives the excitons towards the regions of highest strain. This capabil-

ity was con�rmed by generating excitons at a few di�erent points near the strained region of

the monolayer and every time, the excitons drifted towards the highest strain point. While

the strain control of excitons has been previously demonstrated in other semiconductor ma-

terials [51], the measurements in chapter 4, to the best of our knowledge, represent the �rst

demonstration of exciton control with strain gradients in TMD monolayers.

In addition to transport measurements of excitons, the work in this thesis included stud-

ies of the nonlinear optical response of TMD monolayers. Particularly, chapter 6 presented

studies of the nonlinear optical response of a hexagonal boron nitride (h-BN) encapsulated

molybdenum diselenide (MoSe2) monolayer and the modeling of the resulting macroscopic

optical polarization using the master equation to interpret the signatures of many-body

e�ects. The main observation of these studies was the appearance of a unique nonlinear

absorption spectrum featuring excitation-induced broadening and shifts of the exciton res-

onance. While modeling of the full many-body state of the system requires a higher-level

theory based on the semiconductor Bloch equations [84], the main experimental observa-

tions were qualitatively reproduced with a master equation-based model. These results

serve as evidence of the potential of TMD monolayers as a platform for the design of hybrid

photonic-excitonic devices that leverage not only the ability to manipulate excitons but also

the quantum coherent properties of these materials.

While there is a long road ahead for the �eld of exciton-based information processing to
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reach maturity, the insights obtained from the work in this thesis undoubtedly represent a

step closer to such an ambitious goal. The following section contains several future directions

that this work can take to make headway in the understanding and control of the processes

that impact the transport and quantum coherence of excitons in TMD monolayers.

7.2 Future directions

As discussed in chapter 3, a recurring observation in the di�usion studies of excitons in

TMD monolayers is the deviation of exciton di�usion from Fick's law. While such deviation,

referred to as anomalous di�usion, is a phenomenon that is observed throughout nature, its

physical origin is unique to each particular system. At low excitation densities, anomalous

di�usion of excitons and carriers in semiconductor materials is associated with energetic

disorder caused by crystal defects that localize otherwise mobile excitons and carriers, slowing

down their motion. This e�ect was observed in the di�usion measurements of excitons

in a WSe2 monolayer in chapter 4, and the origin of the anomaly was linked to intrinsic

defects in the monolayer as well as the extrinsic defects introduced during the fabrication of

the sample or hosted by the substrate. This hypothesis could be veri�ed in future studies

by performing similar exciton di�usion measurements in samples prepared in di�erent but

controlled ways to learn the e�ect of the fabrication process on the deviation of the exciton

di�usion from Fick's law. Additional di�usion measurements could be performed on TMD

monolayers transferred over di�erent types of substrates. For example, the monolayers could

be suspended over holes [172] or they could be encapsulated with hexagonal boron nitride

[108] to completely isolate the monolayers from the substrates to determine the role they

play in the origin of the anomalous di�usion of excitons in TMD monolayers. In addition to

exciton imaging measurements, complementary absorption measurements at various lattice

temperatures could be performed to map out the distribution of defect states arising from the

di�erent substrates and fabrication processes. Since the dynamics of trapping and release of
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mobile excitons are largely in�uenced by the details of the distribution of traps in the material

[195, 105], having a clear picture of such distribution would provide irrefutable evidence of

the role they play in the origin of anomalous di�usion in TMD monolayers. While there are

mathematical models, such as the one discussed in chapter 3, that elucidate the dynamics

of multi-trapping-and-release (MTR) of excitons in energetically disordered semiconductors,

a higher-level kinetic model based on the semiconductor Bloch equations that takes into

account the details of the band structure of TMDs and the distribution of trap states should

be developed to reconcile the experimental observations with the fundamental origin of the

anomalous di�usion of excitons in these materials.

The work in chapter 5 focused on identifying yet another physical mechanism that leads to

anomalous exciton di�usion in TMD monolayers. Unlike the sample studied in chapter 4, the

sample in chapter 5 was encapsulated with h-BN to eliminate the in�uence of the substrate on

the di�usion of excitons. Instead, the anomalous di�usion observed in chapter 5 was traced to

the relaxation of kinetic energy and Auger scattering of hot excitons generated with a high-

density, non-resonant optical excitation. While the single-valley energy relaxation model

used in chapter 5 to reproduce the main signatures of the relaxation of the kinetic energy

of hot excitons, additional experiments and higher-level models that take into account the

band structure of TMD monolayers as well as the interaction of hot excitons with phonons

should be developed. It is widely known that intervalley scattering plays a key role in

the energy relaxation and recombination dynamics of excitons in TMD monolayers [16, 154,

155, 169]. Although momentum-dark excitons cannot recombine radiatively, phonon-assisted

recombination is a very e�cient radiative recombination channel in these materials [16,

169]. Phonon sidebands arising from the radiative recombination of momentum-dark excitons

have been observed at both low and room temperature [16]. Therefore, the anomalous

di�usion behavior observed in chapter 5 very likely arises from the relaxation and Auger

scattering of momentum-dark excitons that emit light via phonon-assisted recombination.

To con�rm this hypothesis, temporally-resolved spectral measurements of the light emitted
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from the material should be carried out at various temperatures and excitation densities. In

addition, real and momentum space imaging of the light emitted by the TMD monolayers

could be performed as the far-�eld spatial distribution of the emitted light should provide

evidence of hot exciton relaxation [227]. These measurements will unambiguously reveal the

details of the light emission process in TMD monolayers excited with a high density, non-

resonant optical excitation. In conjunction with these experiments, a kinetic model based

on the semiconductor Bloch equations that takes into account the band structure of TMD

monolayers as well as the exciton-exciton Auger scattering and exciton-phonon scattering

processes should be developed to reproduce the anomalous di�usion of hot excitons in h-BN

encapsulated TMDs. Such a rigorous modeling of the exciton dynamics in these materials will

shed light on other remarkable e�ects not discussed in this thesis, but which are routinely

observed in exciton imaging experiments, including the negative di�usion of excitons at

low temperature [153], the quantum interference of excitons [60], and the unconventional

temperature dependence of the di�usivity of zero-kinetic energy excitons.

Beyond simply understanding the fundamental processes that give rise to the anomalous

di�usion of hot excitons in h-BN encapsulated TMD monolayers, the light emission of hot

excitons could be leveraged in a way similar to that in light-emitting diodes (LEDs). Con-

ventional LEDs are known to su�er from an e�ciency droop at high current densities [72].

Such limitation arises from the very e�cient non-radiative Auger recombination of carriers

at high current densities. Similarly, in TMD monolayers, exciton-exciton Auger scattering

leads to both the non-radiative recombination of a fraction of the population of excitons and

the heating of the remaining population. Much of that energy, however, is lost to lattice

heating via phonon scattering. If instead, a photonic structure with a properly designed den-

sity of states that matches the momentum of these Auger-heated hot excitons is coupled to

TMD monolayers, the excess energy of these excitons could be extracted in the form of light

similar to the work in [31, 69]. Certainly, a TMD monolayer-based LED would require an

electrical rather than an optical excitation. However, electroluminescence (EL) generation
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in TMD monolayers is an active �eld of research, and various strategies to generate EL and

leverage exciton-exciton Auger recombination are being developed [98, 202]. A thorough

understanding of hot exciton dynamics in conjunction with a properly-designed photonic

structure could lead to development of e�cient TMD-based light emitting devices that do

not su�er from e�ciency droop at high current densities as conventional LEDs do.

One of the main reasons TMD monolayers are considered as one of the most promising

platforms for excitonic devices is the remarkable tunability of their band structure using

strain. While in chapter 4, it was shown that strain can be used to control the �ow of

excitons on demand, there is evidence that suggests that trions may play a bigger role

in the funneling of excitons and subsequent light emission in strained TMD monolayers

than previously thought [50, 63]. This unexpected complication could be circumvented by

neutralizing the excess charge that give rise to the formation of trions in TMD monolayers

using a substrate with electrical contacts that supply the necessary charge to create an

electrically neutral environment prior to the generation of excitons in the strained monolayer.

While applying non-uniform strain to TMD monolayers is an e�cient strategy to control

the motion of excitons in these materials by engineering energy gradients that drive the

�ow of excitons toward the points of highest strain, uniformly straining the monolayers to

shift the relative position of both their optically bright and spin or momentum-dark energy

states to favor the scattering into the optically bright states is another practical strategy.

There is evidence that suggests that applying controlled amounts of bi-axial strain to TMD

monolayers can shift the optically bright exciton state so that it becomes the lowest-lying

energy state, increasing its occupation probability and therefore maximizing the di�usivity

of bright excitons [152]. The same e�ect is expected to occur with the di�usivity of other

optically forbidden states. However, these dark states could be out-coupled via a photonic

structure that matches their momentum similar to the strategy for light extraction of hot

excitons discussed above. Alternatively, side illumination and collection schemes could be

employed to out-couple the light emission speci�cally from spin-forbidden states [54, 197].
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While the control of the �ow of excitons in non-uniformly strained TMD monolayers

was demonstrated in chapter 4, having the capability to dynamically tune that strain would

enable the control of the speed of excitons. One potential strategy to generate tunable

strain in TMD monolayers is to design a sparse array of synthetic polymer �bers on top of

a piezoelectric substrate. Applying a controlled voltage to the piezoelectric substrate would

generate a controlled vertical deformation in the polymer �bers. Therefore, transferring

TMD monolayers over these �bers would generate tunable, non-uniform strain, leading to

the control of not only the direction but also the speed of excitons in the strained monolayers.

This strategy is the inverse of the working principle behind gecko-inspired tactile sensors that

are used to measure very small loads [124].

It is clear that non-uniform strain also increases the probability of exciton capture by

defects around the areas of highest strain [15]. Defects in TMD monolayers are known to

emit high-purity single photons, which is a desirable capability for hybrid quantum photonic-

excitonic devices. However, strain-engineered quantum con�nement in these materials still

remains elusive. One of the main strategies to create quantum con�nement in TMD mono-

layers consists of transferring them over substrates with sharp nanoscale features [133, 15].

In spite of numerous e�orts across the world, there is no evidence that suggests that this

type of structures create localized states with properties di�erent from the randomly oc-

curring defect states. Such di�culty, however, presents an opportunity for other strategies

to create quantum con�nement in TMD monolayers such as lattice-mismatched lateral het-

erostructures [143, 204], vertical heterostructures with Moiré patterns[6], or TMD nano-disks

[194]. In addition, the remarkable progress in the growth of wide bandgap semiconductor

monolayers [1, 212] can provide additional material platforms to develop quantum con�ned

structures with engineered strain �elds. Achieving control of not only the position but also

the con�nement of excitons in TMD monolayers and other monolayer semiconductors will

be an important step towards the coherent control of TMD-based quantum dots and their

integration with a hybrid quantum photonic-excitonic information processing architecture.
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Lastly, the experimental work on coherent nonlinear optical spectroscopy of TMD mono-

layers discussed in chapter 6 could be expanded by exploring the population pulsation res-

onances observed at zero pump-probe detuning with high spectral resolution and with an

intensity-stabilized tunable laser. Although these resonances were obvious in relatively low

resolution nonlinear absorption spectra, the high resolution spectra presented in chapter 6

exhibited increasingly noisy features arising from instabilities in the laser intensity. These

instabilities made it challenging to distinguish narrow resonances from laser noise. Because

signatures of the optical response of randomly-occurring defect states in the nonlinear ab-

sorption spectrum of TMD monolayers is likely to be obscured by the laser noise, it is worth

investigating the source of the noise in the laser, and devising strategies to mitigate it.

Besides providing insights into the coherent optical properties of excitons in TMD mono-

layers, the nonlinear optical spectroscopy technique discussed in chapter 6 could be employed

to investigate the regimes of coherent and di�usive exciton transport in these materials [160].

One of the main advantages of this technique over the direct imaging of the photolumines-

cence of excitons is that the nonlinear spectroscopy technique employs a laser excitation

that can be tuned in resonance with the exciton energy. Generating excitons resonantly will

circumvent undesired processes such as the creation and relaxation of hot excitons. As a

result, a clear understanding of the intrinsic transport properties of optically bright excitons

in TMD monolayers could be acquired via four-wave mixing experiments.
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Appendix A

Strain-Based Drift Model

In this appendix, a �rst-principles balance equation for the exciton density under di�usion,

drift, and relaxation processes is derived. To begin, a discussion of the Boltzmann transport

equation is presented.

A.1 Boltzmann transport equation

The Boltzmann transport equation is a semi-classical description of the transport of a system

of particles where all the information about the state of the system is carried by its distri-

bution function fk (r, t), where k, r, and t denote the system's momentum, position, and

time, respectively. The distribution function of a system of fermions or bosons at equilibrium

are the well-known Fermi-Dirac and Bose-Einstein distributions respectively, which in the

context of transport are typically denoted by the equilibrium distribution function f 0
k (r).

There are three main processes that can a�ect the time-evolution of the distribution func-

tion fk (r, t): di�usion, drift, and scattering. As a result, the time-evolution of a system's

distribution function under the in�uence of these processes can be explicitly represented by

∂

∂t
fk (r, t) =

∂

∂t
fk (r, t)

∣∣∣∣
Di�

+
∂

∂t
fk (r, t)

∣∣∣∣
Drift

+
∂

∂t
fk (r, t)

∣∣∣∣
Scatt

(A.1.1)
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A.1.1 Di�usion-induced evolution

If a system in state k, such as a Bloch wave, is moving with a group velocity vk = ~k (M)−1,

it can be inferred that the system's distribution function at an in�nitesimally-small time t

and position r is fk (r, t), it will not be very di�erent from its value at t = 0 and at position

r − vkt as

fk (r, t) = fk (r − vkt, 0) (A.1.2)

which can be Taylor expanded about t = 0 to �rst order yielding

�����fk (r, 0) +
∂

∂t
fk (r, 0) t+O

(
t2
)

= �����fk (r, 0)

+

[
∂

∂ (r − vkt)
fk (r, 0)

]
︸ ︷︷ ︸

∇fk(r,0)

·
[
∂

∂t
(r − vkt) t

]
︸ ︷︷ ︸

−vk

+ O
(
t2
)

∂

∂t
fk (r, 0)

∣∣∣∣
Di�

= −vk · ∇fk (r, 0) (A.1.3)

A.1.2 Drift-induced evolution

The presence of electric or magnetic �elds will cause the distribution function's momentum

to evolve in time. Similarly, considering the distribution function of a system in state k at

an in�nitesimally small time t and position r, it can also be inferred that the distribution

function will not be very di�erent from its value at time t = 0 and in state k− k̇t before the

�elds acted upon the system as
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fk (r, t) = fk−k̇t (r, 0) (A.1.4)

which can also be Taylor expanded about t = 0 to obtain

�����fk (r, 0) +
∂

∂t
fk (r, 0) t+O

(
t2
)

= �����fk (r, 0)

+

 ∂

∂
(
k − k̇t

)fk (r, 0)


︸ ︷︷ ︸

∇kfk(r,0)

·
[
∂

∂t

(
k − k̇t

)
t

]
︸ ︷︷ ︸

−k̇

+ O
(
t2
)

∂

∂t
fk (r, 0) = −∇kfk (r, 0) · k̇ (A.1.5)

Considering the semi-classical equation of motion given by

F =
∂p

∂t

= ~
∂k

∂t
∂k

∂t
=

F

~

where F is the Lorentz force, the drift-induced evolution (or drift) of the system's distribution

function becomes
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∂

∂t
fk (r, t)

∣∣∣∣
Drift

= −1

~
∇kfk (r, 0) · F (A.1.6)

A.1.3 Scattering-induced evolution

Scattering can change the system's momentum (elastic scattering) and energy (inelastic

scattering). If the scattering events are considered to be local and instantaneous, elastic

scattering will take a particle from a state with momentum k′ into a state with momentum

k. So, if the scattering rate is denoted by W (k′,k), the time evolution of the distribution

function fk (r, t) due to elastic scattering is given by

∂

∂t
fk (r, t) =

∫
d3k

(2π)3 [fk′ (1− fk)W (k′,k)− fk (1− fk′)W (k,k′)] (A.1.7)

where the �rst term in the integral represents the scattering from an occupied state k′ into

an empty state k, and the second term is the loss from state k into state k′ also due to

scattering. While the transition rate W (k,k′) can be calculated under certain conditions,

the analysis of transport can be greatly simpli�ed by making an assumption that is known as

the relaxation time approximation or RTA[176]. This assumption considers the deviation of

the distribution function fk (r, t) from the equilibrium case f 0
k (r). Speci�cally, the deviation

from equilibrium is denoted by

gk (r, t) = fk (r, t)− f 0
k (r) (A.1.8)

and the RTA approximation describes the time-evolution of gk (r, t) as a simple exponential

decay
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∂

∂t
gk (r, t) = −gk (r, t)

τ
(A.1.9)

which implies that

∂

∂t

[
fk (r, t)− f 0

k (r)
]

= −fk (r, t)− f 0
k (r)

τ
∂

∂t
fk (r, t)

∣∣∣∣
Scatt

= −fk (r, t)− f 0
k (r)

τ
(A.1.10)

where ∂
∂t
f 0
k (r) = 0 by de�nition of thermal equilibrium, and τ represents the relaxation time

constant as a result of scattering.

As a result of the three main processes that contribute to the evolution of the system's

distribution function, the Boltzmann transport equation with the relaxation time approxi-

mation Eq.A.1.1 can be recast

∂

∂t
fk (r, t) = −vk · ∇fk (r, t)− 1

~
∇kfk (r, t) · F − fk (r, t)− f 0

k (r)

τ
(A.1.11)

A.2 Balance equations

Though physically insightful, the form of the Boltzmann transport equation given by Eq.A.1.11

is not very useful to calculate transport parameters of interest. In the context of exciton

transport in monolayer transition metal di-chalcogenides (TMDs), the time evolution of the

exciton (or carrier) density is the quantity of interest. As a result, the Boltzmann transport

equation can be used to solve the time evolution of the carrier density, and one way to do

so is by the so-called method of moments[176]. In this method, the moment Θ(k) is conve-

niently de�ned to obtain a physical quantity of interest after multiplying it by the system's
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distribution function and integrating them over the entire volume of interest in the relevant

coordinate system. In k-space, accordingly, Eq.A.1.11 can be re-written as

∫
d3k

(2π)3 Θ(k)
∂

∂t
fk (r, t) = −

∫
d3k

(2π)3 Θ(k) [vk · ∇fk (r, t)]

−
∫

d3k

(2π)3 Θ(k)

[
1

~
∇kfk (r, t) · F

]
−
∫

d3k

(2π)3 Θ(k)

[
fk (r, t)− f 0

k (r)

τ

]
(A.2.1)

where the factor of 1/ (2π)3accounts for the k-space volume occupied by each state. The left

hand side of Eq.A.2.1 can be rewritten as

∫
d3k

(2π)3 Θ(k)
∂

∂t
fk (r, t) =

∂

∂t

[∫
d3k

(2π)3 Θ(k)fk (r, t)

]
︸ ︷︷ ︸

≡nΘ(r,t)

=
∂

∂t
nΘ (r, t) (A.2.2)

where

nΘ (r, t) ≡
∫

d3k

(2π)3 Θ(k)fk (r, t) (A.2.3)

Similarly, each of the terms on the right hand side of Eq.A.2.1 can be recast as Eq.A.2.2,

starting with the �rst term
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∫
d3k

(2π)3 Θ(k) [vk · ∇fk (r, t)]︸ ︷︷ ︸
∇·[fk(r,t)vk]−fk(r,t)∇·vk

=

∫
d3k

(2π)3 Θ(k) {∇ · [fk (r, t)vk]− fk (r, t)∇ · vk}

= ∇.
[∫

d3k

(2π)3 Θ(k)fk (r, t)vk

]
︸ ︷︷ ︸

≡FΘ(r,t)

−
∫

d3k

(2π)3 Θ(k)fk (r, t)∇ · vk︸ ︷︷ ︸
≡SΘ(r,t)

= ∇.FΘ (r, t)− SΘ (r, t) (A.2.4)

where

FΘ (r, t) ≡
∫

d3k

(2π)3 Θ(k)fk (r, t)vk (A.2.5)

SΘ (r, t) ≡
∫

d3k

(2π)3 Θ(k)fk (r, t)∇ · vk (A.2.6)

The second term in Eq.A.2.1 can be recast as

∫
d3k

(2π)3 Θ(k)

[
1

~
∇kfk (r, t) · F

]
=

1

~

∫
d3k

(2π)3 Θ(k) [∇kfk (r, t) · F ]︸ ︷︷ ︸
∇k·[fk(r,t)Θ(k)F ]−fk(r,t)∇k·[Θ(k)F ]

=
1

~


∫

d3k

(2π)3∇k · [fk (r, t) Θ(k)F ]︸ ︷︷ ︸
=0

−
∫

d3k

(2π)3fk (r, t) ∇k · [Θ(k)F ]︸ ︷︷ ︸
Θ(k)∇k·F+F ·∇kΘ(k)


= −1

~

∫
d3k

(2π)3fk (r, t) [Θ(k)∇k · F + F · ∇kΘ(k)] (A.2.7)

where the integral above goes to zero because the distribution function approaches zero at
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a surface at in�nity, i.e. fk (r, t)→ 0 as |k| → ∞. Notice that the external force F causing

the system to drift can be rewritten in terms of the system's energy, i.e.F = −∇Ek. So, the

�rst term in Eq.A.2.7 that contains the momentum divergence of the external force ∇k · F

can be rewritten as ∇k ·F = −∇k · ∇Ek = −∇ ·∇kEk where the order of di�erentiation of

the energy does not matter. Notice that in the context of semiconductors, the momentum

gradient of the energy is proportional to the carrier's group velocity vk assuming that the

excitons have a free-particle dispersion given by

Ek =
~2 |k|2

2M
=

1

2
M |vk|2

∇kEk =
~2

M
k =

~2

M

(
M

~
vk

)
= ~vk (A.2.8)

where M is the translational mass, and so ∇k · F = −∇ · ∇kEk = −~∇ · vk. Substituting

this result back into Eq.A.2.7 yields

− 1

~

∫
d3k

(2π)3fk (r, t) [Θ(k)∇k · F + F · ∇kΘ(k)]

=

∫
d3k

(2π)3fk (r, t) Θ(k)∇ · vk︸ ︷︷ ︸
=SΘ(r,t)

− 1

~

∫
d3k

(2π)3fk (r, t)F · ∇kΘ(k)︸ ︷︷ ︸
≡GΘ(r,t)

= SΘ (r, t)−GΘ (r, t) (A.2.9)

where

GΘ (r, t) ≡ 1

~

∫
d3k

(2π)3fk (r, t)F · ∇kΘ(k) (A.2.10)
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Lastly, the third term in Eq.A.2.1 can be recast at

RΘ (r, t) =

∫
d3k

(2π)3 Θ(k)

[
fk (r, t)− f 0

k (r)

τ

]
=

nΘ (r, t)− n0
Θ (r)

τ
(A.2.11)

With Eq.A.2.2-Eq.A.2.11, the Boltzmann transport equation Eq.A.1.11 can be recast as

∂

∂t
nΘ (r, t) = ∇.FΘ (r, t) +GΘ (r, t)−RΘ (r, t) (A.2.12)

which has the same form as the well-known balance equation with generation and recombina-

tion terms that is typically used in the analysis of optoelectronic devices [176]. Speci�cally,

the �rst, second and third terms on the right hand side of Eq.A.2.12 represent the �ux, gen-

eration, and recombination associated with nΘ (r, t), which is explicitly de�ned in Eq.A.2.3.

A.2.1 Continuity equation

Using the form of the Boltzmann transport equation given by Eq.A.2.12, the moment Θ(k)

can be conveniently chosen to obtain the physical quantities of interest. For example, if

Θ(k) = 1, Eq.A.2.12 yields

∂

∂t
n (r, t) = ∇.F (r, t) +G (r, t)−R (r, t) (A.2.13)

where
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n (r, t) =

∫
d3k

(2π)3fk (r, t) (A.2.14)

F (r, t) =

∫
d3k

(2π)3fk (r, t)vk (A.2.15)

G (r, t) =
1

~

∫
d3k

(2π)3fk (r, t)F · ∇k(1) = 0 (A.2.16)

R (r, t) =
n (r, t)− n0 (r)

τ
(A.2.17)

and n (r, t) and n0 (r) are simply the non-equilibrium and equilibrium exciton densities,

respectively. The �ux term is related to the average velocity as

F (r, t) =

∫
d3k

(2π)3fk (r, t)vk

= n (r, t)

∫
d3kfk (r, t)vk︸ ︷︷ ︸

=ū(r,t)

= n (r, t) ū (r, t) (A.2.18)

Substituting this result back into the Boltzmann equation for the exciton density, and re-

calling that G (r, t) = 0 yields

∂

∂t
n (r, t) = ∇. [n (r, t) ū (r, t)]− n (r, t)− n0 (r)

τ
(A.2.19)

which is the well-known continuity equation with the relaxation time approximation.

A.2.2 Drift di�usion and recombination equation

Since the time evolution of the exciton concentration under the in�uence of strain, �elds,

concentration, or temperature gradients is the quantity of interest, the Boltzmann transport
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equation in the form given by Eq.A.2.12 with the moment de�ned as Θ(k) = vk should be

solved. Accordingly, the density, �ux, generation, and recombination terms are respectively

given by

nvk
(r, t) =

∫
d3k

(2π)3fk (r, t)vk = n (r, t) ū (r, t) (A.2.20)

Fvk
(r, t) =

∫
d3k

(2π)3fk (r, t)vkvk (A.2.21)

Gvk
(r, t) =

1

~

∫
d3k

(2π)3fk (r, t)F · ∇kvk (A.2.22)

Rvk
(r, t) =

nvk
(r, t)− n0

vk
(r)

τ
(A.2.23)

where by de�nition of thermal equilibrium, the average velocity ū0 (r) of a system described

by the equilibrium distributionf 0
k (r) is zero. The product vkvk is a rank-2 tensor given by

the dyadic product [38]

vkvk = vk ⊗ vk =
∑
i,j

vkivkj êi ⊗ êj (A.2.24)

If the band is isotropic, the translational mass is a diagonal tensor with elements given by

[M−1 (k)]i,j = (1/M) δi,j, the velocity is direction independent, i.e. vki = vkm∀i, and the

product vk ⊗ vk simpli�es to

vk ⊗ vk =
∑
i,j

v2
kmδi,jêi ⊗ êj = v2

km

∑
i

êi ⊗ êi︸ ︷︷ ︸
1

= v2
km (A.2.25)

In addition, given the free-particle and isotropic translational mass assumptions, the

energy is given by Ek = 1
2
M |vk|2, and Eki = Ekm∀i. The total energy is simply the sum of

the energies along all directions, i.e. Ek =
∑

iEki = 3Ekm = 3
2
Mv2

km
, and so v2

km
= 2

3M
Ek,
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which means that the dyadic product vkvk simpli�es to vkvk = 2Ek

3M
, and the �ux term in

Eq.A.2.21 becomes

Fvk
(r, t) =

∫
d3k

(2π)3fk (r, t)vkvk

=
2

3M

∫
d3k

(2π)3fk (r, t)Ek

=
2

3M
n (r, t)

∫
d3kfk (r, t)Ek︸ ︷︷ ︸

Ē

=
2Ē

3M
n (r, t) (A.2.26)

where Ē denotes the average energy of the excitons, which can be expressed in terms of

temperature as Ē = 3
2
kBT . Note that the quantity of interest in the balance equation is the

divergence of the �ux term F (r, t), and so

∇ · Fvk
(r, t) =

2

3M
∇ ·
[
Ēn (r, t)

]
=

kB
M
∇ · [Tn (r, t)]

=
kB
M

∑
i,j

∂

∂ri
[Tn (r, t)] êi · êj ⊗ êj

=
kB
M
∇ [Tn (r, t)] (A.2.27)

Similarly, the generation term in Eq.A.2.22, the term ∇kvk is also a second-order tensor

which is given by the dyadic product (with the isotropic band assumption)
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∇kvk = ∇k ⊗ vk

=
∑
i,j

∂vki
∂kj

êi ⊗ êj

= ~
∑
i,j

[
M−1 (k)

]
i,j
êi ⊗ êj

= ~
∑
i,j

[1/M ] δi,jêi ⊗ êj

=
~
M

(A.2.28)

and the generation term becomes

Gvk
(r, t) =

1

~

∫
d3k

(2π)3fk (r, t)F · ∇kvk

=
F

M

∫
d3k

(2π)3fk (r, t)

=
F

M
n (r, t) (A.2.29)

As a result, substituting the density, �ux, generation, and recombination terms speci�ed

by Eq.A.2.21, Eq.A.2.22, and Eq.A.2.23, respectively, back into the Boltzmann transport

equation given by Eq.A.2.12 yields

∂

∂t
[n (r, t) ū (r, t)] = −kB

M
∇ [Tn (r, t)] +

F

M
n (r, t)− n (r, t) ū (r, t)

τ
(A.2.30)

which is a balance equation for the quantity n (r, t) ū (r, t). Note that by taking the diver-

gence on both sides of Eq.A.2.30, the resulting continuity equation given by Eq.A.2.19 can

be used as follows
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∇ ·
{
∂

∂t
[n (r, t) ū (r, t)]

}
= ∇ ·

{
−kB
M
∇ [Tn (r, t)] +

F

M
n (r, t)− n (r, t) ū (r, t)

τ

}
∂

∂t
{∇ · [n (r, t) ū (r, t)]} = −kB

M
∇2 [Tn (r, t)]

+
1

M
∇ · [Fn (r, t)]

−1

τ
∇ · [n (r, t) ū (r, t)]

∇ · [n (r, t) ū (r, t)] = −τ ∂
∂t
{∇ · [n (r, t) ū (r, t)]} − kBτ

M
∇2 [Tn (r, t)]

+
τ

M
∇ · [Fn (r, t)]

− ∂

∂t
n (r, t)− n (r, t)− n0 (r)

τ
=

∂

∂t
n (r, t) = −n (r, t)− n0 (r)

τ

+τ
∂

∂t
{∇ · [n (r, t) ū (r, t)]}

+
kBτ

M
∇2 [Tn (r, t)]

− τ

M
∇ · [Fn (r, t)]

which is a drift-di�usion equation for the carrier density n (r, t) that has a similar structure

to that of the Boltzmann transport equation given by Eq.A.2.3, where the �rst term on

the right hand side is the recombination term with the relaxation time approximation. The

second term resembles the �ux term in the Boltzmann transport equation, the third term

corresponds to the di�usion of excitons, and the last term corresponds to the drift under an

external force. Notice that the second term is multiplied by the relaxation time, which is

typically very small, and it can be neglected to further simplify this drift-di�usion equation

to yield

∂

∂t
n (r, t) ≈ −n (r, t)− n0 (r)

τ
+
kBτ

M
∇2 [Tn (r, t)]− τ

M
∇ · [Fn (r, t)] (A.2.31)
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A.2.3 Strain-based drift

The e�ective force caused by the strain-induced change in the band structure of TMD mono-

layers can be expressed as

F = −∇Ek = −∂Ek

∂ε
∇ε (r) (A.2.32)

where it is clear that the excitons will move in the direction of the strain gradient given that

∂Ek/∂ε < 0 for the K −K valley as previously discussed and illustrated in Fig.2.2.4. The

transport of excitons in monolayer TMDs under strain gradients can be represented by the

balance equation given by Eq.4.3.1 where the external force F is simply given by Eq.A.2.32

∂

∂t
n (r, t) ≈ −n (r, t)− n0 (r)

τ
+
kBτ

M
∇2 [Tn (r, t)] +

τ

M

∂Ek

∂ε
∇ · [∇ε (r)n (r, t)] (A.2.33)

Note that the equilibrium exciton distribution is zero as the relaxation term implies that the

excitons recombine as t→∞ and son0 (r) = 0. Also, if there are no temperature gradients,

i.e. ∇T = 0, the drift-di�usion equation Eq.A.2.33 becomes

∂

∂t
n (r, t) ≈ −n (r, t)

τ
+
kBTτ

M︸ ︷︷ ︸
D

∇2n (r, t) +
τ

M

∂Ek

∂ε︸ ︷︷ ︸
µε

∇ · [∇ε (r)n (r, t)] (A.2.34)

whereD ≡ kBTτ
M

and µε ≡ τ
M

∂Ek

∂ε
are the di�usion coe�cient and strain mobility, respectively.
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Appendix B

Derivation of Multi-Layer Structure

Transfer Matrix

The details of the derivation of the transfer matrix of the dielectric structure shown in

Fig.6.2.1 are discussed on this appendix. The expressions for the transfer matrix are found

by enforcing the boundary conditions Eq.6.2.68 and Eq.6.2.70 across all of the boundaries

of the multi-layer structure depicted in Fig.6.2.1. Assuming that the electric and magnetic

�elds are parallel to the interfaces and polarized along the x̂and ŷ directions, respectively,

these boundary conditions and the auxiliary expressions Eq.6.2.71-Eq.6.2.76 lead to

E(+)
mx (zm,m−1, t) = E

(+)
m−1x (zm,m−1, t)∑

j=P,pr

E(+)
mxj

(zm,m−1, t) =
∑
j=P,pr

E
(+)
m−1xj

(zm,m−1, t)

E(+)
mxj

(zm,m−1, t) = E
(+)
m−1xj

(zm,m−1, t) (B.0.1)

and
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H(+)
my (zm,m−1, t) = H

(+)
m−1y (zm,m−1, t)−Km,m−1∑

j=P,pr

H(+)
myj

(zm,m−1, t) =
∑
j=P,pr

[
H

(+)
m−1yj

(zm,m−1, t)−Km,m−1j

]
H(+)
myj

(zm,m−1, t) = H
(+)
m−1yj

(zm,m−1, t)−Km,m−1j

− i

µ0ωj

∂

∂z
E(+)
mxj

(z, t) = − i

µ0ωj

∂

∂z
E

(+)
m−1xj

(z, t)− ∂

∂t
P

(+)
j (B.0.2)

where the macroscopic polarization at the interface between the top and bottom h-BN layers

is given by

P (+) (t) = Naρ21 (t)µ12

=
∑
j=P,pr

Naµ12

[( −χRj
δj + iγ

)
z=0

+ (ξPPpr + ξprPP )
(
χRPχ

∗
RP
χRpr

)
z=0

δj,pr

+ (ξprprP + ξPprpr)
(
χRprχ

∗
RP
χRP

)
z=0

δj,P
]
e−iωjt

=
∑
j=P,pr

P̃
(+)
j e−iωjt

=
∑
j=P,pr

P
(+)
j (t) (B.0.3)

with
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P̃
(+)
j ≡ Naµ12

[( −χRj
δj + iγ

)
z=0

+ (ξPPpr + ξprPP )
(
χRPχ

∗
RP
χRpr

)
z=0

δj,pr

+ (ξprprP + ξPprpr)
(
χRprχ

∗
RP
χRP

)
z=0

δj,P
]

= Naµ12

[
− µ21

2~ (δj + iγ)

(
E1j + E ′1j

)
+
|µ21|2

8~3
µ21

× (ξPPpr + ξprPP )
(
E1P + E ′1P

) (
E1P + E ′1P

)∗ (
E1pr + E ′1pr

)
δj,pr

]
= − ζ

2µ0cγ

(xj − i)(
x2
j + 1

)
×
[(
E1j + E ′1j

)
− (xj + i) (ηPPpr + ηprPP ) ΘP

(
E1pr + E ′1pr

)
δj,pr

]
(B.0.4)

The time derivative of the macroscopic polarization is generally given by

∂

∂t
P (+) (t) =

∂

∂t

∑
j=P,pr

[
P

(+)
j (t)

]
=

∑
j=P,pr

∂

∂t

[
P

(+)
j (t)

]
=

∑
j=P,pr

[
−iωjP̃ (+)

j e−iωjt
]

(B.0.5)

Therefore the time-derivative of the macroscopic polarization for the j-nth �eld is given by
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∂

∂t
P

(+)
j (t) = −iωjP̃ (+)

j e−iωjt

= −iωj

{
− ζ

2µ0cγ

(xj − i)(
x2
j + 1

) [(E1j + E ′1j

)
− (xj + i) (ηPPpr + ηprPP ) ΘP

(
E1pr + E ′1pr

)
δj,pr

]}
e−iωjt

=
i

2µ0c
yj (xj − i)

[(
E1j + E ′1j

)
− (xj + i) (ηPPpr + ηprPP ) ΘP

(
E1pr + E ′1pr

)
δj,pr

]
e−iωjt (B.0.6)

For the interface between vacuum and top h-BN (layers 0 and 1) at z = −t1, the boundary

conditions Eq.B.0.1 and Eq.B.0.2 lead to

E
(+)
1j

(−t1, t) = E
(+)
0j

(−t1, t)
1

2

(
E1je

ik1j
z−iωjt + E ′1je

−ik1j
z−iωjt

)
z=−t1

=
1

2

[
E0je

ik0j
(z+t1)−iωjt

+E ′0je
−ik0j

(z+t1)−iωjt
]
z=−t1

E1je
−ik1j

t1 + E ′1je
ik1j

t1 = E0j + E ′0j (B.0.7)

and

H
(+)
1j

(−t1, t) = H
(+)
0j

(−t1, t)

− i

µ0ωj

∂

∂z
E

(+)
1j

(z, t)
∣∣∣
z=−t1

= − i

µ0ωj

∂

∂z
E

(+)
0j

(z, t)
∣∣∣
z=−t1

k1j

2µ0ωj

(
E1je

−ik1j
t1 − E ′1je

ik1j
t1
)

=
k0j

2µ0ωj

(
E0j − E ′0j

)
(
n1

n0

e−ik1j
t1

)
E1j −

(
n1

n0

eik1j
t1

)
E ′1j = E0j − E ′0j (B.0.8)

Adding and subtracting Eq.B.0.7 and Eq.B.0.8 leads to the matrix expression
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1

2

 e−ik1j
t1
(

1 + n1

n0

)
eik1j

t1
(

1− n1

n0

)
e−ik1j

t1
(

1− n1

n0

)
eik1j

t1
(

1 + n1

n0

)

 E1j

E ′1j

 =

 E0j

E ′0j



 E1j

E ′1j

 =

1

2

 e−ik1j
t1
(

1 + n1

n0

)
eik1j

t1
(

1− n1

n0

)
e−ik1j

t1
(

1− n1

n0

)
eik1j

t1
(

1 + n1

n0

)


−1

×

 E0j

E ′0j

 (B.0.9)

Similarly, for the interface between top hBN and bottom hBN (layers 1 and 2) at z = 0,

the boundary conditions Eq.B.0.1 and Eq.B.0.2 along with Eq.B.0.6 lead to

E
(+)
2j

(0, t) = E
(+)
1j

(0, t)

1

2

(
E2je

ik2j
z−iωjt + E ′2je

−ik2j
z−iωjt

)
z=0

=
1

2

(
E1je

ik1j
z−iωjt

+E ′1je
−ik1j

z−iωjt
)
z=0

(B.0.10)

E2j + E ′2j = E1j + E ′1j (B.0.11)

and
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H
(+)
2j

(0, t) = H
(+)
1j

(0, t)−Km,m−1j

− i

µ0ωj

∂

∂z
E

(+)
2j

(z, t)
∣∣∣
z=0

= − i

µ0ωj

∂

∂z
E

(+)
1j

(z, t)
∣∣∣
z=0
− ∂

∂t
P

(+)
j

k2j

2µ0ωj
e−iωjt

(
E2j − E ′2j

)
=

k1j

2µ0ωj
e−iωjt

(
E1j − E ′1j

)
− i

2µ0c
yj (xj − i)

[(
E1j + E ′1j

)
− (xj + i) (ηPPpr + ηprPP ) ΘP

(
E1pr + E ′1pr

)
δj,pr

]
e−iωjt(B.0.12)

E2j − E ′2j =
n1

n2

(
E1j − E ′1j

)
−iy2j (xj − i)

[(
E1j + E ′1j

)
− (xj + i) (ηPPpr + ηprPP ) ΘP

(
E1pr + E ′1pr

)
δj,pr

]
(B.0.13)

where

ΘP = |ψ|2
(
E1P + E ′1P

) (
E1P + E ′1P

)∗
= {M1 (1, 1)P +M1 (2, 1)P + [M1 (1, 2)P +M1 (2, 2)P ] rP}

× {M1 (1, 1)P +M1 (2, 1)P + [M1 (1, 2)P +M1 (2, 2)P ] rP}∗ |ψ|2 |E0P |
2

≡ fPf
∗
P I0P (B.0.14)

Adding and subtracting Eq.B.0.11 and Eq.B.0.13 leads to the matrix expressions
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 E2j

E ′2j

 =
1

2

 1 + n1

n2
− iy2j (xj − i) 1− n1

n2
− iy2j (xj − i)

1− n1

n2
+ iy2j (xj − i) 1 + n1

n2
+ iy2j (xj − i)


 E1j

E ′1j


+
i

2
y2pr

(
x2
pr + 1

)
(ηPPpr + ηprPP ) fPf

∗
P I0Pgδj,pr

 E1j

E ′1j


=

[
M2A j + M2B pr δj,pr

] E1j

E ′1j

 (B.0.15)

Similarly, for the interface between bottom h-BN and NBK7 glass substrate (layers 2 and

3) at z = t2, the boundary conditions Eq.B.0.1 and Eq.B.0.2 lead to

E
(+)
3j

(t2, t) = E
(+)
2j

(t2, t)

1

2

[
E3je

ik3j
(z−t2)−iωjt + E ′3je

−ik3j
(z−t2)−iωjt

]
z=t2

=
1

2

(
E2je

ik2j
z−iωjt

+E ′2je
−ik2j

z−iωjt
)
z=t2

(B.0.16)

E3j + E ′3j = E2je
ik2j

t2 + E ′2je
−ik2j

t2 (B.0.17)

and

H
(+)
3j

(t2, t) = H
(+)
2j

(t2, t)

− i

µ0ωj

∂

∂z
E

(+)
3j

(z, t)
∣∣∣
z=t2

= − i

µ0ωj

∂

∂z
E

(+)
2j

(z, t)
∣∣∣
z=t2

n3

2µ0c

(
E3j − E ′3j

)
=

n2

2µ0c

(
E2je

ik2j
t2 − E ′2je

−ik2j
t2
)

E3j − E ′3j =

(
n2

n3

eik2j
t2

)
E2j

−
(
n2

n3

e−ik2j
t2

)
E ′2j (B.0.18)
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Adding and subtracting Eq.B.0.17 and Eq.B.0.18 leads to the matrix expression

 E3j

E ′3j

 =
1

2

 eik2j
t2
(

1 + n2

n3

)
e−ik2j

t2
(

1− n2

n3

)
eik2j

t2
(

1− n2

n3

)
e−ik2j

t2
(

1 + n2

n3

)


×

 E2j

E ′2j

 (B.0.19)

Lastly, for the interface between NBK7 glass substrate and vacuum (layers 3 and 4) at

z = t2 + t3, the boundary conditions Eq.B.0.1 and Eq.B.0.2 lead to

E
(+)
4j

(t2 + t3, t) = E
(+)
3j

(t2 + t3, t)[
1

2
E4je

ik4j
(z−t2−t3)−iωjt

]
z=t2+t3

=
1

2

[
E3je

ik3j
(z−t2)−iωjt

+E ′3je
−ik3j

(z−t2)−iωjt
]
z=t2+t3

(B.0.20)

E4j = E3je
ik3j

t3 + E ′3je
−ik3j

t3 (B.0.21)

and

H
(+)
4j

(t2, t) = H
(+)
3j

(t2, t)

− i

µ0ωj

∂

∂z
E

(+)
4j

(z, t)
∣∣∣
z=t2+t3

= − i

µ0ωj

∂

∂z
E

(+)
3j

(z, t)
∣∣∣
z=t2+t3

n4

2µ0c
E4j =

n3

2µ0c

(
E3je

ik3j
t3 − E ′3je

−ik3j
t3
)

E4j =
n3

n4

(
E3je

ik3j
t3 − E ′3je

−ik3j
t3
)

(B.0.22)

Adding and subtracting Eq.B.0.21 and Eq.B.0.22 leads to the matrix expression
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 E4j

0

 =
1

2

 eik3j
t3
(

1 + n3

n4

)
e−ik3j

t3
(

1− n3

n4

)
eik3j

t3
(

1− n3

n4

)
e−ik3j

t3
(

1 + n3

n4

)


×

 E3j

E ′3j

 (B.0.23)

Carrying out the matrix multiplication using Eqs.B.0.9, B.0.15, B.0.19 and B.0.23 leads

to the transfer matrix for the entire multi-layer structure given by Eq.6.2.78.
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Appendix C

Di�erence of Two Lorentzians

This appendix provides a detailed derivation of Eq.6.4.3 on chapter 5. The goal is to show

that the di�erential absorption estimated as the di�erence of two Lorentzian functions is

equivalent to the di�erential absorption expression calculated from the third-order, o�-

diagonal density matrix element, but only for the perturbation �eld sequence (j, l,m) =

(P, P, pr).

For a two-dimensional system, the pump-induced change in the sample's absorption of

the probe is assumed to be

∆ADM = 2
ω

c
χI,(3)
e |EP |2 (C.0.1)

where the imaginary component of the third-order optical susceptibility χI,(3)
e is obtained

by comparing the series expansion of the macroscopic polarization with the macroscopic

polarization calculated from the density matrix as

P̃
(3)
Series = P̃

(3)
DM

ε0χ
(3) |EP |2Epr = Naρ̃

(3)
21 µ12
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After substituting the third-order, o�-diagonal density matrix element given by Eq. 6.2.40,

the third-order optical susceptibility becomes

χ(3)
e =

Na

ε0

[
γ

γsp

1

δpr + iγ

(
2− β − iα

δpr + iγ

)
1

δ2
P + γ2

|µ12|4

4~3

]
(C.0.2)

and its imaginary component is explicitly given by

χI,(3)
e =

Na

ε0

γ

γsp

1(
δ2
pr + γ2

)2

[
2δprβγ + α

(
δ2
pr − γ2

)
− 2γ

(
δ2
pr + γ2

)]
× 1

δ2
P + γ2

|µ12|4

4~3
(C.0.3)

As a result, the di�erential absorption becomes

∆ADM = ζω
|µ12|2

2~2 (δ2
P + γ2)

γ

γsp
|EP |2

×

[
α
(
δ2
pr − γ2

)
+ 2βγδpr(

δ2
pr + γ2

)2 − 2γ(
δ2
pr + γ2

)] (C.0.4)

On the other hand, the di�erential absorption approximated as the di�erence of two

Lorentzians is

∆AD2L = ζω

[
(γ + αρ22)

(δpr − βρ22)2 + (γ + αρ22)2 −
γ

δ2
pr + γ2

]

≈ ζω

[
γ

δ2
pr + γ2

+
α
(
δ2
pr − γ2

)
+ 2βγδpr(

δ2
pr + γ2

)2 ρ22 −
γ

δ2
pr + γ2

]

≈ ζω

[
α
(
δ2
pr − γ2

)
+ 2βγδpr(

δ2
pr + γ2

)2

]
ρ22 (C.0.5)
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where the diagonal density matrix element for a single (pump) �eld to lowest order in the

intensity is

ρ
(2)
22 (t) =

N∑
j,l=1

ρ̃
(2)
22j,l

ei(kj−kl)·R−i(ωj−ωl)t

= ρ̃
(2)
22P,P

=
|χP |2

(δ2
P + γ2)

(
1 +

2Γ

γsp

)
=

|µ12|2

2~2 (δ2
P + γ2)

γ

γsp
|EP |2 (C.0.6)

Therefore, to lowest order in the pump intensity, the di�erence of two Lorentzians becomes

∆AD2L = ζω
|µ12|2

2~2 (δ2
P + γ2)

γ

γsp
|EP |2

[
α
(
δ2
pr − γ2

)
+ 2βγδpr(

δ2
pr + γ2

)2

]
(C.0.7)

Comparing Eq.C.0.4 and Eq.C.0.7, it becomes clear that the di�erential absorption cal-

culated from the master equation is approximately equal to the di�erence of two Lorentzians

up to a population dependent correction as

∆ADM = ζωρ̃
(2)
22P,P

[
α
(
δ2
pr − γ2

)
+ 2βγδpr(

δ2
pr + γ2

)2 − 2γ(
δ2
pr + γ2

)]

= ζωρ̃
(2)
22P,P

[
α
(
δ2
pr − γ2

)
+ 2βγδpr(

δ2
pr + γ2

)2

]
− ζωρ̃(2)

22P,P

[
2γ(

δ2
pr + γ2

)]

= ∆AD2L − ζωρ̃(2)
22P,P

[
2γ(

δ2
pr + γ2

)]

= ∆AD2L − ζωρ22

[
2γ(

δ2
pr + γ2

)] (C.0.8)

This means that Eq.C.0.4 predicts a third-order response even in the absence of excitation-
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induced resonance energy shifts and linewidth broadening. To estimate many-body contri-

butions to the di�erential absorption beyond �rst order in the pump �eld intensity, all of the

terms in the series expansion of ∆AD2L could be kept and that the experimental di�erential

absorption can be estimated as

∆Aexp ≈ ζω

[
(γ + αρ22)

(δpr − βρ22)2 + (γ + αρ22)2 −
γ

δ2
pr + γ2

]
− ζωρ22

[
2γ(

δ2
pr + γ2

)]

≈ ζω

[
(γ + αρ22)

(δpr − βρ22)2 + (γ + αρ22)2 −
γ (1 + 2ρ22)

δ2
pr + γ2

]

≈ ζ (xpr + Λ0)

[
(1 + Υρ22)

(xpr −Bρ22)2 + (1 + Υρ22)2 −
(1 + 2ρ22)

x2
pr + 1

]
(C.0.9)

Equation C.0.9 was used to �t the data shown in Fig.6.4.9.
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