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ABSTRACT

This dissertation combines research from multiple areas of applied economics and is mostly
focused on estimating the long-term impacts of housing and criminal justice policy. In addition,
this dissertation covers an important methodological tool that is increasingly necessary for
empirical researchers when linking multiple data sets to estimate causal treatment effects.

In the first chapter, I study the effects of rent control on the long-term outcomes of
children. Rent control is a common policy enacted to limit the growth of rents and allow
tenants to remain in their homes for longer. Prior empirical research has mainly focused on
rent control’s impact on neighborhoods and housing markets while ignoring the potential
long-term impacts of rent control for the people directly affected by the policy, particularly
children. Using nearest neighbor matching at the census tract level, I estimate the effects of
rent control on average long-term outcomes for children, measured at the childhood census
tract level. I find weakly suggestive evidence that rent control can improve the long-term
labor market outcomes for children while also creating negative spillovers for children who do
not directly benefit from the policy.

In the second chapter, coauthored with Michael Mueller-Smith, we develop a record linkage
algorithm that is trained using a large, novel data set that includes fingerprint identifiers.
Record linkage is a crucial empirical tool for contemporary applied researchers who are
interested in linking data sets that do not contain unique identifiers. We show that this large
training data substantially improves model performance compared to the smaller training
samples frequently reported in the literature. We also show evidence that training data based
on human coding can be overly conservative when identifying matches on a target sample
with different characteristics than the human coder. This research has major implications
for empirical researchers who wish to link data sets and estimate heterogeneous treatment
effects on subpopulations.

In the last chapter, coauthored with Keith Finlay, Elizabeth Luh, andMichael Mueller-Smith,
we study the long-term impacts of criminal financial sanctions on labor market outcomes and
criminal recidivism. The rising use of financial sanctions in the criminal justice system in the
United States necessitates a rigorous test of their impacts on criminal defendants and their
families. We use data that has been processed and linked together using the record linkage

xiii



algorithm detailed in my second chapter and utilize the implementation of a 2003 Michigan law
that sharply increased fines associated with certain driving crimes. After carefully accounting
for how the long-run behavioral effects of the policy could undermine the integrity of the
research design, we find null to slightly positive effects of the policy on labor outcomes,
minimal deterrent effects, and suggestive evidence of a financial burden on romantic partners.

xiv



CHAPTER I

The Long-Term Impacts of Rent Control

1.1 Introduction

There is an ongoing national conversation about inequality of opportunity and the fact that
economic mobility has become increasingly difficult for those born at the bottom of the income
and wealth distribution. Research by Chetty et al. (2017) confirms that economic mobility in
the United States decreased for birth cohorts between 1940 and 1980, and suggests that the
socioeconomic status of parents is a growing predictor of a child’s life outcomes. Researchers
have identified early childhood as an especially important development period when well-timed
interventions can mitigate some of the gaps in achievement between children of different
income or wealth levels. Because of the cumulative nature of childhood development, relatively
small childhood investments can have large long-run impacts, particularly when targeting
children from marginalized populations (Cunha et al., 2006). As a result, there is a large
body of literature studying and measuring the effects of these interventions.1

Although not directly targeting families with children, rent control is an example of a
policy intervention that could improve childhood development for impacted children. Defined
as government regulation of allowable rent, rent control is a policy tool that is intended to
transfer resources from landlords to renters. The goal of the policy is to make it easier for
low-income tenants and families to remain in their current housing. In most cities with rent
control, the policies were enacted in response to low rental vacancy rates, rising rental prices
and the fear that without regulations, many tenants would face a heightened threat of eviction
and homelessness. In the ideal scenario, rent control operates as a transfer from landlords to
renters, both in the form of below-market rents and insurance against rent increases in the
future.

While the short-term effect of rent control on impacted renters is likely positive, the

1See Almond et al. (2018) for a recent review of the literature.
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long-term effects on children have never been studied. The literature on childhood interventions
suggests a number of channels through which the child beneficiaries of rent control could
have improved long-run outcomes as a result of growing up in rent controlled housing. Rent
control can be thought of as a form of government mandated housing assistance, which has
been shown in other contexts to increase earnings and decrease future incarceration rates
of impacted children (Andersson et al., 2016). The benefits of rent control also include an
income effect component, allowing families to shift expenditures from housing to other goods
such as improved healthcare or education. Hoynes et al. (2016) shows that cash assistance to
families with young children can improve child health while Carneiro et al. (2021) show how
the timing of income shocks during childhood plays an important role in education outcomes.
Lastly, the added housing security associated with rent control has the potential to reduce
parental stress and the number of housing moves a child makes during childhood. Research
shows that a mother’s exposure to distressing news, such as a threat of eviction, can impact
a newborn’s birth weight (which is itself correlated with long-term health and achievement
outcomes), while frequent childhood moves are known to be harmful to a child’s academic
performance and long-term development (Carlson, 2015; Wood et al., 1993; South et al.,
2007).

Research also shows that one’s childhood neighborhood has a causal exposure effect on
long-run labor market and social outcomes, suggesting that the direction of the effect of
rent control on outcomes may depend on the neighborhood (Chetty and Hendren, 2018a,c;
Chyn, 2018, for example). If rent control leads children to have longer tenant durations in
neighborhoods that provide negative exposure effects, then rent control could even lead to
declines in long-term outcomes when compared with similar children who grew up in non-rent
controlled cities. The implication from this strand of the literature is that the impacts of rent
control on long-term outcomes is an empirical question in that the sign of the likely effect is
ambiguous.

This paper is organized around a central research question: how does rent control affect the
long-term outcomes of children? In addition to the main question, I also seek to understand
how this long-term impact varies by family income. Does rent control provide benefits to
children growing up at the bottom of the income distribution?

Despite the potential effects of rent control on tenants, the economics literature has mainly
focused on quantifying rent control’s effect on the housing market and negative spillovers on
neighborhoods. Rent control is often associated with a decrease in the quality of controlled
housing (Gyourko and Linneman, 1990; Sims, 2007, for example) and a misallocation of
tenants and apartments (Glaeser and Luttmer, 2003; Krol and Svorny, 2005). More recently,
Autor et al. (2014, 2017) show that rent control has potential negative spillover effects, not only
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on the value of rent controlled units, but also on the value of neighboring properties that are
not rent controlled. One of the large drivers of this negative capitalization is increased crime
in areas close to rent controlled units suggesting that rent control suppresses gentrification.
Diamond et al. (2019) shows that rent control in San Francisco leads landlords to remove their
units from the rental market, thereby decreasing the supply of rental housing and ultimately
leading to a more segregated and unequal housing landscape. Asquith (2018) confirms that
landlords are more likely to convert rentals to owner occupied housing as the local price of
housing increases.

While the costs of rent control are well-established, the benefits are much harder to
quantify. A major reason for this is that it is very difficult to define a suitable counterfactual
for individuals that live in rent controlled units. Traditionally, economists used hedonic price
regressions to quantify the benefit of rent control to renters by estimating the rent that would
prevail in the absence of controls (Gyourko and Linneman, 1989). The difference between
the controlled rent and the estimated market-rate rent is a measure of the compensating
variation of the policy; however, a static measure of rent control benefits ignores the potential
long-term benefits that the policy confers. From a policy perspective, these long-term benefits
are fundamental to determining whether rent control passes a cost-benefit analysis.

To answer the main research questions, I use a matching method to compare tract-level
average outcomes of areas that received rent control to counterfactual tracts that did not. This
corresponds to the average treatment effect on the treated (ATT) of rent control on long-term
tract outcomes. I measure these long-term outcomes using the publicly available Opportunity
Insights data described in Chetty et al. (2018). This data set is constructed by linking children
born between 1978 and 1983 to their childhood census tracts using restricted federal tax data,
allowing the authors to measure the average exposure effects of neighborhoods on long-term
outcomes such as economic mobility, employment, marriage, teen pregnancy and incarceration.
The benefit of this data is that it is able to follow children over time regardless of where they
live as adults when measuring tract-level outcomes.

For each tract and outcome variable, the data reports the unconditional mean over all
children from the analysis cohort that lived in the tract between ages 6 and 23. As an example,
the data on economic mobility reports the tract-level probability that a child will reach
the top 20% of the income distribution in 2015. The realization of this variable gives the
proportion of all children linked to a tract who have income in the top 20% of their birth
cohort. Throughout this paper, I use the term “tract-level outcomes” to refer to the average
outcomes of children growing up in a particular census tract.

From 1970 to 1985, a number of municipalities enacted rent control legislation in response
to rising inflation and low rental vacancy rates. I identify 116 cities in California, Massachusetts
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and New Jersey that codify new rent control laws during this time period. For each rent
controlled city, I determine the census tracts that comprise the city, enabling me to map rent
control laws to the outcome data set which is measured at the tract level. Rent control laws
are passed by cities according to an unknown function of economic, housing, demographic,
political and other local characteristics. Many of the predictors of rent control are also likely
to be correlated with the long-term outcomes of children, implying that the difference in
average outcomes between places with and without rent control is a biased estimate for the
effect of rent control on long-term outcomes. Unfortunately, the direction of the bias is not
immediately clear based on observable traits. While tracts that receive rent control have
higher unemployment rates, minority population and single parent rates, for example, they
also have higher average income, college attendance and property values.

To recover a causal estimate of rent control on the average long-term outcomes measured
at the tract-level, I utilize a Mahalanobis distance nearest neighbor matching procedure
to pair each treated census tract with a similar comparison tract that did not receive rent
control. The Mahalanobis distance is a common metric used to measure distance between two
points based on underlying covariate values. I estimate the Mahalanobis distance between
tracts using data from multiple sources including the 1970 decennial census, the 1972 Census
of Governments and county-level voting preferences in the 1968 presidential election. This
data allows me to account for observable differences between census tracts and cities that
enact rent control. The census data is reported at the tract-level and includes controls for
demographic, housing, income and other characteristics that are predictive of receipt of rent
control and correlated with the potential outcomes of children in a given tract. The Census of
Governments data includes detailed municipal-level information on government expenditures
and revenue. Under the strong ignorability assumption that conditioning on the observed
covariates removes all confounding variation in the assignment of rent control, I am able to
interpret the estimated average treatment effect as a causal parameter. To minimize imbalance
on observed covariates in the matched sample, I implement a caliper match to prune treated
observations that do not have comparison tracts with similar underlying covariate values.
After pruning slightly more than half of all rent controlled tracts, I show evidence that the
matching strategy does an adequate job of balancing the covariates for the remaining rent
controlled tracts.2 When estimating the average effects of rent control on treated tracts, I
also include bias adjustments for all covariates as proposed by Abadie and Imbens (2011).

My baseline estimates show that rent control leads to a 3.6% increase in the average time

2By pruning 50% of census tracts, my analysis sample is no longer representative of the baseline sample
of tracts treated with rent control. Despite this, matching models with more permissive calipers yield
quantitatively similar results, suggesting that the tradeoff between balance and external validity is fairly
small.
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that children spend in a given census tract, which implies that rent control laws achieve their
primary policy goal of allowing families to stay in their housing for longer. I also show that
rent control leads to slight decreases in average tract-level economic mobility. Rent control is
associated with a 1.3 and 0.9 percentage point decrease in the average probability of reaching
the top 20% of the family and individual income distributions, respectively. These estimates
are both statistically insignificant (95% confidence interval of [ −0.052, 0.026] on a baseline
mean of 23.7%). The estimates also show that rent control has a negligible effect on teen
pregnancy, incarceration and employment.

The sample of tracts used to estimate the baseline results includes tracts with a low
proportion of rental housing that are unlikely to have large direct effects resulting from rent
control. I also generate matching estimators while limiting the sample to tracts where rental
units represent at least 30% of all housing units. This removes approximately one half of the
non-rent controlled tracts and 25% of the treated tracts from the sample. I find that when
limiting the sample to high rental tracts, rent control increases the average time that a child
spends in a given tract by 12%. This provides even stronger evidence that rent control leads
families to remain in rental housing, since the tract-level effect is magnified in areas where
we expect there to be more rent control.

Using the high rental sample, I also show that rent control increases the average probability
of reaching the top 20% of the family (individual) income distribution by 5.9% (3.9%). Rent
control also increases the tract-level average employment rate by 2.7%. Alternatively, rent
control has a minimal effect on the average teen pregnancy rate while increasing the tract-level
probability of being incarcerated during the 2010 census by 16.8%.

Assessing the results from the baseline and high rent samples, there is suggestive evidence
that rent control does improve the average tract-level economic mobility in areas with a
high percentage of renters, while also negatively impacting the economic mobility of non-rent
controlled children living in cities with rent control. This result is consistent with the literature
on the impact of government transfers on child outcomes as well as the literature showing that
rent control is associated with negative spillovers on non-controlled housing. Furthermore,
I use data from the 1980 to 2000 censuses to show that rent control leads to a decrease in
the tract-level percentage of college attendance and an increase in the tract-level poverty
rate and unemployment rate. According to Chetty et al. (2018), each of these demographic
variables is associated with declines in the long-term outcomes of children.

An important shortcoming of the Opportunity Insights data is the fact that it is reported
at the census tract level. Tract-level averages will include many children who did not grow
up with rent control when aggregating over all children in a tract, making it more difficult
to credibly measure small treatment effects. Assuming 20% of all children in a tract receive
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rent control, and rent control improves the average probability of reaching the top income
quintile by 10% from a baseline of 0.1, the average tract level economic mobility rate would
be (0.8 × 0.1) + (0.2 × 0.11) = 0.102 ≈ 0.1. In this hypothetical example, the tract-level
outcome is approximately unaffected by the existence of rent control despite the large benefit
it provides to children who live in rent controlled units.

Lastly, I utilize the Opportunity Insights data on predicted outcomes for children at the
25th and 75th percentiles of parental income to determine how rent control affects children
at the bottom and top of the parent income distribution. I generate estimates using both the
baseline sample and the high-rent sample. In the baseline sample, rent control has a negative
effect on the predicted economic mobility of children with parents at the 25th percentile of
income distribution. By contrast, rent control has a minimal effect on the economic mobility
of children with parents at the 75th percentile of the income distribution. In the high-rent
sample, rent control leads to small and statistically significant improvements in the predicted
economic mobility for children at the 25th percentile of the parent income distribution. For
children at the 75th percentile of the family income distribution, rent control has a significant
positive effect on predicted rates of reaching the top income quintile as adults. The results
from the high rent sample suggest that rent control helps individuals at the bottom of the
income distribution, though the effects are substantially stronger for children growing up at
the top of the parent income distribution. These results are consistent with previous findings
showing that the benefits of rent control may be larger for higher income families; however, I
view the results from this exercise as merely suggestive and warranting future study with
individual-level data to better grasp the heterogeneity of the effect of rent control on future
outcomes by income levels.

This research adds to the economics literature on rent control by tracking the outcomes
of people that are affected by the policy and quantifying the long-term benefits. This article
is the first to estimate these benefits in a causal framework and will be of immediate interest
to policymakers deciding whether rent control policies pass a cost benefit analysis. While
the results from the high-rent sample suggest that there are positive long-term benefits for
children growing up with rent control, future research can build on this work by generating
more precise estimates of these effects and potentially utilizing alternative data sources to
leverage individual-level variation in the assignment of rent control.

1.2 Relevant Literature

Rent control is a commonly studied topic in the economics literature going back to Grampp
(1950) who argued strongly in favor of removing rent regulations to help avoid housing shortages
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and improve economic efficiency. This view is consistent with the implications of a simple
supply and demand model which predicts that rent control leads to over-consumption and
deadweight loss. For many years, a lack of natural experiments and suitable data prevented
economists from estimating well-identified causal effects of rent control. As a result, there is a
significant body of theoretical work exploring the implications of various rent control regimes
(Fallis and Smith, 1984; McFarlane, 2003; Suen, 1989, for example). In addition, the standard
economic model’s clear predictions of efficiency costs due to price controls may have led some
economists to think that empirical research on this topic would be superfluous (Gyourko and
Linneman, 1990).

There are a number of papers that attempt to quantify the costs of rent control on housing
quality (Moon and Stotsky, 1993; Gyourko and Linneman, 1990; Sims, 2007, for example),
generally showing that rent controlled units are maintained at a lower quality than they would
be in the absence of price controls. Other research shows how rent control negatively affects
housing prices for the controlled (Autor et al., 2014) and uncontrolled stock (Fallis and Smith,
1984; Early, 2000). Lastly, there is a body of literature that attempts to characterize and
quantify the costs of rent control that result from inefficiently long tenant durations (Krol
and Svorny, 2005; Ault and Saba, 1990; Ault et al., 1994) and the misallocation of tenants
and apartments (Glaeser and Luttmer, 2003).

Measuring the benefits of rent control to renters can be challenging without longitudinal
data. There is ample evidence that rent control is associated with increased tenant durations
which implies that renters with rent control receive some benefit from the policy (Olsen,
1972; Ault et al., 1994; Nagy, 1995; Munch and Svarer, 2002, for example). One common
method used to estimate the size of the benefit in the absence of exogenous variation is to
measure the difference between controlled rent and the predicted rent that would occur in
the absence of controls. This can be done using the two-step method proposed by Gyourko
and Linneman (1989) to estimate hedonic rent regressions of the uncontrolled rental stock
on housing characteristics. These regressions are then used to predict what the rent would
be at controlled units, conditional on observable characteristics. The difference between the
predicted and actual rent can be thought of as the compensating variation or monetary value
of rent control to the renter. In the second step, one can regress the compensating variation
on tenant characteristics to determine how the benefits of rent control are distributed to
different groups. Other papers that use this methodology include Gyourko and Linneman
(1990), Ault and Saba (1990), Munch and Svarer (2002), and Early (2000). In general, these
papers find that the benefits are not particularly well-targeted to the lower-income groups
that price controls are intended to help.

In 1995, Massachusetts voters banned rent control in a closely contested statewide
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referendum, providing economists with a natural experiment to measure the effect of the
end of rent control. Sims (2007) was the first to utilize this policy variation and found that
rent control in Boston was associated with both decreases in the price of housing as well as
housing quality. While his results indicate that rent control had no impact on the construction
of new housing, he presents evidence that rent control decreased the value of neighboring,
unaffected housing stock, though by a relatively small amount. Autor et al. (2014) focus on
Cambridge, Massachusetts and study both the direct effect on home values of rent decontrol,
and the effects on housing values of homes that were never regulated. They find that rent
control suppresses the value of controlled homes, and also find substantial neighborhood
effects implying that rent controlled units also suppress the value of nearby unregulated units.
The end of rent control in Cambridge caused nearly $2 billion in housing value appreciation.
Using a similar methodology in a follow-up paper, Autor et al. (2017) utilize detailed crime
data from 1992 to 2005 to measure the effect that the end of rent control had on local crime
rates. They conclude that areas with more rent controlled housing prior to decontrol saw
larger decreases in crime rates than otherwise similar areas. This implies that the end of rent
control had a significant effect on decreasing crime rates in Cambridge and accounts for 15%
of the home value appreciation as a result of rent control found by Autor et al. (2014).

Building on the research using the 1995 Massachusetts rent decontrol natural experiment,
Diamond et al. (2019) estimate a well-identified causal effect of rent control on tenants,
landlords and inequality using a 1994 change in the San Francisco rent control regime. Prior
to 1994, all buildings built before 1980 were subject to rent control except those that contained
four or fewer units. In 1994, the small building exemption was removed such that all rental
buildings with four or fewer units were now subject to rent control. Buildings with four or
fewer units built after 1980 continued to be exempt from the rent control ordinance, providing
a natural control group. Using a novel linkage, they collect address histories for San Francisco
residents in addition to building and landlord information. The authors find that receipt of
rent control led to a 15% increase in the duration of rental stays; however, they also find
that rent control incentivizes landlords to remove units from the market, thereby decreasing
the number of rental units. Unlike previous studies, they conclude that the benefits of rent
control were well targeted to minorities, but that rent controlled units were more likely to be
in neighborhoods with lower amenities (where the benefits of rent control are lower). Lastly,
because landlords were more likely to remove rent controlled units in neighborhoods with
more amenities, the authors argue that rent control has accelerated gentrification, inequality
and rental prices in San Francisco. Asquith (2018) shows a similar result that San Francisco
landlords react to increasing land values by removing tenants through no-fault evictions,
allowing them to convert to non-rental uses such as condominiums.
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The paper by Diamond et al. (2019) is the only research that attempts to track renters
over time to measure the effect of rent control on the mobility and location decisions of
tenants; however, we still do not know how rent control affects important long-term economic,
labor market and social outcomes for tenants. Measuring these outcomes is key to a more
complete understanding of the costs and benefits of rent control. I fill a critical gap in the
literature to date with evidence from a new intergenerational perspective on the consequences
of rent control.

1.3 Rent Control Sites and Institutional Background

The rent control policies that I utilize in this paper were passed in the 1970s and early
1980s, and are considered part of the second generation of rent control in the United States;
however, rent control policies in the U.S. date back to the end of World War I when housing
shortages in a number of cities caused states to restrict evictions of soldiers and workers
involved with the war effort.3 During World War II, the Federal Emergency Price Controls
Act (EPCA) subjected many aspects of the economy to price regulation including rental
housing. These federal controls continued in modified form until 1952, though some areas
and units that had been initially controlled by the EPCA were decontrolled before the end of
federal rent regulation. The 1947 Housing and Rent Act gave states additional authority to
either extend rent regulations or decontrol rents on their own. By 1948, 10 states had some
form of rent control legislation, though by the mid 1950s, New York was the only remaining
state with rent controlled housing (Lett, 1976).

In the 1970s, high levels of inflation and low rental vacancy rates in cities around the
country led renter advocates to push for new laws to regulate the level and growth of rents. As
a result, a number of states and municipalities began to implement new rent control regimes.
States that added rent control during this wave include California, New Jersey, Maryland,
Massachusetts, the District of Columbia and Alaska. I focus on the laws passed in cities
in California, Massachusetts and New Jersey.4 5 In most of these places, the justification
for passing rent control was that low rental vacancy rates coupled with large rent increases

3See Fogelson (2013) for a detailed historical account of New York City’s experience with rent control in
the post World War I period.

4In Maryland, Takoma Park enacted rent control in 1981. Lett (1976) claims that a number of other
counties implemented rent control in the early 1970s, though I have been unable to independently verify these
laws. As a result, I drop Maryland from the analysis sample to ensure that I do not have measurement error
in the treatment group.

5Washington D.C. implemented rent control in 1975 in the middle of a major, unrelated demographic
shift. The population in Washington D.C. dropped 15% between 1970 and 1980 and declined from 800
thousand residents in 1950 to 570 thousand in 2000. These unrelated changes might add additional noise to
the measured effects of rent control leading me to drop Washington D.C. from the analysis.
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constituted an emergency that incentivized “rent gouging” and placed many residents at risk of
eviction (Lett, 1976). Furthermore, evicted residents were more likely to end up homeless given
inadequate supplies of rental housing. Many other cities and states considered implementing
rent control during this time but had proposals fail to garner sufficient support.6 In Maine,
the state passed legislation enabling localities to implement rent control though none ended
up being passed (Lett, 1976).

Rent control laws regulate the legal terms of rental agreements as well as the rent that a
landlord can charge a tenant. In practice, there are many different ways that governments
implement rent regulation. In the most restrictive cases, governments determine an exact
price for rental housing or place a freeze on rents to prevent them from increasing for any
reason.7 In other cases, governments may place limits on the maximum possible rent increase,
either through arbitrarily defined price ceilings or by tying rent increases to inflation. In
these cases, rent control is only binding if the landlord would be able to raise rents above the
government imposed limit in a competitive market. Another common aspect of rent control
legislation is vacancy decontrol, which determines the rent that landlords are allowed to
charge the next tenant after the previous tenant voluntarily vacates the rental. Depending on
the law, landlords may be allowed to raise rents to market rates under full vacancy decontrol
while in other cases, landlords may only be allowed to raise rents by a fixed percentage. Lastly,
rent control legislation often places additional limits on evictions though the implementation
of eviction restrictions varies widely by location.

In New Jersey, most rent control laws are based on the legislation enacted in 1972 by the
municipal government of Fort Lee, which was the first city in New Jersey to implement rent
control. Landlords quickly challenged the legality of the legislation, but in 1973, the State
Supreme Court of New Jersey ruled that local governments were allowed to regulate local
rent. After the court decision affirming the legality of local rent control, many New Jersey
municipal governments followed Fort Lee’s example and instituted their own regulations. By
1976, nearly 100 cities and townships had rent control laws. Although the laws in New Jersey
are not identical, many are based on the original law from Fort Lee (Lett, 1976). In general,
the laws set base rents at current (as of the date of enactment) levels and then tied allowable
rent increases to inflation. The laws generally exempted small-scale landlords (usually owners
of buildings with fewer than three rentals) from the law. Also, rental units constructed after
rent control enactment were often exempt from the legislation to incentivize new housing,
and landlords were given permission to raise rents by more than inflation in the event that

6For example, municipal rent control proposals in Colorado, Pennsylvania andWisconsin were all considered
and ultimately not approved during the early 1970s.

7For example, see Washington D.C.’s temporary rent freeze, Regulation 74 - 13 passed in 1974.
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they invested in capital improvements or if operating costs increased.
In Massachusetts, the state passed rent control enabling legislation in 1969 which allowed

certain cities to pass rent control laws. Following this legislation, Boston, Somerville, Cambridge,
Brookline and Lynn passed rent control laws which went into effect in 1970. Lynn and
Somerville repealed rent control in 1974 and 1979 respectively. Under the laws, base rents
were set at current levels and rents were allowed to increase to return a reasonable net
operating income. Rent increases were also allowed for capital improvements and changes
in operating expenses. New buildings and units in owner occupied houses were exempt,
while all other extant rentals were subject to the law (Lett, 1976). In 1995, the voters of
Massachusetts narrowly approved a referendum which made it illegal for cities to enact rent
control legislation. Although Boston and Brookline loosened rent control restrictions prior to
1995, both still had a substantial percentage of units subject to control (Autor et al., 2014).
Cambridge still had a heavily controlled housing market at the time of the ballot initiative in
1995.

In California, Berkeley was among the first cities to pass rent control legislation in 1972;
however, this law was ruled unconstitutional by the California Supreme Court. Starting in
1979, a number of large cities began passing rent control laws including San Francisco, Los
Angeles and Oakland. By 1985, 12 cities in California had implemented rent control legislation.
Rent control laws varied by the city; however, all cities were forced to adhere to both the Ellis
Act passed in 1985 and the Costa-Hawkins act passed in 1995. The former allowed landlords
to evict tenants if they wished to remove their rental housing from the market. This was
passed by the state legislature in response to a State Supreme Court ruling which stated that
cities could prevent landlords from evicting tenants even when the landlord wanted to occupy
the house. This forced cities with strong restrictions to allow landlords the ability to exit
the rental market, though the administration of this law varied by city. The Costa-Hawkins
act forced cities to allow for vacancy decontrol after a renter leaves a rent controlled unit.
This allowed base rents to rise to reflect market conditions after a tenant leaves, regardless of
the rent that the previous tenant paid. In terms of exemptions, most new construction and
small-scale rental buildings (1-3 units) were not subject to rent regulation.

In summary, rent control laws rolled out across California, Massachusetts and New Jersey in
the 1970s and early 1980s. While these policies were not identical, each placed new restrictions
on landlords that could have long-run consequences for tenants, especially children. Next I
discuss the data I use to estimate these effects before presenting the key results.
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1.4 Data

In the states that passed rent control legislation beginning in the 1970s, the power to
implement rent control devolved to local political units, meaning that rent control existed in
some cities but not others. This was particularly true in California, Massachusetts and New
Jersey, which are the three states I focus on to estimate the effect that rent control has on
long-term outcomes of children. I follow Krol and Svorny (2005) in using Lett (1976) to collect
information on local rent control laws passed in the 1970s, particularly in New Jersey and
Massachusetts. This book includes a comprehensive list of cities that passed rent control by
1976, covering nearly all of the New Jersey and Massachusetts cities that added rent control. I
supplement this resource with internet searches of legislative histories for large municipalities,
particularly in California, to determine which cities added rent control legislation in the years
following 1976.

Throughout the paper, I measure rent control as a binary variable and do not distinguish
between rent control policies in Massachusetts, California and New Jersey. Though there are
differences in the regulations across municipalities and states, the number of different cities
with unique regulations makes it difficult to account for policy variation. Future research
should attempt to study specific dimensions of rent control and the heterogeneity of treatment
effects by rent control policy type. Despite this, there are reasons to believe that policies
within states are fairly similar to each other. Most laws at this time were in reaction to low
vacancy rates which allowed landlords to raise rents quickly. In New Jersey, rent control
laws are enacted around the same time and are based on a law passed by the municipal
government of Fort Lee. In Massachusetts, despite some differences between Boston, Brookline
and Cambridge, all three cities had a substantial number of controlled units until 1995 when
all rent control laws were invalidated by the statewide ballot initiative. Lastly, in California,
the laws across cities had similar exemptions and rent increase mechanisms and were subject
to statewide legislation that standardized vacancy decontrol and landlord exit.

I utilize geographic and shapefile data provided by the Census Bureau to identify census
tracts that were subject to rent control. First, I merge a Census shapefile of incorporated
cities from the 1990 census with a shapefile of the 2010 census tracts to create an overlap
layer. Using this intersection, I determine the 2010 census tracts that comprise every city in
the country. I then merge in the list of cities passing rent control between 1970 and 1985 to
generate a binary variable for rent control status for each census tract in the United States. In
New Jersey, there are a number of municipalities that passed rent control that do not appear
in the list of census places. For these remaining locations, I use the more detailed county
maps provided at www2.census.gov to manually identify the tracts associated with each rent
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controlled city. This leaves me with a database of census tracts for California, Massachusetts
and New Jersey along with a binary variable indicating whether the tract had rent control
established between 1970 and 1985.

Since rent control is implemented by local elected representatives, the decision to enact
these policies is likely dependent on underlying observable and unobservable city characteristics.
In other words, rent control is not assigned randomly throughout the country, so comparing
outcomes of rent controlled and uncontrolled cities is likely to be a biased measure of the effect
of rent control. Instead, I utilize data from the 1970 Decennial Census as balancing covariates
in a matching framework to estimate the effect of rent control on long-term outcomes. The
Census data is pulled from the SocialExplorer website, which aggregates individual responses
from the 1970 Census up to the census tract level. Census tract borders change over time,
so I use the 1970 Census data that is reported at the 2010 census tract level to maintain a
consistent measure of geography.8

The matching procedure also includes city-level data on municipal spending and revenues.
The municipal tax and revenue data comes from the Government Finance Database described
by Pierson et al. (2015).9 The database compiles information from the Census of Governments
beginning in 1967. In years ending in either a 2 or 7, the U.S. Census Bureau collects
information on the finances of every incorporated government in the United States. Unfortunately,
this full census did not begin until 1972, so I use the data collected from the 1972 census to
ensure that I have maximum coverage of all cities in my sample.

The enactment of rent control is a local political decision. As a result, it is necessary to
control for local political views when comparing places that did or did not have rent control.
To account for local political differences, I use data on the county-level partisan vote shares for
the presidential election of 1968. This data is collected by Clubb et al. (2006) and distributed
by the ICPSR.

The data for long-term outcomes is described in Chetty et al. (2018) and is available for
public download on the Opportunity Insights website.10 This data combines multiple sources
of restricted government data to measure a series of financial, social, educational and other
outcomes for children born between 1978 and 1983. Using federal income tax returns from

8SocialExplorer uses the area interpolation method described in Logan et al. (2014) to convert 1970-1990
tracts to the 2010 tracts. Area interpolation assigns populations from one area to another based on area
overlap and does not account for the distribution of population density within tracts. This is a potential
source of error, particularly in tracts with changing borders and unequal distribution of population. To the
best of my knowledge, no research has theorized the direction of the expected bias.

9The data is publicly available at https://willamette.edu/mba/research-impact/public-datasets/;
however, I downloaded the data through the Inter-university Consortium for Political and Social Research
(ICPSR) website (study number 37641): https://www.icpsr.umich.edu/web/pages/ICPSR/index.html.

10https://opportunityinsights.org
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1989 to 2000, the authors identify all children who are listed as tax dependents and were
born between 1978 and 1983. Next, they utilize the Census Bureau’s Protected Identification
Key (PIK) to link these children to the 2000 and 2010 Decennial Census waves, 2000-2015
American Community Surveys and IRS income tax returns from 1989-2015.11 The sample
selected is representative of all children in the 1978 to 1983 birth cohort that were born in
the United States or authorized immigrants and whose parents were either born in the U.S.
or authorized immigrants.12

Once the sample is selected, the authors map children to the census tracts they grow up
in through their age 23 year. A child born in 1983 can be linked to a particular tract through
12 distinct years of tax returns (1989, 1994-1995 and 1998-2006) between ages 6 and 23.
Children born in 1978 are only linked to 7 years of tract data (1989, 1994-1995 and 1998-2001)
between ages 11 and 23. For each 2010 census tract, the authors report the unconditional
mean outcome value for all children linked to the tract. Children that appear in multiple
tracts due to childhood moves are weighted to represent the relative time spent in each tract.
As an example, a child born in 1983 who is linked to tract A in 6 years of tax returns and
tract B for the other 6, would receive 0.5 weight in both tracts A and B when calculating
tract level outcomes.

I focus on six census tract outcomes reported in the Opportunity Insights data: (1) the
probability of reaching the top income quintile,13 (2) the average income percentile,14 (3) the
probability of having a teen birth, (4) the probability of being in a correctional facility at
the time of the 2010 Decennial Census, (5) the probability of having positive W2 earnings
in 2015, and (6) the probability of living in a low poverty neighborhood as an adult. These
variables allow me to measure how rent control impacts long-term economic mobility and
other important social outcomes.

In addition to the unconditional mean outcomes, Chetty et al. also report average predicted
outcomes at the tract level for children at 5 different levels of the parent income distribution.
These fitted values are generated from a regression of individual outcomes on parental income
level at the tract level. The regressions are estimated using all children linked to a particular
tract (weighted for the number of linked years). I utilize the estimates at the 25th and

11The PIK is created using a probabilistic matching algorithm that is based on an individual’s Social
Security Number, as well as name, date of birth and address. The PIK can be used to follow an individual
across a number of Census Bureau, IRS and other governmental data sets.

12External validity is a common concern when using data limited to those who file tax returns. According
to Chetty et al., the sample used to create the public Opportunity Insights data is representative of the
overall population covered by the American Community Survey and the Current Population Survey.

13The income quintile is measured relative to all other people born in the same year to account for rising
expected earnings with age.

14Income percentiles are reported based on either the distribution of family income or individual income.
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75th percentile of the parent income distribution to investigate whether rent control has a
differential effect on children at the bottom or top of the distribution; however, it is important
to emphasize that these estimates represent fitted values of a regression and may not reflect
true outcomes of children. For example, a very wealthy tract may have relatively few parents
at the bottom of the national income distribution. Running a regression of child outcomes on
parental income percentile might predict that children with parents at the 25th percentile
have positive outcomes in this hypothetical tract; however, this prediction is based entirely on
a projection of children at the top of the parent income distribution. I only focus on predicted
values from the 25th and 75th percentiles, ignoring estimates from the 1st, 50th and 100th
percentiles. See appendix A.1 for a slightly more technical description of the Opportunity
Insight data.

1.5 Methodology

Rent control legislation is not randomly assigned to cities, but is instead implemented
according to an unknown function of local housing, demographic and political characteristics.
Tables 1.1 and 1.2 show summary statistics broken down by rent control status at the tract
and municipal level respectively. In both tables, the treated group are the tracts and cities
located in California, Massachusetts and New Jersey that receive rent control between 1970
and 1985, while the control groups represent tracts and cities from the remainder of the
country that are located in incorporated cities with a population greater than 5,000 people
and that are represented in the 1972 Census of Governments. I also remove observations from
New York, Maryland and Washington D.C. due to a mix of timing issues (New York), rent
control measurement ambiguity (Maryland), and likely confounding variation (Washington
D.C.).

Out of 31,261 total census tracts, 2,444 are treated with rent control. These 2,444 treated
tracts comprise the 99 cities that received rent control between 1970 and 1985, have populations
over 5,000 and responded to the 1972 Census of Governments.15 In California, 26% of the
population lived in cities with rent control. In Massachusetts, 15% of the population lived in
a rent controlled city while in New Jersey, over 48% of the state population lived in cities
with rent control.

From Table 1.1, it is clear that tracts that receive rent control are fundamentally different
than those that do not. The difference in average value between treatment and control
groups is statistically significant for most of the covariates suggesting that rent control is

15There are 16 small cities that enacted rent control between 1970 and 1985 but are not included in the
Census of Governments. These are mostly located in New Jersey.
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not distributed quasi-randomly. Instead, places with rent control have a higher single parent
rate, minority population and higher unemployment rate, which are all variables that are
negatively correlated with long-term outcomes for children. On the other hand, tracts with
rent control have higher college attendance rates, average incomes and home values which
are correlated with improved child outcomes.

In Table 1.2, I report summary statistics at the city level comparing cities that enacted
rent control to those that never implemented a rent control law. Not surprisingly, cities with
rent control had lower vacancy rates and a higher percentage of rentals as a share of total
units. These cities with rent control were more likely to be in counties that had higher share
of votes for Hubert Humphrey, the Democratic candidate, in the 1968 presidential election.
In addition, the cities with rent control have higher municipal revenue per capita, and spend
a higher fraction of total expenditures on education, police and welfare compared to non-rent
controlled cities. The results from Tables 1.1 and 1.2 show that assignment of rent control is
correlated with observable characteristics that are also likely correlated with the long-term
outcomes of children.

Each row of Table 1.3 represents an outcome variable of interest. We can see that the
average fraction of years spent in a rent controlled tract is only slightly (0.4 percentage points)
higher than the non-controlled tracts; however, on average, tracts with rent control are much
more likely to report a higher probability of children living with their parents as adults and
staying in the same tract or commuting zone as an adult. Rows 5 through 12 show that
tracts with rent control report greater average economic mobility, lower teen pregnancy and
incarceration rates and higher rates of employment and living in tracts with low poverty
rates as an adult. In general, the naive treatment effects suggest that rent control improves
long-term outcomes; however, the differences in pre-rent control characteristics, particularly
at the tract-level, imply that a simple difference in outcomes between treated and control
tracts is likely to be a biased measure of the effect of rent control. Unfortunately, it is not
immediately clear which direction this bias shifts the naive estimates given the countervailing
effects of the individual variable imbalances.

In many observational studies, treatment is not assigned randomly but is instead assigned
according to some (unknown) function of observable and unobservable characteristics. I
lean on Rubin’s model of causal inference to formalize the analysis and provide theoretical
justification for the estimand of interest (Holland, 1986). In my setting, there is a rent
control treatment T ∈ {0, 1} that is assigned to the population of census tracts of size N . I
hypothesize that rent control treatment T has a causal effect on long-term average outcomes
at the tract level, denoted Y (T ). The causal effect of T on Yi for tract i can be measured
as Yi(T = 1) − Yi(T = 0). Aggregating up to the full sample of census tracts, the average
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treatment effect (ATE) can be written as 1
N

∑N
i=1[Yi(1)− Yi(0)]. Alternatively, the average

treatment effect on the treated (ATT) which measures the effect of a treatment only on
the treated tracts, is written as 1

N1

∑N1
i=1([Yi(1)− Yi(0)]|T = 1). Since we cannot observe the

treated and untreated potential outcome at the same time, measurement of the causal effect of
interest is reduced to a missing data problem. Unless otherwise noted, I estimate the average
treatment effect on the treated throughout my analysis.

To bypass the missing data issue, I utilize techniques that balance the treatment and
control groups on observable characteristics to find a suitable counterfactual and allow for
improved estimates of the effect of rent control on outcomes. Rosenbaum and Rubin (1983)
were among the first to formalize the framework for achieving causal estimates in observational
studies by conditioning on a vector of control variables to facilitate matching. The assumptions
required to identify the average treatment effect on the treated of rent control can be written
as:16

(Y0) ⊥ T |X, pr(T = 1|X = x) < 1

where X is a vector of covariates and pr(T = 1|X = x) is the probability that a tract is
rent controlled conditional on any realization of the covariate vector. The second part of the
assumption states that the covariates cannot perfectly predict treatment. Under this strong
ignorability assumption, Rosenbaum and Rubin show that treatment effects can be recovered
by matching observations of different treatment levels with the same value of the conditioning
function based on X. In the original case, Rosenbaum and Rubin use an estimated propensity
score; however, any function of X can be used. The intuition behind this result is that
controlling for the covariates X is sufficient to make the treatment assignment random. For
this to be true, there must not be any unobserved variables that predict treatment and are
correlated with the outcome after controlling for X. The assumption that controlling for X
removes all confounding variation is quite strong and hard to prove.

I use the Mahalanobis distance metric (MDM) to determine the “closest” counterfactual
match for each rent controlled tract. The Mahalanobis distance for any two tracts i, j is
calculated as:

MDMi,j =
√

(Xi −Xj)TS−1(Xi −Xj)

where X is a vector of covariates and S is the covariance matrix of X. The intuition behind
the Mahalanobis metric is that it calculates the distance between two points in a way that is

16Note that the identification assumption is slightly less restrictive than the one needed to identify the
ATE (Abadie and Imbens, 2006).
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independent of the scale of each component of X. Recent work by King and Nielsen (2019)
suggests that matching on the MDM is preferable to matching on estimated propensity
scores, since the matched pairs come closer to mimicking a fully blocked experiment compared
to propensity score matches which mimic a fully randomized experiment.17 Fully blocked
experiments are more efficient and should have substantially less noise in the estimated
treatment effects. I match tracts with replacement, which allows a control tract to serve as
the counterfactual for multiple observations.

Throughout the paper, I use 38 main covariates to calculate the MDM as well as test for
balance in the subsequent matched or weighted samples. In Chetty et al. (2018), the authors
report tract level variables that correlate with long-term outcomes. In particular, they show
that education, poverty rates, single parenthood, income, unemployment, minority population
and proxies for social capital are all correlated with economic mobility at the tract level.
Therefore, it is crucially important to include these variables when calculating the distance
between tracts and to ensure that they are balanced in the post-match sample. In addition
to the variables highlighted by Chetty et al., I also include various housing and population
variables that are likely to predict the imposition of rent control at the municipal level. These
variables include per capita municipal revenue, expenditures and county level data on voting
behavior from the 1968 presidential election. The municipal and county level data allows me
to control for city-level differences that are not accounted for at the tract level and that could
be correlated with the outcomes of interest. The full set of covariates are the same tract and
city-level variables that are listed in Tables 1.1 and 1.2.

As Ho et al. (2007) suggests, the main goal of a matching strategy is to reduce covariate
imbalance across treatment status (with the hope that the covariates remove all confounding
variation). Despite the large body of research on propensity score and distance metric matching,
there is limited consensus on the best way to estimate matching metrics (Hainmueller, 2012).
This is particularly true in the context of estimating propensity scores, though still relevant
for the MDM when deciding which variables to include and whether to use higher order terms
when assessing the distance between two observations. Given the large number of tract and
city-level covariates I control for, I do not include any higher order terms when calculating
the Mahalanobis distance.18

Another common strategy in the matching literature is to limit matches to observations

17In a fully randomized experiment, treatment is assigned at random across a given population. In a fully
blocked experiment, the sample is stratified based on pre-treatment characteristics, and treatment is assigned
randomly within strata.

18There is some older research showing that the Mahalanobis distance metric performs poorly with many
covariates (Gu and Rosenbaum, 1993, for example); however, in my context, the Mahalanobis distance
provides the best matches resulting in the lowest residual imbalance on observables despite the large number
of covariates.
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that are within a given distance caliper or radius. Conducting a nearest neighbor match
without a caliper will find the closest match for each treated observation. As one decreases
the size of the matching caliper, the matches that are farthest in measured Mahalanobis
distance are pruned, leaving the better matches with closer covariate realizations. This process
of determining the match caliper is another way of describing the bias - variance trade off
common to many empirical approaches. In addition, as treated observations are pruned,
the estimated treatment effect from the reduced sample may not be relevant for the target
sample. As a result, it is up to the researcher to determine the caliper that minimizes covariate
imbalance while also maintaining a sufficient sample of observations to estimate treatment
effects.

I use an iterative process to determine the optimal caliper by instituting different caliper
values and checking the number of treated observations that are pruned and the resulting
covariate imbalance. In all iterations of the model, I check covariate balance by comparing
the standardized mean difference between the treated and control group before and after
implementing the matching procedure. The standardized mean difference is given by Ȳ1−Ȳ0√

V1+V0
2

,

and is thus measured in units of the pooled standard deviation of the treatment and control
means (Austin, 2009). Its use allows us to standardize the measure of divergence regardless
of the units of each covariate. In addition, it satisfies the conditions of a good balance check
statistic suggested by Imai et al. (2008) in that it is a characteristic of the sample (and not a
hypothetical population) and that the value is unaffected by sample size. It is also important
to note that the iterative caliper selection process is estimated without estimating treatment
effects to avoid data mining particular results while searching for the optimal match radius.

Once I have finalized the caliper selection, I estimate the average treatment effect on the
treated for all outcome variables by averaging the difference between the treated and matched
counterfactual across all treated tracts. I also account for the bias that results when matching
on continuous covariates (Abadie and Imbens, 2006) by including post matching regression
adjustment on all covariates. This is equivalent to the bias-adjusted matching estimators
proposed in Abadie and Imbens (2011). I report clustered standard errors at the city level
using the influence function proposed by Jann (2019). Note that this standard error is likely
conservative, compared to the consistent standard errors proposed by Abadie and Imbens
(2006) which are harder to calculate while including clusters. In addition Abadie and Imbens
(2008) show that bootstrapped standard errors are not consistent for matching estimators
despite their use in the literature.

The ideal post-matching sample will have a standardized mean difference of 0 though
researchers sometimes use simple thresholds such as 0.1 or 0.25 to signify when a covariate
has a large enough difference to warrant returning to the matching procedure (Stuart et al.,
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2013; Rubin, 2001; Cohen, 1977; Normand et al., 2001; Austin, 2009). Ultimately it is up to
the practitioner to identify whether the imbalanced covariate could plausibly lead to biased
estimation of treatment effects. Slight imbalances of covariates that are highly correlated
with the outcome will be more problematic than larger differences in a variable which has a
weak correlation with the outcome of interest.

I also measure the ratio of the mean variance for the treated and control groups for each
covariate. Austin (2009) shows that propensity scores that are balanced on means still may
be incorrectly specified. Covariates that are fully balanced should have a variance ratio of
1, though the literature gives little direction when it comes to determining what variance
ratio threshold implies an imbalanced covariate. I view variance imbalances as subordinate to
imbalances of the mean when determining the match caliper.

Table 1.4 show the standardized mean differences (SMD) and variance ratios for the raw
and matched data after selecting the optimal caliper. Given the large number of covariates,
the resulting imbalances are expected though larger than ideal. The caliper drops slightly
more than half of the original treated tracts, leaving a sample of 1,174 tracts which will be
used to estimate the relevant ATTs. Out of 38 covariates, 18 have SMD of less than the desired
0.1, while 13 have SMD values of between 0.1 and 0.25. This leaves 7 covariates that have
post matching SMD values of greater than 0.25. The post-matching variance ratios show that
the majority of covariates have variance ratios within the [0.7, 1.3] interval; however, there
are still 13 covariates with variance ratios outside of this interval, further suggesting some
residual imbalance. Given the resulting imbalance, the post matching regression adjustment
is especially important when estimating treatment effects.

Across the distribution of included treated tracts, there are a total of 549 unique control
tracts that are selected as matches. This means that each counterfactual observation is selected
as the closest neighbor match for an average of 2.1 treated observations. The maximum
number of times a control observation is matched is 24 while the median is 1. The caliper
selection process dropped 1,290 treated tracts including most of the tracts from rent controlled
cities in Massachusetts. Of the remaining treated tracts, approximately 35.4% are located in
New Jersey (416 tracts), 63.1% are located in California (741 tracts) and 1.4% are located in
Massachusetts (17 tracts). These tracts represent 88 out of the potential 99 cities that are
included in the final analysis sample.

The observation pruning suggests that the estimated average treatment effect on the
treated is not equivalent to the overall sample average treatment effect on the treated. I view
the change in underlying sample to be a worthy tradeoff to achieve better covariate balance.
It is also worth noting that matching models with more permissive calipers yield very similar
results to this more restrictive matching procedure.
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Lastly, I also estimate a matching model that limits treated and control tracts to those
that have a high proportion of rental units. This removes over one half of the total tracts in
the original sample, including 25% of the treated tracts. I use the same baseline covariates
and matching caliper to construct these matches, which are used to determine the effect of
rent control on a sample of tracts that are especially likely to be affected by the policy. The
balance results from this matching procedure are reported in Table A.1. Of the 840 tracts
included in the high rent sample, 72% are located in California and 28% are located in New
Jersey.

1.5.1 Additional Methodological Assumptions

The publicly available outcome data has shortcomings in the context of my paper that
require me to make a strong assumption before interpreting my results. The sample of children
included in each tract’s outcome is determined by links made starting in 1989, when the
analysis cohort is between 6 and 11 years old. Figure 1.1 shows a timeline of the relevant dates
when states began implementing rent control, as well as the dates when children were eligible
to be linked to a given census tract. Given the timing, I must assume that rent control did not
cause any selective immigration to or from census tracts in the years after it is implemented
and before 1989. Under this assumption, the people living in rent controlled tracts in 1989
should be roughly equivalent to those living in the matched counterfactual tracts in 1989.
This assumption is stronger for the rent controlled cities in New Jersey and Massachusetts
than it is in California due to the longer duration between rent control implementation and
address linkage.

Prior work suggests that violations of this assumption could bias the estimated treatment
effects in either direction. Research by Autor et al. (2014, 2017) shows that the removal
of rent control in Cambridge, Massachusetts led to significant property appreciation and
decreased crime, suggesting that rent control is associated with reverse gentrification. If
this is true, rent controlled areas may be less likely to receive an influx of new residents
than similar areas without rent control. Under this scenario, the estimated ATT of rent
control on long-term outcomes would likely be biased downward. Alternatively, research by
Diamond et al. (2019) suggests differences in the short and long run effects of rent control
on neighborhood immigration. While rent control allows some lower income individuals the
ability to stay in their homes for longer, it also incentivizes landlords to exit the rental market.
In the long run, they suggest that rent control increases gentrification by substituting rental
housing for more expensive private uses. Under this latter scenario, we might expect the
children living in rent controlled neighborhoods in 1989 and later to be relatively wealthier
than the children comprising the counterfactual tracts. This would likely create an upward
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bias on the estimated effect of rent control on long-term outcomes, since the outcome sample
would include wealthier people that select into areas with rent control.

In Figure 1.2, I test this immigration assumption by looking at the effect that rent control
has on the tract level proportions of immigrants from other counties, states and countries.
These variables are based on the census question asking respondents over 5 years old where
they lived 5 years ago and are aggregated up to the census tract level. For each year of the
decennial census, I estimate the average treatment effect on the treated on these immigration
outcomes using the baseline Mahalanobis distance matching estimator. The top left panel
shows the effect of rent control on the tract level percentage of people who migrated from a
different census tract. The estimated ATT is negative in 1980 and positive in 1990, suggesting
that rent control does not have a consistent effect on cross county migration. The top right
panel shows that rent controlled tracts have fewer residents migrate from other states than
the counterfactual tracts. The bottom panel shows that rent controlled tracts have a slightly
higher proportion of international immigrants than non-controlled tracts in 1980 and 1990,
though this effect reverses signs in 2000. These findings are very similar when using the
high-rent sample and are shown in Figure A.1. In general, the balance of the evidence from
this figure suggests that the Autor et al. prediction is better supported by the evidence, that
rent control should lead to fewer new immigrants. Given this fact, I expect any violation
of the selective immigration assumption to bias downwards the estimated benefits of rent
control.

1.6 Results

I first show evidence that rent control affects the location decisions of the households
included in the Opportunity Insights sample. The central finding is that rent control allows
families to stay in their housing for longer. Specifically, the first column of Table 1.5 shows
that rent control leads to a 2.1 percentage point (3.6%) increase in the tract-level average
duration of tenancy compared to counterfactual tracts. Each child included in the Opportunity
Insights data can be linked to a particular tract in up to 12 distinct tax years, but these
years are not continuous. As a result, a 3.6% increase in the tract-level average of the fraction
of years that a child is linked understates the increased tenant durations resulting from rent
control. As an illustration of this fact, a child that lives in a given tract from 1989 to 1995
would only be linked to that tract in 3 separate years (1989, 1994, 1995) despite living there
for a total of 6 years. I interpret the result as evidence that rent control increases rental
durations without focusing on the exact magnitude of the increase.

The second column reports that rent control leads to a 3.1 percentage point (14.6%)
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increase in the tract-level probability that a child will live with their parents as an adult.
The third column shows that rent control leads to a 1.6 percentage point (7.1%) increase in
the average probability that a child will live in their childhood tract as an adult. The final
column shows that rent control has minimal effect on the tract-level probability that a child
will live in the same commuting zone as an adult. The main takeaway is that rent control
allows families to stay in their housing for longer which is exactly what we would expect if
rent control laws were binding and provided benefits to families in the form of lower than
market rents.

The long-term outcome results are reported in Table 1.6. The columns represent different
outcome variables while the top row represents the estimated ATT of rent control on the
relevant tract-level average outcome. This row is measured in percentage point differences.
Standard errors are reported in parenthesis beneath the ATT estimates.19 The first two
columns report the tract-level probability that a child will reach the top family or individual
income quintile in 2015. The third and fourth columns report the tract-level average income
percentile in the family or individual income distribution in 2015. The fifth column reports
the tract-level probability that someone linked to a given track will have a teenage birth
(females only). The sixth and seventh columns report the tract-level probability that someone
linked to a given tract will be in jail or prison in April, 2010 or will have positive earnings
in 2015. Lastly, the eighth column reports the tract-level probability that someone linked
to a given tract will live in a low poverty neighborhood as an adult, defined as a tract with
a poverty rate of less than 10% according to 2000 Census data. The baseline row reports
the average counterfactual value for the relevant outcome while the %∆ row calculates the
percent change the ATT row represents from the baseline value.

Columns 1 and 2 show that rent control has a -1.3 and -0.9 percentage point (-5.4 and
-3.5%) effect on the tract-level probability that a child will reach the top family and individual
income quintile respectively, though neither result is statistically significant. For the probability
of reaching the top 20% of the family income distribution, I can rule out percentage point
effects outside the interval [−0.052, 0.026]. Column 3 shows that rent control has a small and
insignificant (-1.3%) effect on the tract-level average family income percentile and a negligible
effect on the average individual income percentile. For the family income percentile, I can rule
out percentage point effects outside the interval [−0.017, 0.031]. Columns 5 through 7 show
that rent control has a minimal effect on the tract-level probability that a child will have a
teenage pregnancy, be incarcerated during the 2010 census or report positive employment

19As a reminder, the standard errors in Table 1.6 are calculated using the influence function method
proposed by Jann (2019) and account for clustering at the city level. These standard errors are likely to be
overly conservative compared to the consistent matching standard errors proposed by Abadie and Imbens
(2006) which are more difficult to calculate including clusters.
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earnings in 2015. Lastly, column 8 shows that rent control is associated with an insignificant
2.6 percentage point (5.2%) reduction in the tract-level probability that children will live in
low poverty neighborhoods as an adult.

The unit of observation for the results in Table 1.6 is the tract level. Although tracts
are constructed to have roughly the same population, it is possible that tracts with more
children may have different estimated treatment effects. Table 1.7 reports the same matching
ATT results but weights each tract by the number of children that are used to calculate the
outcome variable.20 While this does not allow for an individual-level interpretation of the
results, it does scale the estimated ATT to better reflect differences in the size of tracts and,
more importantly, the number of children used to measure the outcome variable. On balance,
the point estimates all fail to reject the null hypothesis of no effect and are very similar to
the unweighted baseline results.

In the last part of my baseline analysis, I limit the sample of tracts to include only those
tracts that have a high proportion of renters, defined as any tract with greater than a 30%
share of rentals of the total housing units. This sample modification drops slightly more than
half of the non-rent controlled tracts and one quarter of all rent controlled tracts. The theory
underpinning this adjustment is that tracts with a high percentage of rentals are more likely
to exhibit effects directly related to rent control. Indeed, Table 1.8 shows that rent control
leads to an estimated 6.1 percentage point (12%) increase in the fraction of years spent in a
given tract and a 2.8 percentage point (13.7%) increase in the probability of living in the
same tract as an adult. These results provide further proof that the rent control laws I study
allow families to stay in their homes for longer.

In Table 1.9, I show the effect of rent control on long-term outcomes for children growing
up in tracts with a high proportion of rentals. Column 1 shows that rent control leads to a
1.1 and 0.9 percentage point (5.9 and 3.9%) increase in the average tract-level probability
of reaching the top 20% of the family and individual income distribution. Rent control is
also associated with a 1.2 and 1.6 percentage point (2.7 and 3.3%) increase in the tract-level
average family and individual income percentile. The coefficient on the individual income
percentile is significant at the 10% reporting level. Based on the crosswalk converting income
percentiles to income in 2015 dollars, the increase in average individual income attributed
to rent control is between $850 and $1,709. In the high rent sample, the average tract is
approximately 66% rental housing. If we assume that half of the rental units are rent controlled,
and there are no spillover effects on the non-rent-controlled children, then the direct impact of
rent control on the roughly 30% of children who receive the benefit would be $2,800 - $5,700

20The Opportunity Insights data reports the underlying sample size for each outcome variable.
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in 2015 income.21

The results in columns 5 and 6 show that rent control has minimal impact on the average
teen-pregnancy rate, and leads to a 0.2 percentage point (16.8%) increase in the tract-level
probability of being in jail on April 1, 2010. Column 7 shows that rent control leads to a 2
percentage point (2.7%) increase in the tract-level employment average. This estimate is also
significant at the 10% reporting level. Lastly, rent control leads to a 1.8 percentage point
(4.2%) decrease in the probability of living in a low poverty neighborhood as an adult. One
thing to note is that the sample of tracts used for the high-rental estimates is fairly small.
By definition, these tracts are not representative of the full sample of rent controlled tracts.
Despite this, the change in estimated effects between the full sample results and the high
rental results shows that rent control leads to greater economic and employment outcomes in
areas where there is a higher probability of residents living in rent controlled housing.

These results are suggestive though not conclusive that rent control leads to long-term
benefits for children that grow up in rent controlled housing. The difference in estimated
effects between the baseline and high rent sample is also consistent with prior work showing
that rent control has negative spillover effects, and these negative effects may harm the
long-term outcomes of children that live in close proximity to rent controlled housing. In the
next subsection, I try to determine how these long-term impacts are distributed across the
income distribution.

1.6.1 Rent Control at Different Points of the Income Distribution

In Table 1.10, I show the estimated average treatment effect on the treated tracts of
rent control on the predicted outcomes at the 25th and 75th percentile of the parent income
distribution. For these results, the outcome variable is a predicted value of a regression
performed for each census tract in the data, regressing the relevant outcome on parent income
rank. The 25th (75th) percentile outcome is thus the fitted value from this regression at the
relevant parent income level. This means that the predicted outcomes are a projection based
on the outcomes of all children that are linked to a given tract.

Panel A of the table shows the effect of rent control on predicted tract-level economic
mobility for children at the 25th percentile of parent income. In general, the estimated
tract-level effects of rent control on economic mobility for children at the 25th income
percentile are similar to those reported in Table 1.6. Column 1 shows that rent control is
associated with a 0.8 percentage point (4.9%) decrease in the predicted tract-level probability

21The estimate of 50% rent control exposure is a hypothetical based on summary statistics reported by
Autor et al. (2014), which shows that roughly 50% of Cambridge condominiums were rent controlled in 1994.
Many of the non-controlled condominiums were likely owner occupied, so the true rate of rent control among
rental units was likely higher than 50%.

25



of reaching the top family income quintile, but this estimate has a standard error over 2
times larger than the point estimate. Columns 3 and 4 show that rent control has little
effect on the tract-level predicted family and individual income percentile. Column 5 shows
that rent control is associated with a 0.9 percentage point (4.5%) decrease in the tract-level
probability of having a teen pregnancy. Column 7 shows that rent control is associated with a
1.3 percentage point (1.9%) increase in the predicted tract-level probability of being employed
as an adult. This estimate is significant at the 10% reporting level. Lastly, column 8 shows
that rent control decreases the average probability of living in a low poverty neighborhood by
1.5 percentage points (3.2%).

Panel B of the table shows the effect of rent control on predicted economic mobility for
children at the 75th percentile of parent income. The reported effects of rent control on
economic mobility and average income are quite small. Rent control is associated with a
slight increase in the average probability of having a teen pregnancy, and a large (though
statistically insignificant) decrease in the average probability of being incarcerated.

In Table 1.11, I show the results of this same exercise but limiting the sample to the high
rental tracts. In panel A, I show that rent control has a small and slightly positive effect on
the average predicted economic mobility of children at the 25th percentile of parent income,
though none of the estimates are statistically significant. This contrasts with the effect shown
in panel B for children at the 75th percentile of the parent income distribution, where rent
control is associated with a 2.9 and 2.2 percentage point (13.2 and 8.2%) increase in the
predicted probability of reaching the top family and individual income quintile. The estimates
in columns 1-4 are all significant at the 5% significance level, further suggesting that rent
control leads to better economic outcomes for children at higher income levels.

Comparing the effect of rent control on average predicted teen pregnancy between panels
A and B, the estimates indicate that rent control leads to a 1.2 percentage point (5%) decrease
in average teen pregnancy for lower income children, and a 1.6 percentage point (15.5%)
increase in teen pregnancy for children towards the top of the parent income distribution;
however, neither result is statistically significant.

The results reported in Table 1.11 suggest that there is variation in the benefits of rent
control based on family income and that higher income families seem to derive a higher
benefit; however, since the outcomes are projections, it is entirely possible that the results are
driven by people towards the top of the parent income distribution. As such, these results
should be interpreted with care and certainly do not provide conclusive proof of the effect
that rent control has on children at the bottom or top of the income distribution.
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1.6.2 Rent Control Effects on Housing and Demographics

In this section, I use census data from the 1980-2000 surveys to see how rent control
affects the demographic composition of tracts, as well as the housing market. For each census
year between 1980 and 2000, I estimate the average treatment effect on the treated tracts
of rent control on a host of demographic and housing variables. Note that the census data
I use in this section is comprised of people who live in the tracts in the year of the survey
as opposed to the Opportunity Insights data which is comprised of people who grew up in
a given census tract. Part of the goal of this section is to examine possible mechanisms to
explain the baseline ATT results. Prior research has shown that rent control can suppress
gentrification in a neighborhood or city by making it easier for tenants to remain in their
current housing. This might explain why rent control has a slight negative effect on economic
mobility when estimating the baseline ATT model. People who do not receive rent control
but live in a city with rent control may receive a negative spillover from the policy. I use
the same nearest neighbor matching methodology with bias adjustments to generate these
estimates. As a result, the analysis sample is the same, meaning that the results are based
on 1,174 rent controlled tracts spread over California, Massachusetts and New Jersey. I also
estimate these effects using the high rental sample, though the results are largely the same.
These supplemental figures are reported in appendix A.2.

Figure 1.3 displays estimated average treatment effects on the treated for housing market
conditions. The first panel on the left column shows the average tract-level effect of rent
control on the probability that a resident has been living in their current house for at least 5
years. The estimated effect of rent control on the probability of living in one’s house for more
than 5 years is statistically significant in all three census years reported. This indicates that
rent control increases tenancy duration in tracts with rent control and provides corroborating
evidence that rent control allows renters to stay in housing for longer. The top panel on the
right shows that rent control leads to a small but negative effect on the average tract-level
vacancy rate, though these estimates are not statistically significant.

The middle panels show the effect that rent control has on the tract-level proportion
of people that have long commutes, and the tract-level percentage of rentals as a share of
total housing units. The panel on the left provides weak evidence that rent control leads to
decreased commutes of over 1 hour. This contrasts with Krol and Svorny (2005) who find
that rent control in New Jersey lead to spatial mismatch between where people live and
work further resulting in longer average commutes; however, none of the point estimates in
my analysis are statistically significant.22 The panel on the right shows that compared to

22The result from Krol and Svorny is not causally identified, so the comparison of results is difficult. The
results from Table A.2 show estimates for the high-rental samples which are more in line with the results
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counterfactual tracts, rent control has a negative effect on the proportion of rentals in 1980,
and zero effect on the proportion of total units that are rentals in 1990 and 2000. The panel
on the bottom shows that rent control has a statistically significant (though small) effect
on the average total number of units in a tract. Taken together, this partially corroborates
evidence reported in Diamond et al. (2019) and Sims (2007) that rent control leads landlords
to remove rental units from the rental market.

Figure 1.4 displays estimated average treatment effects on the treated tracts for demographic
variables that could play a role in changing the long-term outcomes of residents. Chetty et al.
(2018) show that long-term outcomes are correlated with tract level characteristics such as
the poverty rate, education, unemployment and rate of single parent families. In the top left
panel, I show that rent control is associated with a small increase in the proportion of single
parent families. In the top right panel, I show that rent control is associated with a consistent
decrease in the tract-level share of college graduates. In the bottom panels, I show that rent
control is associated with a slight increase in the tract-level poverty rate and increases in the
unemployment rate in the 1990 and 2000 decennial census. Although the measured effects
are small, the results suggest that rent control leads to a reversal or hold on neighborhood
gentrification. This is mostly consistent with results reported by Autor et al. (2014, 2017). In
addition, this suggests that the benefits of rent control might be offset by negative spillover
effects on long-term outcomes for those that do not live in rent controlled housing.

1.7 Discussion and Limitations

The results from the high rental sample provide suggestive though not convincing evidence
that rent control improves economic mobility and employment outcomes in areas where we
should see rent controlled tenants exert a greater effect on the tract-level average outcome.
I interpret these latter results to indicate that rent control provides a long-term benefit to
children that grow up in rent-controlled housing, though the exact magnitude of this benefit
is difficult to quantify with the data in this study. While few of the estimated ATT effects in
the high rent sample are statistically significant, the data limitations may make it difficult to
identify small effects of rent control on renters. In addition, conservative standard errors are
likely to overstate the variance of my estimates, making it more difficult to reject the null
hypothesis of 0 effect.

The methodology I use is only capable of estimating the net effect of rent control in a
census tract and cannot disentangle the effects on rent-controlled tenants and everyone else.
As the figures in section 1.6.2 show, rent control is associated with a slight demographic shift

from Krol and Svorny, particularly in 1990 and 2000.
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that leads to lower college attendance, higher unemployment rates and higher poverty rates.
Chetty et al. (2018) reports that the long-term outcomes of children are negatively correlated
with these demographic shifts, implying that rent control could harm children growing up
in neighborhoods with rent control but who do not live in rent controlled housing. If this
is the case, the estimated benefit of rent control on tract-averages would include both the
effect on those who receive rent control and the spillover effects on those children who do not
but are affected by the changing neighborhood demographics. This would indicate that the
effects I measure understate the true benefit of rent control to children who grow up in rent
controlled housing.

Even if we suppose that these spillover effects are negligible, it would still require a large
magnitude effect to detect tract-level changes in outcomes as a result of rent control. Suppose
there are 100 children in a tract, and the true effect of rent control is that it improves the
probability of reaching the top income quintile by 10% (improving the baseline probability
from 20 to 22%). If we also assume that half of the children live in rental housing (which
is roughly equal to the share of rental housing in rent controlled tracts), and half of these
renter children live in rent controlled housing, then 25 children will have improved chances
of reaching the top income quintile; however, the tract-level economic mobility probability
will be ((0.75) × (0.2)) + ((0.25) × (0.22)) = 0.205, which is roughly equal to the baseline
probability of 0.2, even though rent control has a large effect on those that receive the benefit.

From the high rental sample, the estimated effect of rent control on the average tract-level
individual income is 1.6 percentiles. The difference in annual income between percentile 49.2
and percentile 50.8 is roughly equivalent to $1,111, measured in 2015 dollars. This represents
a 4% increase (from a baseline of $28,500) that is attributable to rent control. This effect is
similar though slightly smaller than the one reported byAndersson et al. (2016), who find
that an additional year of public housing is associated with a 5% increase in annual earnings.

Another related issue that can attenuate the estimated benefits of rent control is the fact
that I do not have tract-level measures of rent control prevalence. By treating rent control as
a binary variable, I do not account for the fact that different tracts are likely to have different
levels of rent control intensity. Rent control intensity can be thought of as a combination
of the number of households that receive rent control as well as the degree that the rent
regulations are binding. Given the complicated rules that govern exemptions to rent control
laws, it would be very challenging to construct a measure of the true rate of rent control
intensity in each tract over all cities in California, Massachusetts and New Jersey that enacted
rent control between 1970 and 1985. Despite this, the methodological decision to measure
rent control as binary will likely lead to an attenuation bias of the target average treatment
effect on the treated. This bias is likely mitigated in the high rental sample analysis, though
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there is still the probability that there is differential rent control treatment within these tracts
leading to measurement error and attenuation bias.

Lastly, the causal interpretation of the matching results rests on the assumption that
conditioning the receipt of rent control on the matching covariates removes all confounding
variation. I attempt to use a wide variety of tract and city-level covariates when matching to
account for as many observable characteristics as possible. The large number of covariates
makes it more difficult to balance the full covariate vector after matching, which further leads
to possible bias of the estimated ATT on the outcomes of interests. I mitigate this concern by
using the bias corrected estimators proposed by Abadie and Imbens (2011); however, this is a
suboptimal method for dealing with residual imbalance and likely cannot remove all potential
sources of confounding variation.

Future research can avoid these problems using a number of different strategies. Most
importantly, access to better data that is reported at the individual child level would allow
for one to disentangle the direct and spillover long-term effects of rent control. Additionally,
studies that include more detail on the level of rent control intensity would have a better
chance of avoiding the attenuation bias that is likely to plague my results. Lastly, researchers
can utilize random or quasi-random variation in the assignment of rent control to more
confidently avoid potential confounding of the effect of interest.

1.8 Conclusion

This paper is the first to provide estimates of the long-term benefits to children of growing
up with rent controlled housing. Rent control is a commonly implemented policy that currently
exists in 5 states including some of the largest cities in the country. Despite its ubiquity,
previous research on rent control has mainly focused on its impact to housing markets and
neighborhoods while ignoring the potential benefits to renters. There has been some attempt
to quantify the benefits of rent control by calculating the difference between controlled rent
and the rent that would be charged in a competitive market, but these static measures ignore
the potential long-term benefits that the policy confers.

I show that rent control leads to statistically insignificant decreases in economic mobility
and minimal changes in tract-level teen pregnancy rates, incarceration and employment;
however, when limiting the sample of tracts to those that have at least a 30% rental share, I
show that the estimated effect of rent control on economic mobility, income and employment is
marginally positive. These findings are weakly consistent with prior research showing that rent
control leads to negative spillovers on surrounding properties, while also providing benefits
to those who live in controlled housing. To further contextualize these results, I use census
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data from the 1980 to 2000 census to show that rent control leads to tract-level changes
in demographics and housing variables that are consistent with rent control suppressing
gentrification.

In addition, I show some evidence that rent control can lead to minor improvements in
economic mobility for people at the bottom of the income distribution; however, the economic
mobility effects of rent control appear significantly stronger for children growing up at the
top of the parent income distribution.

These results represent an important first step in measuring the long-term benefits of
rent control for children that live in rent controlled housing, as well as the potential negative
spillovers that worsen long-run outcomes for those that live in non-rent controlled housing. This
research suggests that the long-term direct benefits may be positive, though future research
should explore this topic using alternative data to determine whether the estimated effects
can be reproduced using individual-level variation instead of aggregated data. Additional
inquiry can also help to determine how the direct benefits of rent control compare to the
potential negative long-term spillovers which can help policymakers measure the net effect of
rent control on residents.
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Figure 1.1: Timeline of Relevant Rent Control Laws and Data Construction Dates
Figure shows the years that each state began to implement rent control, as well as the years that are relevant
to the construction of the Opportunity Insights data. There is a sizeable gap between the implementation of
rent control and the first address link, particularly for New Jersey and Massachusetts. To recover a causal
estimate of the impact of rent control, I must assume that there is no selective inmigration to areas with rent
control between the date of implementation and the address link.
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Figure 1.2: Estimated ATT of Rent Control on Immigration Outcomes by Year
Source: 1980 - 2000 decennial census data reported at the tract level by SocialExplorer.
Notes: Figures show the average treatment effect on the treated tracts of rent control on immigration outcomes.
Each outcome is the percentage of tract inhabitants that have moved from a given location in the last 5 years.
The error bars represent 95% confidence intervals from standard errors that are clustered at the city level.
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Figure 1.3: Estimated ATT of Rent Control on Housing Outcomes by Year
Source: 1980 - 2000 decennial census data reported at the tract level by SocialExplorer.
Notes: Figures show the average treatment effect on the treated tracts of rent control on housing outcomes.
The average outcomes are generated using the baseline nearest neighbor match model. The error bars represent
95% confidence intervals from standard errors that are clustered at the city level.
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Figure 1.4: Estimated ATT of Rent Control on Demographic Outcomes
Source: 1980 - 2000 decennial census data reported at the tract level by SocialExplorer.
Notes: Figures show the average treatment effect on the treated tracts of rent control on employment and
demograhic outcomes. The average outcomes are generated using the baseline nearest neighbor match model.
The error bars represent 95% confidence intervals from standard errors that are clustered at the city level.
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Table 1.1: T-Test of Means to Compare Characteristics of Treated and Controlled Census Tracts

Average
Control Treat Difference CA Diff. MA Diff. NJ Diff.

Population 3,065.197 3,422.419 357.222*** 348.446*** -327.377** 243.072**
Male (%) 0.485 0.478 -0.007*** -0.010*** -0.011*** -0.002*
Pop./sq. mile 4,607.690 13,303.566 8,695.876*** 6,557.932*** 14,391.206*** 11,001.167***
Age median 28.322 30.856 2.534*** 2.323*** -0.748 1.762***
White (%) 0.898 0.818 -0.081*** -0.141*** -0.132*** -0.051***
Black (%) 0.092 0.144 0.052*** 0.113*** 0.121*** 0.049***
Married (%) 0.634 0.561 -0.074*** -0.082*** -0.125*** -0.032***
Single parent fam. (%) 0.071 0.100 0.029*** 0.026*** 0.047*** 0.016***
Educ. Less than HS (%) 0.437 0.434 -0.002 0.012** -0.039*** 0.073***
Educ. HS (%) 0.320 0.308 -0.012*** -0.025*** -0.012 -0.026***
LFP rate 0.598 0.603 0.005*** 0.013*** -0.012** 0.013***
Unemployment rate 0.043 0.060 0.017*** 0.007*** 0.003* 0.004***
Avg. inc. 4,557.440 4,914.329 356.889*** 272.167*** -9.041 -346.089***
Family poverty rt. (%) 0.089 0.093 0.003** 0.016*** 0.041*** 0.015***
Current addr. 5 years (%) 0.478 0.474 -0.004 0.015*** -0.096*** -0.026***
Housing units 1,026.231 1,237.823 211.592*** 232.245*** 17.667 154.410***
Rental (% of total units) 0.334 0.532 0.197*** 0.142*** 0.249*** 0.233***
Rental vacancy rate (%) 0.052 0.035 -0.017*** -0.000 0.025*** 0.000
Rent vacancy x Rental % 0.020 0.021 0.001* 0.006*** 0.018*** 0.004***
Avg. rent 127.908 143.727 15.819*** 6.621*** 18.171*** -3.224
Avg. home value 20,213.463 26,258.793 6,045.330*** 3,713.865*** 2,200.790** -343.242
N 28,813 2,444
N by State:
California 4,052 1,563
Massachusetts 538 184
New Jersey 506 697
Other States 23,717
Source: Author calculations of 1970 decennial census data reported at the tract level by SocialExplorer.
Sample includes tracts in all states except Washington DC, Maryland and New York. These excluded states had cities with rent control and cannot
be used as possible control tracts. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.2: T-Test of Means to Compare Characteristics of Treated and Controlled Cities

Average
Control Treat Difference CA Diff. MA Diff. NJ Diff.

City rental (% of total units) 0.298 0.450 0.152*** 0.130** 0.311*** 0.166***
City rental vacancy rate (%) 0.066 0.023 -0.043*** 0.003 -0.004 -0.001
City white (%) 0.914 0.904 -0.010 -0.085* -0.087 -0.020
City black (%) 0.054 0.069 0.015 0.077* 0.063 0.020
City unemployment rate 0.041 0.038 -0.003 0.001 -0.003 0.002
City avg. rent 118.028 140.819 22.790*** 23.756** 50.587 11.518***
County Dem. vote share 1968 41.408 45.876 4.468*** 5.802** 3.040 3.296***
County Wallace vote share 1968 14.154 8.005 -6.149*** -0.927** 0.264 -0.766**
City population 33,718.552 88,277.263 54,558.711* 435,493.354 204,199.588 26,450.147***
City family poverty rt. (%) 0.076 0.054 -0.022*** -0.003 0.018 0.006
City revenue per capita 0.173 0.228 0.055*** 0.189** 0.214* 0.031*
City tax revenue per capita 0.075 0.146 0.072*** 0.086** 0.151** 0.029**
Property tax share of rev. 0.293 0.511 0.218*** 0.033 0.022 0.029
Other gov. sources share of rev. 0.142 0.155 0.013 -0.069*** -0.080** 0.008
Educ. share of expenditure 0.032 0.133 0.101*** 0.000 -0.115* 0.040
Police share of expenditure 0.155 0.178 0.023*** -0.045*** 0.015 0.003
Welfare share of expenditure 0.002 0.010 0.008*** 0.027 -0.002 0.003***
N 2,373 99
N by State:
California 274 10
Massachusetts 34 3
New Jersey 149 86
Other States 1,916
Source: Author calculations of 1972 Census of Governments data and publicly available county level vote shares.
Sample includes cities from all states except Washington DC, Maryland and New York. These excluded states had cities with rent control and cannot be
used as possible control cities. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.3: T-Test of Means to Compare Outcomes of Treated and Controlled Census Tracts

Average
Control Treat Difference CA Diff. MA Diff. NJ Diff.

Fract. years in tract 0.594 0.597 0.004* 0.008*** -0.067*** -0.089***
Live with parents 0.164 0.248 0.083*** 0.045*** 0.029*** 0.037***
Stay tract 0.189 0.235 0.045*** 0.027*** -0.002 0.000
Stay comm. zone 0.698 0.741 0.043*** 0.041*** -0.005 0.042***
Top 20% fam. inc. 0.194 0.224 0.030*** -0.004 -0.010 -0.064***
Top 20% ind. inc. 0.197 0.254 0.057*** 0.011*** 0.017** -0.037***
Percentile fam. inc. 0.491 0.503 0.012*** -0.013*** -0.023*** -0.052***
Percentile ind. inc. 0.498 0.527 0.029*** 0.005** -0.003 -0.029***
Teen birth 0.210 0.164 -0.046*** -0.001 0.002 0.048***
Jail 0.018 0.012 -0.006*** 0.000 0.004*** 0.003***
Employed 0.766 0.754 -0.012*** -0.009*** -0.025*** -0.016***
Low pov. nbhd. 0.466 0.475 0.009** -0.058*** -0.110*** -0.112***
Source: Author calculations of Opportunity Insights census tract level outcome data. All other outcome tables are generated from this source.
Sample includes tracts in all states except Washington DC, Maryland and New York. These excluded states had cities with rent control and
cannot be used as possible control tracts. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.4: Comparing Means and Variances of the Raw and Weighted Samples Using the Two-Step
Nearest Neighbor Matching Algorithm

Std. Mean Diff. Var. Ratio
Raw Matched Raw Matched

Population 0.185 -0.203 0.655 1.080
Male (%) -0.226 0.026 1.101 1.259
Pop./sq. mile 0.910 -0.046 3.533 0.928
Age median 0.357 -0.068 1.139 1.220
White (%) -0.322 -0.080 1.616 0.951
Black (%) 0.211 0.041 1.548 0.931
Married (%) -0.694 -0.053 1.210 1.433
Single parent fam. (%) 0.447 0.191 2.121 1.301
Educ. Less than HS (%) -0.012 -0.214 0.962 1.075
Educ. HS (%) -0.157 -0.009 0.695 1.096
LFP rate 0.076 -0.052 0.683 1.175
Unemployment rate 0.583 0.422 1.494 1.311
Avg. inc. 0.216 0.043 1.630 1.238
Family poverty rt. (%) 0.044 0.104 0.894 1.165
Current addr. 5 years (%) -0.026 -0.362 0.938 1.175
Housing units 0.315 -0.164 0.739 1.107
Rental (% of total units) 0.843 0.116 1.616 1.183
Rental vacancy rate (%) -0.258 0.066 0.470 1.407
Rent vacancy x Rental % 0.037 0.082 0.762 1.265
Avg. rent 0.367 0.153 1.334 1.124
Avg. home value 0.683 0.266 1.348 1.044
City rental (% of total units) 1.448 0.167 1.399 0.828
City rental vacancy rate (%) -0.586 -0.167 0.240 0.739
City white (%) -0.528 0.134 0.960 0.537
City black (%) 0.341 -0.254 0.822 0.416
City unemployment rate 0.912 0.638 0.976 1.659
City avg. rent 0.190 0.041 0.012 0.580
County Dem. vote share 1968 0.875 -0.010 0.536 0.521
County Wallace vote share 1968 -0.904 -0.120 0.021 0.870
City population 1.015 -0.021 4.548 0.681
City family poverty rt. (%) -0.057 -0.017 0.395 0.880
City revenue per capita 0.882 0.257 2.282 1.454
City tax revenue per capita 0.935 0.048 2.677 1.052
Property tax share of rev. 0.394 -0.221 1.464 1.444
Other gov. sources share of rev. 0.135 -0.131 0.677 1.011
Educ. share of expenditure 0.375 -0.043 2.296 1.128
Police share of expenditure -0.022 -0.382 0.419 0.687
Welfare share of expenditure 0.293 -0.058 5.377 0.879
N 31,443
N Treat 1,174
N unique control 549
Source: Author calculations of 1970 census, 1972 Census of Governments, and 1968 county-level vote data.
Table shows the standardized differences in means and variances between the raw and weighted sample. The unit of
observation is a census tract. The treated tracts are matched to a control tract using a nearest neighbor Mahalanobis
distance matching procedure. The Mahalanobis distance metric includes linear terms for tract-level, city-level and
county-level characteristics.
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Table 1.5: Mahalanobis Distance Nearest Neighbor Match Estimates of
Average Treatment Effect on the Treated of Rent Control on Location as Child

and Adult

Frac. years Stay Stay Stay
in tract home Tract Comm. Zone

ATT 0.021** 0.031*** 0.016 0.004
(0.010) (0.011) (0.010) (0.025)

Baseline 0.576 0.216 0.219 0.738
%∆ 0.036 0.146 0.071 0.005
N Treat 1,156 1,155 1,156 1,156
N Control 541 539 540 540
The ATT row reports the average treatment effect on the treated of rent control on the
average tract outcome. The ATT estimates are generated using a nearest neighbor Mahalanobis
distance metric matching estimator. The baseline row represents the average outcome of the
matched counterfactual tracts. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.6: Mahalanobis Distance Nearest Neighbor Match Estimates of Average Treatment Effect on the Treated of Rent Control on
Long-Term Outcomes

Top 20% Top 20% Percentile Percentile Teen Low Pov.
Fam. Ind. Fam. Inc. Ind. Inc. birth Jail Employed nbhd.

ATT -0.013 -0.009 -0.007 0.000 -0.000 -0.000 0.005 -0.026
(0.020) (0.018) (0.012) (0.009) (0.013) (0.002) (0.004) (0.022)

Baseline 0.237 0.263 0.510 0.526 0.164 0.012 0.749 0.501
%∆ -0.054 -0.035 -0.013 0.001 -0.000 -0.001 0.007 -0.052
N Treat 1,172 1,172 1,172 1,172 1,171 1,172 1,172 1,172
N Control 549 549 549 549 549 549 549 549
The ATT row reports the average treatment effect on the treated of rent control on the average tract outcome. The ATT estimates are generated using a nearest
neighbor Mahalanobis distance matching estimator that accounts for tract, city and county-level traits. The baseline row represents the average outcome of the matched
counterfactual tracts. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.

41



Table 1.7: Mahalanobis Distance Nearest Neighbor Match Estimates of Average Treatment Effect on the Treated of Rent Control on
Long-Term Outcomes, Weighted by Children Linked to a Tract

Top 20% Top 20% Percentile Percentile Teen Low Pov.
Fam. Ind. Fam. Inc. Ind. Inc. birth Jail Employed nbhd.

ATT -0.009 -0.007 -0.004 0.002 -0.003 -0.001 0.005 -0.012
(0.013) (0.013) (0.009) (0.007) (0.016) (0.002) (0.005) (0.020)

Baseline 0.219 0.248 0.499 0.518 0.183 0.014 0.752 0.477
%∆ -0.042 -0.026 -0.008 0.005 -0.017 -0.091 0.006 -0.024
N Treat 1,172 1,172 1,172 1,172 1,171 1,172 1,172 1,172
N Control 549 549 549 549 549 549 549 549
The ATT row reports the average treatment effect on the treated of rent control on the average tract outcome, weighted by the number of children linked to each tract.
The ATT estimates are generated using a nearest neighbor Mahalanobis distance matching estimator that accounts for tract, city and county-level traits. The baseline
row represents the average outcome of the matched counterfactual tracts. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.8: Mahalanobis Distance Nearest Neighbor Match Estimates of
Average Treatment Effect on the Treated of Rent Control on Location as Child

and Adult: High Rental Tract Sample

Frac. years Stay Stay Stay
in tract home Tract Comm. Zone

ATT 0.061** 0.047** 0.028* 0.019
(0.027) (0.020) (0.017) (0.021)

Baseline 0.507 0.204 0.207 0.737
%∆ 0.121 0.230 0.137 0.026
N Treat 827 826 826 826
N Control 372 373 372 372
The ATT row reports the average treatment effect on the treated of rent control on the average
tract outcome. The unit of observation is a census tract with at least 30% rental share. The
ATT estimates are generated using a nearest neighbor Mahalanobis distance metric matching
estimator. The baseline row represents the average outcome of the matched counterfactual
tracts. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.9: Mahalanobis Distance Nearest Neighbor Match Estimates of Average Treatment Effect on the Treated of Rent Control on
Long-Term Outcomes: High Rental Tract Sample

Top 20% Top 20% Percentile Percentile Teen Low Pov.
Fam. Ind. Fam. Inc. Ind. Inc. birth Jail Employed nbhd.

ATT 0.011 0.009 0.012 0.016* -0.001 0.002 0.020* -0.018
(0.012) (0.012) (0.010) (0.008) (0.015) (0.002) (0.010) (0.021)

Baseline 0.181 0.218 0.466 0.492 0.188 0.012 0.726 0.440
%∆ 0.059 0.039 0.027 0.033 -0.005 0.168 0.027 -0.042
N Treat 840 840 840 840 839 840 840 840
N Control 373 373 373 373 373 373 373 373
The ATT row reports the average treatment effect on the treated of rent control on the average tract outcome. Only tracts with more than 30% rental share are included
in the sample. The ATT estimates are generated using a nearest neighbor Mahalanobis distance matching estimator that accounts for tract, city and county-level traits.
The baseline row represents the average outcome of the matched counterfactual tracts. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.10: Mahalanobis Distance Nearest Neighbor Match Estimates of Average Treatment Effect on the Treated of Rent Control on
Long-Term Predicted Outcomes

Top 20% Top 20% Percentile Percentile Teen Low Pov.
Fam. Ind. Fam. Inc. Ind. Inc. birth Jail Employed nbhd.

Panel A: ATT estimates for children at P25 of parent income distribution
Estimate -0.008 -0.006 -0.002 0.003 -0.009 0.001 0.013** -0.015

(0.018) (0.017) (0.010) (0.008) (0.017) (0.002) (0.007) (0.019)
Baseline 0.172 0.206 0.452 0.480 0.210 0.014 0.714 0.459
%∆ -0.049 -0.027 -0.003 0.007 -0.045 0.039 0.019 -0.032

Panel B: ATT estimates for children at P75 of parent income distribution
Estimate -0.002 0.000 -0.003 0.006 0.003 -0.001 0.006 -0.014

(0.012) (0.011) (0.008) (0.005) (0.010) (0.001) (0.007) (0.018)
Baseline 0.271 0.303 0.554 0.566 0.108 0.008 0.792 0.537
%∆ -0.008 0.001 -0.005 0.010 0.024 -0.081 0.007 -0.026

N Treat 1,172 1,172 1,172 1,172 1,171 1,172 1,172 1,172
N Control 549 549 549 549 549 549 549 549
Estimates are reported for the predicted outcomes of children growing up in tracts at the 25th and 75th percentile of parent income. The predicted outcomes are
generated by regressing individual outcomes on a transformation of parent income rank and recovering the fitted values at these two points of the parent income rank.
The ATT is estimated using the baseline Mahalanobis distance matching estimator. * = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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Table 1.11: Mahalanobis Distance Nearest Neighbor Match Estimates of Average Treatment Effect on the Treated of Rent Control on
Long-Term Predicted Outcomes: High Rental Tract Sample

Top 20% Top 20% Percentile Percentile Teen Low Pov.
Fam. Ind. Fam. Inc. Ind. Inc. birth Jail Employed nbhd.

Panel A: ATT estimates for children at P25 of parent income distribution
Estimate 0.003 0.004 0.004 0.007 -0.012 0.001 0.012 -0.014

(0.011) (0.011) (0.009) (0.007) (0.016) (0.003) (0.010) (0.022)
Baseline 0.140 0.180 0.432 0.467 0.231 0.014 0.715 0.408
%∆ 0.019 0.021 0.009 0.015 -0.050 0.094 0.016 -0.034

Panel B: ATT estimates for children at P75 of parent income distribution
Estimate 0.029** 0.022** 0.022** 0.021** 0.016 0.000 0.016* 0.006

(0.012) (0.011) (0.010) (0.009) (0.017) (0.002) (0.009) (0.021)
Baseline 0.222 0.269 0.515 0.543 0.106 0.008 0.778 0.474
%∆ 0.132 0.082 0.043 0.039 0.155 0.004 0.020 0.012

N Treat 840 840 840 840 839 840 840 840
N Control 373 373 373 373 373 373 373 373
Estimates are reported for the predicted outcomes of children growing up in tracts at the 25th and 75th percentile of parent income. Only tracts with more than
30% rental share are included in the sample. The predicted outcomes are generated by regressing individual outcomes on a transformation of parent income rank
and recovering the fitted values at these two points of the parent income rank. The ATT is estimated using the baseline Mahalanobis distance matching estimator.
* = p < 0.1, ** = p < 0.05, *** = p < 0.01.
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CHAPTER II

Modernizing Person-Level Entity Resolution with
Biometrically Linked Records

2.1 Introduction

With the revolution in information technology, social science and policy, researchers
now have access to more data and computing power than ever. Increasing data availability,
especially when linked, gives us the ability to answer new important questions. Recent work
on economic mobility (Chetty et al., 2016; Chetty and Hendren, 2018b,d), crime prevention
(Heller et al., 2016), health (Finkelstein et al., 2012), environmental policy (Keiser and Shapiro,
2018) and the long term impacts of the great recession (Yagan, 2019) represent a small sample
of topics being advanced through the utilization of linked data.

The number of papers citing “administrative data” among “top five” economics journals
has rapidly increased in recent decades, especially since 2010 (see Figure 2.1).1 These outlets
together published 7 articles mentioning administrative data per year between 1995 and 2010;
by 2017-2019, the corresponding figure grew to 54. Yet, the fastest growing type of cutting
edge data – administrative records – are created without the primary intention of research
applications and are instead a byproduct of the regular activities of public agencies, private
businesses, or non-profits. So while administrative data clearly is now a major component of
modern economic research, social scientists are regularly confronted with needing to develop
and deploy an array of empirical methods to prepare non-research data for analysis purposes.

One of the most common tasks is record linkage, which merges rows of observations from
two or more data sources using common identifiers available in the different data sources.2 In

1These are The American Economic Review, Econometrica, The Journal of Political Economy, The
Quarterly Journal of Economics, and the Review of Economic Studies.

2Another form of record linkage, as in the focus of this paper, is identifying who is the same individual
across rows in the same dataset without a reliable unique identifier (e.g. deduplication). This distinction is
somewhat arbitrary as any deduplication problem can be restated as a matching problem.
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the absence of accurate, unique identifiers, researchers must rely on similarity comparisons of
plausibly identifying variables common to all data.3 For person-level linkage, issues like data
entry and optical character recognition errors, name confusion, nicknames and abbreviations,
or naturally occurring name changes raise questions of how best to quantify similarity, which
variables to weigh more or less, and what index threshold should be established to merit a
statistical match. Traditionally, most researchers rely on either deterministic rules (e.g. perfect
match on first name, last name, and date of birth) for the sake of simplicity or probabilistic
linear models trained on a subset of hand-coded records that undergo a clerical review to
establish plausible true match status (see Table 2.1).4

This paper introduces a different approach leveraging a unique source of previously
unexploited data. We use biometrically linked (fingerprint-matched) records from the U.S.
criminal justice system to construct unbiased measures of true match status. While the
administrative data is drawn from a highly selected portion of the general population (i.e.
those accused of criminal activity or in prison for criminal conduct), it provides trillions of
potential training pairs to fine tune a high-dimensional, non-linear, machine learning based
linkage model that would otherwise be cost-prohibitive or impractical to estimate. The data
is comprised of decades of personally identifiable information (PII) from two separate sources:
(1) misdemeanor and felony defendants in criminal cases from a large district court and (2)
incarcerated individuals from a state Department of Corrections. Both data sets include
biometric ID numbers as well as the inconsistent, flawed PII information as originally entered
into the data system.5

We compare the performance of a range of matching strategies from simple deterministic
rules to more sophisticated prediction algorithms like random forests and neural networks.
Our preferred specification is a demographic enhanced random forest specification that allows
the determinants of PII match quality to flexibly vary by race/ethnicity and sex, tailoring the
prediction according to the differential naturally occurring and error-induced variation in PII
by demographic group. We also evaluate the relative gains of integrating a large, biometrically
verified training sample compared to a feasible set of hand-coded training data, conditional on
matching algorithm. We find that human coders tend to be overly conservative in assigning
true match status through the process of clerical review, especially for Hispanic individuals

3Also referred to as probabilistic matching, entity resolution, or fuzzy matching.
4Depending on the setting and application, hand-coded training samples can range from as little as 50 to

as many as 80,000 observations. For example, recent work by Abowd et al. (2019), Wisselgren et al. (2014),
and Feigenbaum (2016) hand-code 1,000, 8,000, and 80,000 observations respectively. In general however, the
hand-coded samples used to estimate supervised learning models are somewhere between 500 and 10,000
observations.

5While there are a number of criminal justice data repositories that leverage fingerprint based IDs, often
the incorrect PII is overwritten to standardize entries therefore eliminating its use as training data.
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and women.6 Allowing our machine learning algorithm to train on a 1 million observation
sample strengthens performance on both recall (% of true matches correctly identified) and
precision (% of statistical matches that are correct), demonstrating significant gains over
typical sample sizes for model estimation.

Because our training data is highly selected, non-representative of the general population,
and drawn only from the state of Texas, it is appropriate to question its general relevance
beyond criminal justice applications and in the U.S. overall. We conduct three exercises to
evaluate the degree of performance degradation as we extrapolate to other contexts with
increasingly dissimilar populations: (1) a deduplication of multi-state prison data from a
single date in time to assess national scaleability,7 (2) a one-to-one record linkage of registered
Washington voters in 2008 and 2012 to assess performance in a more representative population,
and (3) entity resolution applied to corrupted synthetic data created from all deaths in the U.S.
between 2000 and 2009 from the Social Security Administration’s Death Master File (DMF)
to assess model degradation among large populations with higher likelihood of naturally
occurring PII similarity.8 Across all three exercises, we surprisingly observe strong performance
close to matching or exceeding the effectiveness of the model in our main application.

Another useful finding from these exercises is the broad applicability of our approach to
both record linkage (matching rows across datasets) and deduplication (matching rows within
a dataset) problems. These two matching problems are closely related; for example, any
deduplication exercise can be restated as a record linkage exercise.9 But, specific applications
generate important distinctions; a one-to-one record linkage problem does not allow for
independent error terms, which is not necessarily the case for deduplication. The performance
stability of the algorithm across these diverse applications broadens the relevance of our
findings to a range of contexts.10

While details on matching often get shortchanged in academic publications,11 the common

6This is largely the result of an over-reliance on name similarity over date of birth similarity when
determining hand-coded match status.

7The goal in this exercise is to evaluate whether the algorithm incorrectly identifies a single person as
being in two places at the same time.

8We generate several synthetic data sets by corrupting names and dates of birth in the spirit of Tran
et al. (2013) to determine performance in the event of different transcription and data entry errors. See
Appendix B.3 for more details.

9In lieu of matching set A to set B, simply consider matching set A to set A (itself) excluding pairwise
exact matches.

10In fact, the model developed in this paper simultaneously serves both record linkage and deduplication
purposes in practice in constructing the Criminal Justice Administrative Record System’s (CJARS) (see
Finlay and Mueller-Smith (2021) data through identifying unique individuals both within and across criminal
justice administrative datasets from jurisdictions around the United States.

11Recent literature has explored the concept of data matching strategies and its implications for empirical
research in specific contexts. See, for example, Bailey et al. (2017) and Abramitzky et al. (2019) for a discussion
of historical data linkage and Tahamont et al. (2019) for a discussion on linking an experimental intervention
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matching performance metrics of recall and precision directly relate to concepts of internal
and external validity in causal inference, which empirical researchers care about. To illustrate
these points, we conduct a series of simulation exercises that increasingly corrupt the record
linkage process and track the resulting impact on parameter bias and inference. We consider
two common scenarios: (1) designs where a matched record is an indication that an outcome
has occurred (e.g., recidivism, employment, or public program take-up) for an individual, and
(2) situations where analysis is conditioned on being in the matched sample (e.g. wage effects
among those who file taxes, or health care utilization among those with Medicaid coverage).
In the first scenario, we show that errors in recall and precision systematically attenuate the
estimated coefficient of interest and impair statistical precision, making it less likely that the
null hypothesis of a null effect will be rejected. In the second scenario, errors in precision lead
to a similar attenuation effect and lack of statistical precision; however, errors in recall lead
to inflated estimates of the effect of interest. This last fact is directly related to the concept
of external validity, where the observations that are successfully matched and included in the
analysis sample are not representative of the general population.

This research has led to the creation of the Biometrically Validated Entity Resolution
System (“B-VERS”) tool. This trained algorithm captures much of the work described
in this paper, allowing social science researchers to leverage the benefits of our unique,
biometrically-linked data and improve their person-level record linkage.12 It has been built
to perform both deduplication and record linkage applications while providing options for a
number of common data quality issues including missing demographic information, missing
or abbreviated middle name, or omitted exact date of birth (i.e., year or age only).

The remainder of the paper is organized as follows. The next section of the paper reviews
relevant literature. The third section discusses the algorithm methodology, while section four
reports results from our out of sample tests. The fifth section reports results from performing
the algorithm on synthetic data, and the sixth section concludes.

2.2 Statement of Linkage Problem and Related Literature

There is a large and diverse literature devoted to record linkage and probabilistic matching.
Whether aiming to identify common entities within a given dataset (i.e. deduplication) or
combining two or more datasets without a unique linking variable (i.e. record linkage),
a range of statistical techniques and methodologies have been developed. Although the
goals of deduplication and record linkage are different in practice, the underlying theory

to administrative data.
12B-VERS will be published publicly online through GitHub for general use in the coming months.
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and methodology are closely related as either problem can be restated as the other with
only modest restrictions imposed. For example, a historical linkage of two census waves
can be thought of as a one-to-one match between two separate datasets; or alternatively, a
deduplication using the two waves appended together and limiting to singular matches among
observations from different sources. Both linkage strategies would generate the same matches
in practice if using the same underlying prediction model.

Record Linkage and Economic Research

In most economic applications, researchers leverage matching techniques as tools to
support the analysis of two or more linked datasets. As researchers have noted, however, the
linkage process itself becomes an added source of error that can have serious implications
on estimated coefficients and standard errors (Scheuren and Winkler, 1993). For example,
Scheuren and Winkler (1997) report a simulation where a naive estimator based on a faulty
match is attenuated by as much as 60%. The authors propose an iterative methodology that
corrects for errors in the match stage. Although based on an “ad hoc” modeling intervention,
their method allows them to account for matching errors when estimating the regression
of interest. They show that their proposed method allows them to recover nearly all of the
attenuated coefficient. Lahiri and Larsen (2005) propose an unbiased estimator using match
probabilities estimated by the linkage procedure as regression weights.In addition, they also
propose a bootstrapping method to achieve closer coverage of the unbiased confidence interval.
In the simulation exercises, the estimator proposed by Lahiri and Larsen outperforms the
one proposed in Scheuren and Winkler (1997); however, the assumption of independence
between match probabilities and outcome variables is somewhat restrictive and likely to be
violated in many cases.13 Lastly, Abowd et al. (2019) use a multiple imputation method to
build 10 imputed datasets to account for errors in the linkage process. As an application
of their methodology they show that the wage-firm size gradient as measured by surveys is
overstated.

Bailey et al. (2017) review some common algorithms used to link historical datasets
and show how different linking strategies can attenuate estimates of the intergenerational
income elasticity. In the context of historical record linkage, matching algorithms are often
used to perform a one-to-one match between successive Census waves. The authors link the
LIFE-M data and the 1940 Census to measure the intergenerational income elasticity of men
with regard to their fathers.14 Then, they attempt the link using methodologies previously

13We explore a simulation where this assumption does not hold in section 2.6.
14Information about the LIFE-M data linking project can be found at https://sites.lsa.umich.edu/

life-m/
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published in the historical record linkage literature to see how each method yields different
intergeneration elasticity of income estimates. They show that the choice of linkage method
can lead to attenuation bias, with some estimates off by as much as 20% of the underlying
true value.

Tahamont et al. (2019) show how in modern settings – e.g. linking administrative data with
a randomized control trial to track binary outcomes – the linkage choices can impact statistical
precision and attenuate the estimated treatment effect. The relevant research design occurs
when a researcher attempts to link a treatment to an external (often administrative) dataset
where the match status determines the outcome variable of interest. There are numerous
examples of this type of design, such as measuring the effects of crime policy on recidivism
and labor market outcomes (Mueller-Smith and Schnepel, 2021), the effects of job retraining
programs on employment (Biewen et al., 2014) or the effects of payday loans on financial
outcomes Skiba and Tobacman (2019) among many others. Tahamont et al. show that overly
conservative matching strategies, such as mandating a match only on perfect agreement of
comparison variables, can attenuate estimated causal treatment effects and reduce statistical
power. The authors also show that probabilistic algorithms, despite increasing the number of
false positive matches, perform better than strict algorithms by increasing the number of
true positive matches.

Economics research utilizing linked records has become more prevalent given the increase in
reliance on administrative data. Recent examples of the kind of data that can be linked include
Federal Government data sources such as IRS tax records and U.S. Census Bureau Records
(Chetty et al., 2016; Chetty and Hendren, 2018b,d), randomized control trial participation
records, public school records and arrest records (Heller et al., 2016), health insurance records,
hospital discharge records and credit bureau records (Finkelstein et al., 2012) and pollution
records and grants for pollution abatement (Keiser and Shapiro, 2018). These data are
generated by a mix of public and private sources and represent a small sample of the types of
data that can be linked.

Defining Record Linkage

Fellegi and Sunter (1969) provide one of the earliest formalizations of the record linkage
problem. Specifically, given two sets, A and B, which contain elements a and b, one seeks to
identify which elements of A and B are common to both sets. The full set of ordered pairs

A×B = {(a, b); a ∈ A, b ∈ B}
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is the union of two disjoint sets

M = {(a, b); a = b, a ∈ A, b ∈ B}

and
N = {(a, b); a 6= b, a ∈ A, b ∈ B}

which together account for all matches and non-matches among the ordered pairs.
The elements of A and B are assumed to contain a vector of common variables that

provide identifying information (e.g. names, addresses, demographic traits, etc), but lack the
certainty of a known unique identifier. A comparison function γ is defined to quantify the
similarity of the identifying information for a given pair

γ(a, b) =
{
γ1 [α(a), β(b)] , · · · , γK [α(a), β(b)]

}
over K dimensions from the full set of ordered pairs in A×B.

To complete the algorithm, one must define a decision rule mapping the comparison space,
Γ, to one of three possible designations: a statistical match (MS), a statistical non-match
(NS) , or statistical uncertainty (US).

MS =
{

(a, b);P (M|γ) > P (N|γ), P (M|γ) > ρU , a ∈ A, b ∈ B)
}

NS =
{

(a, b);P (N|γ) > P (M|γ), P (N|γ) > ρU , a ∈ A, b ∈ B)
}

US =
{

(a, b); ρU > P (M|γ) + P (N|γ), a ∈ A, b ∈ B)
}

where ρU represents a baseline probability threshold for asserting statistical match or
non-match status. Fellegi and Sunter (1969) define these together as the linkage rule.

Putting aside the issue of pairs with uncertain designations, the linkage result will be a
statistical designation of match status, which may contain type I and type II errors.

(a, b) ∈MS (a, b) ∈ NS

(a, b) ∈M True Positive False Negative
(a, b) ∈ N False Positive True Negative

Algorithmic Approaches to Record Linkage

Operationalizing record linkage requires defining comparison functions and threshold
values for determining predicted match status. Two related approaches are most frequently
used in modern record linkage: (1) deterministic and (2) probabilistic.
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In simple applications of deterministic algorithms, two records are classified as a match or
non-match based on the exact match of one or more variables common to both records. In
some deterministic models, paired observations must match on all common variables to be
classified as a match. In other settings with a rich set of matching variables, multiple linkage
rules are defined to allow for more flexibility in the match process (Setoguchi et al., 2014, for
example). Lastly, some deterministic models utilize an “iterative method” of rules to identify
matches (Ferrie, 1996; Abramitzky et al., 2012, 2014; Dahis et al., 2019, for example). In
general, the researcher determines the rules used to classify matches based on the setting and
the variables available. For example, data that includes Social Security numbers will leverage
this variable at the expense of agreement on address or middle name; however, researchers
attempting to link data that includes only name and date of birth may specify that the last
name must be the same to consider two records a match.

Probabilistic algorithms, on the other hand, attempt to predict the match probability
of any two observations based on the relative agreement of their matching variables. This
requires the additional step of defining comparator functions that measure the degree of
non-exact similarity between two potential comparison values (e.g. “Mike” as opposed to
“Michael”). But, this approach has benefits over the purely deterministic models in that it more
flexibly sets a decision rule that optimizes the tradeoff between making more matches and
limiting false matches (Mèray et al., 2007; Tromp et al., 2011; Moore et al., 2016), especially
in settings where there is no direct identifier such as Social Security Number (Dusetzina et al.,
2014).

Fellegi and Sunter propose a weighting system that places different value on each variable
used to determine a statistical match or link. These weights are based on the underlying
probability that a variable will match given that (a, b) are a true match and the probability
that a variable will match given that (a, b) are a true non-match. Once the weights are
estimated, it is possible to calculate a composite score for any pair of observations from A
and B, and use a threshold system where observations above a certain cumulative score are
classified as a statistical match.

Building on Fellegi and Sunter (1969), Jaro (1989) and Larsen and Rubin (2001) use an
Expectation-Maximization (EM) routine to estimate the underlying match weights in the
classic Fellegi-Sunter (F-S) framework. Sadinle and Fienberg (2013) extends the model by
proposing a F-S model that matches observations between three different sets instead of two.
The EM routine is especially useful when the researcher does not have access to training
data, as the match weights are determined through a process of picking weights to maximize
an objective function, followed by clerical review. The process is repeated until the researcher
is satisfied with the identified matches.
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More recently, researchers have estimated match weights using insights from machine or
supervised learning. These algorithms typically require training data to estimate a model
for out of sample prediction (Feigenbaum, 2016; Abowd et al., 2019) with the resulting
match predictions depending both on the quality of the model as well as the accuracy of the
training data. Recent work on commonly used training data sets underscores the importance
of training data accuracy by showing that errors in the training data are particularly costly
when estimating non-linear or higher feature machine learning models (Northcutt et al., 2021).
Elaborate models can overlearn from the improperly labeled training set, leading to situations
where simpler models may actually outperform high feature models.

Usually training data is created by manually determining match status for a sample of
paired observations through a process referred to as clerical review.15 This process can be
time consuming and expensive, which limits the available sample size for training models.
With training data in hand, however, one can extrapolate predicted match status for the
remainder of paired observations using one of many possible statistical models. Feigenbaum
(2016) attempts to match individuals from the 1915 Iowa State Census to the 1940 Federal
Census. He runs a probit regression of true match status on a host of match variables using
available training data. The probit model estimates the predicted probability of a match
given a vector of match variables. Once this model is recorded, he uses it to estimate matches
from the full sample of the data. Other non-regression based classifier algorithms that can be
used to make predictions include neural networks, Naive Bayes Classifiers (NBC), Support
Vector Machines (SVM) and Random Forests.16 We discuss these alternative algorithms in
the latter part of the paper.

Lastly, a newer class of probabilistic models have recently been proposed utilizing Bayesian
techniques (Steorts et al., 2016; Fortini et al., 2001, for example). From a practical perspective,
the complexity of these algorithms require more computational power and lack scaleability for
administrative data applications which often contain hundreds of thousands if not millions of
observations; however, one of the benefits of Bayesian models is that they more naturally
allow the researcher to directly characterize and account for matching error in the analysis
stage (Steorts, 2015).

15A notable exception is the paper by Price et al. (2019), which leverages a public family-tree website to
generate a large training sample of “true links.” This method is an improvement over typical clerical-review
generated training sets since the people identifying matches have more information and a higher incentive to
create correct links than a standard hand-coder.

16Feigenbaum (2016) also estimates versions of Random Forest and SVM models.
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2.3 Data and Background

We utilize a novel method for identifying true matches and generating training data
by leveraging finger-print based identifiers found in two criminal justice data sources. The
training data is then used to estimate the model described in Section 2.4. The first training
data source comes from the Harris County Justice Information Management System (JIMS)
in Texas and includes personally identifying information (PII) for all criminal defendants
for cases charged between 1980 and 2017. Harris County creates a system person number
(SPN) to track individuals across interactions within JIMS. This SPN is a biometric ID
that is tied to one’s fingerprints, meaning that it should uniquely identify individuals 17 and
remain relatively constant over time.18 An individual with multiple charges and appearances
in court will show up many times in the Harris County data. The SPN number links the
same individual across charges; however, the PII recorded for each individual charge has
not been synchronized. This creates a data system where the same SPN can have different
combinations of PII. These differences could be caused by typographic errors, legal name
changes, or the use of an alias. Our data contains 1,317,063 unique SPN, and 1,722,575 unique
combinations of name and date of birth, indicating approximately 1.31 combinations of PII
within each SPN.19

The second data source we use to generate our matching algorithm is from the Texas
Department of Criminal Justice (TDCJ). This data includes PII for inmates in the Texas
state prison system between 1978 and 2014. In addition to PII, the TDCJ data also contains
a biometric identifier, the Texas State Identification Number (SID), which is also built off of
fingerprints. Similar to the Harris County data, the recorded PII varies within a given ID. In
total, there are 905,528 unique IDs and 1,042,450 unique PII combinations, implying slightly
less PII variation within a given ID relative to Harris County data.20

While there are overlapping populations between the TDCJ and JIMS data systems and

17Fingerprint uniqueness is generally accepted; however, there is some concern that the automated methods
used to match fingerprints use substantially less information than a full print and therefore increases the
chances of false positives (Pankanti et al., 2002). Comparisons of fingerprint matching technology suggest
that the state of the art systems have false positive and negative rates of approximately 0.1% (Maltoni et al.,
2017; Watson et al., 2014).

18Recent work by Yoon and Jain (2015) and Galbally et al. (2019) raise some concerns about the permanence
of fingerprints as the subject ages and the duration of time between imprints grows. The lack of criminal
activity by the elderly should reduce the set of individuals that offend over long periods of time, making this
concern relatively minor in our setting. Large numbers of individuals with multiple assigned IDs would likely
indicate that our precision estimates are a lower bound, but we see limited evidence that this is the case.

19When conditioning on individuals who have more than one appearance in the court system, this ratio
increases to 1.47 combinations of PII within each SPN.

20When conditioning on individuals who have more than one appearance in the prison data, this ratio
increases from 1.15 to 1.17 combinations of PII within each SID.
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their biometric IDs are built off of the same underlying variation (fingerprints), the systems
have not been unified and so there does not exist a unique SPN to SID crosswalk. As such,
throughout our analysis, we treat these data as appended but disjoint sets, generating training
pair matches and statistical matches only within a given dataset rather than across the TDCJ
and JIMS records.

Individuals involved in the criminal justice system are a highly selected group in the general
population, which raises important questions about the general relevance of our empirical
models to other settings. Table 2.2 describes the demographic traits of these data sources as
compared to the general population in the United States. Not surprisingly, the Harris County
court and Texas prison data have a disproportionate number of men and people of color
compared to the population at large. As a result, the types of within-biometric ID variation in
PII may differ systematically with a broader population. For instance, women more regularly
change their last names due to marriage. Because women are not well represented in the
criminal justice system, our prediction algorithm may not be optimized to recognize these
errors as much as we might hope for a general population application.

Given this discrepancy, in Section 2.5.3 we evaluate whether performance degrades when
applying our prediction algorithm to several settings beyond the scope of our training data.
This analysis sheds light on the general suitability of our model for non-criminal justice
applications.

2.4 Matching Algorithm

We define our match problem in terms of data deduplication: identifying which records
in a given dataset belong to the same individual. We start with set D containing N total
observations, each with unique combinations of full name and date of birth.21 The potential
match space ∆ of all records di ∈ D contains N×(N−1)

2 unique ordered pairings:

∆ = {(di, dj); i < j, di ∈ D, dj ∈ D}

We seek to identify the subset Ω containing pairings of observations that belong to the same
latent identity

Ω =
{

(di, dj); Ωdi
= Ωdj

, (di, dj) ∈∆
}

21There are many observations with perfectly matching PII in the raw data, reflecting the high recidivism
rates in the criminal justice system. As is common in the matching literature, we eliminate duplicative
observations with the exact same combination of PII. This ensures that measures of the algorithm’s performance
are not driven by observations with identical PII that are likely to be matched regardless of the matching
strategy that is employed.
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where there are µ ≤ N total entities in dataset D.
Assessing the match potential for every pair of observations is impractical due to the size

of most administrative data applications (including our own). In order to save computational
resources and focus our search on pairs with likely matches, we utilize a blocking method
to reduce the number of comparisons. Specifically, we propose a simple blocking strategy B,
comprised of B1 ∪ ... ∪ BL individual blocks. Each block Bl≤L creates a partition of ∆. An
example of a block partition could be the subset of records that exactly match on date of birth.
Another might be those that share the exact same first and last names. The more specific
a blocking criteria is the fewer comparisons that are made and the greater chance that an
underlying set of matched records is missed by the algorithm. The goal in building in multiple
(potentially overlapping) blocks is to restrict the comparison space for computational feasibility
while also providing flexibility to identify matches that may not satisfy the criteria for any
given block. Any pair of records that are not in the subset created by B are automatically
classified as a non-match.

In practice, we utilize the union of 10 blocks described in Table 2.3. For a given pair of
observations to be compared, it must appear in the same block group for at least 1 of the 10
block definitions. The first four blocks are created by limiting comparisons to those with the
same date of birth and either the phonex or soundex code (described in more detail below) for
the first or last name. The next six blocks rely on pairings that share the first and last name
soundex or phonex code with a single component of the date of birth also being common
(i.e. day of birth, month of birth, or year of birth). Given the reliance on the soundex and
phonex codes to generate candidate pairs, our algorithm will perform poorly in the event
of simultaneous typos in the first syllable of both the first and last names. Together, these
steps reduce the comparison space of ∆ from 2 trillion observation pairs to just 17,577,515
observation pairs, with 95.2% of actual matches included in the blocked subset of paired
observations.22

We also must introduce a comparison function γ(di, dj) to quantify record similarity and
create predictions regarding match status. For each pair of observations, we generate 46
variables that apply different comparators to various components of the PII. We include

22A review of the non-blocked true-match pairs indicate stark differences in PII that would likely be
impossible to resolve with any probabilistic matching technique. We believe two potential phenomenon might
contribute to this pattern. First, errors can be made with fingerprint entry creating a false biometric link
between two distinct individuals. Second, justice involved individuals may intentionally falsify their PII
through the use of an alias. Both of these issues in the data are likely non-trivial given that the source data
extends back to the 1980’s, before advances in information technology infrastructure reduced the risk of
these problems. As a consequence, the external (non-criminal justice) relevance of our model may be best
characterized when focusing on just the hold-out blocked sample, excluding the non-blocked observations,
which presents an even more optimistic view of the model’s performance.
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dummy variables for whether there is an exact match for first name, last name, middle
name or the soundex or phonex code matches for any of the three name components. We
include a dummy variable for whether the standardized first or middle name is an exact
match. The standardized name is created using a U.S. Census Bureau crosswalk of nicknames.
For example, the standardized name for someone named Matt or Mike would be Matthew
and Michael respectively. This allows us to account for common nicknames when creating
matching weights. Vick and Huynh (2011) provide evidence that using standardized names
can improve the performance of matching algorithms.

In addition to binary match variables, we calculate a number of distance metrics to
measure the similarity of names and dates of birth. For each name component we include
the Jaro-Winkler, Levenshtein Edit Distance normalized by the string length and raw edit
distance.23 At this stage, we also account for the possibility that names can be flipped by
calculating the distance between first-middle, first-last and middle-last names. When the
flipped name comparison reveals a closer string edit distance than the original comparison, we
update the string edit distance to reflect the flipped value. Lastly, we calculate a measure of
uniqueness for each first, middle and last name in our data.24 We then take an average of the
uniqueness measure within the comparison pair and interact it with the relevant Jaro-Winkler
comparison score and the number of raw edits to create two different measures. The idea
behind these variables is to give extra weight to rare names that match. For example, two
observations with the last name “Smith” (the most common last name in the 2010 Census)
are less likely to be the same person than two observations with the last name “Cooke”
(the 1,000th most common last name in the 2010 Census). This should give extra weight
to individuals with rare names that are similar. To measure date similarity, we include raw
string edit distances and absolute numerical distance between the month, day and year of
the dates of birth as well as the date of birth overall. See Table B.1 for a list of each variable
included in the model.

A variety of linear and non-linear prediction algorithms as well as rules of thumb could
be applied to the data at this point to determine which comparators receive more or less
weight in generating a prediction of true match probability. We are agnostic with regard to
empirical methods and explore a range of candidate algorithms in Section 2.5, ultimately
settling on a random forest classifier as our preferred specification.

23These edit distances attempt to quantify the similarity of two text strings. The raw edit distance
calculates the number of edits one would have to make to make string A equivalent to string B. The Jaro
Winkler and Levenshtein Edit Distance are variations of the raw edit distance.

24The uniqueness variable is measured by calculating the reciprocal of the total number observations with
the same name. Person A who has a first name shared by 500 other people has a first name uniqueness score
of 1/500, while person B who has a unique first name has a uniqueness score of 1.

59



The random forest algorithm, as proposed by Breiman (2001), allows for classification by
building many decision trees using random draws of the training data such that each decision
tree is constructed using a different bootstrapped sample.25 In addition, the variables used
to split the tree are randomly selected in each tree. The bootstrapped samples combined
with the randomly selected splitting variables allow for the construction of a large number
of prediction models with minimal correlation between them. Classification is based on the
mode prediction over the full sample of trees.26

A single decision tree effectively captures non-linearities and interactions among terms;
however, predictions based on individual trees often have high variance. Building many trees
based on bootstrapped samples allows us to build a non-linear model while also alleviating
concerns of overfitting (Hastie et al., 2016). Based on these properties, a random forest
classifier is particularly well-suited to our application of building a non-linear model for entity
resolution.

While random forest models are commonly used by computer scientists, they are utilized
relatively infrequently in applied economics research. In most cases, they are used as tools
to predict macroeconomic trends (Alessi and Detken, 2018, for example), though other
applications include predicting future criminal recidivism (Grogger et al., 2020) or the
determinants of preferences for income distribution (Keely and Tan, 2008). There is also a
recent theoretical literature showing the benefits of using random forests over more traditional
linear regression or matching models in the estimation of heterogeneous treatment effects
(Taddy et al., 2016; Wager and Athey, 2018).

To assess model performance, we take a 1,000,000 pair random sample from the blocked
pair set, which is slightly more than 5% of blocked pairs. The same million observations are
used to train each of the candidate prediction models, while the remaining 16,577,515 blocked
pairs are held back for out-of-sampling testing purpose. This is especially important in the
context of highly non-linear machine learning models, which can have a tendency to overfit
training data.

The sequence of steps in the data construction, model training, and out-of-sample testing
is presented in Figure 2.2.

25The technique of utilizing multiple draws of a random sample is also known as bagging.
26See appendix B.2 for more details about the random forest classification methodology.
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2.5 Evaluating Classification Performance

2.5.1 Baseline Results

Table 2.4 presents six performance metrics for evaluating the relative strength of ten
different prediction algorithms. These range from a basic deterministic model, which requires
exact matching on 5 out of 6 variables (first name, middle name, last name, day of birth,
month of birth, and year of birth), to more sophisticated machine learning algorithms like
neural networks and random forests. A description of each prediction algorithm is described
in detail in Appendix B.2.

We evaluate performance along six criteria, five of which focus on the quality of statistical
matches while the sixth measures computational intensity. Statistical match quality criteria
are measured using various combinations of true positives (TP), false positives (FP), true
negatives (TN), and false negatives (FN) in the out-of-sample blocked pairs as well as
the universe of non-blocked pairs.27 Defining these outcomes for the trillions of candidate
matched pairs is accomplished through comparing predicted statistical match status against
the fingerprint-based measure of true match status. Through excluding the 1 million training
observations, we avoid conflating model performance with concerns about data overfitting.
We also impose linkage transitivity in our algorithm to ensure that if record A matches to
record B, and record B matches to record C, then we count records A and C as matches
regardless of whether the model determines them to be a match. This will affect measures of
the model’s performance by increasing the number of true and false positives.

Accuracy ( TP+TN
TP+FP+TN+FN ) and the False Positive Rate ( FP

FP+TN ), although widely reported
in the record linkage literature, are relatively meaningless in this context due to the large
number of true negatives. We utilize slightly modified definitions that replace TN with
10× (TP +FN) implying that we cap the number of true negatives at a ratio of 10:1 relative
to the number of true matches in the data. Because of the need for this modification, we
focus instead primarily on Precision ( TP

TP+FP ), which captures the true match rate among
statistical matches, and Recall ( TP

TP+FN ), which captures the statistical match rate among
true matches.

No single algorithm dominates all performance criteria. Most algorithms deliver precision
rates in the 0.92 to 0.94 range, suggesting most classifiers generate reliable statistical matches.
A much wider performance range is observed for recall (0.72 to 0.88) meaning that “better”
and “worse” algorithms distinguish themselves by being able to better identify marginal
matches where the similarity of PII between two records may not be clearly obvious.

27All non-blocked pairs are defaulted to be a statistical non-match meaning they can only be classified as
TN or FN. This saves substantial computing resources.
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Non-linear machine learning algorithms (random forests, neural networks) outperform
other classifiers with regard to recall. The flexibility provided in these models in accounting
for non-linearities drives this result. Our preferred specification enhances the standard random
forest model with 8 additional comparison variables accounting for the shared demographic
traits (sex, race/ethnicity) between the pairs, which adds another dimension of comparison
but also adds flexibility in the treatment of existing comparison variables (e.g. pairs of female
records may rely less on last name matching in establishing a statistical match given the
higher natural rate of last name changes in the female population). We call this model,
which is our preferred specification, the demographic-enhanced random forest (DE-RF) model.
Alternatively, the random forest (Year of Birth) model is the same as the baseline random
forest except we drop all comparators that are based on the day or month of birth. In many
historical linkage contexts, matching is based on name and age, so we view this model as a
rough comparison to the methods used in the historical linkage literature. Not surprisingly,
the algorithm performs worse when date and month of birth are not included.

Figure 2.3 shows a variety of diagnostic graphs from the training data for the DE-RF model.
Figure 2.3a plots a histogram of the predicted match probabilities as well as the underlying true
match rate across the distribution. High performing binary classification models differentiate
likely matches from non-matches (visible from the clear bimodal distribution in this probability
density in this figure) as well as efficiently sort ambiguous pairings into those more and less
likely to be true matches (visible from the monotonic increase in true match rate throughout
the distribution as well as the fairly sharp increase in true match rate starting around roughly
0.4).

The receiver operating characteristic (ROC) curve plots the true positive rate (also known
as recall) against the false positive rate for varying thresholds in the predicted index for
establishing a statistical match (see Figure 2.3b). Improving the true positive rate comes at the
expense of the false positive rate and vice versa, which is also reflected in the tradeoff between
recall and precision shown in Figure 2.3c. At very high thresholds, the few statistical matches
made are almost always true matches, which raises precision; however, such high thresholds
means many true matches are missed lowering recall. The only method of simultaneously
improving both recall and precision is through model improvements that better predict
matches and non-matches in the first place.

The F-Score balances these tradeoffs through combining the concepts of recall and precision
into a single measure that takes the harmonic mean of both components:

F-Score = 2× Precision×Recall
Precision+Recall
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We utilize the F-Score for two purposes. First, in the training data, we establish our statistical
match threshold using the predicted probability that maximizes the in-sample F-Score (0.42
in the case of our demographic-enhanced random forest model as seen in Figure 2.3d). Second,
we identify the preferred algorithm in Table 2.4 based on the routine that delivers the best
out-of-sample F-Score.

It happens that our preferred specification also performs relatively well on our second
performance criteria: the duration of combined estimation and prediction routines.28 In our
application, the demographic-enhanced random forest model processing time took 0.28 hours
to complete. While this is longer than the deterministic model, which entailed no model
estimation or prediction, it is significantly lower than many of the other candidate algorithms,
sometimes by a matter of days.

Figure 2.4 examines the relative contribution of the individual PII components on statistical
match probability in the DE-RF model. We consider first name, middle name, last name,
and the complete date of birth. To assess the impact of each variable, we residualize the
predicted match probability by the non-focal string edit distances and plot resulting residual
against the string edit distance for the focal variable using a local polynomial plot. This
approach abstracts from the variety of comparators used in the model to assess similarity for
the same pair of variables as well as the inherent non-linear nature of the model given the
random forest specification, but should generally capture the first order contribution of each
component of PII.

Perfect or close to perfect alignment on date of birth has the strongest overall contribution
to statistical match probability. Once two or more edits are necessary to align a given pair of
dates of birth, there is no relative contribution to match probability. There are a variety of
reasons that contribute to this pattern. First, exact dates of birth are highly unique within
the population. Second, there is no naturally occurring reason why a date of birth should
change over time (as opposed to a name change or nickname), making it a more reliable
predictor of match status. Finally, although speculative, numeric information may be less
prone to data entry error again making this a better predictor.

On the name components, similarity on last name followed by first name followed by
middle name have strongest predictive power for match status. Last names are more unique
in the United States compared to first names, which have a tendency to cluster around
commonly occurring names. Both last and first names though exhibit a degree linearity with
more edits further decreasing the likelihood of a statistical match. Middle name, however,
has minimal to no contribution to match status after 3 or more edits are necessary to align

28All models are estimated on the Criminal Justice Administrative Record System’s (CJARS) server which
has 256 GB of RAM and 12 virtual processors.
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the pair of variables, likely reflecting the fact that middles names are irregularly collected,
often receiving less oversight than other components of PII.

2.5.2 Decomposing Model Performance and Assessing Demographic
Heterogeneity

We compare the DE-RF model’s performance to three alternatives in Table 2.5, which
include standard practices in the economics literature: (1) a deterministic model, (2) a random
forest model trained on 5,000 hand-coded paired observations, and (3) a random forest model
trained on the same 5,000 paired observation sample but using the biometric identifier.29 The
point in making these comparisons is to respectively highlight factors that together contribute
to the overall success of the DE-RF model: (1) model flexibility, (2) elimination of potential
human bias in the training sample, and (3) depth of training data. We also examine how
performance changes overall as well as across various demographic groups (race/ethnicity,
sex, and birth decade).

The deterministic and hand-coded models share similar features. Both strategies yield
results with high precision rates and low recall rates, meaning the quality of statistical matches
is quite high but many potential matches are missed. In practice, this suggests that both
exact matching as well as probabilistic strategies built off of human-driven clerical review
may be overly conservative.30

The random forest model trained on just 5,000 candidate pairs (the “slim biometric model”)
represents a sizable shift towards recall at a slight cost to precision. The fingerprint-based
measure of true match status pushes the model to identify more marginal candidate pairs as
statistical matches, increasing recall. Overall, the deterministic, hand-coded, and the slim
biometric model deliver F-Scores that are roughly similar, falling into the 0.8 to 0.9 range
across the various demographic subgroups.

The DE-RF model performs quite well relative to these three comparison models. There is
a 12 to 13 percentage point improvement on recall relative to the deterministic and hand-coded
strategies. When compared to the “slim biometric model,” the DE-RF model achieves an
even greater improvement in recall at a similarly small cost of 1 to 2 percentage points of
precision. The improvement on recall without substantial penalty to precision indicates the
DE-RF is better able to predict match status and sort candidate pairs accordingly.

Figure 2.5 further investigates performance gains as training sample size is increased.

29See Appendix B.1 for details on our hand-coding procedure.
30A review of the discrepancy between the hand-coded and biometric match statuses indicate that the

reviewers systematically favored name similarity over date of birth similarity, which consequently lead to both
false positive and false negatives. This lines up with the results from Figure 2.4 that date of birth information
is more uniquely identifying that other components of PII.
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This figure shows the convergence of out-of-sample model performance as the size of the
training sample is increased incrementally from 5,000 training observations up to 1 million
training observations.31 Models trained on fewer than 250,000 observations show a surprising
degree of inconsistency, especially regarding precision when using 50,000 training observations
or fewer. One challenge these models face is insufficient coverage of marginal match and
non-match training pairs in order to identify the optimal statistical match threshold. Even so,
performance gains accrue at each larger sample size, pushing the production frontier higher in
terms of both recall and precision, demonstrating the benefit of combining highly non-linear
machine learning models with large sample sizes.

A natural follow-up question is whether out-of-sample performance can be improved
by adjusting the composition rather than the size of the training sample. For example,
including more marginal matches in the training data may strengthen the model’s ability to
correctly differentiate hard-to-classify, ambiguous matches as well as identify an appropriate
match threshold. Figure 2.6 explores this concept in a bootstrapping exercise that varies
the composition of the training records. First, we use OLS to predict the likelihood of being
a true match using the full sample, and split the training data into three predicted match
likelihood groups: low (1% TM), marginal (51% TM), and high (89% TM).32 Then, we
sample records according to various targeted sample compositions to generate 5,000 training
pairs per iteration. This repeated 100 times per composition scenario, with the resulting
out-of-sample precision and recall estimates plotted in panels a and b. Changing composition
can substantially improve precision with only slight penalties to recall (see Panel a).33 Taking
this logic to an extreme, though, can degrade model performance: populating the training
data exclusively with “marginal” pairs worsens recall and precision relative to our baseline
scenario (see Panel b).

Returning to Table 2.5, the DE-RF model is the clear choice in the sample overall and
for all demographic subgroups. Interestingly, the largest improvements are observed for
demographic groups with the lowest baseline statistics (e.g. female, Hispanic, 1960’s births)
from the deterministic model. As a result, match rate statistics across various demographic
subgroups exhibit lower variance than traditional strategies yield. We will return to this

31For this specific exercise, 16.6 million observations of the total 17.6 million blocked matched pairs were
selected at random to be eligible for use in the training sample; the remaining 1 million observations were held
back as out-of-sample testing data. 100 independent models were estimated for each given level of training
data, with training observations selected at random (with replacement) from the 16.6 million pool of eligible
pairs in order to gauge the speed of model convergence.

32Note that this exercise is academic in nature as it presupposes the existence of true match variable to
generate the “low”, “marginal”, and “high” predicted match likelihood variables.

33To help better quantify the gain from a tailored sample, average recall and precision rates in panel a
which are built on 5,000 training observations approach the sample size results for 25,000 training observations
see in Figure 2.5 although with greater variability.
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theme in Section 2.6 where we discuss the implications of match quality for causal inference.

2.5.3 Assessing Performance Degradation in External Applications

One contribution of this paper is practical in nature. We have designed and estimated a
model that could be applied to other settings where quality training data may not be available.
For example, the model could be used to match education records (Zimmerman, 2019), credit
bureau records (Miller et al., 2020), home financing records (Cloyne et al., 2019) or health
records (Duggan et al., 2018). To the extent that a given target application resembles the
Texas criminal justice system, the algorithm should perform well. Whether the model works
in dissimilar populations remains an open question.

We develop three exercises that tests the limits of the model. In the first, we take the
universe of prisoners incarcerated on July 1, 2017 from 9 states34 (excluding Texas where the
training data comes from), run the deduplication, and measure the number of false positives
created by the model. Because we know each record is from a distinct individual on that day,
matching the data to itself can only produce false positives. The goal of the exercise is to
assess the performance in non-Texas criminal justice settings.

The second exercise attempts a one-to-one match among voter registration records in
the state of Washington from 2008 to 2012. This is a special case of deduplication, and is
particularly relevant for social scientists linking individuals across multiple survey waves.
Voter registration IDs create a measure of true match status while the PII retains its original
non-synchronized values, meaning there is variation of PII within voter IDs. A voter’s PII
may change if they move or change their name and must register again.35 The goal of this
application is to assess model performance in a non-criminal justice record linkage setting.

The final exercise selects all deaths in the United States from 2000 to 2009 as captured in
the Social Security Administration’s Master Death File. We apply a corruption algorithm
that introduces phonetic, typographic, and nickname errors into the data and try to reconcile
the corrupted files with their original source observations using the matching algorithm.36

Our focus in this exercise is testing model degradation under increasingly large sample sizes.
With a fixed set of names and dates of birth, large populations present a particular challenge
as there is increasing risk that any given entity has an exact or close match in PII with
another entity. As the PII space becomes more crowded, it becomes increasingly difficult to
differentiate true matches from true non-matches.

34The nine states are Arkansas, Connecticut, Florida, Illinois, Michigan, Mississippi, North Carolina,
Nebraska and Ohio.

35The Washington Secretary of State elections webpage indicates that approximately 10-15% of the
population moves each year while another 40,000 people change their name each year.

36See Appendix B.3 for a more detailed description of the corruption algorithm.
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Table 2.6 shows the results of these three exercises. Out of 330,756 inmates incarcerated
on July 1, 2017 in non-Texan prisons that we can track, we create 463,969 blocked pairs
which generate to 2001 predicted statistical matches, or a 0.00% false positive rate (0.4% if
conditioning on being in the blocked pair sample).37 Fewer than 1 percent of the statistically
generated identifiers are in two places at the same time.

The Washington voter registration experiment pushes our algorithm further along a
number of dimensions. The population is more demographically representative of the general
population and larger overall than the criminal justice records in our main results (7,551,570
registration records from 2008 and 2012 combined). This latter issue can be quite challenging
as with a larger population, there can be higher density in the space of PII, making it more
difficult to differentiate marginal true positives from marginal false positives. In spite of
these challenges, we observe precision at 0.92, recall at 0.88, and a combined F-Score at 0.90.
A degree of performance loss is to be expected as there are more women in this general
population dataset, who are harder to link based on higher rates of naturally occurring legal
name changes compared to men.

The final exercise scales up the issue of PII density to the national scale using records from
the national Master Death File. Based on 20,298,659 unique deaths between 2000 and 2009,
we generate roughly 4 million corrupted records, bringing the total sample for the exercise up
to 24,300,530 records. If the algorithm is working properly, the statistical matches will be
able to link the corrupted records back to their unique source information without also being
linked to other, unrelated individuals. The table reports promising performance statistics:
0.97 precision, 0.93 recall, and a combined 0.95 F-Score. This suggests that scaling up the
potential applications well beyond the original training data is feasible, in spite of the lack of
uniqueness in names and dates of birth in the general population.

2.6 Data Simulation

In this final section, we conduct two groups of simulation exercises to examine how recall
and precision errors can impact estimated treatment effects, and how these biases relate
directly to the concepts of external and internal validity in causal inference. The first scenario
considers a research setting where a matched record is an indication that an outcome has
occurred (e.g., recidivism, employment, or public program take-up) for an individual.38 In the
second setting, the analysis sample itself is conditioned on being matched because a given
outcome is only observed in the linked data. Examples include studying the impact of an

37The effective false positive rate in the data overall is 0.00%, but this is a relatively meaningless statistic.
38Tahamont et al. (2019) provides an example of how conservative deterministic matching techniques can

bias estimated treatment effects in a randomized control trial.
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intervention on wage effects among those who file taxes, health care utilization among those
with Medicaid coverage, or consumer behavior among those holding a specific brand of credit
card.

For the first scenario, we use the following data generating process:

yi = 1

(
βdi + εi > F−1(µ)

)
where, outcome yi is a function of individual i’s treatment status (di) and a random shock
term (εi ∼ N(0, 1)). The outcome is normalized by taking the inverse standard normal CDF
of the parameter µ, which sets the average rate of the outcome (i.e. the match rate) in the
non-treated control group.

The econometrician is interested in estimating the following linear probability model:

yi = ∆di + νi

but, only observes ỹi which is contaminated by both problems of recall and precision. To
operationalize these ideas, we introduce two match quality shock terms: ρi, πi ∈ U(0, 1).

ỹi =


0 if yi = 1 & ρi ≥ ρ̄

1 if yi = 0 & πi ≥ π̄

yi otherwise

where matched outcome yi = 1 is replaced with 0 creating a false negative if the recall shock
(ρi) exceeds the recall threshold of ρ̄. Similarly, the match outcome yi = 0 is replaced with 1
creating a false positive if the precision shock (πi) exceeds the precision threshold of π̄. This
setup allows us to examine the potential interactions of better and worse match quality on
these two important dimensions simultaneously.

We conduct 1,000 empirical simulations of this model, where di is assigned at random (i.e.
di⊥εi, νi) to 50 percent of 5,000 observations. For each individual simulation, we estimate a
number of distinct parameterizations, cycling over a control outcome mean (µ) of 0.25, 0.50,
and 0.75, a β of 0.05, 0.10, and 0.25, a recall threshold (ρ̄) ranging from 0.50 to 1.00, and a
precision threshold (π̄) ranging from 0.50 to 1.00.

Figures 2.7 and 2.8 report the average estimated ∆̂ and corresponding p-value testing
the null hypothesis that ∆ = 0 over the 1,000 independent simulations. Worse precision and
recall rates bias estimates of ∆̂ towards zero systematically,39 and impair statistical precision

39An unbiased measure of ∆̂ is included in the top right hand corner of each plot where precision and
recall rates are both 100% and there is effectively no data corruption in place.
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increasing the likelihood that there is a failure to reject the null hypothesis. With larger
control means and low precision rates, there is increased likelihood of actually flipping the
sign of ∆̂ and rejecting the null hypothesis. Note the saddle-like shape in the bottom row of
Figure 2.8, where depending on precision and recall parameters, the same model will lead to
rejecting the null in favor of both positively and negatively signed ∆̂’s.

For the second scenario, we use the following data generating process, which introduces a
covariate (xi ∼ N(0, 1)) into the model resulting in heterogeneous treatment effects of the
intervention:

yi = µ+ β(di − di × xi) + γxi + εi

Again, the econometrician is interested in estimating the linear model (yi = ∆di + νi),
but only observes ỹi which is contaminated by both problems of recall and precision. In this
setting, we operationalize the match quality problems in the following way:

ỹi =


missing if ρi ≥ ρ̄

yi if πi ≥ π̄

yi otherwise

Because the outcome now is dependent on the match in the first place, low recall rates will
result in a larger share of the outcome data being missing and reducing the sample size
consequently. The term yi represents a completely different draw of the yi outcome from
the population distribution (both in terms of di, xi, and εi) in order to align with thought
experiment that a record has matched to the outcome database, but simply randomly matched
to the wrong row.

We also allow the correlation of xi with ρi and πi to be positive, creating a scenario where
those least likely to benefit from a given intervention are most likely to face issues in match
quality. As we saw in Section 2.5.2, match quality does vary by key demographic traits that
in many settings drive heterogeneous response to interventions, making this setup consistent
with common applications.

Like the first scenario, we conduct 1,000 empirical simulations of this model, where di is
assigned at random (i.e. di⊥εi, νi) to 50 percent of 5,000 observations. For each individual
simulation, we estimate a number of distinct parameterizations, cycling over a control outcome
mean (µ) of 0.25, 0.50, and 0.75,40 a β of 0.05, 0.10, and 0.25, a recall threshold (ρ̄) ranging
from 0.50 to 1.00, and a precision threshold (π̄) ranging from 0.50 to 1.00.

Figures 2.9 and 2.10 report the average estimated ∆̂ and corresponding p-value testing the

40Because the change in µ is essentially just a level shift in the regression intercept, we should not expect
this to create meaningfully different patterns across the simulations.
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null hypothesis that ∆ = 0 over the 1,000 independent simulations. Due to the heterogeneous
treatment effects and the correlation of demographic traits with match quality, lower recall
rates exclude those least likely to benefit from the intervention resulting in estimates that
exaggerate the average treatment effect of di. As the estimate of ∆̂ is pushed higher, it is
more likely to reject the null hypothesis, which could facilitate a more opaque form of data
mining in social science. The exclusion of these records though from the empirical analysis
exactly invokes the challenge of external validity, creating an internally valid estimate that
just does not apply to the population overall.

Worse precision operates similarly to the first experiment, where lower precision rates
bias the estimated ∆̂ closer to zero and reduce statistical precision.

Across both sets of thought experiments, a wide range of match quality parameterizations
are considered. In practice, it may be unrealistic to think that moving from a 50% recall rate
and precision rate to the full elimination of match quality errors is a feasible improvement.
In our setting (Table 2.5), we observe several groups that experience recall improvements on
the order of 20 percentage points going from deterministic matching (which is still common
in the literature) to our proposed DE-RF model without meaningful sacrifice to precision. As
seen in the figures, this can have meaningful implications for both bias in the estimation of
treat effects as well as precision in evaluating null hypotheses.

2.7 Conclusion

This paper addresses the increasingly common challenge of integrating individual-level
records from disparate administrative datasets for the purposes of cutting edge social science
research. We leverage a novel source of variation, millions of fingerprint-based biometric
identifiers, to train a flexible machine learning-based entity resolution model that outperforms
a variety of standard practices in the literature. Evidence suggests continuing returns to
utilizing a large training sample well beyond current recommendations in the literature.

We show how the model’s performance extrapolates to non-criminal justice contexts,
including settings with significantly more records which could in principle reduce performance
due to crowding in the PII space, and to both record linkage and deduplication applications.
While there are many theoretical reasons why we should observe performance degradation,
the model manages to yield match rates at or exceeding our baseline results, suggesting
broader potential returns to the model through a range of fields of economic research that
rely on linked administrative records.

Model simulations connect the statistical matching performance criteria of precision and
recall to the concepts of external and internal validity in causal inference. This is especially
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important given the documented inconsistent performance of standard matching techniques
across demographic groups, where individuals with limited naturally occurring name variation
or name confusion (e.g. white men) are easiest to match. Without affording a more flexible
matching strategy, results may be biased towards these demographic groups depending on
the exact model specification.

Future work is needed to further test the limits of the model’s effectiveness, including its
ability to successfully differentiate non-deceased individuals in the full national population
in the United States, for which there is no public roster currently available. That said, this
research represents an important first step in bringing discipline to an increasingly common
aspect of empirical social science research in the U.S.
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Figure 2.1: Total Publications Mentioning “administrative data” in the Top 5 Economic
Journals, 1995-2019.

Note: The figure was compiled by searching the top 5 economic journals for papers that contain the exact
phrase “administrative data.” We used search functions provided by Oxford Journals, JSTOR, Wiley Online
Library and University of Chicago Press to cover the relevant journals and years.
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Figure 2.2: Model Training and Testing Overview
Notes: TM - True Match; NM - True Non-Match. Performance statistics based on the demographic enhanced
random forest model described in Section 2.4. Starting with the original court and inmate data, this flow chart
shows how the model is trained and tested to generate out of sample predictions. The blocking strategy cuts
down the potential match space from 2 trillion to 17.6 million matches at the cost of removing approximately
5% of the total true matches. Once the blocking has identified candidate matches, the pairs are split into a
training sample and a testing sample. The demographic enhanced random forest algorithm is used to train a
predictive model. The recall and precision of the training set is shown on the bottom left box. The results
from the testing blocked pairs is shown in the middle gray box, while the full out-of-sample results (including
pairs that are not matched together) are shown in the box on the bottom right.
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Figure 2.3: Diagnostic Performance for Varying Statistical Match Thresholds
Panel a shows that the probability of correctly classifying a match increases with the underlying true match
rate, though the increase levels off around a true match rate of 0.6. Panels b and c show the ROC curve
and precision vs. recall curves, respectively. These plots illustrate the tradeoffs between conservative and
aggressive matching thresholds. Panel d illustrates the maximization process used to select the optimal match
threshold. The red line indicates the statistical match threshold that maximizes the F-statistic in the training
sample.
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Figure 2.4: First Order Impact on Predicted Match Probability
Panel a shows the first derivative first name raw edits on the predicted match probability, indicating that
there is a non-linear and decreasing relationship between the first name edit distance and predicted match
probability. Blocked pairs with the same first name are a predicted match between 3 and 4% of the time. Panel
b shows the same first derivative but for the number of middle name edits, indicating that the relationship is
cubic. Panel c shows that the predicted match status decreases with the number of last name edits, and panel
d shows that predicted match status decreases with date of birth (string) edits.
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Figure 2.5: Convergence of Model Performance as Training Sample Increases
This figure shows the convergence of out-of-sample model performance as the size of the training sample is
increased from 5,000 training observations up to 1 million training observations. 16.6 million observations of
the total 17.6 million blocked matched pairs were selected at random to be eligible for use in the training
sample; the remaining 1 million observations were held back as out-of-sample testing data for this exercise. 100
independent models were estimated for each given level of training data, with training observations selected
at random (with replacement) from the 16.6 million pool of eligible pairs. Panels a, b, and c show the change
in average as well as 5th/95th percentile model performance as the sample size grows. Panel d shows the full
set of precision and recall results per bootstrapped sample for a subset of training sample levels evaluated.
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Symbol
Low Predicted Match 

Likelihood
Marginal Predicted 
Match Likelihood

High Predicted Match 
Likelihood

Average 
Precision

Std. Dev. 
Precision

Average 
Recall

Std. Dev. 
Recall

Baseline (5,000 obs.) 96% 1% 3% 0.75 0.10 0.94 0.02

Panel A: Excluding low, high, and marginal matches in training sample
  Scenario A1 0% 50% 50% 0.73 0.20 0.93 0.04
  Scenario A2 50% 50% 0% 0.90 0.06 0.90 0.03
  Scenario A3 50% 0% 50% 0.88 0.06 0.91 0.06

Panel B: Adjusting marginal share in training sample
  Scenario B1 50% 0% 50% 0.88 0.06 0.91 0.06
  Scenario B2 33% 33% 33% 0.90 0.08 0.90 0.03
  Scenario B3 25% 50% 25% 0.89 0.09 0.90 0.03
  Scenario B4 0% 100% 0% 0.69 0.24 0.83 0.09

Full Blocked Pair Comparison Sample Statistics
  Percent True Matches 1% 51% 89%
  Total True Matches 93,943 103,557 429,048
  Total Blocked Pairs 16,889,570 204,344 483,601

(a) Excluding low, high, and marginal matches in training sample (b) Adjusting marginal share in training sample
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Figure 2.6: Model Performance Under Varying Training Sample Composition, Conditional on Training Sample Size
This figure shows the variation in out-of-sample model performance given varying composition of a fixed 5,000 observation training sample. 16.6 million
observations of the total 17.6 million blocked matched pairs were selected at random to be eligible for use in the training sample; the remaining 1
million observations were held back as out-of-sample testing data for this exercise. OLS was used to predict true match status using all available
comparators in the data; blocked match pairs were designated then as either “low”, “high”, or “marginal” matches based on the predicted linear
probabilities of being a true match. 100 independent models were estimated for each targeted composition, with training observations selected at
random from the 16.6 million pool of eligible pairs.

77



.5
.6

.7
.8

.9
1

Pr
ec

is
io

n

.5 .6 .7 .8 .9 1
Recall

.005

.01

.015

Es
tim

at
ed

 ∆
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(g) Control Mean = 0.75; β = 0.05
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(h) Control Mean = 0.75; β = 0.10
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(i) Control Mean = 0.75; β = 0.25

Figure 2.7: Average Estimated ∆̂ Over 1,000 Simulation Runs with Varying Model Parameterizations (Scenario 1)
This figure reports the average estimated ∆ over 1,000 independent simulations described in 2.6. The figure shows that worse precision and recall rates
bias estimates of ∆̂ towards zero systematically.
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(d) Control Mean = 0.50; β = 0.05
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(h) Control Mean = 0.75; β = 0.10
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(i) Control Mean = 0.75; β = 0.25

Figure 2.8: Average Estimated P-Value Over 1,000 Simulation Runs with Varying Model Parameterizations (Scenario 1)
This figure reports the p-value testing the null hypothesis that ∆ = 0 over the 1,000 independent simulations described in 2.6. Worse precision and
recall rates impair statistical precision, increasing the likelihood that there is a failure to reject the null hypothesis.
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(a) Control Mean = 0.25; β = 0.05
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(b) Control Mean = 0.25; β = 0.10
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(c) Control Mean = 0.25; β = 0.25
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(d) Control Mean = 0.50; β = 0.05
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(e) Control Mean = 0.50; β = 0.10
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(f) Control Mean = 0.50; β = 0.25
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(g) Control Mean = 0.75; β = 0.05
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(h) Control Mean = 0.75; β = 0.10
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(i) Control Mean = 0.75; β = 0.25

Figure 2.9: Average Estimated ∆̂ Over 1,000 Simulation Runs with Varying Model Parameterizations (Scenario 2)
This figure reports the average estimated ∆ over 1,000 independent simulations described in 2.6 for the scenario with heterogeneous treatment effects. Due to the heterogeneity of
the treatment effect, decreases in recall lead to systematic overestimates of ∆̂. Similar to scenario 1, decreases in precision bias ∆̂ towards zero systematically.
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(a) Control Mean = 0.25; β = 0.05
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(c) Control Mean = 0.25; β = 0.25
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(h) Control Mean = 0.75; β = 0.10
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(i) Control Mean = 0.75; β = 0.25

Figure 2.10: Average Estimated P-Value Over 1,000 Simulation Runs with Varying Model Parameterizations(Scenario 2)
This figure reports the p-value testing the null hypothesis that ∆ = 0 over the 1,000 independent simulations described in 2.6 for the scenario with
heterogeneous treatment effects. Worse precision and recall rates impact statistical precision though the effects are not systematic.
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Table 2.1: Matching Strategies Used in 2019 Administrative Data
Papers From the “Top 5” Journals

No Matching
Required

Matching Required
Not Discussed

Deterministic
Matching

Fuzzy
Matching

Total
Papers

Papers 23 19 10 2 54

The table was compiled by searching the top 5 economic journals for papers that
contain the exact phrase “administrative data.” We used search functions provided
by Oxford Journals, JSTOR, Wiley Online Library and University of Chicago Press
to cover the relevant journals and years. Papers published in 2019 in the “top 5”
economics journals are classified according to the matching procedure used to link
the data. Approximately 40% of the papers do not require matches, while 35% of
papers do not explicitly discuss the matching method used to create data. Most
deterministic strategies use unique identifiers to execute merges.
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Table 2.2: Summary Statistics of Training Data, External Testing Data, and the General U.S.
Population

TDCJ
Inmates
1978-2014

Harris County
JIMS

1980-2017

WA
Voters

2008 and 2012

Multi-State
Prison Snapshot,

July 1, 2017

DMF
Death Year,

2000

United States
Population,

2010

Share Male 0.880 0.800 0.500 0.930 0.480 0.490
Share White 0.360 0.270 0.720 0.440 0.820 0.640
Share Black 0.370 0.330 0.350 0.510 0.080 0.120
Share Hispanic 0.260 0.320 0.110 0.040 0.060 0.160
Average Age 42.500 40.900 37.800 44.200 78.300 37.200
Share in Texas 100.000 100.000 0 0 0.050 0.080

Observations 3,152,630 4,119,621 11,808,233 330,756 8,922,820 308,745,538
Unique IDs 905,530 1,317,315 5,379,888 N/A 2,230,705
Unique PII Combinations 1,095,054 1,723,008 6,164,621 329,088 4,202,455 N/A

Summary statistics of demographics for all relevant samples. USA data is measured using the 2010 Decennial Census.
Washington data is measured using the 2008 and 2012 ACS 1 year sample. The average age is as of April 1, 2010, except
in the WA ACS sample where it is the average across the 2008 and 2012 waves. The samples used to train the matching
model have a higher proportion of men and people of color than the comparison populations.
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Table 2.3: Description of Individual Blocks

Block
Fraction of

True Matches
True Matches
Not Included

Date of birth + last soundex 77.900 147,654
Date of birth + first soundex 81.500 123,808
Month of birth + first soundex + last soundex 72.700 182,324
Day of birth + First soundex + last soundex 72.100 186,694
Year of birth + first soundex + last soundex 72.100 186,798
Date of birth + last phonex 77.900 147,761
Date of birth + first phonex 82.100 119,861
Month of birth + first phonex + last phonex 73.200 179,241
Day of birth + First phonex + last phonex 72.500 183,624
Year of birth + first phonex + last phonex 72.500 183,720

Union of Blocks 95.200 32,211

Each row represents a separate block that is used to partition the data. The
full match space is generated by taking the union of pairs created across all 10
blocks.
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Table 2.4: Comparison of Out-of-Sample Model Performance

Model Accuracy Precision Recall F-Statistic

False
Positive
Rate

Estimation +
Prediction
Duration
(Hours)

Deterministic 0.970 0.930 0.760 0.840 0.006 0.00
Naive Bayes Classifier (Discrete) 0.97 0.900 0.72 0.80 0.008 0.060
Naive Bayes Classifier (Kernel) 0.970 0.880 0.810 0.840 0.011 1.420
Support Vector Machine 0.980 0.94 0.830 0.880 0.006 199.55
Lasso Shrinkage Model 0.980 0.900 0.820 0.860 0.009 21.010
Random Forest 0.980 0.930 0.880 0.900 0.006 0.260
Random Forest (Demog. Enhanced) 0.98 0.930 0.89 0.91 0.007 0.280
Random Forest (Year of Birth) 0.970 0.82 0.820 0.820 0.018 0.180
Neural Net Perceptron 0.980 0.930 0.850 0.890 0.006 2.110
Neural Net 0.980 0.920 0.880 0.900 0.008 10.130

This table compares performance across a number of classifiers. Because there are roughly 2 trillion true negatives, which
swamp comparison of accuracy and false positive rates across models, we limit the ratio of false negatives to true matches at a
ratio of 10:1. Otherwise, the accuracy rate for all models would be 1.00 and the false positive rate would be 0.00. In either
case, we focus on the precision, recall and F-statistic to differentiate model performance. Numbers in bold indicate the best
performance across all models for a given statistic. Numbers in italics represent the worst performance across all models for a
given statistic. The demographic enhanced random forest achieves the highest F-statistic and recall rate, and has a precision
rate that is slightly lower than the SVM classifier.
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Table 2.5: Demographic-Specific Performance Statistics

Demographic Enhanced Random Forest

Deterministic
5,000 Hand-Coded

Training Obs.
5,000 Biometric
Training Obs.

1,000,000 Biometric
Training Obs.

Panel A: Precision Rates
Overall 0.930 0.95 0.91 0.930
Race/Ethnicity
White 0.960 0.97 0.94 0.940
Black 0.970 0.97 0.960 0.95
Hispanic 0.88 0.98 0.950 0.930

Sex
Male 0.92 0.96 0.950 0.940
Female 0.97 0.950 0.83 0.900

Decade of Birth
1960s 0.930 0.94 0.89 0.920
1970s 0.940 0.96 0.93 0.930
1980s 0.970 0.97 0.93 0.940
1990s 0.98 0.980 0.95 0.960

Panel B: Recall Rates
Overall 0.76 0.770 0.840 0.89
Race/Ethnicity
White 0.810 0.81 0.890 0.93
Black 0.80 0.810 0.860 0.91
Hispanic 0.73 0.740 0.880 0.93

Sex
Male 0.790 0.77 0.830 0.90
Female 0.68 0.760 0.860 0.88

Decade of Birth
1960s 0.72 0.720 0.800 0.86
1970s 0.80 0.820 0.880 0.92
1980s 0.86 0.880 0.930 0.96
1990s 0.88 0.900 0.950 0.98

Panel C: F-Statistics
Overall 0.84 0.850 0.870 0.91
Race/Ethnicity
White 0.880 0.88 0.910 0.94
Black 0.88 0.890 0.900 0.93
Hispanic 0.84 0.840 0.920 0.93

Sex
Male 0.85 0.870 0.890 0.92
Female 0.80 0.840 0.840 0.89

Decade of Birth
1960s 0.81 0.810 0.840 0.89
1970s 0.86 0.880 0.900 0.93
1980s 0.91 0.920 0.930 0.95
1990s 0.93 0.940 0.950 0.97

This table compares performance across a number of classifiers and training data. Entries in bold
represent the best performance compared to other models, while entries in italics represent the worst
performance across models. The demographic enhanced model performs the best in terms of recall
and the overall F-statistic for every demographic group. The model trained with hand-coded training
data is more conservative in identifying matches since high precision comes at the expense of low
recall. Similarly, the deterministic model is successful at limiting false matches (precision), though is
unable to identify true matches as well as the random forest algorithms.
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Table 2.6: Testing Model Performance in External Applications

False Pos.
Application Accuracy Precision Recall F-Stat. Rate

Multi-State Inmate Snapshot (July 1, 2017) 1.000 – – – 0.000
Washington State Voter Records (2008 & 2012) 0.980 0.920 0.880 0.900 0.008
Corrupted Death Master File (2000-2009) 0.980 0.970 0.930 0.950 0.003

Comparison of model performance across a range of external applications. Row 1 refers to the deduplication of all prisoners
in incarceration in different states on July 1, 2017. The 2nd row refers to the one-to-one match of Washington state voter
records using the 2008 and 2012 voter files. Row 3 refers to the deduplication of the corrupted DMF. For each exercise,
we use the baseline random forest model generated from the 1,000,000 observation training sample. For the prisoner
deduplication exercise, there are no “true matches” so precision and recall cannot be calculated. The low false positive
rate in row 1 suggests that the model is not overly permissive when identifying matches. Rows 2 and 3 suggest that the
model performance is dependent on the target data population, though the model performs well in both the Washington
voter match and the corrupted DMF match. Because there are an excessive number of true negatives, which swamp the
accuracy and false positive rates in each external application, we limit the ratio of false negatives to true matches at a ratio
of 10:1 where possible. Since by construction there are no true matches in the July 1 prisoner application, this adjustment
is not feasible. Otherwise, the accuracy rate for all models would be 1.00 and the false positive rate would be 0.00.87



CHAPTER III

Effect of Financial Sanctions: Evidence From Michigan’s
Driver Responsibility Fees

3.1 Introduction

Understanding the impacts of legal financial obligations (LFO) on criminal justice involved
individuals has become more urgent over the past twenty years as state and municipal courts
have steadily increased the number and magnitude of fines and fees owed by defendants
(Bannon et al., 2010; Harris et al., 2010). Many state and local governments rely on the
revenue generated from these fines and fees to fund courts and other government services.
According to the Survey of Inmates in State and Federal Correctional Facilities, the percentage
of inmates that had LFOs imposed by courts has increased from 25% in 1991 to 66% in 2007
Harris et al. (2010).

Descriptive research has found strong correlational evidence linking fines and fees with
financial instability, criminal recidivism, and poor labor market outcomes (Harris et al.,
2010; Pleggenkuhle, 2018).1 Given the high incidence of criminal convictions in the United
States, such evidence would suggest that these fees may have wide-ranging impacts on not
only the most disadvantaged criminal defendants but also on the economy at large. Causal
evidence remains quite limited given the lack of data availability and exogenous variation. One
exception is Mello (2021) who finds that driver fees in Florida are associated with short-term
financial distress, using difference-in-differences and event-study research designs applied to
traffic stop data linked with high-frequency credit report data.

In this paper, we exploit a policy change in the state of Michigan as a source of exogenous
variation on the magnitude of financial sanctions faced by defendants to get a more complete
understanding of the ways that criminal financial sanctions impact long-term recidivism and

1See Martin et al. (2018) or Fernandes et al. (2019) for recent reviews of the literature on financial
sanctions.

88



labor market outcomes. In 2003, Michigan passed Public Act 165, or the driver responsibility
fee (DRF), which mandated new fines to criminal defendants who were convicted of certain
driving crimes. The goal of the act was to raise revenue for the government while improving
driving safety.2 The amount of the fines varied based on the severity of the offense, ranging
from $300 to $2,000. Failure to pay these fines would lead to driver’s license suspension, which
could lead to even more fines since driving with a suspended license was also a DRF-qualifying
offense. In the first two years after the law was enacted, the state levied over $250 million in
driver responsibility fines (Wild, 2008).

To estimate the long-term causal effect of the financial sanctions, we exploit the fact that
the DRF program in Michigan applied only to individuals convicted of a DRF-eligible offense
on or after October 1, 2003, a context well-suited for regression discontinuity analysis. Two
key mechanisms potentially link DRF sanctions to behavioral responses: (1) an income effect
generated from the fine itself, and (2) a license revocation in the event of non-payment. A
challenge in studying this program is that a subset of the caseload commits DRF-related
offenses at a regular interval, meaning that those to the left of the cutoff who originally avoided
the DRF sanction pick up DRF sanctions when they reoffend in a year or two. Ignoring this
issue might underestimate the true impact of the policy since the license revocation channel
is partially neutralized through such behavior.

To address this challenge, we develop a prediction model based on observable demographic
information, criminal history, and longitudinal earnings profiles to distinguish between those
likely and unlikely to commit a new DRF-related offense in the short-run.3 Among those
with with low likelihood of DRF recidivism, defined as having a predicted likelihood of DRF
recidivism below the median, which we refer to as the low contamination sample, the integrity
of both mechanisms is maintained over roughly the entire 10-year follow-up period. For the
high contamination sample, the extensive margin of the first stage (i.e., getting one or more
DRF sanctions) declines by over 50 percent within five years, severely curtailing our ability
to capture the long-term impact of the license revocation mechanism for this subpopulation.

Our results show modest behavioral responses to DRF sanctions. For the low contamination
sample, we observe no economically meaningful or statistically significant long-term labor
market responses overall. Subgroup analysis, however, suggests improved earnings outcomes
at the median of the predicted income distribution. We find short-term negative impacts on
earnings that are likely mitigated through the channel of incapacitation following driver’s
license revocation from non-payment; these effects attenuate in the long run. This subsample

2This program is not unique to Michigan as New Jersey, New York, Texas, and Virginia have all had
similar programs.

3There is no imbalance across the discontinuity in being categorized as either being part of the high or
low risk samples.
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does not show a crime response either in the short or long-run. For the high contamination
sample, we observe a short-run increase in earnings from the income effect that is not sustained
in the long-run. We also find evidence of small long-run deterrent effects. Finally, we find
spillover labor market effects onto the romantic partners of the high contamination group in
the long-run. Specifically, we find a 9% increase in the cumulative earnings of partners from
2005 to 2015 relative to a mean of $202,900, suggesting other household members may be
stepping in to cover the cost of the LFO.

Overall, we find DRFs to be a regressive form of funding for the government with limited
benefits in terms of labor market outcomes or criminal behavior. We observe no change in the
rate of DRF-related offending in the general population, suggesting no evidence of a general
deterrence response, and no fall in recidivism, suggesting no evidence of a specific deterrence
response in the study sample. Given the low average income of individuals in our sample, the
impacts of the policy were concentrated on those less likely to pay the fees, placing them at
higher risk for driver’s license suspension. While unmeasured, it is possible that consumption
declined in response to the fines without a concurrent change in income to compensate for
the negative financial shocks. Even more concerning, the spillover impacts onto partners’
earnings indicate that some people who did not commit the DRF offense bore the monetary
burden of the fines.

The findings of our paper are surprising given the small but growing economics literature
on the impacts of financial sanctions, which find negative effects on labor outcomes. In the
paper that is most similar to ours, Mello (2021) finds that speeding ticket citations lead to
financial instability and decreased labor force participation in the two years following the
initial fine using data from credit reporting agencies.4 The result is particularly strong for
lower income individuals, suggesting that even small negative income shocks in the form of
unexpected fines can lead to negative labor market outcomes. In contrast, our paper relies on
administrative tax records, covering a wider range of individuals.

Previous empirical work on financial sanctions has mostly focused on the direct impacts
on the defendants but has ignored the potential effects on other household members; however,
qualitative and anecdotal work on this topic suggests that spillover effects are important
to quantify, especially in the context of the criminal justice system (Kearney et al., 2014;
Shapiro, 2014; Mathews and Curiel, 2019).5 Our paper is the first to attempt to document

4In general, research on driving infractions finds that higher cost citations and stronger enforcement deter
people from future offenses and lead them to drive more safely (Makowsky and Stratmann, 2009; Mello, 2021;
Hansen, 2015; Luca, 2015). Compared to past work, our paper examines costs from administrative fees, rather
than citations and also significantly increases the timeline in which we study the effect of these financial
sanctions.

5A range of literatures in economics provide evidence on the household spillovers of negative income
shocks (Page et al., 2009; Mörk et al., 2014; Liu and Zhao, 2014; Coile, 2004; Bloemen and Stancanelli, 2008;
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and measure these spillover effects on romantic partners.
This paper makes several important contributions to the literature. First, we provide

robust, causal estimates on the effects of financial sanctions on labor market and recidivism
outcomes. Second, our unique data allows us to estimate these effects on a longer time
frame and test how they might generate spillovers to other household members, which helps
better characterize the full impact of the policy. Third, we develop a methodological strategy
to address high DRF recidivism rates, which would otherwise undermine the use of the
policy changes over time in regression discontinuity research designs. Our findings are much
more modest compared with the previous literature. Future research is needed to expand
the evidence base on financial sanctions and increase our understanding on the potential
mechanisms that might contribute to behavioral changes.

The remainder of the paper is as follows: Section 3.2 describes the policy change and judicial
system of the state of Michigan; Section 3.3 describes the data used in this analysis; Section 3.4
describes the empirical methodology and provides evidence to support the identification
strategy; Section 3.5 presents the results; lastly, we conclude in Section 3.7.

3.2 Michigan’s Driver Responsibility Fees Law

In an effort to promote safer driving and increase state revenue, the governor of Michigan
signed Public Act 165 into law on August 11, 2003. The legislation, which became effective
on October 1, 2003, mandated new fines to defendants who were convicted of certain driving
crimes.6 The DRF would be enforced by the Michigan State Treasurer as its revenue would
be directed toward the state’s General Fund. As a result, the DRFs were classified as
administrative fines, rather than criminal penalties (Wild, 2008).

The act created two categories of fees. Category 1 was for drivers who accrued seven
or more driving or traffic violations in two years. Category 2, which is the focus of this
research, fined drivers for specific violations ranging from driving without a driver’s license
to driving under the influence. This fee was determined using three distinct tiers of driving
violations, where the lowest level defendants were forced to pay a $150 or $200 dollar fee for
two consecutive years, the middle level defendants were forced to pay a $500 dollar fee for
two consecutive years, and the highest level defendants were forced to pay a $1000 fee for
two consecutive years (Wild, 2008). Table 3.1 shows a detailed list of the Category 2 type of
offenses associated with each fee level.

One particular criticism of the DRF policy relates to its onerous impact on poor defendants

Hankins and Hoekstra, 2011).
6The law was modeled on similar legislation in New Jersey. Since the passage of Michigan’s law, Texas,

New York, and Virginia have each instituted their own version of DRFs.
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(Hausman, 2013). Failure to pay the fees after 60 days led to the suspension of one’s driver’s
license and driving with a suspended license was itself a DRF-qualifying offense, so that lower
income recipients may have been more at risk of receiving multiple DRFs. By the time that
the law was repealed in 2018, an estimated 317,000 drivers had had their driver’s licenses
suspended for failure to pay DRFs (Carrasco, 2018). In order to reinstate a license, one was
required to pay all outstanding DRFs along with an additional $125 fee, otherwise driving
without a license put individuals at risk for new criminal charges and additional fines and
fees. In fact, from 2005 to 2007, the number of citations for driving with a suspended license
increased by 44% (Wild, 2008).

The fees failed to generate planned revenue or improve driver safety. The initial collection
rate, from 2003 to 2008, of 52% was lower than the state’s initial projected collection rate of
60%. Alcohol-related driving crimes increased by 21% after the bill went into effect, which
suggested that the deterrent aims of the policy failed to materialize (Wild, 2008).

In 2018, the state of Michigan repealed the driver responsibility fee legislation and
canceled all remaining debt owed under the law.78 At the time of nullification, the state
forgave approximately $630 million in outstanding driver responsibility payments (Carrasco,
2018). From 2004 to 2008, Michigan assessed approximately $780 million in fees but collected
only 49% of them (Wild, 2008). This collection rate is lower than the one reported by the
state of New Jersey for their DRF program (Wild, 2008).

Driver responsibility fees were assessed upon conviction for a qualifying offense and were
administered by the Michigan Secretary of State. It is worth noting that these fees were
distinct from fines, restitution payments, and other fees that could be imposed by the courts
upon conviction for any crime. As such, driver responsibility fees in this paper represent a
lower bound on the total financial burden imposed after a conviction for a driving offense.

3.3 Data

This project leverages several sources of rich population-level data, including criminal
records from the Criminal Justice Administrative Record System (CJARS), longitudinal
earnings data from IRS W-2 information returns, and romantic partner linkages compiled
from a combination of survey and administrative data. All of these data were analyzed within
the Census Bureau’s Data Linkage Infrastructure, where data can be linked at the person
level using the anonymous Protected Identification Key (PIK).

7Since Michigan’s repeal, Texas and New Jersey have also repealed their own versions of the DRF law.
Virginia repealed its law in 2009.

8This repeal only covered the Category 2 fees, which is the focus of this study. Category 1 fees were
repealed in 2011.

92



Michigan DRF-eligible offenses that form the basis of our sample are identified from the
adjudication records in CJARS. We use the charge offense to identify all charges that would
trigger a DRF as defined in Michigan Public Act 165. Our sample consists of an individual’s
first conviction for a DRF-eligible offense in Michigan from April 1, 2001 to March 31, 2006,
which covers the 2.5 years before and after the DRF effective date of October 1, 2003.9

To measure criminal outcomes, we identify all misdemeanor or felony convictions in
Michigan for the set of individual in our analytic sample who received a DRF-eligible offense
during the 2.5 years surrounding the effective date of the DRF law, starting in April 1, 2001
and ending in March 31, 2006.

To measure employment and earnings, we use IRS W-2 information returns from 2005, the
first year we have W-2 information, to 2015. We define earnings as the sum of inflation-adjusted
wages across all W-2 filings in a given period.10 One major benefit of using W-2s is that
they cover all formal employment regardless of the duration of the employment; they are not
affected by the selective tax filing behavior inherent in IRS 1040 individual tax returns.11

Furthermore, if an individual works for multiple employers in one year, each of the employers
must issue a W-2 tax return. We can use the number of W-2 returns filed in a year on behalf
of an individual as a measure of the number of jobs that individual worked.

In order to document spillover effects within romantic partnerships, we link individuals
to their partner or spouse using a wide array of government data including the 2000
and 2010 Decennial Censuses, IRS 1040 individual tax returns, housing assistance data
from the Department of Housing and Urban Development, American Community Survey
responses, and other survey and administrative records that identify romantic partnerships
between individuals over time.12 Romantic relationships of interest in our sample are spousal,
romantic non-cohabiting, or romantic cohabiting. Once we have linked an individual with
a DRF-qualifying offense to a romantic partner whose relationship inception predates the
DRF-eligible offense, we are able to draw on the same IRS and CJARS data to identify the
labor market outcomes and criminal behavior of the partner. This enables us to test how
pre-existing relationships and partners’ outcomes are affected by the fees.13

Finally, we leverage Census Bureau survey and administrative records to identify demographic
characteristics so that we do not have to rely on possibly mismeasured analogues in court

9We focus on conviction date because the DRF law affected only cases disposed after October 1, 2003.
10All earnings are inflated to 2017 dollars using the Consumer Price Index for All Urban Consumers

(CPI-All Urban). Fines and fees generated from DRF-eligible offenses are not adjusted.
11Employers are required to file W-2 returns if an employee earns at least $600 in a tax year.
12See Finlay et al. (2021) for more details on how these links were identified.
13A limitation of this approach is that we are less likely to observe informal relationships, such as unmarried

romantic relationships that do not involve cohabitation, since they are unlikely to jointly file taxes, co-reside,
or respond to household surveys together.
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records.14 We use date of birth and gender records from the 2020 Census Bureau Numident
file, which is based on the Social Security Administrations Numident register. For race and
ethnicity information, we use the Census Bureau 2016 Title 13 race and ethnicity file, which
combines self-reported and administrative records of an individual’s race and ethnicity from
various sources, such as the Census Numident and the 2000 and 2010 Decennial Censuses.

3.4 Research Design and Methodology

To determine the causal effects of DRF sanctions, we exploit the discontinuous implementation
of the policy on October 1, 2003. Specifically, the statute only applied to individuals convicted
of a DRF eligible offense on or after October 1, 2003. Therefore, individuals convicted of the
same offense prior to October 1, 2003 would not be subject to the additional fine. Given the
policy design, we utilize a sharp regression discontinuity designed to compare outcomes for
individuals convicted of the same crimes right before and after the policy implementation.
Under standard assumptions, the difference in outcomes can be attributed to the policy
change at the discontinuity. In order to have a causal interpretation, the change in policy must
be the only variable correlated with the outcomes to shift. In other words, the convictions
around the discontinuity must be randomly sorted, so there should be no difference in the
people charged with DRF crimes in the neighborhood of the policy change.

For the formal regression discontinuity estimates, we follow the method proposed by
Calonico et al. (2014) and implemented in the Stata command rdrobust (Calonico et al.,
2017). The point estimates τ̂ are estimated using the following framework:

τ = µ+ − µ−,

where µ is the estimating equation of the outcome variable and

µ+ = lim
x→d+

µ(x), µ− = lim
x→d−

µ(x), µ(x) = E[Yi|Xi = x].

In this model, the average outcome function, E[Yi] is estimated on either side of the
threshold where the DRF conviction date (Xi) is equal to the date of the policy change,
X = d. The causal effect of the driver responsibility fees, τ , is thought of as the jump in the
estimating equation moving from the left (d−) to the right side (d+) of the conviction date
threshold. Instead of taking a simple average of the outcome variable, Calonico et al. (2014)
propose a parameterization of the estimating equation using first-order local polynomials on

14Hispanic ethnicity is especially underreported in criminal justice administrative records (Eppler-Epstein
et al., 2016; Ford, 2015).
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each side of the discontinuity.15

Throughout the analysis, we use the sharp RD design defined above with initial DRF
conviction date as the running variable. We also include sample averages of the outcomes to
contextualize estimate effect sizes.

The identifying assumption of this research design is that justice-involved individuals
whose cases were disposed right before October 1, 2003 are observationally equivalent to
individuals whose cases were disposed right after October 1, 2003. Behavioral responses to
the policy, such as deterrence or delayed sentencing, would violate this assumption. This is
of particular concern since Public Act 165 was signed into law six months before the driver
responsibility fee policy went into effect. Thus, both government agents and drivers could
change their behavior in anticipation of the adoption of the new fees. We test both of these
threats to identification by providing graphical and regression evidence that the caseload and
demographic composition of DRF defendants is smooth around the policy threshold.

Table 3.2 reports regression discontinuity estimates for select demographic and pre-offense
income variables. Nearly all balance test estimates are statistically insignificant and close
to zero supporting the causal interpretation of the proposed research design. We estimate
a significant, but small increase in the likelihood of being black and small decreases in the
likelihood of being white or convicted of a DRF level 1 offense, but these estimates are relatively
small when compared to the overall sample averages. All other estimates are statistically
indistinguishable from zero. We also show that the estimated probability of linking to a
romantic partner in the year of DRF conviction is unchanged at the discontinuity. This last
fact is used to justify our empirical analysis of the effects of the fees on partner labor supply
in Section 3.5.5.

One of the benefits of the regression discontinuity methodology is that results are easily
visualized. By plotting local polynomial estimates for outcome variables on either side of
the threshold, we can visually represent the estimated jump or discontinuity.16 Panel C of
Figure 3.1 shows the smoothed case counts of all DRF convictions around the discontinuity.
The difference in case load count is smooth across the threshold suggesting that there was no
change in enforcement or charging behavior after the implementation of the new fees. For
this local polynomial figure as well as throughout the remainder of the paper, we use the
Epanechnikov kernel and a 120-day bandwidth to estimate the outcome function and display

15We use a uniform kernel which equally weights all observations within the bandwidth and a data-driven
bandwidth selector that chooses two mean squared error optimal bandwidths, one for each side of the
discontinuity. This corresponds to the msetwo bandwidth selector within the rdrobust command. We estimate
first-order linear polynomials with second-order bias correction and implement heteroskedasticity-robust
plug-in residuals variance estimators with HC2 weights.

16For our local polynomial graphs, we residualize the variables using the same set of controls with the
mean added back to aid in interpretability.
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95% confidence intervals.17 The scatter plots are binned at the monthly level with marker
size scaled according to the number of convictions in each bin.

For further evidence of the robustness of the identification strategy, we calculate predicted
income using cumulative income reported on annual IRS W-2 information returns from
2005 to 2015 and predicted recidivism using total future convictions 10 years after DRF
conviction shown in Table 3.3. Since W-2 information is only available starting in 2005, we
use different measures of time across the labor and recidivism measures. To generate both
predicted variables, we use a fully interacted regression model with the following variables: age
at conviction for DRF offense, gender, race/ethnicity, average annual 1040 income, average
1040 form filing rates 1–3 years prior to conviction, fixed effects for the number of previous
convictions, and the full interaction of fixed effects for the DRF offense level with fixed effects
for the county of adjudication. Since we do not use the cutoff in constructing these predictions,
the smoothness in the predicted variables across the cutoff would imply that the identifying
assumptions of the sharp RD design are met. This is indeed what we show in the bottom two
rows of Table 3.3 where coefficients on the predicted outcomes are insignificant.18

A visualization of the balance tests of the predicted income and predicted recidivism
variables are shown in Panels A and B of Figure 3.1. Both figures are smooth around the
discontinuity, further underscoring the overall balance of covariates.

Given the balance in demographic characteristics and predicted variables, we quantify the
first-stage relationship in Figure 3.2, which shows the changing likelihood of being subject
to a driver responsibility fee conditional on being convicted of a DRF-qualifying offense for
individuals in our sample over time. Unsurprisingly, we find a sharp jump of approximately
100% in the likelihood of being charged with a driver responsibility fee after the law goes
into effect.

Throughout the analysis below of labor market and recidivism outcomes, all outcomes are
residualized by including controls for the driver’s demographic characteristics (age, gender,
race/ethnicity, total convictions 1–3 years before DRF conviction, income 1–3 years before
DRF conviction as reported on 1040 tax filings, and the likelihood of filing a 1040 tax return
1–3 years before DRF conviction) and fixed effects for the DRF level of offense.

17Census Bureau disclosure rules prevented release of the binned quantities from the uniform kernel model
using for tabular output. The kernel differences result in slightly varied regression discontinuity point estimates
across tables and figures.

18Due to limits on the number of results that can be disclosed by the Census Bureau, we do not include
smoothed local polynomial figures for all covariates. As a compromise, we report the caseload density, predicted
W-2, and predicted recidivism (which aggregate the individual covariates into two indices).
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3.4.1 Traffic Offense Recidivism and Integrity of the Experimental Variation

One possible threat to identification of the impact of DRFs is that individuals convicted
of DRF-eligible offenses before the DRF goes into effect will eventually be convicted of
DRF-eligible offenses after the effective date, thereby exposing the group to DRFs and
contaminating the RDD. This type of DRF-eligible recidivism is particularly likely given the
role of license revocation and the fees associated with driving without a license discussed
earlier.

To circumvent this issue, we identify drivers at risk of reoffending two years after their first
conviction within the sample time period based on a prediction model using the full interaction
of age at conviction for DRF offense, gender, race/ethnicity, average 1040 income and filing
rates 1–3 years prior to conviction, and fixed effects for number of previous convictions and
the full interaction of controls for the DRF offense level with fixed effects for the county
of adjudication and case characteristics (fixed effects for the DRF level of offense, county
of adjudication). Using the median of the predicted risk of DRF recidivism, we separate
our sample into “high contamination” and “low contamination” groups where the high
contamination group has greater than median predicted risk of DRF recidivism and is
therefore more likely to contaminate our treated group. For the rest of the paper, we refer to
the high (low) contamination group as the group with more (less) contamination.

To illustrate this contamination over time and to demonstrate the stability of the low
contamination group, the top panels of Figure 3.3 show the year-by-year evolution of the
cumulative likelihood of being convicted of a DRF offense after the effective date separately for
individuals in the high contamination group compared to individuals in the low contamination
group. The DRF conviction estimates for Year 0 are equivalent to the first-stage estimates in
Figure 3.2, with each additional year increasing the follow-up period by a year.

For the high contamination group, we find that the validity of the experiment erodes
significantly on the extensive margin and that the first-stage estimate falls from nearly 100
percentage point to almost 60 percentage points two years after the first DRF conviction.
This implies that a significant portion of observations in the untreated sample were convicted
of an additional DRF-qualifying offense after the effective date, thus contaminating the
sample. In contrast, the low contamination group is significantly more stable. In fact, the low
contamination group is relatively stable, with the first-stage estimate falling from nearly 100
percentage points to 95 percentage points four years after the first conviction.

Since some individuals with initial DRF-eligible convictions before the law’s effective
date will go on to lose their licenses (i.e., the high contamination group), we cannot as easily
measure the impact of DRF conviction on labor market and recidivism outcomes that may
result from license suspension. We can, however, still measure the impacts of the accumulation
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of fines from DRF conviction that operate through the income effect.
Since the analysis will be stratified by contamination group, we should consider how these

groups differ along other dimensions. Figure 3.4 plots the average demographic characteristics
across 5 percentage point intervals of the distribution of the predicted DRF recidivism. We
include individuals within 15 percentiles on either side of the central point. For example, at
the 20th percentile, we include individuals from the 5th to 35th percentile. Statistics near the
ends of the distribution will have fewer observations as they are bounded by 0 and 100. We
also mark where the sample splits between the low contamination group (0–50) and the high
contamination group (50–100).

Taken together, these figures show that the low contamination group is older and is
composed of more females and fewer Blacks relative to the high contamination group. We also
find that predicted income is lower in the high contamination group. We also find a sharp
contrast in criminal histories between the low and high contamination groups. Specifically,
individuals with any prior criminal convictions one to three years prior to DRF conviction are
more likely to have a predicted likelihood of DRF recidivism above the median and thereby
be in the high contamination group.

To ensure that splitting the sample by predicted risk of DRF recidivism does not violate
the identifying assumptions for a sharp RD, we graph the local polynomial estimates on either
side of the discontinuity in Figure 3.5 of the likelihood of being in the high contamination
group. We also show the regression discontinuity estimate in Table 3.3. Both the figure and
the estimates show smoothness across the discontinuity.

3.5 Results

We split our discussion of the effects of financial sanctions into two categories: direct
effects on individuals charged with a DRF-qualifying offense in the sample period and partner
spillovers. For our direct effects analysis, we also include heterogeneity analysis across predicted
income, recognizing that personal financial stability may influence the impact of the DRFs.
We also separate our results across the different DRF levels to assess how the monetary size
of the fees affects criminal justice and labor market outcomes. As mentioned in the prior
section, we show results separately for the predicted high and low contamination groups.

3.5.1 Direct Impacts on Labor Market Outcomes and Recidivism

Our main analysis examines the direct effect of the fees on the charged individual’s
cumulative employment outcomes from 2005 to 2007, from 2005 to 2015, and on recidivism
outcomes two years and ten years after initial DRF conviction. We use different periods of
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measurement for recidivism and labor market outcomes because the IRS W-2 return data are
only available beginning in 2005.

Table 3.4 shows the regression discontinuity estimates and standard errors as well as the
underlying mean of the outcome from the sample of defendants with initial DRF conviction
dates within 2.5 years of the policy threshold. Panel A reports the estimates for labor market
outcomes and Panel B reports the estimates for criminal activity. All estimates in the table
are estimated using a sharp RD design and should be interpreted as causal.We split our results
by contamination group to separate the two potential mechanisms: the income effect from
the additional fines and the incapacitation effect from license suspension due to non-payment
of DRFs. For comparison purposes, we also include long-run results for the full sample.

Using W-2 tax return information from 2005–2007, we find differing effects of DRF fees
on earnings in the short run across the high and low contamination groups. For the high
contamination group, DRF fees are associated with increased earnings of $2,185 from 2005 to
2007. Since individuals in the high contamination group are at a higher risk of re-committing
a DRF-qualifying offense, increased earnings are consistent with a labor supply income effect
caused by the DRF conviction. We observe no change in the average number of W-2 returns
filed during the same period, which indicates that individuals increased labor supply within
existing jobs rather than taking on more jobs to pay off the fees.

For the low contamination group, DRF fees are associated in the short run with a small
decrease in the average number of W-2 returns received per year (0.03 percentage point
decrease from a mean of 1.18 annual returns). Since there is no statistically significant decrease
in the likelihood of any W-2 return being filed or on cumulative earnings within the same
period, the reduction of jobs was focused on secondary employment. Given that the income
effect would generate the opposite labor supply response, the reduction in the number of jobs
could be caused by driver’s license revocation from non-payment of DRF fees.

For both low and high contamination groups, effects of DRF fees attenuate when we
increase the period of study to 2005–2015. We find no effects of DRF conviction on labor
outcomes on the long-run intensive or extensive margin for either contamination group.
Specifically, our estimates show small and mostly insignificant effects on the likelihood of
receiving a W-2 tax return, the average number of W-2 returns received, and on cumulative
earnings measured using total earnings reported on W-2 tax return.

These results taken together indicate that the imposition of DRFs did not create barriers
to employment for individuals in either group as we do not see a corresponding fall in the
likelihood of receiving a W-2 return from 2005 to 2007. As mentioned previously, this was
a major concern given that the punishment for DRF non-payment led to driver’s license
suspension, potentially eliminating a means of transportation to work. Furthermore, all
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significant impacts generated by DRF conviction in 2005–2007 are no longer significant from
2005–2015.

In Panel B of Table 3.4, we shift our focus to recidivism outcomes. The first row shows
the impacts of the fees on the likelihood of receiving any conviction (felony or misdemeanor,
all offense types), measured by average recidivism. We find insignificant effects of DRFs on
recidivism two and ten years after DRF conviction for the high contamination group. The
estimates and standard errors are small relative to the mean, which indicated precise null
effects. On the intensive margin (total convictions), estimates show similar null effects of
DRFs on recidivism for each contamination group.

For the low contamination group, we find a statistically significant but small decrease in
the likelihood of felony conviction two years after the initial DRF conviction. This decreased
recidivism is not sustained when measured ten years after DRF conviction. We also find null
effects when we measure effects by type of crime. Overall, DRF conviction had no meaningful
impact on criminal behavior.

Our results using the full sample show null results for nearly all outcomes except for
increased cumulative earnings measured using income reported on 1040 tax filings and
decreased total convictions. Without correcting for the contamination in our sample, we
would incorrectly conclude that the policy improved market labor outcomes and increased
deterrence. We observe none of these effects in either the high or low contamination results.
The contrast in results for long-run outcomes between the full sample and the results by
contamination group only highlights the need for careful consideration of the interaction of
the research design and behavioral responses to the policy.

Figure 3.6 shows graphical evidence of selected results from Table 3.4 by reporting
non-parametric smoothed estimates of long-term cumulative W-2 earnings and total convictions
before and after effective date of the DRF law in October 2003. These figures confirm the
findings in Table 3.4.

3.5.2 Evolution of the Effects on Labor Market Outcomes and Recidivism

Next we shift our focus to investigating the evolution of the effects over time. Figure
3.7 shows the year-by-year estimates of the discontinuity and 95% confidence intervals for
the main income and recidivism outcomes and for the low and high contamination groups
separately. To help quantify the estimated effect size, we also include the mean of the entire
sample in the figures. The first estimate represents the effect of a DRF offense charge on
cumulative income (cumulative recidivism) one year after DRF conviction (from 2005–2006)
with each additional estimate increasing the follow-up an additional year up to ten years.

For the low contamination group, we observe no statistically significant effects on cumulative
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income or cumulative recidivism over time. Notably, the estimates for cumulative earnings
are close to zero until the 2005–2011 measurement period. Similarly, estimates for cumulative
recidivism are close to zero until seven years after conviction. Given the size of the sample,
we are confident that these are precisely estimated null effects for both outcomes.

For the high contamination group, we observe a different pattern on the estimated impacts
on cumulative earnings. From 2005–2007 and 2005–2011, we find statistically significant
increases in cumulative earnings reported on W-2 information returns. These estimated
impacts begin decreasing and become statistically insignificant from zero from the 2005–2012
period onward. One possible reason for the effect fade out could be the loss of labor market
opportunities during Great Recession, but further research is needed to confirm this.

For total convictions, we observe a different pattern over time with no statistically
significant impacts on criminal behavior across all years in the follow-up period after the first
DRF conviction.

3.5.3 Heterogeneous Effects by Ability to Pay

Our findings so far show null effects of DRFs on criminal recidivism and labor market
outcomes over the long run. Despite this, the fees may have real but countervailing effects in
different subsets of the population. In particular, we are interested in determining whether
an individual’s initial ability to pay off driver responsibility fees may play a role in driving
the headline null effects.

We proxy for the ability to pay driver responsibility fees using predicted W-2 income.
Because we do not have access to IRS W-2 returns before 2005, we cannot condition analysis
on pre-conviction income. We do have access to IRS 1040 individual tax returns before the
DRF policy goes into effect, but, as discussed earlier, the 1040 tax filing rate is only around
60%, so its use would greatly reduce the power of the heterogeneity analysis. Instead we
rank individuals based on their predicted cumulative 2005–2015 W-2 income. The predicted
income model is estimated using the same covariates used in predicting DRF recidivism.
These covariates are: age at conviction for DRF offense, gender, race/ethnicity, average 1040
income and filing rates 1–3 years prior to conviction, and fixed effects for number of previous
convictions and the full interaction of controls for the DRF offense level with fixed effects for
the county of adjudication. Therefore, this measure of predicted W-2 income does not include
any information that is affected by DRF-eligible charges. As a result, we use it as a way
to rank people in the sample by their ability to pay the fees. People with higher predicted
income will have greater capacity to earn money to pay for the fines. We use the predicted
W-2 income as a proxy for “affordability” and estimate how the effects of the fees differ by
predicted income.
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After generating predicted income, we estimate regression discontinuity models at different
points of the predicted income distribution—every 5 percentiles between the 5th and 95th.
To reduce noise, we include individuals within 15 percentiles of the central point in either
direction. As an example, our estimate at the 20th percentile will include everyone with
predicted income between the 5th and 35th percentile. Note that the estimates for the 5th
and 10th (90th and 95th) percentiles include fewer observations as they are bounded below
(above) by 0 (100).

Panels A–D of Figure 3.8 show the effects of DRFs on earnings and recidivism across the
distribution of predicted income and separately for individuals with predicted low and high
risk of DRF recidivism (with 95% confidence intervals for each point estimate).

For the heterogeneous effects of the driver responsibility fees on cumulative income, we
find statistically significant increases of about $20,000 in income for drivers in the 60th to
65th percentile of the income distribution.

For the low contamination group, Panel B shows that there is little variation in the effect of
DRF fees on ten-year average recidivism rates. Most of the beneficial effects are concentrated
on individuals in the 65th to 70th percentiles of the income distribution with a statistically
significant reduction in total recidivism of around 0.1 crimes ten years after conviction. The
estimated decreases in recidivism overlap with the effects on income at the 65th percentile of
predicted income.

Only the income effect from a DRF conviction could generate these results. Driver’s
license revocation from non-payment would place the individual at higher risk for recidivism
if caught driving with a suspended license, thereby increasing recidivism. Furthermore, the
revocation could potentially reduce an individual’s earnings through their ability to work by
removing their means of transportation and thereby reducing employment or earnings.

We observe a different pattern across predicted income for individuals in the high
contamination sample. Notably, there are no effects on total convictions throughout the entire
distribution except for a statistically significant decrease of approximately 0.2 crimes at the
45th and 50th percentile of the distribution. We do not observe a corresponding effect on total
earnings. For individuals in the 20th to 40th percentile, we observe similarly sized increases
in earnings of nearly $10,000, but the estimates are not quite statistically significant.

3.5.4 Heterogeneous Effects Across DRF Fee Levels

The previous section analyzes how the effects of the fees vary by the individual’s ability
to pay. However, the size of the fees relative to income can also be an important determinant
for the DRF impacts. Furthermore, heterogeneity in the characteristics of the subpopulations
of individuals across the fee levels could influence measurement of the impact of DRFs.
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Given that being charged with a DRF-eligible offense may have monetary consequences and
incapacitation effects from driver’s license revocation, analyzing the outcomes across the fee
levels may provide insight on the main mechanisms driving the outcomes.

To test this hypothesis, we stratify the analysis of the impacts on cumulative earnings
and total convictions by the three DRF levels and the two predicted risk groups. Using the
same sharp regression discontinuity design, Table 3.5 reports the effect of being convicted
with a DRF by the fee amount for both the high contamination and low contamination group
on short-run and long-run cumulative earnings and total convictions.

In the high contamination sample, we observe effects similar to what we observe in the
analysis of heterogeneity in ability to pay DRFs. Specifically, for cumulative earnings from
2005–2015, we find no significant effects for any of the fee amounts; for total recidivism ten
years after conviction, we estimate a decrease of 0.3 convictions for individuals assigned
the $300 fee, which is similar to the estimate from the heterogeneity analysis at the 50th
percentile. The estimated decrease is small relative to the average of 4.3 total convictions.
Interestingly, for the estimated impacts on the short run, the positive increase in earnings is
not concentrated at a particular fine level.

For individuals in the low contamination sample, we estimate heterogeneous impacts of
DRFs on cumulative earnings from 2005–2007 across the different fees. For individuals assigned
the $300 fee, we find an increase of earnings of $5,608, but for individuals assigned the $2,000
fee, we estimate a decrease of $7,830. One possible explanation for the short-term negative
impacts for individuals assigned the $2,000 is license suspension from fee non-payment. Given
that average annual income is approximately $28,000 (calculated from average total income
from 2005–2007 of $83,930 in Table 3.5), a $2,000 fine paid over the course of two years
represents a significant portion of income, which places these individuals at higher risk of
driver’s license suspension from fee non-payment.

These effects on earnings are sustained for those assigned the $300 fee. We estimate that
DRFs caused a statistically significant $27,080 increase in long-run cumulative W-2 earnings,
which is equivalent to an 11% increase relative to mean earnings of $254,900. Individuals in
this sample are unlikely to receive a second DRF conviction so this income growth stems
from the first DRF conviction. Thus, the fee of $300 had a sustained increase in earnings
even after the fee had been paid.

Assignment of fees stemming from a DRF conviction did not impact criminal behavior
for any level of fees in the low contamination sample. Across all levels and time periods, we
observe no statistically significant effect on total convictions. The estimates and standard
errors are also small relative to the means—indicating null effects.
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3.5.5 Effects of DRFs on Romantic Partners

While we generally find that the driver responsibility fees have small or null effects on labor
market and recidivism outcomes of DRF recipients, we are also interested in how potential
impacts may be internalized by households or romantic partners. For example, a large fine
may trigger a change in a partner’s labor supply if he or she is the primary earner or in
a better position to adjust labor supply on the intensive margin by increasing work hours.
To measure partner spillovers, we use the household crosswalk discussed in Section 3.3 that
synthesizes information from a variety of Census Bureau, IRS and other federal program
data. This crosswalk allows us to link individuals convicted of DRF-eligible offenses to their
partners in the year of their initial DRF conviction.

In order to identify the causal impact of DRFs on partner outcomes, we need to have
balance in the likelihood of being linked to a partner across the DRF effective date. Panel A
of Table 3.6 shows no effect of the fines on the likelihood an individual charged with a DRF
offense is linked to a romantic partner in the year of conviction—for individuals in either low
or high contamination groups.

The rest of Table 3.6 shows outcomes of interest for partners: the likelihood of remaining
in a relationship and the length of the relations in Panel B; cumulative W-2 earnings in
Panel C and the total number of convictions in Panel D. As before, we split our results by
contamination group. We also consider both short- and long-term versions of the outcomes
(relationship status in 2007 and 2015, labor market outcomes from 2005–2007 and 2005–2015,
and recidivism outcomes two and ten years after the initial DRF conviction). All outcomes
are estimated using the same covariates in previous analyses describing the individual charged
with the offense (not the partner).

For the low contamination group, we find no evidence of spillover effects of the DRFs on
partnership rates or partner outcomes. Not only are estimates statistically indistinguishable
from zero, but, relative to the mean, the effect sizes and standard errors are small, which
indicates null effects. These results indicate that earlier findings of null impacts of DRFs
on labor market and recidivism outcomes were not confounded by secondary impacts on
partnership length, partner labor supply, or partner criminal activity.

For the high contamination group, we find a statistically significant effect of DRFs on
partner long-term cumulative earnings (2005–2015), but no statistically significant effects on
criminal behavior or partnership outcomes. That is, for individuals at a higher risk of DRF
recidivism, partners increased labor supply as a result of DRF conviction, and some of the
financial burden affected someone other than the individual convicted of a DRF offense.
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3.6 Relationship to Prior Work

Our paper represents the first attempt to measure the long-term impact of financial
sanctions using detailed complete criminal case histories, administrative tax records on
earnings, and population-level links to romantic partners. In contrast to previous empirical
studies on the impacts of financial sanctions from driving offenses, our results generally show
null impacts on labor market and recidivism outcomes with some small increases in labor
supply of fee recipients and their partners.

These results are divergent from past research, especially that of Mello (2021), which
studies the effect of Florida drivers receiving a traffic citation on future employment and
economic stability. Using highly detailed credit report data, he finds that driving fines are
associated with an increase in financial instability as well as a small but significant decrease
in labor supply over the following two years. Below we lay out potential hypotheses as to why
our results diverge from past research on the effect of financial sanctions on driving outcomes.

First, the institutional context of our study is markedly different than that of past
studies, which affects the efficacy of the financial sanction. In our study, those convicted
of a DRF-qualifying offense were subjected to a higher financial burden because they were
required to pay the DRF on top of the traffic fine. In contrast, the focus of Mello (2021) is
only on traffic citations.

Second, from the definition of Public Act 165, we are only able to study a subset of
traffic violations. In contrast, Mello’s sample includes all individuals with a traffic violation
in Florida. Furthermore, we identify individuals in our sample using court adjudication data.
Therefore, even if an individual was convicted of a DRF-qualifying offense but did not go to
court, they are not in our data set. In Mello’s sample, he is able to identify all individuals
who received a citation in Florida.

Third, our earnings data cover a greater scope of employment relationships. Mello’s
primary employment data comes from monthly credit reports, which may select toward large
employers who choose to report to credit agencies. We rely on W-2 information returns that
cover all formally employed individuals regardless of employer firm size, as long as those
employees earned at least $600 in a tax year.

Finally, there may be differences in data and sample composition between the two settings.
Our sample is conditioned on individuals with a DRF-eligible offense receiving a PIK at the
Census Bureau, which excludes undocumented immigrants. The sample in Mello’s paper is
conditioned on individuals with a driving citation data being linked to credit bureau reporting
data, which may also exclude some undocumented immigrants.
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3.7 Conclusion

This paper examines the effects of financial sanctions on labor market and recidivism
outcomes in the state of Michigan. Despite widespread criticism of the law, especially related
to driver’s license suspensions, we find relatively muted impacts of DRFs. After carefully
addressing research design contamination caused by DRF recidivism, we find that the fees had
a small positive effect on short-term W-2 income for individuals in the high contamination
sample. This effect attenuates in the long term, which may relate to the erosion of the
license revocation channel in this subgroup over time. We find suggestive evidence that these
individuals may be shifting part of the financial burden onto their romantic partners who have
increased earnings of approximately $1,700 on average from 2005 to 2015. We also observe
slight deterrent effects for individuals assigned the $300 fee ten years after DRF conviction.

At the same time, we find predominantly null effects on both short and long-term outcomes
for individuals in the overall, low contamination sample with no spillover effects onto partners.
Our heterogeneity analysis reveals long-term positive impacts of the fees on individuals’
cumulative earnings and mild deterrent effects for individuals at the 60th–70th percentiles.
Separating individuals by the assigned fee reveals potential incapacitation effects for those
with the most severe offense, who have reduced total earnings of almost $8,000 from 2005
to 2007. Since these individuals have low likelihood of re-committing a DRF offense, the
negative impact on earnings is not sustained in the long-run. To the best of our knowledge,
our results are the first to find such consistent and precisely estimated null to mildly positive
effects of these types of financial sanctions.

Our findings contrast with prior work, in particular the causal estimates from Mello (2021).
We believe four factors may contribute to these divergent findings: (1) different approaches to
research design (RD versus event study); (2) measurement of labor market outcomes (W2 tax
filings versus credit bureau employment data, which principally comes from large employers);
(3) different study populations; and, (4) the size of the financial sanctions. Further research is
warranted to better understand the contribution of each of these differences.

While we find no significant harm on individuals’ labor market outcomes or criminal
behavior, we also find limited evidence of benefits to justify this policy. As a source of revenue
generation, the DRF was an inefficient and regressive form of taxation; if LFOs increased
without a concurrent change in labor supply, consumption may have in fact been negatively
impacted. Funds were being raised from individuals with lower income compared to the general
population.19 It is therefore unsurprising that DRF payment rates were quite low, reducing

19Average per capita, annual personal income in 2005 in Michigan was just over $30,000, unadjusted
(of Economic Analysis and of St. Louis, 2021). From Table 3.4, average annual income per capita in our
sample is just over $19,000 from 2005-2007 using W-2 information.
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revenue and placing these individuals at higher risk of recidivism due to driver’s license
revocation from non-payment. Our results show that DRF conviction increased the labor
supply of romantic partners, suggesting that other household members may be shouldering the
monetary burden of the DRF fines. Without clear evidence of general or specific deterrence
arising from the DRF policy, it still remains unlikely that the DRF regime was welfare
improving even if our causal estimates are less pessimistic than prior research has found.
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Panel A: Predicted cumulative 2005–2015
W-2 income

Panel B: Predicted total convictions 10 years
after DRF conviction

Panel C: Caseload density

Figure 3.1: Balance Tests Showing Smoothness Around the DRF Effective Date
Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information
returns, the 2020 Census Numident (to measure year of birth, state of birth, and gender), the 2020 Census
Bureau Title 13 race/ethnicity file, and Michigan criminal justice histories from the CJARS 2020Q1 vintage.
Notes: These figures represent a series of balance tests done to ensure that there is smoothness around the
discontinuity. Equivalent RD estimates shown in Table 3.2 support the figures findings that the discontinuity
is not significant. Predicted total recidivism ten years after conviction and predicted cumulative 2005–2015
W-2 income are predicted using the full interaction of age at conviction for DRF offense, gender, race/ethnicity,
average 1040 income and filing rates 1–3 years prior to conviction, and fixed effects for number of previous
convictions and the full interaction of: controls for the DRF offense level and fixed effects for the county of
adjudication. Caseload density is measured using the total number of DRF convictions per day. The estimates
are based off of a sample of all individuals convicted of a driver responsibility fee qualifying offense from
April 1st, 2001 to March 31st, 2006 in Michigan. The sample contains only the first DRF-qualifying offense of
the individuals within the relevant time period. Estimates and sample sizes have been rounded according
to Census Bureau DRB rules. All results were approved for release by the Census Bureau, authorization
number CBDRB-FY21-ERD002-023. RD figure notes: Figures show smoothed, nonparametric estimates and
95% confidence intervals of the relevant outcome variable, estimated on either side of the discontinuity. In
addition, the monthly average of the outcome variable is plotted as a scatter, where the size of each point is
weighted by the monthly case count. The estimates are generated using a non-parametric local polynomial
with a 120-day bandwidth and weighted with an Epanechnikov kernel estimated separately across both sides
of the discontinuity.
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Figure 3.2: First Stage: Likelihood of Receiving Driver Responsibility Fee Before and After
DRF Effective Date

Source: Author’s calculations from Michigan criminal justice histories from the CJARS 2020Q1 vintage.
Notes: This figure shows the smoothed non-parametric estimates and 95% confidence intervals of the first stage
estimated on either side of the discontinuity. The outcome is likelihood of DRF conviction after the policy
enactment. Equivalent RD estimates support the figures findings that the discontinuity is not significant. The
estimates are based off of a sample of all individuals convicted of a driver responsibility fee qualifying offense
from April 1st, 2001 to March 31st, 2006 in Michigan. The sample contains only the first DRF-qualifying offense
of the individuals within the relevant time period. Estimates and sample sizes have been rounded according
to Census Bureau DRB rules. All results were approved for release by the Census Bureau, authorization
number CBDRB-FY21-ERD002-023. RD figure notes: Figures show smoothed, nonparametric estimates and
95% confidence intervals of the relevant outcome variable, estimated on either side of the discontinuity. In
addition, the monthly average of the outcome variable is plotted as a scatter, where the size of each point is
weighted by the monthly case count. The estimates are generated using a non-parametric local polynomial
with a 120-day bandwidth and weighted with an Epanechnikov kernel estimated separately across both sides
of the discontinuity.
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Panel A: Cumulative likelihood of DRF
conviction, high contamination sample

Panel B: Cumulative likelihood of DRF
conviction, low contamination sample
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Figure 3.3: Evolution of Cumulative Likelihood of DRF Conviction
Regression-Discontinuity Estimates Over Time and by Contamination Group

Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information
returns, the 2020 Census Numident (to measure year of birth, state of birth, and gender), the 2020 Census
Bureau Title 13 race/ethnicity file, and Michigan criminal justice histories from the CJARS 2020Q1 vintage.
Note: These figures plot regression discontinuity estimates measuring likelihood of being assigned a DRF over
a cumulative time period starting from the first conviction and the ten years after. The left graphs are for the
subsample of individuals in the high contamination group and the right is for the low contamination group.
Low (high) contamination is defined as having below (above) median risk for predicted DRF recidivism 2 years
after conviction. Two-year DRF recidivism is predicted using the full interaction of age at conviction for DRF
offense, gender, race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and fixed
effects for number of previous convictions and the full interaction of controls for the DRF offense level with
fixed effects for the county of adjudication. The sample means are included for each outcome variable (dark
grey circles). All estimates are shown with 95% confidence intervals. The estimates are based off of a sample
of all individuals convicted of a driver responsibility fee qualifying offense from April 1st, 2001 to March 31st,
2006 in Michigan. The sample contains only the first DRF-qualifying offense of the individuals within the
relevant time period. Estimates and sample sizes have been rounded according to Census Bureau DRB rules.
All results were approved for release by the Census Bureau, authorization number CBDRB-FY21-ERD002-023.
RD estimate notes: We present estimates using a local-polynomial regression discontinuity. Unless otherwise
noted, all regressions include covariates for individual characteristics (age at conviction, gender, race and
ethnicity, average income reported on 1040 tax filings 1–3 years pre-conviction, average 1040 filing rate 1–3
years pre-conviction) and the full interaction of fixed effects for county of adjudication with fixed effects for
the level of DRF offense.
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Panel A: Age at conviction Panel B: % male
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Panel E: Total convictions 1–3 years prior to
first DRF conviction
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Figure 3.4: Means of Selected Characteristics Across the Distribution of Predicted DRF
Recidivism

Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information returns, the 2020 Census Numident
(to measure year of birth, state of birth, and gender), the 2020 Census Bureau Title 13 race/ethnicity file, and Michigan criminal justice histories
from the CJARS 2020Q1 vintage.
Note: This figure shows the average of select individual characteristics at different points on the distribution of predicted DRF recidivism two years
after original conviction date. Two-year DRF recidivism and 2005–2015 cumulative W-2 income is predicted using the full interaction of age at
conviction for DRF offense, gender, race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and fixed effects for number of
previous convictions and the full interaction of controls for the DRF offense level with fixed effects for the county of adjudication. Pre-conviction
criminal history is total convictions 1–3 years prior to DRF conviction. Wages and income are adjusted to 2017 dollars using the CPI-All Urban.
The means are calculated at every 5th percentile from the 5th to 95th percentile. To reduce noise, we include individuals in the 15 percentiles above
and below the central point. The estimates are based off of a sample of all individuals convicted of a driver responsibility fee qualifying offense from
April 1st, 2001 to March 31st, 2006 in Michigan. The sample contains only the first DRF-qualifying offense of the individuals within the relevant
time period. Estimates and sample sizes have been rounded according to Census Bureau DRB rules. All results were approved for release by the
Census Bureau, authorization number CBDRB-FY21-ERD002-023.
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Figure 3.5: Balance Test for Likelihood of Above-Median DRF Recidivism Two Years After
Initial DRF Conviction

Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information
returns, the 2020 Census Numident (to measure year of birth, state of birth, and gender), the 2020 Census
Bureau Title 13 race/ethnicity file, and Michigan criminal justice histories from the CJARS 2020Q1 vintage.
Note: This figure shows the smoothed non-parametric estimates and 95% confidence intervals of the likelihood
of having above median predicted risk of DRF recidivism 2 years after original conviction date on either side
of the discontinuity. Two-year DRF recidivism is predicted using the full interaction of: age at conviction for
DRF offense, gender, race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and
fixed effects for number of previous convictions and the full interaction of controls for the DRF offense level
with fixed effects for the county of adjudication. Equivalent RD estimates in Table 3.2 support the figure’s
findings that the discontinuity is not significant. The estimates are based off of a sample of all individuals
convicted of a driver responsibility fee qualifying offense from April 1st, 2001 to March 31st, 2006 in Michigan.
The sample contains only the first DRF-qualifying offense of the individuals within the relevant time period.
Estimates and sample sizes have been rounded according to Census Bureau DRB rules. All results were
approved for release by the Census Bureau, authorization number CBDRB-FY21-ERD002-023. RD figure
notes: Figures show smoothed, nonparametric estimates and 95% confidence intervals of the relevant outcome
variable, estimated on either side of the discontinuity. In addition, the monthly average of the outcome variable
is plotted as a scatter, where the size of each point is weighted by the monthly case count. The estimates
are generated using a non-parametric local polynomial with a 120-day bandwidth and weighted with an
Epanechnikov kernel estimated separately across both sides of the discontinuity.
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Figure 3.6: Effects of DRF Conviction on Long-Term Labor Market Outcomes and
Criminal Behavior, by Contamination Group

Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information returns, the 2020
Census Numident (to measure year of birth, state of birth, and gender), the 2020 Census Bureau Title 13 race/ethnicity file, and
Michigan criminal justice histories from the CJARS 2020Q1 vintage.
Note: This figure shows smoothed nonparametric estimates and 95% confidence intervals of the effect of DRF conviction on total
recidivism 10 years after and 2005–2015 cumulative W-2 income (adjusted to 2017 dollars using the CPI-All Urban), estimated
on either side of the discontinuity for the low and high contamination groups separately. Low (high) contamination is defined as
having below (above) median risk for predicted DRF recidivism 2 years after conviction. 2 year DRF recidivism is predicted
using the full interaction of: age at conviction for DRF offense, gender, race/ethnicity, average 1040 income and filing rates 1–3
years prior to conviction, and fixed effects for number of previous convictions and the full interaction of controls for the DRF
offense level with fixed effects for the county of adjudication. For all subfigures, the outcome variable is residualized using the
full interaction of: age at conviction for DRF offense, gender, race/ethnicity, average 1040 income and filing rates 1–3 years
prior to conviction, and fixed effects for number of previous convictions and the full interaction of controls for the DRF offense
level and fixed effects for the county of adjudication. The mean of the outcome variable is added back to the residuals. The
estimates are based off of a sample of all individuals convicted of a driver responsibility fee qualifying offense from April 1st,
2001 to March 31st, 2006 in Michigan. The sample contains only the first DRF-qualifying offense of the individuals within the
relevant time period. Estimates and sample sizes have been rounded according to Census Bureau DRB rules. All results were
approved for release by the Census Bureau, authorization number CBDRB-FY21-ERD002-023. RD figure notes: Figures show
smoothed, nonparametric estimates and 95% confidence intervals of the relevant outcome variable, estimated on either side of
the discontinuity. In addition, the monthly average of the outcome variable is plotted as a scatter, where the size of each point
is weighted by the monthly case count. The estimates are generated using a non-parametric local polynomial with a 120-day
bandwidth and weighted with an Epanechnikov kernel estimated separately across both sides of the discontinuity.
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Figure 3.7: Evolution of DRF Effects on Labor and Recidivism Outcomes Over Time, by
Contamination Group

Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information returns, the 2020
Census Numident (to measure year of birth, state of birth, and gender), the 2020 Census Bureau Title 13 race/ethnicity file, and
Michigan criminal justice histories from the CJARS 2020Q1 vintage.
Note: This figure plots regression discontinuity estimates measuring the effects of DRFs on labor and recidivism outcomes over a
cumulative time period that varies by graph. For the labor market outcomes (Adjusted to 2017 dollars using the CPI-All Urban)
(subgraphs (a) and (c), the time frame covered is from 2005–2006 to 2005–2015. For the recidivism outcomes (subgraphs (b) and
(d)) the time frame is between 1 and 10 years following conviction of first DRF offense. The full sample means are also included
for each outcome variable (dark grey circles). All estimates are generated for individuals in the low and high contamination
group separately. Low (high) contamination is defined as having below (above) median risk for predicted DRF recidivism two
years after conviction. Two-year DRF recidivism is predicted using the full interaction of: age at conviction for DRF offense,
gender, race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and fixed effects for number of previous
convictions and the full interaction of controls for the DRF offense level with fixed effects for the county of adjudication. All
estimates are shown with 95% confidence intervals. The estimates are based off of a sample of all individuals convicted of a
driver responsibility fee qualifying offense from April 1st, 2001 to March 31st, 2006 in Michigan. The sample contains only the
first DRF-qualifying offense of the individuals within the relevant time period. Estimates and sample sizes have been rounded
according to Census Bureau DRB rules. All results were approved for release by the Census Bureau, authorization number
CBDRB-FY21-ERD002-023. RD estimate notes: We present estimates using a local-polynomial regression discontinuity. Unless
otherwise noted, all regressions include covariates for individual characteristics (age at conviction, gender, race and ethnicity,
average income reported on 1040 tax filings 1–3 years pre-conviction, average 1040 filing rate 1–3 years pre-conviction) and the
full interaction of fixed effects for county of adjudication with fixed effects for the level of DRF offense.
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Figure 3.8: Heterogeneity Analysis of Effects of DRF Conviction on Labor Market
Outcomes and Criminal Behavior, by Predicted Income and by Contamination Group

Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information returns, the 2020
Census Numident (to measure year of birth, state of birth, and gender), the 2020 Census Bureau Title 13 race/ethnicity file, and
Michigan criminal justice histories from the CJARS 2020Q1 vintage.
Notes: This figure presents the sharp RD estimates for the effect of the DRFs on labor and criminal outcomes at different points in
the percentile rank of predicted 2005-2015 cumulative W-2 income distribution for individuals in the low and high contamination
group separately. Low (high) contamination is defined as having below (above) median risk for predicted DRF recidivism 2
years after conviction. Predicted 2005–2015 cumulative W-2 income (Adjusted to 2017 dollars using the CPI-All Urban) and
two-year DRF recidivism are predicted using the full interaction of: age at conviction for DRF offense, gender, race/ethnicity,
average 1040 income and filing rates 1–3 years prior to conviction, and fixed effects for number of previous convictions and the
full interaction of controls for the DRF offense level with fixed effects for the county of adjudication. Estimates are generated
separately at every 5 percentiles from the 5th through 95th percentiles. To improve stability, we include individuals in the 15
percentiles above and below the central point. We also include robust 95% confidence intervals of the estimate. The left panels
measure the 10 year total recidivism, the top right panels measure the 2005-2015 cumulative W-2 income. The low and high
contamination groups are presented separately in the top and bottom panel respectively. The estimates are based off of a sample
of all individuals convicted of a driver responsibility fee qualifying offense from April 1st, 2001 to March 31st, 2006 in Michigan.
The sample contains only the first DRF-qualifying offense of the individuals within the relevant time period. Estimates and
sample sizes have been rounded according to Census Bureau DRB rules. All results were approved for release by the Census
Bureau, authorization number CBDRB-FY21-ERD002-023. RD estimate notes: We present estimates using a local-polynomial
regression discontinuity. Unless otherwise noted, all regressions include covariates for individual characteristics (age at conviction,
gender, race and ethnicity, average income reported on 1040 tax filings 1–3 years pre-conviction, average 1040 filing rate 1–3 years
pre-conviction) and the full interaction of fixed effects for county of adjudication with fixed effects for the level of DRF offense.
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Table 3.1: Michigan Driver Responsibility Fee Amounts and Eligible Offenses

Fee
amounts

Eligible offenses

$300–400 • No proof of insurance at the time of the stop
• Driving with an expired/invalid license

$1,000

• Driving on a suspended/revoked/denied license
• No insurance
• Operating with presence of drugs
• Operating while impaired by liquor/controlled substance
• Reckless driving

$2,000

• Vehicular manslaughter
• Felony with an auto
• Unlawful/felonious driving
• Failing to stop after accident causing injury
• Operating while intoxicated
• Fleeing or eluding an officer

Source: Michigan Department of State
Notes: This table presents the list of offenses associated with the driver responsibility fee
(DRF) assigned upon conviction. This list includes offenses enumerated under Michigan
Public Act 165, Category 2, which was in effect from October 1, 2003 to October 1, 2018.
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Table 3.2: Balance Tests of Selected Characteristics at Date of Conviction Across DRF
Effective Date

RD estimate RD estimate
(standard error) (standard error)

Variable [sample mean] Variable [sample mean]
Average daily DRF -16 DRF level 1 -0.012∗∗
caseload (32) (0.006)

[265] [0.195]
Age at conviction 0.250 DRF level 2 -0.006

(0.170) (0.008)
[32.370] [0.369]

Male 0.009 DRF level 3 0.004
(0.008) (0.009)
[0.741] [0.343]

Hispanic 0.002 Pre-conviction average -0.001
(0.003) 1040 filing rate (0.007)
[0.028] [0.617]

Black 0.022∗∗ Pre-conviction average -8
(0.008) 1040 income (723)
[0.247] [23,890]

White -0.026∗∗ Pre-conviction average -0.004
(0.009) total convictions (0.033)
[0.686] [1.117]

Matched to romantic partner -0.006
in conviction year (0.005)

[0.200]
Observations 423,000 Observations 423,000
Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2
information returns, the 2020 Census Numident (to measure year of birth, state of birth, and gender), the
2020 Census Bureau Title 13 race/ethnicity file, and Michigan criminal justice histories from the CJARS
2020Q1 vintage. Individuals are linked to their romantic partners using the universe of 1040 filings and
survey responses to the Decennial (2000) and American Community Survey (ACS) (2005–2018).
Note: This table presents the sharp RD estimates for select characteristics describing the individual at
the time of conviction. The estimates are based off of a sample of all individuals convicted of a driver
responsibility fee qualifying offense from April 1, 2001 to March 31, 2006 in Michigan. The sample contains
only the first DRF-qualifying offense of the individuals within the relevant time period. Estimates and
sample sizes have been rounded according to Census Bureau DRB rules. All results were approved for
release by the Census Bureau, authorization number CBDRB-FY21-ERD002-023. Standard errors are
enclosed in parentheses and sample means are enclosed in brackets. ∗ p<0.1, ∗∗ p<0.05, ∗ ∗ ∗ p<0.01.
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Table 3.3: Balance Tests of Predicted Variables Across DRF Effective Date

RD estimate
(standard error)

Variable [sample mean]
Predicted cumulative 2005-2015 W-2 income 914

(2,589)
[209,300]

Predicted total convictions 10 years after DRF disposition -0.011
(0.038)
[2.310]

Predicted above-median risk for two-year DRF recidivism -0.007
(0.007)
[0.500]

Observations 423,000
Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015
IRS W-2 information returns, the 2020 Census Numident (to measure year of birth, state
of birth, and gender), the 2020 Census Bureau Title 13 race/ethnicity file, and Michigan
criminal justice histories from the CJARS 2020Q1 vintage. Individuals are linked to their
romantic partners using the universe of 1040 filings and survey responses to the Decennial
(2000) and American Community Survey (ACS) (2005–2018).
Note: This table presents the sharp RD estimates for select predicted variables. All predicted
variables are predicted using the full interaction of: age at conviction for DRF offense, gender,
race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and fixed
effects for number of previous convictions and the full interaction of controls for the DRF
offense level with fixed effects for the county of adjudication. Wages and income are adjusted
to 2017 dollars using the CPI-All Urban. The estimates are based off of a sample of all
individuals convicted of a driver responsibility fee qualifying offense from April 1, 2001 to
March 31, 2006 in Michigan. The sample contains only the first DRF-qualifying offense of the
individuals within the relevant time period. Estimates and sample sizes have been rounded
according to Census Bureau DRB rules. All results were approved for release by the Census
Bureau, authorization number CBDRB-FY21-ERD002-023. Standard errors are enclosed in
parentheses and sample means are enclosed in brackets. ∗ p<0.1, ∗∗ p<0.05, ∗ ∗ ∗ p<0.01.
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Table 3.4: Effects of DRF Conviction on Labor Market Outcomes and Criminal Behavior

Panel A: Labor market outcomes
Sample→ High contamination Low contamination Full sample

Outcome Period→ 2005–2007 2005–2015 2005–2007 2005–2015 2005–2015

Average W-2 return rate 0.005 0.010 -0.011 -0.000 0.004
(0.007) (0.006) (0.009) (0.007) (0.005)
[0.675] [0.597] [0.725] [0.650] [0.624]

Average number of annual -0.001 0.013 -0.033∗ -0.015 -0.001
W-2 returns (0.021) (0.014) (0.020) (0.014) (0.010)

[1.211] [0.976] [1.181] [0.980] [0.978]
Cumulative W-2 earnings 2,185∗∗ 2,818 134 9,660 5,171

(1,055) (3,732) (1,922) (6,561) (3,959)
[42,510] [157,100] [73,810] [261,500] [209,300]

Cumulative 1040 earnings 1,291 4,699 1,217 12,980 11,430∗
(1,422) (5,494) (3,511) (11,900) (6,522)
[48,590] [196,700] [106,200] [401,100] [298,900]

Panel B: Criminal activity
Sample→ High contamination Low contamination Full sample

Outcome Period→ 2 years 10 years 2 years 10 years 10 years

Any conviction 0.014 0.008 -0.003 -0.011 -0.003
(0.010) (0.007) (0.005) (0.009) (0.006)
[0.582] [0.866] [0.070] [0.292] [0.579]

Any felony conviction -0.008 -0.004 -0.004∗ -0.002 -0.002
(0.006) (0.008) (0.002) (0.004) (0.005)
[0.131] [0.319] [0.011] [0.062] [0.191]

Total convictions 0.040 -0.070 -0.007 -0.031 -0.071∗
(0.029) (0.069) (0.008) (0.031) (0.038)
[1.284] [3.958] [0.100] [0.661] [2.310]

Total drug convictions -0.006 -0.039 -0.002 0.002 -0.020
(0.011) (0.024) (0.003) (0.007) (0.013)
[0.131] [0.449] [0.009] [0.065] [0.257]

Total property convictions 0.006 -0.012 -0.000 -0.002 -0.009
(0.011) (0.026) (0.002) (0.009) (0.014)
[0.163] [0.529] [0.011] [0.075] [0.302]

Total violent convictions 0.002 -0.016 -0.002 -0.007 -0.010
(0.008) (0.014) (0.002) (0.006) (0.008)
[0.098] [0.322] [0.008] [0.051] [0.187]

Observations 211,500 211,500 423,000
Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information returns, the 2020 Census Numident
(to measure year of birth, state of birth, and gender), the 2020 Census Bureau Title 13 race/ethnicity file, and Michigan criminal justice histories from
the CJARS 2020Q1 vintage. Note: This table presents the sharp RD estimates for the effects of DRF conviction on labor and criminal outcomes
across varying time periods noted in the column names. Wages and income are CPI adjusted to 2017 dollars using the CPI-All Urban. Estimates are
generated for individuals in the low and high contamination group and the full sample separately. Low (high) contamination is defined as having below
(above) median risk for predicted DRF recidivism two years after conviction. Two-year DRF recidivism is predicted using the full interaction of age at
conviction for DRF offense, gender, race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and fixed effects for number of
previous convictions and the full interaction of controls for the DRF offense level with fixed effects for the county of adjudication. All results were
approved for release by the Census Bureau, authorization number CBDRB-FY21-ERD002-023. Standard errors are enclosed in parentheses and sample
means are enclosed in brackets. The estimates are based off of a sample of all individuals convicted of a driver responsibility fee qualifying offense from
April 1, 2001 to March 31, 2006 in Michigan. The sample contains only the first DRF-qualifying offense of the individuals within the relevant time
period. Estimates and sample sizes have been rounded according to Census Bureau DRB rules. All results were approved for release by the Census
Bureau, authorization number CBDRB-FY21-ERD002-023. Standard errors are enclosed in parentheses and sample means are enclosed in brackets.
RD estimate notes: We present estimates using a local-polynomial regression discontinuity. Unless otherwise noted, all regressions include covariates
for individual characteristics (age at conviction, gender, race and ethnicity, average income reported on 1040 tax filings 1–3 years pre-conviction,
average 1040 filing rate 1–3 years pre-conviction) and the full interaction of fixed effects for county of adjudication with fixed effects for the level of
DRF offense. ∗ p<0.1, ∗∗ p<0.05, ∗ ∗ ∗ p<0.01.
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Table 3.5: Effects of DRF Conviction on Labor Market Outcomes and
Criminal Behavior by Fee Level

Panel A: Cumulative W-2 earnings
Sample→ High contamination Low contamination

Fine Period→ 2005–2007 2005–2015 2005–2007 2005–2015
$300 2,574 3,376 5,608∗ 27,080∗∗

(2,843) (8,060) (3,330) (12,320)
[37,990] [147,000] [68,310] [254,900]

$1000 1,400 3,941 4,199 15,160
(1,365) (5,086) (4,083) (15,020)
[41,550] [154,200] [61,250] [208,700]

$2000 2,113 4,907 -7,830∗∗ -16,090
(2,522) (8,266) (3,668) (12,160)
[49,140] [173,600] [83,930] [291,400]

Panel B: Total convictions
Sample→ High contamination Low contamination

Fine Period→ 2 years 10 years 2 years 10 years
$300 0.086 -0.263∗∗ 0.002 -0.021

(0.065) (0.134) (0.014) (0.044)
[1.433] [4.341] [0.091] [0.639]

$1000 0.016 -0.043 -0.019 -0.083
(0.038) (0.094) (0.019) (0.068)
[1.176] [3.780] [0.128] [0.858]

$2000 0.028 0.050 -0.006 -0.031
(0.062) (0.137) (0.012) (0.045)
[1.373] [3.972] [0.094] [0.585]

Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2
information returns, the 2020 Census Numident (to measure year of birth, state of birth, and gender), the
2020 Census Bureau Title 13 race/ethnicity file, and Michigan criminal justice histories from the CJARS
2020Q1 vintage. Note: This table presents the sharp RD estimates for the effects of DRF conviction on
cumulative income (Adjusted to 2017 dollars using the CPI-All Urban) measured using W-2 tax returns
and total convictions by the fee amount across varying time periods noted in the columns. Estimates
are generated for individuals in the low and high contamination group. Low (high) contamination is
defined as having below (above) median risk for predicted DRF recidivism two years after conviction.
Two-year DRF recidivism is predicted using the full interaction of: age at conviction for DRF offense,
gender, race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and fixed effects
for number of previous convictions and the full interaction of controls for the DRF offense level with fixed
effects for the county of adjudication. The estimates are based off of a sample of all individuals convicted of
a driver responsibility fee qualifying offense from April 1, 2001 to March 31, 2006 in Michigan. The sample
contains only the first DRF-qualifying offense of the individuals within the relevant time period. Estimates
and sample sizes have been rounded according to Census Bureau DRB rules. All results were approved
for release by the Census Bureau, authorization number CBDRB-FY21-ERD002-023. Standard errors
are enclosed in parentheses and sample means are enclosed in brackets. RD estimate notes: We present
estimates using a local-polynomial regression discontinuity. Unless otherwise noted, all regressions include
covariates for individual characteristics (age at conviction, gender, race and ethnicity, average income
reported on 1040 tax filings 1–3 years pre-conviction, average 1040 filing rate 1–3 years pre-conviction)
and the full interaction of fixed effects for county of adjudication with fixed effects for the level of DRF
offense. ∗ p<0.1, ∗∗ p<0.05, ∗ ∗ ∗ p<0.01.
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Table 3.6: Effects of DRF Conviction on Partnership Outcomes and Partner’s
Labor Market Outcomes and Criminal Behavior

Panel A: Balance tests
Outcome Sample→ High contamination Low contamination

Matched to romantic partner -0.005 -0.008
in year of conviction (0.007) (0.008)

[0.1756] [0.2151]
Observations 211,500 211,500

Panel B: Relationship outcomes
Sample→ High contamination Low contamination

Outcome Period→ 2007 2015 2007 2015

Survival rate -0.020 -0.002 0.005 -0.013
(0.026) (0.024) (0.022) (0.023)
[0.627] [0.314] [0.739] [0.474]

Years together -0.103 -0.153 0.009 -0.072
(0.068) (0.204) (0.061) (0.205)
[2.047] [5.139] [2.341] [6.450]

Observations 36,000 44,500

Panel C: Partner labor market outcomes
Sample→ High contamination Low contamination

Outcome Period→ 2005–2007 2005–2015 2005–2007 2005–2015

Cum. W-2 earnings 4,040 18,670∗ -1,400 -3,214
(3,601) (11,310) (4,489) (17,680)
[58,690] [202,900] [100,900] [361,900]

Observations 36,000 44,500

Panel D: Partner criminal behavior
Sample→ High contamination Low contamination

Outcome Period→ 2 years 10 years 2 years 10 years

Total convictions 0.007 0.037 -0.004 0.022
(0.036) (0.112) (0.025) (0.068)
[0.284] [1.051] [0.139] [0.529]

Observations 36,000 44,500
Source: Authors’ calculations from 1998–2015 IRS 1040 individual tax returns, 2005–2015 IRS W-2 information returns, the 2020
Census Numident (to measure year of birth, state of birth, and gender), the 2020 Census Bureau Title 13 race/ethnicity file, and
Michigan criminal justice histories from the CJARS 2020Q1 vintage. Individuals are linked to their romantic partners using the
universe of IRS 1040 returns and survey responses to the Decennial (2000) and American Community Survey (ACS) (2005–2018).
Note: This table presents the sharp RD estimates for the effects of DRF conviction on partnership and partner outcomes. Panel A is
a balance test for the likelihood an individual is in a relationship in the year of conviction. Panel B presents results on partnership
outcomes, cumulative W-2 earnings (Adjusted to 2017 dollars using the CPI-All Urban), and total convictions for the partners of
individuals conditional on observing a relationship during the year of conviction. Estimates are generated separately for individuals
in the low and high contamination group. Low (high) contamination is defined as having below (above) median risk for predicted
DRF recidivism two years after conviction. Two-year DRF recidivism is predicted using the full interaction of age at conviction for
DRF offense, gender, race/ethnicity, average 1040 income and filing rates 1–3 years prior to conviction, and fixed effects for number of
previous convictions and the full interaction of controls for the DRF offense level with fixed effects for the county of adjudication.The
estimates are based off of a sample of all individuals convicted of a driver responsibility fee qualifying offense from April 1, 2001
to March 31, 2006 in Michigan. The sample contains only the first DRF-qualifying offense of the individuals within the relevant
time period. Estimates and sample sizes have been rounded according to Census Bureau DRB rules. All results were approved for
release by the Census Bureau, authorization number CBDRB-FY21-ERD002-023. Standard errors are enclosed in parentheses and
sample means are enclosed in brackets. RD estimate notes: We present estimates using a local-polynomial regression discontinuity.
Unless otherwise noted, all regressions include covariates for individual characteristics (age at conviction, gender, race and ethnicity,
average income reported on 1040 tax filings 1–3 years pre-conviction, average 1040 filing rate 1–3 years pre-conviction) and the full
interaction of fixed effects for county of adjudication with fixed effects for the level of DRF offense. ∗ p<0.1, ∗∗ p<0.05, ∗ ∗ ∗ p<0.01.
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APPENDIX A

Appendix to The Long-Term Impacts of Rent Control

A.1 Opportunity Insight Data Description

As discussed in the body of the paper, the Opportunity Insights includes unconditional
mean outcome estimates for all children linked to a given census tract. In addition, they
provide predicted outcomes for children growing up at 5 specific points of the parent income
distribution. Using data on the income level of parents, as well as the race, gender and census
tract that children grew up in, they run the following regression:

yi = αcrg + βcrg × frg(pi) + εi

where yi is an outcome for child i, αcrg is a fixed effect for the combination of census tract
(c), race (r) and gender (g). frg(pi) refers to a transformation of parental income rank that is
estimated at the national level using local polynomial regression. This is done because the
true relationship between parental income and the outcome of children is often non-linear,
so the transformed variable allows for the capture of these non-linearities within a simple
regression framework. Once the individual regression is estimated, the authors use predicted
values at a given level of parental income for each census tract-race-gender combination to
create outcome predictions at the census tract level. The outcome data released to the public
is the average fitted value over the entire census tract for the given population. Lastly, the
authors add a small amount of noise to the estimates to avoid involuntary disclosure before
releasing the data to the public.

The noise infusion procedure is detailed in Chetty and Friedman (2019), though the main
intuition behind the algorithm is that the amount of noise added is proportional to the
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sensitivity of the statistic to one observation. For each tract, they determine the observation
that has the largest impact on the result by estimating the result in the absence of each
observation in the tract. Once they determine the maximum observed sensitivity, they add
noise to the final result with a mean zero, normally distributed term that has a standard
deviation proportional to the maximum observed sensitivity. Chetty et al. (2018) report that
the added noise is generally smaller than the sampling variance. This will be especially true in
tracts located in cities that have higher populations since the influence of any one observation
has a smaller effect on the final output.

A.2 Appendix Tables and Figures
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Migrate county Migrate state

Country migrant

Figure A.1: Estimated ATT of Rent Control on Immigration Outcomes by Year: High
Rental Tract Sample

Source: 1980 - 2000 decennial census data reported at the tract level by SocialExplorer.
Notes: Figures show the average treatment effect on the treated tracts of rent control on immigration outcomes.
The unit of observation is a census tract with at least 30% rental share. Each outcome is the percentage of
tract inhabitants that have moved from a given location in the last 5 years. The error bars represent 95%
confidence intervals from standard errors that are clustered at the city level.
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P(Living in same house) Rental Vacancy Rt.

Long Commute % Rentals

Total Units

Figure A.2: Estimated ATT of Rent Control on Housing Outcomes by Year: High Rental
Tract Sample

Source: 1980 - 2000 decennial census data reported at the tract level by SocialExplorer.
Notes: Figures show the average treatment effect on the treated tracts of rent control on housing outcomes.
The unit of observation is a census tract with at least 30% rental share. The average outcomes are generated
using the baseline nearest neighbor match model. The error bars represent 95% confidence intervals from
standard errors that are clustered at the city level.
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Single Parent Rt. College

Poverty Rt. Unemployment Rt.

Figure A.3: Estimated ATT of Rent Control on Demographic Outcomes
Source: 1980 - 2000 decennial census data reported at the tract level by SocialExplorer.
Notes: Figures show the average treatment effect on the treated tracts of rent control on employment and
demograhic outcomes. The unit of observation is a census tract with at least 30% rental share. The average
outcomes are generated using the baseline nearest neighbor match model. The error bars represent 95%
confidence intervals from standard errors that are clustered at the city level.
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Table A.1: Comparing Means and Variances of the Raw and Weighted Samples Using the
Two-Step Nearest Neighbor Matching Algorithm: High Rental Tract Sample

Std. Mean Diff. Var. Ratio
Raw Matched Raw Matched

Population -0.033 -0.199 0.567 1.128
Male (%) -0.101 0.008 1.028 1.225
Pop./sq. mile 0.868 -0.006 2.552 0.882
Age median 0.347 -0.079 1.060 1.150
white (%) -0.189 -0.104 1.167 1.083
black (%) 0.086 0.064 1.126 1.099
Married (%) -0.492 -0.135 0.910 1.652
Single parent fam. (%) 0.282 0.220 1.537 1.127
Educ. Less than HS (%) -0.149 -0.198 0.861 1.340
Educ. HS (%) 0.113 0.050 0.679 1.330
LFP rate 0.145 -0.046 0.696 1.189
Unemployment rate 0.443 0.481 1.245 1.002
Avg. inc. 0.309 0.004 1.269 1.352
Family poverty rt. (%) -0.142 0.114 0.683 0.941
Current addr. 5 years (%) -0.019 -0.346 0.844 1.098
Housing units 0.072 -0.160 0.645 1.254
Rental (% of total units) 0.807 0.216 1.128 1.111
Rental vacancy rate (%) -0.478 0.051 0.358 1.130
Rent vacancy x Rental % -0.223 0.088 0.572 1.191
Avg. rent 0.478 0.100 0.962 1.305
Avg. home value 0.782 0.315 1.404 1.221
City rental (% of total units) 1.560 0.248 1.249 0.933
City rental vacancy rate (%) -0.720 -0.298 0.311 0.768
City white (%) -0.444 0.060 0.816 0.536
City black (%) 0.256 -0.188 0.717 0.390
City unemployment rate 0.842 0.682 0.825 1.412
City avg. rent 0.994 0.165 0.417 0.752
County Dem. vote share 1968 0.792 0.024 0.641 0.232
County Wallace vote share 1968 -0.884 -0.136 0.019 0.735
City population 0.935 0.218 3.001 0.753
City family poverty rt. (%) -0.136 -0.029 0.387 0.888
City revenue per capita 0.952 0.328 2.169 1.264
City tax revenue per capita 0.959 0.061 2.667 0.760
Property tax share of rev. 0.406 -0.272 1.536 1.308
Other gov. sources share of rev. 0.180 -0.111 0.863 1.354
Educ. share of expenditure 0.426 -0.026 2.233 1.206
Police share of expenditure -0.121 -0.406 0.377 0.465
Welfare share of expenditure 0.270 -0.077 4.426 0.571
N 15,199
N Treat 840
N unique control 373
Table shows the standardized differences in means and variances between the raw and weighted sample. The
unit of observation is a census tract with at least 30% rental share. The treated tracts are matched to a control
tract using a nearest neighbor Mahalanobis distance matching procedure. The Mahalanobis distance metric
includes linear terms for tract-level, city-level and county-level characteristics.
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APPENDIX B

Appendix to Modernizing Person-Level Entity
Resolution with Biometrically Linked Records

Appendix Tables
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Table B.1: Description of Matching Variables

Metric Variables Number of
features

Jaro-Winkler distance (JW)

first, middle,
last, first

standardized,
middle

standardized

5

Levenshtein distance (LD)

first, middle,
last, first

standardized,
middle

standardized,
birth month,
birth day,
birth year

8

Levenshtein distance normalized by string length (LDN)

first, middle,
last, first

standardized,
middle

standardized

5

Missing indicator middle 1

Exact match indicator (EM)

first, middle,
last, first

standardized,
middle

standardized

5

Soundex match indicator first, middle,
last 3

Phonex match indicator first, middle,
last 3

Date distance date,month,
day, year 4

Uniqueness interactions

first (EM,
JW, LD,
LDN),

middle (EM,
JW, LD,
LDN), last
(EM, JW,
LD, LDN)

12

Total variables 46
Each row represents a metric used in the matching algorithm. First, middle and last refer to individual name components,
while first and middle standardized refer to the root name as determined by the census bureau crosswalk. Birth month, day
and year refer to the individual components of birth date. For example, the matching algorithm includes the Jaro-Winkler
distance for each name component listed under the variable column. In total, there are 46 variables used in the baseline
model.
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B.1 Generating a Hand-Coded Sample

Many supervised learning algorithms are estimated using training data created through a
process of hand-coding and clerical review. To quantify the benefit of our methodology, we
construct a version of the training dataset that we would need to generate in the absence of
a biometric ID linking observations.

We take a 5,000 observation random sample of the candidate pairs created from our
blocking strategy, and have multiple research assistants code each observation to determine
whether the two individuals represent the same person.1 Approximately 31% of the pairs
are from the Harris County Court data and 69% are from the Texas Prison data. For each
pair in the random sample, we include the name, date of birth and race of each individual
to be used as match variables by the research assistant. For the court data, we also include
information about the charge associated with each observation as well as the final disposition.
For the prison movement data, we include whether the observation is a prison entry or exit
and the date of the movement.

We instruct the RAs to code a match only when they are confident that a given pair
represents the same person. Each observation in the 5,000 pair sample is coded independently
by 3 analysts. For the final training sample, we take the mode designation for each pair, so if
2 analysts code it as a match, it is considered a match. If only one analyst codes it a match,
we consider it a non-match.

Of the 5,000 candidate pairs, the RAs coded 161, or 3.2% as a match. The RAs correctly
identified 92% of the “true-matches” while 4% of the hand-coded matches are incorrect, both
according to the underlying biometric ID.

B.2 Defining Prediction Algorithms

Deterministic

The deterministic model represents a conservative, ad-hoc strategy of record linkage based
on exact matches. Using first name, last name, middle name and the three components of
date of birth (month, day, year), we define a statistical match as any pair that has an exact
match on 5 out of 6 non-missing components. As an example, two observations with the same
birth date, first name and last name but a different middle name would be considered the

1Another possible strategy could take a demographically stratified sample to ensure that specific
demographic groups are sufficiently represented in the training sample. While this may improve model
performance within smaller demographic groups, it could come at the expense of worse performance in larger
demographic groups and consequentially worse overall performance given a fixed budget constraint on the
total number of feasible hand-coded training observations.
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same person by the deterministic algorithm.

Naive Bayes Classifier (Discrete and Kernel)

We use Sayers et al. (2015) as a template to implement a Naive Bayes Classification (NBC)
model using string comparators. This model is functionally equivalent to the one proposed
by Winkler (1990) and accounts for typographical errors in matching variables by utilizing a
string distance function instead of a binary comparator. String distance comparators allow
two strings to get a positive match weight, even if they are not identical. To run the NBC
model, we must estimate a set of match weights that determine the odds that a pair is a
match given a vector of matching variables. For each continuous comparison variable, we
estimate the probability that the comparison variable is a match, conditional on the true
match status. We consider partial agreement when a continuous distance metric measured on
the [0,1] interval has a value of 0.85 or greater. We use the estimated weights to generate a
score for each pair, and set a threshold by maximizing the F-Score over the score space.

Next, we test a minor variant to the Naive Bayes Classifier, by estimating the conditional
distribution of continuous comparison variables through kernel density estimation (Hastie
et al., 2016; Pérez et al., 2009). This flexible NBC does not require us to discretize continuous
match variables and instead allows to flexibly estimate their conditional probabilities. The
match weights for discrete variables are unchanged in this algorithm.

To operationalize the continuous NBC, we estimate kernel density functions for the the
distribution of each continuous variable, conditional on match status. This implies that for each
variable, we estimate two kernel density distributions: one for the distribution conditional on a
match, and the other for the distribution conditional on non-match. We use the Epanechnikov
kernel function to estimate the each distribution.

Once we estimate the probability distribution functions for the continuous variables, we
are able to construct weights at each point of the distribution by taking the natural log of the
P(match)/P(non-match)for each value in the support of the continuous variable. Once we
have match weights for each variable, we aggregate the weights for all variables and determine
the optimal threshold by maximizing the F-Score over the score space.

Support Vector Machine

Support Vector Machine models (SVM) are another type of supervised classification
algorithm. SVM models perform classification by using training data to construct a hyperplane
that separates the training data into target classes. In ideal applications, the training data
can be perfectly separated by a hyperplane; however, in many cases, a perfectly separating
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boundary is not possible. For example, one could imagine two pairs of observations with
the same name and birthday. If one pair represents the same person, while the other pair
represents two different people, it would be impossible to construct a hyperplane that would
separate these two pairs.

We implement an SVM model using the Stata application written by Guenther and
Schonlau (2016). We use the radial basis function kernel and conduct a grid search as
described by Guenther and Schonlau to identify the optimal weight and scaling parameters
on a 1% sample of the training data set. For each parameter, we run the model at 8 evenly
spaced points within the interval [0.001,10,000]. Since there are 2 parameters and 8 possible
values for each, we run the model 8× 8 = 64 times and pick the parameter values for the run
with the highest resulting F-Score. Once the optimal tuning parameters are established, we
run the SVM on the full sample of 1,000,000 training pairs. This application of SVM takes a
substantial amount of time to both train and estimate.

Lasso Shrinkage Model

Least absolute shrinkage and selection operator (Lasso) models are a popular method for
variable selection and prediction. Lasso models are shrinkage estimators, meaning that some
independent variables are essentially removed from the final model used for prediction. This
helps to avoid overfitting in the presence of many explanatory variables (Hastie et al., 2016).
More formally, we estimate a linear probability model of the form:

TMi,j = βX + εi,j st
K∑
β=1
|βk| <= t

where TMi,j is the match status of observations i,j as measured by the biometric ID and
X is a matrix of match variables. We use the Lasso command written by Ahrens et al. (2018)
for Stata. The constraint, t, is selected using the extended Bayesian information criteria
proposed by Chen and Chen (2008).

After estimating the Lasso model, we use the coefficients on the selected variables to
predict the match probability of each pair in our training set. Note that since this is a linear
probability model, the resulting score is not constrained to be in the [0,1] interval. We pick
the match threshold that maximizes the F-Score over the match space.

Random Forest (Standard, Demographic Enhanced, and hand-coded)

We implement a random forest machine learning algorithm proposed by Breiman (2001),
and developed as a Python application in the Scikit-learn package by Pedregosa et al. (2011).
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The model is run using 4 parallel processors.
Our standard random forest model has 250 trees, where each tree is estimated on a

bootstrapped sample of 1,000,000 observations with replacement. The maximum number of
splitting variables is determined by the number of inputs/3 which is equal to 15. The splitting
variables on each tree are chosen at random, so every tree will have a different group of input
variables. Once the model is finished estimating on the training pairs, we are able to predict
in sample and out of sample classification by taking the mode prediction over the 250 trees.

The demographic enhanced random forest model is the same as the standard model, except
we add indicator variables to determine whether 1 or both observations is female, as well as
whether 1 or both observations are white, black or hispanic. These extra demographic variables
raise the number of inputs so the maximum number of splitting variables to be selected is 18.
We run this model on 250 trees where each tree is estimated using a bootstrapped sample of
1,000,000 pairs.

Lastly, we run a version of the random forest model with a 5,000 observation training
sample that is hand-coded by research assistants. 2 In this model, we estimate 250 trees where
each tree is split using a bootstrapped sample of 5,000 observations from the hand-coded
pairs. Because we include demographic variables, the maximum number of variables that are
eligible to be selected is 18.

Neural Net (Perceptron and Hidden Layers)

Neural networks are a class of prediction models designed to mimic the function of a
human brain. Neural networks are capable of creating highly non-linear models through the
use of hidden layers that receive signals from input (match) variables and then transmit a
signal through a linking function. One can increase the complexity of a neural network by
increasing the number of hidden layers and nodes within each hidden layer.

First, we implement a neural network with one hidden layer comprised of 24 nodes, and
use Stata’s BRAIN command (Doherr, 2018) to estimate the output layer. The initial signal
value for each node in the hidden layer is randomly chosen in the interval [-0.25, 0.25]. For
each iteration through the training sample, the observations are sorted randomly and then
the signal weights for each node are updated subject to the training factor which is set at
0.25. After a full cycle through the training sample, the data are quasi-randomly resorted and
then the same process of signal updating occurs. In total, we include 500 iterations through
the training sample. After estimating the model, we are left with the predicted probability
that each training pair is a match. To assign statistical matches based on the predicted score,
we select the threshold that maximizes the F-Score across the score space.

2See Appendix B.2 for details on sample construction.
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Next we implement a neural network with no hidden layers, sometimes referred to as a
simple perceptron. The specifications for estimating the simple perceptron are the same as the
hidden layer model, and we use the predicted probabilities after iterating 500 times through
the training sample. The match threshold is assigned using the same F-stat maximization
routine.

B.3 Applying a Corruption Algorithm to the Social Security
Administration’s Master Death File

In many record linkage applications, it is prohibitively difficult to acquire data that can
be used to test the out of sample performance of a matching algorithm. We follow a common
strategy (Christen and Churches, 2002; Christen, 2012; Ferrante and Boyd, 2012; Bailey et al.,
2017, for example) by testing our algorithm on a synthetic, corrupted data set. As an input,
we use the Social Security Administration’s Death Master File (DMF). The DMF records
the social security number, birth date, name and date of death for all deaths reported to the
SSA. We downloaded a publicly available copy of the file that goes through November 30,
2011, which contains approximately 85 million records. Using these variable inputs, we are
able to construct a new data set that has been randomly edited to include a number of data
errors common to large tables. Below is a description of the methodology used to create this
synthetic data.

We limit our sample to individuals that died between the years 2000-2009, leaving us with
a base file of approximately 20.3 million unique death records. The original data include very
few middle names or middle initials. Because our main algorithm is estimated on data that
includes middle names, we impute middle initials for those who are missing names based on
the year and location of birth. 3

Next, we identify three separate, common transcription errors -name standardization
edits, phonetic edits and general edits- that we use to corrupt the DMF data file. The name
standardization edits replaces a name with a common nickname or vice-versa. For example, a
record with a first name of “Matt” could be adjusted to instead have the first name “Matthew”.
The phonetic edits identify character groups that are commonly used interchangeably due to
their similar phonetic sound. For example the letters “ck” and “k’ are often used to make
similar sounds and therefore are a common source of misspelled names. The general edits are
intended to mimic errors as a result of faulty data entry and optical character recognition

3Based on the first three digits of the SSN, we are able to determine the individual’s state of birth using
the crosswalk published by the SSA at https://www.ssa.gov/employer/stateweb.htm. Note that the SSA
stopped allocating SSN by geography in 2011.
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(OCR). These include mostly typographic errors and account for mistakes common to users of
a QWERTY keyboard. Common examples of OCR errors include interchanging “m” and “n”
or “l” and “i”. Note that the phonetic and general edits use data files from corruptor software
written by Tran et al. (2013) to identify common errors in these two categories. These files
have been supplemented by other common phonetic misspellings.

Beginning with our base file, we corrupt our data in the following order: (1) name
standardization edits, (2) phonetic edits and (3) general edits. After removing observations
that do not receive an edit, we are left with approximately 4 million observations (20%) that
have at least one type of edit. Of the edited observations, 42% have a name standardization
error, 34% have a phonetic error and 32% have a general error. Next, we append the base file
to the corrupted observations, resulting in a dataset of 24.3 million records, where 20 million
are original records, and 4 million represent corrupted records from at least one of the three
possible edits.
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