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ABSTRACT

This thesis studies topological phases in various electronic crystalline systems

with a focus on the interplay between symmetry and topology, including the non-

interacting topological insulators, higher-order topological insulators, topological semi-

metals as well as the strongly correlated systems with intrinsic topological order.

First, we show that when the symmetry of the system is low, the symmetry repre-

sentation of energy bands may not be sufficient to determine the topological index,

but the symmetry can still be utilized to define a gauge-invariant quantity, which

provides a gauge-independent way to compute the Z2 topological index of topological

insulators. Second, we proposed a generalization of the famous Fu-Kane-Mele Pfaffian

formula from Z2 topological insulators to higher-order topological insulators, which

allows many important conclusions that have been well known for Z2 topological in-

sulators to be generalized to higher-order topological insulators. This generalization

is made possible via a linear superposition of symmetry operator. Third, we proposed

a diagnosis scheme for topological nodal lines with nontrivial monopole charge based

on point group representations. This method predicts novel cage-like nodal structures

around high-symmetry lines in the Brillouin zone beyond previous diagnosis schemes

which require high-symmetry lines to be gapped. Lastly, we studied strongly corre-

lated topological phases in twisted Moire systems and proposed to realize fractional

Chern insulators in twisted bilayer transition metal dichalcogenides.

xii



CHAPTER I

Introduction

Topology characterizes the properties that are invariant under continuous defor-

mation. Symmetry is an important ingredient in the study of topological materials.

The Hamiltonian of topological insulators cannot be adiabatically deformed to the

atomic insulators without closing the band gap or breaking the symmetry. In this

chapter, I will give an introduction to these basic knowledge on weakly correlated

topological phases. The strongly correlated topological phases are discussed in Chap-

ter V.

1.1 Bloch waves in tight-binding approximation

The topological properties of crystals with negligible electron interaction can be

described within band theory. In this section I will formulate the band structure

using the tight-binding approximation. Consider a lattice with discrete translational

symmetry whose unit cells are labeled by Bravais lattice vector R. Suppose there

are M distinct electronic states ϕj(r −R − δj) inside each unit cell located at sites

R+ δj respectively, where 1 ≤ j ≤M and δj is inside the unit cell. Here the index j

contains all the degrees of freedom inside a unit cell including sublattice, orbit, spin,

etc. Each atomic orbital ϕj is an eigenstate of atomic Hamiltonian at site R+ δj. In

the crystalline environment, with the finite overlap between different atomic orbits,

1



electrons can tunnel through different sites and the atomic energy levels evolve into

energy bands. Since the atomic orbitals ϕj are not orthogonal in general, we need to

orthogonalize them to construct the building blocks of tight-binding model. This is

achieved by the Löwdin functions φj defined as [1, 2]:

φj (r −R− δj) =
∑
j′,R′

ϕj′ (r −R′ − δj′)
[
∆−1/2

]
j′R′,jR

. (1.1)

∆j′R′,jR =

∫
ddrϕ∗j′ (r −R′ − δj′)ϕj (r −R− δj) . (1.2)

The Löwdin functions φj are localized as well, and they satisfy the orthogonality

condition: ∫
ddrφ∗j′ (r −R′ − δj′)φj (r −R− δj) = δR,R′δj,j′ . (1.3)

To construct tight-binding model, We can define a set of Bloch-like functions ηk,j(r)

from Löwdin functions:

ηk,j(r) =
1√
Nc

∑
R

φj(r −R− δj)eik·(R+δj) (1.4)∫
ddrη∗k′j′ (r) ηk,j (r) = δk,k′δj,j′ . (1.5)

Here the summation is over all unit cells, and Nc is the number of unit cells. Eq.(1.5)

comes from the orthogonality of Löwdin functions in Eq.(1.3). The η functions are

eigenstates of lattice translation operator satisfying

ηk,j(r +R) = ηk,j(r)eik·R, (1.6)

2



but they are not the eigenstates of Hamiltonian. The electron creation operators c†

for the tight-binding model in real and momentum space can be defined by:

〈r|c†Rj|0〉 = 〈r|φRj〉 = φj(r −R− δj) (1.7)

〈r|c†kj|0〉 = 〈r|ηkj〉 = ηk,j(r) (1.8)

{cRj, c†R′j′} = δRR′δjj′ , {ckj, c†k′j′} = δkk′δjj′ (1.9)

Here |0〉 is the vacuum state, c†Rj and c†kj are related by Fourier transformation, and

the momentum k is inside the first Brillouin zone (BZ). Note that the validity of

the anticommutation in Eq.(1.9) requires the orthogonality in Eq.(1.3) and (1.5).

With the definition of creation operators above, we are in position to construct the

second-quantized Hamiltonian for the tight-binding model:

Ĥ =
∑
k,j,j′

c†kjH(k)jj′ckj′ (1.10)

=
∑

R,R′,j,j′

c†RjH
RR′

jj′ cR′j′ (1.11)

HRR′

jj′ = 〈φRj|Ĥ|φR′j′〉 (1.12)

H(k)jj′ = 〈ηkj|Ĥ|ηkj′〉 (1.13)

The Hamiltonian is diagonal in k because Ĥ preserves lattice translational symme-

try. The H(k) in Eq.(1.13) is an M ×M matrix defined in the first BZ. It can be

diagnonalized to give the energy levels and eigenstates. Denote the nth eigenstate of

H(k) as a M × 1 column vector un(k) satisfying

H(k)un(k) = Ek,nun(k), (1.14)

3



and let un(k)j be the jth component of this vector. The Hamiltonian can be rewritten

as:

H(k)jj′ =
∑
n

un(k)jEk,nu
∗
n(k)j′ (1.15)

Ĥ =
∑
k,j,j′,n

c†kjun(k)jEk,nu
∗
n(k)j′ckj′ (1.16)

=
∑
k,n

ψ†knEk,nψkn (1.17)

Here ψ†kn =
∑

j c
†
kjun(k)j is the creation operator for Bloch states which are eigen-

states of the Hamiltonian. The Bloch wave functions in real space are

ψk,n(r) = 〈r|ψk,n〉 = 〈r|ψ†kn|0〉 =
∑
j

ηkj(r)un(k)j, (1.18)

which satisfiy

ψk,n(r +R) = eik·Rψk,n(r). (1.19)

To study the topological properties of the system, it is important to investigate its

behaviour when momentum k is increased by a reciprocal lattice vector G. The

Hamiltonian Ĥ is invariant under the group of lattice translation {T̂R}, hence each

eigenstate of Ĥ can be labeled by a crystalline momentum k with translation eigen-

value eik·R. The number of distinct k is the same as the number of elements in group

{T̂R}, which is also the number of distinct k points in the BZ. Therefore, the Bloch

states with k outside BZ are not distinct from those with momentum k′ = k + G

inside BZ, and we have the freedom to identify the states at k and k+G, leading to

ψk,n(r) = ψk+G,n(r) (1.20)

4



The transformation of the other quantities under a shift by G can be inferred from

their definitions:

ηk+G,j(r) = eiG·δjηk(r)

H(k +G) = V (G)H(k)V †(G)

un(k +G) = V (G)un(k)

V (G)jj′ = e−iG·δjδjj′ (1.21)

The above equations show that the matrix of Hamiltonian H(k) is not periodic in

the BZ. However, to investigate the topological properties it is desirable to formulate

the Hamiltonian as a periodic function in the BZ torus. This can be achieved by

redefining the η function in Eq.(1.4) by multiplying e−ik·δj :

ηk,j(r) = 〈r|c†k,j|0〉 =
1√
Nc

∑
R

φj(r −R− δj)eik·R (1.22)

This amounts to a transformation in the orbital space c†kj → c†kje
−ik·δj . Using this

new definition, all the equations between Eq.(1.5) and (1.20) remain the same, and

the only change is in Eq.(1.21), which becomes:

ηk+G,j(r) = ηk(r)

H(k +G) = H(k)

un(k +G) = un(k) (1.23)

Therefore, the Hamiltonian H(k) and wave functions un(k) becomes periodic in the

BZ. This enables us to regard the space spanned by wave functions together with the

Brillouin zone as a fibre bundle whose base space is the BZ torus. Then the classifica-

tion of topological phases can be converted to the study of topology in fibre bundles.
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Both the conventions in Eq.(1.21) and (1.23) are widely used in the literature. For the

discussion of topological phases, we usually require the Hamiltonian to be periodic

in the Brillouin zone, and it will be more convenient to work in the convention of

Eq.(1.22) and (1.23). We will use this convention unless otherwise mentioned.

1.2 Symmetry in band theory

There are many symmetries that can protect a topological phase, such as time-

reversal symmetry, particle-hole symmetry, and many crystalline symmetries, etc.

When the system has a symmetry Ŝ, the symmetry operator commutes with the

second-quantized Hamiltonian Ĥ:

ŜĤŜ−1 = Ĥ (1.24)

The symmetry will put a constraint to the form of allowed Hamiltonian and wave

functions, which has significant effects on the topological classification of the system.

1.2.1 Time-reversal symmetry

Time-reversal symmetry T̂ has the effect of flipping the direction of time evolution,

i.e., T̂ Û(t)T̂−1 = Û(−t), Û(t) = e−iĤt. If the system has time-reversal symmetry,

then the Hamiltonian Ĥ in Eq.(1.10) satisfies

T̂ ĤT̂−1 = Ĥ (1.25)

These requirements show that time-reversal is an antiunitary operator that changes

i to −i. The action of time-reversal operator on the electron creation/annihilation
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operators are given by [3]

T̂ c†k,jT̂
−1 =

∑
j′

c†−k,j′(UT )j′j, T̂ ck,jT̂
−1 =

∑
j′

(U †T )jj′c−k,j′ , T̂ iT̂−1 = −i (1.26)

Here UT is an M×M unitary matrix. According to Eq.(1.10), time-reversal symmetry

put a constraint on the first-quantized Hamiltonian H(k):

UTH(k)∗U †T = H(−k) (1.27)

We can also define the first-quantized time-reversal operator T = UTK that acts on

H(k), where K is complex conjugation. Then Eq.(1.27) can be written compactly as

TH(k)T−1 = H(−k) (1.28)

It can be further shown that the square of time-reversal operator can only be ±1.

By definition, when time-reversal is acted twice on any quantum state it should

produce the same quantum state up to a phase. Therefore, T 2 = UTU
∗
T = eiθ1. Then

eiθT = T 2T = T 3 = TT 2 = Teiθ = e−iθT , which leads to eiθ = e−iθ and eiθ = ±1.

The square of time-reversal operator being ±1 is deeply related to the spin of

the system. If the system has half-odd integer spin, then T 2 = −1. If the system is

spinless or has integer spin, then T 2 = +1. Therefore, for electronic materials with

significant spin-orbit coupling, we have T 2 = −1. However, when spin-orbit coupling

is weak and the splitting between the two spin bands are negligible, we can neglect

the spin degree of freedom and get an effective T 2 = +1 system. This scenario occurs

for the topological semimetals.
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1.2.2 Particle-hole symmetry

The particle-hole symmetry exchanges the particle- and hole-space, and it can be

formulated in a similar way as time-reversal. The action of particle-hole symmetry Ĉ

on the fermion creation/annihilation operators are [3]

Ĉc†k,j Ĉ
−1 =

∑
j′

(U †C)jj′c−k,j′ , Ĉck,j Ĉ−1 =
∑
j′

c†−k,j′(UC)j′j, ĈiĈ−1 = i (1.29)

UC is an M × M unitary matrix. If the system has particle-hole symmetry, then

following the similar procedure we have

ĈĤĈ−1 = Ĥ, CH(−k)C−1 = −H(k), C = UCK (1.30)

Here we have used the fact that H(k) is Hermitian and the negative sign comes from

the anticommutation of fermion operators. Note that unlike time-reversal, the second-

quantized particle-hole operator Ĉ is unitary and commutes with Ĥ, but its first-

quantized version C is antiunitary and it flips the sign of first-quantized Hamiltonian.

1.2.3 Crystalline symmetries

Crystalline symmetries are ubiquitous in solid state materials. Unlike time-reversal

and particle-hole symmetries, the crystalline symmetries are unitary for both its first-

quantized and second-quantized versions. They include elements of various point

groups and space groups, such as rotation, mirror reflection, glide reflection, etc.

They act on the real space and they can be broken by the presence of a boundary of

the lattice. The collection of all the crystalline symmetries of a system forms a group,

which is the system’s space group G. Every element g ∈ G can be written as {R|t},

where R is an operation that leaves at least one point fixed, such as rotation or space

inversion, and t is a pure translation. The action of g on the real space is gr = Rr+t,
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and its action on a function f(r) of position r is gf(r) = f(g−1r). When R is the

null operation E, the element {E|t} is a pure translation and t can only be a lattice

vector. The subgroup with t = 0 is a point group. If the original space group is a

direct product of this point group and the group of pure lattice translation, the space

group is called symmorphic, and otherwise it is called nonsymmorphic.

To study the effect of crystalline symmetries on the Hamiltonian, one can represent

the symmetry by a unitary operator ĝ that acts on the electronic creation/annihilation

operators defined in Eq.(1.8):

ĝc†k,j ĝ
−1 =

∑
j′

c†gk,j′(U
k
g )j′j, ĝck,j ĝ

−1 =
∑
j′

(Ukg )†jj′cgk,j′ , ĝiĝ−1 = i (1.31)

Here gk = Rk for g = {R|t}, and Ukg is an M ×M unitary matrix. When the system

has ĝ as a symmetry operation, the Hamiltonian satisfies:

ĝĤĝ−1 = Ĥ, Ukg H(k)Uk†g = H(gk) (1.32)

Eq.(1.32) imposes a relation between the wave functions at k and gk. If |un(k)〉 is

an eigenstate of H(k) such that H(k)|un(k)〉 = Enk|un(k)〉, then Ukg |un(k)〉 is an

eigenstate of H(gk) with the same energy:

H(gk)Ukg |un(k)〉 = Ukg H(k)Uk†g U
k
g |un(k)〉 = EnkU

k
g |un(k)〉 (1.33)

This shows that the energy spectrum at symmetry-related momenta are identical.

Furthermore, because Ukg |un(k)〉 is a normalized eigenstate at gk, it can be written

as a linear superposition of eigenstates at gk

Ukg |un(k)〉 =
∑
m

|um(gk)〉B(k)mn (1.34)
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Figure 1.1:
A lattice model with fourfold rotational symmetry. There are two atoms
A and B in each unit cell. The atomic orbitals at A and B have C4

eigenvalues λ1 and λ2 respectively.

with the coefficient matrix B(k) being unitary. This means the matrix defined by

B(k)mn = 〈um(gk)|Ukg |un(k)〉 is unitary. This is the definition of sewing matrix,

which will play an important role in the following chapters.

The explicit matrix form Ukg of symmetry operator ĝ is determined by the Löwdin

functions [2]. As an example, we consider a system invariant under fourfold rotation

C4 to demonstrate how is the matrix form of symmetry operator determined by

microscopic atomic orbitals. As shown in Fig.(1.1), this is a 2D square lattice with

two sets of nonequivalent atomic sites at A = {mx̂+nŷ} and B = {(m+ 1
2
)x̂+(n+ 1

2
)ŷ}

respectively, where m,n are integers and the lattice constant is set to 1. The system

has fourfold rotational symmetry at each atomic sites. The position of A and B

sublattices within each unit cell is δ1 = 0 and δ2 = (1
2
, 1

2
). Suppose the atomic states

at site A (B) has C4 eigenvalue λ1(λ2) respectively:

C4φ1(r) = φ1(C−1
4 r) = λ1φ1(r) (1.35)

C4φ2(r) = φ2(C−1
4 r) = λ2φ2(r) (1.36)
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Now we focus on the C4 at site A, so that C4r = C4(x, y) = (−y, x). The action of

C4 on electron creation operators c†kj in Eq.(1.8) can be derived from its action on

the η function in Eq.(1.4) or Eq.(1.22). If we choose the convention in Eq.(1.4), the

computation for ηk,2 is as follows:

C4ηk,2(r) = C4
1√
Nc

∑
R

φ2(r −R− δ2)eik·(R+δ2)

=
1√
Nc

∑
R

φ2(C−1
4 r −R− δ2)eik·(R+δ2)

=
1√
Nc

∑
R

φ2(C−1
4 (r − C4R− C4δ2))eik·(R+δ2)

= λ2
1√
Nc

∑
R

φ2(r − C4R− C4δ2)eik·(R+δ2)

= λ2
1√
Nc

∑
R

φ2(r −R− C4δ2)ei(C4k)·(R+C4δ2), (1.37)

where the last step replaces R by C−1
4 R in the summation and utilizes the identity

k ·R = C4k · C4R. Notice that C4δ2 = δ2 +RC , where RC = (−1, 0) ∈ {R} is a

lattice vector. Therefore, we can replace R by R−RC to get

C4ηk,2(r) = λ2
1√
Nc

∑
R

φ2(r −R− δ2)ei(C4k)·(R−RC+C4δ2)

= λ2
1√
Nc

∑
R

φ2(r −R− δ2)ei(C4k)·(R+δ2)

= λ2ηC4k,2(r) (1.38)

The action for η1 can be obtained similarly, leading to

C4ηk,1(r) = λ1ηC4k,1(r), C4ηk,2(r) = λ2ηC4k,2(r) (1.39)

Because 〈r|c†k,j|0〉 = ηk,j(r), Eq.(1.39) shows ĝc†k,1ĝ
−1 = λ1c

†
gk,1 and ĝc†k,2ĝ

−1 = λ2c
†
gk,2
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for g = C4. Then Eq.(1.31) immediately gives

Ukg =

 λ1 0

0 λ2

 , g = C4, (1.40)

which is the same as the action of symmetry g on the atomic orbitals.

We make several remarks here. Note that the Ukg above is independent of k, this

corresponds to our choice of convention for η function in Eq.(1.4). If we have chosen

another convention in Eq.(1.22), Ukg will be changed to

Ũkg =

 λ1 0

0 λ2e
ik·Rg,2

 , (1.41)

where Rg,2 = gδ2 − δ2 = (−1, 0) ∈ {R} is a lattice vector. Then Ukg will become

k-dependent. However, with the latter convention the first-quantized Hamiltonian

H(k) will be periodic in the BZ satisfying H(k) = H(k+G) according to Eq.(1.23),

whereas in the former convention in Eq.(1.4) H(k) is not periodic H(k + G) =

V (G)H(k)V †(G), as in Eq.(1.21). This conflict of making H(k) periodic in the BZ

and making Ukg k-independent for point group elements g is a consequence of the

incompatibility in the lattice structure: for the lattice in Fig.(1.1) we are not able to

find a unit cell that preserves the symmetry and does not contain any atoms at its

boundary.

Furthermore, if g is a nonsymmorphic symmetry such as glide reflection, then

Ukg will contain a k-dependent factor that is not invariant under k → k +G. This

non-periodic factor comes from the fractional lattice translation, and it can lead to

protected gap closing, such as the hourglass fermions [4].
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1.3 Topology in weakly correlated gapped phases

Having described the formulation of band theory and symmetry operators, I will

introduce the concept of topological phases. In this section I will focus on systems of

weakly interacting electrons with an energy gap, e.g., topological insulators and super-

conductors. The notion of topology for gapless phases such as topological semimetals

will be introduced in Chapter IV, and the topology for strongly correlated phases

based on topological order will be introduced in Chapter V.

1.3.1 Symmetry-preserved adiabatic deformation and atomic limits

There are two important ingredients in the definition of gapped topological phases,

adiabatic deformation and atomic limits. The band structure for a crystal with lattice

translational symmetry can be described by the Hamiltonian Ĥ in Eq.(1.10). The

system can have some symmetries that form a group {Ŝ} so that ŜĤŜ−1 = Ĥ as in

Section 1.2 for Ŝ ∈ {Ŝ}. Let M be the total number of bands and the number of

filled bands is p. Label the energies En(k) at each momentum k in increasing order

in n. If the system has a direct energy gap then Ep(k) < Ep+1(k) for any k in the

BZ. Consider two gapped systems with Hamiltonian Ĥ1 and Ĥ2 that have the same

number of bands M and filled bands p and the same symmetry {Ŝ}. A symmetry-

preserved adiabatic deformation between the two systems means a continuous map

f : [0, 1] → {Ĥ} such that f(0) = Ĥ1 and f(1) = Ĥ2, and for any t ∈ (0, 1)

the gap in Hamiltonian f(t) remains finite and f(t) preserves the same symmetry

Ŝf(t)Ŝ−1 = f(t) for all Ŝ ∈ {Ŝ}. Symmetry-preserved adiabatic deformation defines

equivalence classes. For a given set of symmetries, different Hamiltonians that can

be related by symmetry-preserved adiabatic deformation are considered topologically

equivalent.

The symmetry-preserved adiabatic deformation defines the criterion for topologi-

cal equivalence. To distinguish between topological and trivial systems, we still need
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a “trivial” reference phase so that the other phases that are not topologically equiv-

alent to it are defined to be topological. This reference phase is the atomic limits.

The atomic limits are characterized by Wannier functions wR,n(r) [5], which are the

Fourier transform of Bloch wave functions ψk,n(r) in Eq.(1.18):

wR,n(r) = 〈r|wR,n〉 =
1√
Nc

∑
k∈BZ

e−ik·Rψk,n(r) (1.42)

Here Nc is the number of unit cells. Wannier states are orthogonal 〈wR,n|wR′,n′〉 =

δRR′δnn′ and it satisfies wR,n(r) = w0,n(r −R). For a fixed Hamiltonian, the Wan-

nier functions are not unique because they depend on the gauge choice for the Bloch

wave functions. For example, if we have chosen a different phase for each Bloch state

|ψk,n〉 → |ψk,n〉eiθk,n , the resulting Wannier states will be changed. The maximally

localized Wannier functions that are exponential localized in real space can be ob-

tained if we can find a gauge to make the Bloch states smooth and periodic with k

in the whole BZ [6].

For a given set of N Bloch bands that are isolated in energy from the other bands,

if there exists a U(N) gauge transformation for these bands so that the Wannier

functions obtained by them are exponentially localized in real space and preserve the

symmetries, this set of bands are called Wannierizable. For a gapped system with p

occupied bands, if these occupied bands are Wannierizable, then the system is in an

atomic limit.

We can make a comparison between the Wannier functions and the atomic orbitals,

which are also localized in real space. By the definition of Bloch functions in Eq.(1.18)

and choosing the convention of η function as in Eq.(1.22) so that H(k) is periodic in
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the BZ, the Wannier functions can be written as

wR,n(r) = 〈r|wR,n〉 =
1√
Nc

∑
k,j

e−ik·Rηk,j(r)un(k)j (1.43)

=
1

Nc

∑
k,R′,j

e−ik·(R−R
′)φj(r −R′ − δj)un(k)j (1.44)

Here φ is the Löwdin function in Eq.(1.1) which is the orthogonalized atomic orbitals.

un(k) is the eigenvector of the first-quantized Hamiltonian H(k), which is a M -

component column vector satisfying H(k)un(k) = Ek,nun(k) as in Eq.(1.14). In a

fully atomic limit where there is no coupling between different atomic orbitals at all,

H(k) will be diagonal and its eigenstates can be chosen to be un(k)j = δnj. Then

Eq.(1.44) leads to wR,n(r) = φn(r −R − δn), i.e., the Wannier function reduces to

atomic orbitals in the zero-coupling limit. However, in a generic system with finite

hopping between orbitals, the wave function un(k) acquires k-dependence to make

Wannier functions distinct from atomic orbitals. In particular, if the k-dependence

in un(k) is nontrivial so that it can no longer be chosen to be smooth and periodic in

the BZ, the Wannier function will no longer be exponentially localized in real space.

This happens when the system is topologically nontrivial.

1.3.2 Definition of topological phases

The definition of topologically nontrivial phase given by Ref. [7] is: if a gapped

system cannot be connected to any atomic limits by a symmetry-preserved adia-

batic deformation (continuous deformation of Hamiltonian without closing the gap

or breaking the symmetry), then this system is topological.

Much information can be obtained from this definition. It indicates the robust-

ness of topological phases: a topological phase will remain topological after a small

perturbation is added, unless the perturbation is large enough to close the energy

gap, or the perturbation breaks the symmetry. Therefore the topology is protected
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by this symmetry. If one try to construct maximally localized Wannier functions for

the filled bands of a topological phase, the obstructions can occur in two ways: (1) the

Wannier functions fail to be exponentially localized in real space, or (2) the Wannier

functions are exponentially localized by they break the symmetry.

The phases that are not topological can be adiabatically deformed to an atomic

limit in which the electron Wannier functions are exponentially localized in a symmetry-

preserving way. However, the atomic limits are not unique, and different atomic limits

cannot be connected to each other by a symmetry-preserved adiabatic deformation.

In some atomic limits the Wannier functions can be localized in positions away from

the atomic orbitals, and therefore they cannot be adiabatically deformed back to

the zero-coupling limit in which the Wannier functions coincide with atomic orbitals.

This is the obstructed atomic limits. Although this phase is not topological by def-

inition, in the presence of symmetry it can have unique features such as quantized

polarization and fractionalized corner charges [8].

1.3.3 Conditions for topology in momentum space

We can quantitatively exam in momentum space what are the conditions needed

for the system to be topological. From the definition of topological phases, a trivial

phase need to support exponentially localized Wannier functions that preserve the

symmetries. Consider gapped M -band system with N filled bands (N < M). Because

topological properties are not affected by the detailed dispersion relation, we can

construct a flattened Hamiltonian Hf (k) in which all the filled bands have the same

energy while the eigenstates un(k) of the flattened Hamiltonian remain the same

as the original Hamiltonian H(k), where un(k) is a M -component column vector

that represents the nth eigenstate as in Eq.(1.14). Here we choose the convention in

Eq.(1.22) and (1.23) so that Hf (k) and un(k) satisfy the periodic boundary condition
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in the BZ. A gauge transformation in the space of filled bands is given by

un(k)→ u′n(k) =
N∑

n′=1

un′(k)U(k)n′n, (1.45)

where U(k) is any U(N) matrix. After gauge transformation, {u′n(k)} is also a set

of well-defined eigenstates of the flattened Hamiltonian, but the Wannier functions

corresponding to will be different. If there is a gauge transformation to make {un(k)}

smooth and periodic in the BZ, the Wannier functions will be exponentially localized,

as seen from Eq.(1.43). Therefore, the absence of exponentially localized Wannier

functions that preserve symmetry indicates the absence of a gauge to make {un(k)}

smooth and periodic in the BZ. In the language of fibre bundle, this means the

vector bundle E =
⋃
k∈BZ Span {u1(k) . . . uN(k)} formed by the N filled bands is

nontrivial [9].

In some symmetry-protected topological phases the construction of exponentially

localized Wannier functions are possible, but they break the symmetries, i.e., they do

not form a representation of the symmetry group. Therefore we need to know in what

situation will the Wannier states preserve the symmetry and what are corresponding

conditions in momentum space. Each Wannier state |wR,n〉 has a Wannier center at

R+rn, where R is a lattice vector and rn is within a unit cell. Consider a simple case

in which the Wannier label n for |wR,n〉 is not changed under some spacial symmetry

S. If the Wannier states preserve symmetry S, the set {R+rn} needs to be invariant

under S. Therefore S transforms R+ rn to R+ rn +RS for some lattice vector RS,

i.e., S(R+ rn) = R+ rn +RS. When the Wannier label n is invariant under S, the

condition that Wannier states form a representation of symmetry S is:

Ŝ|wR,n〉 = λn|wR+RS ,n〉 (1.46)

where λn is an eigenvalue of symmetry S and the hat in Ŝ means it is an opera-
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tor acting on the Fock space. From Section 1.2, the action of Ŝ on electronic cre-

ation/annihilation operators and Hamiltonian is:

Ŝc†k,jŜ
−1 =

∑
j′

c†Sk,j′(U
k
S )j′j (1.47)

Here UkS is the M ×M matrix representation of symmetry S. Using Eq.(1.8), (1.43),

(1.46) and (1.47) we get

∑
k,j,j′

e−ik·R〈r|c†Sk,j′ |0〉(U
k
S )j′jun(k)j = λn

∑
k,j

e−ik·(R+RS)〈r|c†k,j|0〉un(k)j(1.48)

The orthogonality of c†k,j leads to

UkSun(k) = λne
ik·Run(Sk), (1.49)

where R = R− S−1R− S−1RS is some lattice vector.

Three important implications can be seen from Eq.(1.49). (1) If the Wannier

functions preserve the symmetry, then the arbitrary overall phase of wave functions

at k and Sk are no longer independent, i.e., they need to satisfy Eq.(1.49). (2) At

symmetry-invariant k points where Sk = k, the wave functions are eigenvectors of

symmetry operator. (3) All distinct symmetry-invariant k points share the same λn.

This means the symmetry representations at different high-symmetry momenta are

not independent, and they are related in a fixed number of ways determined by R,

otherwise the Wannier functions cannot preserve the symmetry. It turns out that

different R correspond to different atomic limits, as we can see in Section(1.4.1).

We make some remarks here. Eq.(1.49) applies when label n is invariant under

symmetry. In the more general cases when there are multiple symmetries that do

not commute with each other, Wannier functions will form representations of the

symmetry group. But the generic feature of Eq.(1.49) remains: to make the Wannier
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functions preserve symmetries, the representations at high-symmetry momenta are

related to each other in some fixed ways determined by the atomic limits. If the

representations are incompatible with any atomic limit and the system is gapped,

then the system has to be topological. This shows symmetry representations at high-

symmetry momenta can be utilized to detect topological phases [7, 10].

1.4 Examples of topologically trivial and nontrivial phases

Topological phases can be characterized by topological indices, which are numbers

defined for each phase that can only take discrete values. Topological indices are

invariant when the Hamiltonian of the system is adiabatic deformed without closing

the gap or breaking the symmetries. Therefore, if two phases have different topological

indices, they cannot be topologically equivalent. In this section I will give some

examples on how topological indices can be utilized to distinguish between different

phases.

1.4.1 1D Polarization quantized by inversion

Consider a simple example of 1D atomic chain which has two atoms in each unit

cell with alternating hopping strength, as in Fig.(1.2). This model is known as the

SSH model [11]. Note that the lattice constant a is the distance between two atoms

of the same type. Set the lattice constant a = 1 for simplicity. This system has

inversion symmetry with inversion centers in the middle between two neighbouring

atoms. We can choose the unit cell to preserve inversion symmetry, such as the blue

or the green rectangles. If we choose the green rectangle to be the unit cell, then t is

the hopping inside unit cell and t′ is that between unit cells. Then the Hamiltonian
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Figure 1.2:
The SSH atomic chain model with two atoms in a unit cell. Inversion-
symmetric unit cells can be chosen to be the green or blue rectangles.

is

Ĥ =
∑
R

tc†R,AcR,B + t′c†R,BcR+1,A + h.c.

=
∑
k,j,j′

c†kjH(k)jj′ckj′ (1.50)

H(k) =

 0 t+ t′e−ik

t+ t′eik 0

 =

 0 h(k)∗

h(k) 0

 (1.51)

Here periodic boundary in the real space is assumed, and h.c. is Hermitian conjugate.

We have used the convention in Eq.(1.22) so that H(k) is periodic under k → k+ 2π.

The system has inversion symmetry P and chiral symmetry S:

P = σx, PH(k)P−1 = H(−k) (1.52)

S = σz, SH(k)S−1 = −H(k) (1.53)

The energy and eigenstates are

H(k)u±(k) = E±(k)u±(k), (1.54)

E±(k) = ±
√
t2 + t′2 + 2tt′ cos k (1.55)

u±(k) =
1√
2

 t+ t′e−ik

±
√
t2 + t′2 + 2tt′ cos k

 (1.56)
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Therefore, when |t| 6= |t′|, the system is gapped at half filling. The gapped sys-

tem allows the definition of topological indices. Define the Berry connection A =

−i〈u−(k)|∂k|u−(k)〉, where |u−(k)〉 is the wave function of the lower band. With

inversion and chiral symmetries, two topological indices can be defined:

νp =
1

2π

∫
A(k)dk mod 1 (1.57)

νw =
1

2πi

∫
∂k log(h(k))dk =

1

2πi

∫
∂k log(t+ t′eik)dk (1.58)

Here the integral is over the 1D BZ. νp is the polarization of the 1D system, i.e., the

physical electronic polarization in the crystal is P = νpea, where e is the electron

charge. νp is defined module 1 because the polarization in a periodic crystal is well-

defined module ea. This can also be seen from the fact that under a gauge transform

u−(k)→ u−(k)eik, νp is changed by 1 from Eq.(1.57), therefore only the module 1 part

of νp is gauge-invariant. When the system has inversion symmetry, νp is quantized

to 0 or 1
2
, hence its value cannot be changed under adiabatic deformation of the

Hamiltonian without closing the gap. Without the inversion symmetry, νp can take

any value and is no longer quantized. Therefore, νp is a topological index for this

system that is protected by inversion symmetry. A direct computation of νp using

Eq.(1.56) shows νp = 0 when |t′| < |t| and νp = 1
2

when |t′| > |t|.

νw is a winding number quantized to integers. It is well-defined for the gapped

phase in which |t| 6= |t′|. It represents the number of times that the phase of h(k)

circulates the origin. νw = 1 when |t′| > |t| and νw = 0 when |t′| < |t|. νw is a

topological index only when the system has chiral symmetry. Otherwise, an additional

term bσz will be allowed in H(k) and the spectrum will be gapped as long as b 6= 0.

In this case, although the value of νw in Eq.(1.58) is still quantized to integers, it can

be changed from 0 to 1 without closing the band gap when we tune the value of |t|

across |t′|. Therefore, without chiral symmetry, νw is not a well-defined topological
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index.

1.4.1.1 Are these phases topological?

To determine whether these phases are topological, we need to exam whether

they allow exponentially localized Wannier functions that preserve symmetry. When

inversion and chiral symmetries are both present, νp and νw are not independent in

this two-band model and they satisfy 2νp = νw mod 2. Now we will only focus on νp

and study its implication on topology. The previous discussion has shown there are

two phases that are not topologically equivalent, i.e., the |t| > |t′| phase with νp = 0

and the |t| < |t′| phase with νp = 1
2
. Note that when we write the wave functions as in

Eq.(1.56), we have already chosen the wave function to be both smooth and periodic

in the BZ. Therefore, the filled band in this system allows exponentially localized

Wannier functions. For the Wannier functions to preserve inversion, Eq.(1.49) needs

to be satisfied, which is

Pu−(k) = λeikRu−(−k) (1.59)

for all k in the BZ and for some integer R, where R is the distance that the Wannier

center will be shifted under inversion. This means the eigenvalue of inversion P at

high-symmetry momenta k = 0 and π are not independent. Suppose t and t′ are

positive. Denote the inversion eigenvalue for the filled band at k = 0 and k = π as

P0 and Pπ respectively, then Eq.(1.59) requires P0 = λ and Pπ = λeiπR. A direct

computation using Eq.(1.56) and P = σx shows

P0 = Pπ = −1, if t > t′

P0 = −1, Pπ = 1, if t < t′ (1.60)

Therefore, for t > t′ Eq.(1.59) can be satisfied by λ = −1, R = 0 and for t < t′ it

can be satisfied by λ = −1, R = 1. This means in both cases t < t′ and t > t′ the
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Wannier functions preserve the inversion symmetry. Therefore, both of these phases

are topologically trivial, and they correspond to different atomic limits. In particular,

the atomic limit for t > t′ has a Wannier function with inversion eigenvalue λ = −1

sitting at x = 0 at the center of unit cell, and for t < t′ the Wannier function also has

inversion eigenvalue -1, but it is located at x = 1
2

so that under inversion its position

will be shifted by R = 1. This is also consistent with the physical meaning of the

polarization νp that it is the position of Wannier center.

1.4.1.2 Unit cell dependence and edge states

The fact that the phases with νp = 0 and νp = 1
2

are not fundamentally different

can also be seen from the unit cell dependence of νp. If we chose the blue rather

than the green rectangle in Fig.(1.2) as the unit cell, then the roles of t and t′ will

be exchanged in the new Hamiltonian Hnew(k), i.e., t′ will be the hopping inside unit

cells. Therefore the phases with νp = 0 and 1
2

will be flipped. However, the physical

position of the Wannier center is independent of our choice of unit cell. If t < t′,

then for the green unit cell choice we get νp = 1
2

so that the Wannier center is on the

boundary of green unit cell; for the blue unit cell choice we will get νp = 0 so that

the Wannier center will be at the center of blue unit cells. In both cases the Wannier

center is in the middle of the bounds with stronger hopping. This Wannier center

polarization can lead to edge modes and edge charges when the lattice has a boundary.

Assume t < t′ without lost of generality. Consider a lattice that is terminated on its

left side, as shown in Fig.(1.3). The Wannier centers will be located in the middle of

t′ bounds, which are labeled in red. In Fig.(1.3) (a) there is a Wannier center outside

the lattice. Because each Wannier center is shared by two unit cells, this will lead to

an edge mode inside the bulk gap and a fractional charge quantized to e/2 located at

the edge. This is an example of fractional charge protected by inversion symmetry [8].

However, in Fig.(1.3) (b) there will not be fractional charge at the edge because the
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…

…

Figure 1.3:
SSH model with lattice terminated at the left side. The black rectangles
are unit cells and the red dots represent the position of Wannier centers.
When t < t′, there is a edge state in (a) but not in (b).

Wannier center is fully inside the edge unit cell.

1.4.2 Chern insulators

Chern insulator is a 2D topological phase whose topology does not need any

symmetries to protect. The topological index is the Chern number C whose value

is quantized to integers. Chern number was originally introduced to describe the

integer quantum Hall effect [12, 13] in which a 2D electronic system is under a strong

magnetic field. When Chern number is nonzero, the system has gapless chiral edge

modes with quantized Hall conductance σxy = C e2

h
. C can be nonzero only when

time-reversal symmetry is broken. The strong magnetic field in the integer quantum

Hall effect naturally breaks time-reversal. Without an external magnetic field, if

there is other magnetic order that breaks time-reversal, quantized Hall conductance

can also emerge in the quantum anomalous Hall effect [14], which can be described by

Chern number as well. For a gapped system with N filled bands, the Chern number
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C is defined by

C =
∑
n∈occ

1

2π

∫
BZ

d2kBn(k) (1.61)

Bn(k) = ∂xAy,n(k)− ∂yAx,n(k) (1.62)

Aµ,n(k) = −i〈un(k)|∂µ|un(k)〉, µ = x, y (1.63)

Here occ means the occupied bands, the partial derivatives are derivatives to momen-

tum kx or ky. A is the Berry connection and B is the Berry curvature [15]. A(k) and

B(k) are both periodic in the Brillouin zone. The definitions of them involve deriva-

tives of wave functions to momentum k. Since un(k) depends on the gauge which

needs not be continuous in k, it is always required that when we take derivative to

k we need to use a gauge that is smooth at k. The value of A will change under a

guage transform but the value of B is invariant:

|un(k)〉 → |un(k)〉eiθnk , An(k)→ An(k) +∇kθnk, Bn(k)→ Bn(k) (1.64)

Therefore C is invariant under gauge transformation. The right hand side of Eq.(1.61)

is quantized to an integer as long as the integral is over a closed compact manifold

without boundary and the bands inside the summation are isolated in energy with

other bands. This means C is quantized to an integer as long as the energy gap

separating the occupied bands and other bands remains finite. Therefore, C is a well-

defined topological index that can distinguish between topologically distinct phases.

Importantly, as long as C 6= 0, the system cannot be adiabatically deformed to

an atomic limit without closing the gap. This is because if the filled bands can be

adiabatically connected to atomic limits, then there exists a gauge to make the wave

functions smooth and periodic in the Brillouin zone to make the Wannier functions

exponentially localized in real space. The Berry curvature can be rewritten as Bn(k) =
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∇ × An(k). In the smooth gauge the Stokes theory is applicable, which leads to

C =
∑

n∈occ
∫
∂BZ
An(k) · dk, where ∂BZ is the boundary of Brillouin zone. However,

the Brillouin zone is a torus without boundary, and this leads to C = 0. Therefore,

atomic limits always have C = 0, and if C 6= 0 then the system is topological.

1.4.3 Z2 topological insulator with time-reversal symmetry

For a gapped spin 1/2 system with time-reversal symmetry T in two or three

dimension, the Fu-Kane-Mele (FKM) Z2 topological index can be defined [16, 17],

which characterizes the Z2 classification of topological insulators protected by time-

reversal symmetry [16, 17, 18, 19, 20, 21, 22, 23]. This index can be nontrivial in the

presence of strong spin-orbit coupling. When it is nontrivial, there are topologically

protected gapless boundary states that preserve time-reversal symmetry. In 2D there

will be gapless helical edge state pairs where the two states in each pair propagate in

opposite directions with opposite spin direction. If the spin component perpendicular

to the 2D plane is conserved, the nontrivial Z2 index leads to the quantum spin

Hall effect [18, 24, 25, 26] with quantized spin Hall conductance. For 3D systems,

the nontrivial Z2 index leads to gapless surface Dirac cones in the surface Brillouin

zone [19].

The definition of this index requires time-reversal symmetry. From Eq.(1.26) and

(1.28), the Hamiltonian of a time-reversal-symmetric spin 1/2 system with M bands

satisfies

TH(k)T−1 = H(−k), T = UTK, T
2 = −1 (1.65)

Here UT is an M ×M matrix. This means if |un(k)〉 is an eigenstate of H(k), then

T |un(k)〉 will be an eigenstate of H(−k). Therefore, T |un(k)〉 can be written as

the superposition of eigenstates at −k: T |un(k)〉 =
∑

m|um(−k)〉ω(k)mn and ω(k)

is a unitary matrix. For a gapped system, the occupied and unoccupied bands are

separated in energy, then if band n is occupied, the summation of m can be restricted
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to occupied bands as well. If N bands are occupied (N < M), we can define a unitary

N ×N sewing matrix ω(k):

ω(k)mn = 〈um(−k)|T |un(k)〉 (1.66)

T |un(k)〉 =
∑
m∈occ

|um(−k)〉ω(k)mn (1.67)

The FKM Z2 topological index is defined through this sewing matrix. To define the

index we still need two properties of the sewing matrix. First, the sewing matrix can

be made smooth and periodic in the BZ by a gauge transform. This is because the

Chern number of the system is zero as enforced by time-reversal symmetry, hence

exists a gauge to make the wave function smooth and periodic in the BZ. Then the

sewing matrix ω(k) will be smooth and periodic as well. The second property needed

for the sewing matrix is:

ω(k)mn = −ω(−k)nm, (1.68)

which can be seen by

ω(k)mn = 〈um(−k)|T |un(k)〉

= 〈T 2un(k)|T |um(−k)〉

= −〈un(k)|T |um(−k)〉

= −ω(−k)nm (1.69)

Therefore, ω(k) is anti-symmetric when k = −k+G, i.e., k is one of the time-reversal-

invariant-momenta (TRIM). This allows us to define the Pfaffian for the sewing matrix

at TRIM. The Pfaffian of an anti-symmetric matrix is a polynomial of matrix elements

whose square is the determinant of that matrix. It can only be defined only for anti-

symmetric matrices. Denote Pfaffian as Pf. The FKM topological index ν for the Z2
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topological insulator protected by time-reversal symmetry is given by [16, 17]

(−1)ν =
∏

K∈TRIM

Pf[ω(K)]√
det[ω(K)]

, (1.70)

where ν can be of 0 or 1. Eq.(1.70) requires that the gauge has been chosen such that

ω(k) is smooth and periodic in the Brillouin zone, and the same branch of square

root needs to be chosen for all the TRIM. Otherwise the sign ambiguity of square

root will make this formula ill-defined. Because ω(k) is unitary, its determinant is

always nonzero. Therefore the factor ∆K = Pf[ω(K)]√
det[ω(K)]

is well-defined for each K and

can only be ±1.

Now we show that if ν = 1 then the system is topological, i.e., it does not allow

exponentially localized Wannier functions that preserve time-reversal symmetry. Due

to the vanishing Chern number, one can obtain a smooth and periodic gauge so that

the Wannier functions are exponentially localized. T 2 = −1 imposes Kramers degen-

eracy so that the Wannier functions should appear in pairs. To preserve time-reversal

symmetry, the two Wannier functions in each pair have opposite spin orientation, and

they satisfy

T |wR,1〉 = |wR,2〉, T |wR,2〉 = −|wR,1〉 (1.71)

Following the same procedure that lead to Eq.(1.49), Eq.(1.71) imposes a condition

on wave functions:

T |u1(k)〉 = |u2(−k)〉, T |u2(k)〉 = −|u1(−k)〉, (1.72)

where |u1(k)〉 and |u2(k)〉 are two bands that form each Kramers pair. Comparing

with Eq.(1.66), this requires the sewing matrix ω(k) to be constant in momentum

space. In this case we can always choose the branch of square root in Eq.(1.70) to

make Pf[ω(K)]√
det[ω(K)]

= +1 for all TRIM, then the Z2 index will be trivial ν = 0. Therefore,
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to make the Wannier functions preserve time-reversal symmetry, the index must be

trivial, and when ν = 1 the system must be topological.

1.5 Challenges in obtaining a smooth gauge

The computation of Chern number from Eq.(1.61) requires the wave functions

to be smooth so that the derivatives to k are well-defined. The Z2 topological in-

dex protected by time-reversal symmetry in Eq.(1.70) requires the wave functions to

be smooth and satisfy the periodic boundary condition un(k) = un(k + G) in the

Brillouin zone (BZ), where G is any reciprocal lattice vector. However, it is usually

challenging to obtain such a smooth and periodic gauge. The challenge comes from

two aspects. First, for a system with multiple occupied bands with protected band

crossing, even if the crossing happens only at several k points, a smooth gauge can-

not be obtained by simply adjusting the U(1) phase of each band, and it generally

requires the superposition of multiple bands in the whole BZ. Second, although a

smooth gauge can be obtained locally in a contractible open set using parallel trans-

port, this gauge is generally not smooth in the BZ torus. I will illustrate this by an

example as follows.

Consider a gapped one-dimensional system with two occupied bands, and the

Hamiltonian is

H(k) =


3 0 0

0 0 1− eik

0 1− e−ik 0

 (1.73)

This Hamiltonian is block diagonal, and the form of its lower block is the gap clos-

ing point of the SSH model in Section 1.4.1 with t = −t′. The energies and the
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corresponding eigenstates are given by:

E1(k) = 2 sin
k

2
, u1(k) =

eiφ1(k)

√
2


0

1

e−ik/2



E2(k) = −2 sin
k

2
, u2(k) =

eiφ2(k)

√
2


0

−1

e−ik/2



E3(k) = 3, u3(k) =


eiφ3(k)

0

0

 (1.74)

The system has two occupied bands E1(k) and E2(k) that cross at k = 0, and are

separated in energy with the unoccupied band E3. φ1,2,3(k) represents the arbitrary

overall U(1) phase for each wave function.

Now suppose we want to find a gauge that is smooth and periodic in the BZ for the

two occupied bands. We can choose φ1(k) and φ2(k) to be smooth in k so that each

wave function will be smooth as well. However, at the band crossing point k = 0,

we will face different choices when deciding which band does each wave function

belong to. The dispersion of the two occupied bands are shown in Fig.(1.4). Four

wave functions near k = 0 are labeled in Fig.(1.4) (a), where ε is a small positive

number. To make the wave functions smooth at k = 0, we need to assign A and D

in Fig.(1.4) (a) to be in one band, and assign B and C to be in another band. This

results in the gauge choice in Fig.(1.4) (b), which is smooth at k = 0 but it does

not satisfy the periodic boundary condition in the BZ. If we have made the other

choice to assign A and B in one band, then it leads to Fig.(1.4) (c) in which the

bands satisfy the periodic boundary condition but they are not smooth at k = 0.

Therefore, a smooth and periodic gauge cannot be obtained by adjusting the U(1)
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phase of each wave function. However, if we allow the superposition of the two bands

and choose φ1(k) = φ2(k) = 0, a smooth and periodic gauge with ũ1(k) and ũ2(k)

can be obtained:

ũ1(k) =
eik/2√

2
(u1(k) + u2(k)) = (0 0 1)T

ũ2(k) =
1√
2

(u1(k)− u2(k)) = (0 1 0)T (1.75)

Therefore, when there is a crossing in the occupied bands, a smooth and periodic

gauge generally requires the superposition of multiple bands. Note that even though

the two bands are only degenerate at one point k = 0, for all momentum points the

smooth gauge requires a superposition of two bands, including the k points where

the bands are not degenerate. For a system with N occupied bands, this amounts to

finding a U(N) transformation at each momentum to make the new wave functions

ũn(k) =
∑

m∈occ um(k)U(k)mn smooth and periodic in the BZ, where U(k) is a unitary

N × N matrix. This is the reason why in Eq.(1.45) we require the gauge transform

to be U(N) rather than U(1)N .

Due to the superposition of bands, the new wave functions ũn(k) are no longer

eigenstates of the original Hamiltonian. Therefore these new bands are also called

quasi-bands. Equivalently we can think about the flattened Hamiltonian in which the

wave functions are the same as the original Hamiltonian but all the occupied bands

have the same energy. In this case the gauge transform is naturally U(N) and the

new wave functions ũn(k) are still eigenstates of the flattened Hamiltonian.
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Figure 1.4:
Dispersion of the two occupied bands in Eq.(1.74). Four wave functions
at two momentum points near k = 0 are shown, where ε is a small positive
number.

32



CHAPTER II

Diagnosis of Topological Insulators Beyond

Symmetry Representations

In the previous chapter, I have introduced the notion of topology in electronic

structure, and provided some examples of topological indices. The system’s topolog-

ical properties are encoded in the wave functions. To compute the topological index

from wave functions, in many cases a smooth gauge is needed so that the wave func-

tions are smooth with respect to crystal momentum k in the Brillouin zone (BZ),

such as the Chern number in Section 1.4.2 and the time-reversal protected FKM Z2

topological index in Section 1.4.3. However, as mentioned in Section 1.5, it is chal-

lenging to obtain a smooth gauge in the Brillouin zone which is a torus, especially in

high dimensions and when the number of occupied bands is large. Therefore, the re-

quirement of a smooth gauge in the Brillouin zone is an obstacle to efficient diagnosis

of topological phases.

In the presence of symmetries, the process of topological diagnosis can be sig-

nificantly simplified. The relation between symmetry and topology has been exten-

sively studied in various topological states and has lead to many important results

[7, 10, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. With

sufficient symmetries, whether the system is topological or trivial can be determined

by the symmetry representations of the wave functions at high-symmetry momenta
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using the framework of topological quantum chemistry or symmetry indicator [7, 10].

With n-fold rotational symmetry the Chern number module n can be determined by

rotation eigenvalues [27], and with inversion symmetry the FKM Z2 topological index

can be determined by the parity of wave functions at TRIM [22].

However, not all symmetries are able to provide such simplification. The above

symmetry-representation-based diagnosis may not be applicable in systems whose

symmetry is too low such that the symmetry representations are the same for both

topological and trivial phases. For example, with a twofold rotation symmetry in

addition to time-reversal symmetry, the FKM Z2 index in Section 1.4.3 cannot be

simply obtained from rotation eigenvalues. Therefore, in this case whether the addi-

tional symmetry can still provide simplification to the diagnosis of topological phases

remains an open question.

Our work [45] gives a positive answer to this question by showing that the ad-

ditional symmetry can still simplify the index even though the symmetry represen-

tations are not sufficient to determine the index. In this work, we show that if the

system has an additional twofold rotational symmetry or mirror symmetry, the FKM

Z2 index can be simplified so that only one-dimensional lines in the BZ need to be

evaluated in the index computation. This method works for both two and three

dimensions. This result extends the topological diagnosis methods based on high-

symmetry-momenta from 0D points to 1D lines. It is convenient for the computation

of the index in practice, because the original definition of the index requires estab-

lishing a smooth gauge in at least two dimensions. This simplification is achieved

through introducing a gauge-invariant quantity g(k̃akb) defined on arbitrary curves

in the BZ.
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2.1 Gauge-invariant line quantity

In this section we introduce the line quantity g(k̃akb) in our work [45] defined

on arbitrary curves in the BZ of a time-reversal symmetric system and discuss some

generic properties of it. Consider a gapped system with time-reversal symmetry T

and T 2 = −1. It has N occupied bands and the total number of bands is Ntot. Denote

k̃akb as an arbitrary curve in the BZ with end points at ka and kb. Some preliminary

steps are needed towards our definition of g(k̃akb) in Eq.(2.9). First, for an arbitrary

curve k̃akb we can define a Wilson line matrix for the occupied bands:

Wmn(k̃akb) = 〈um(ka)|
ka←kb∏
ki∈k̃akb

Pki |un(kb)〉 (2.1)

Pk =
∑
m∈occ

|um(k)〉〈um(k)| (2.2)

Here Pk is a projection operator to the occupied bands at k. |un(k)〉 is the eigenstate

of HamiltonianH(k), which is aNtot-component column vector with its jth component

denoted as un(k)j. The product in the definition of W is the path-ordered along the

curve k̃akb. Under a gauge transformation |um(k)〉 →
∑

n∈occ |un(k)〉Unm(k), W

transforms as

W (k̃akb)→ U †(ka)W (k̃akb)U(kb) (2.3)

det[W (k̃akb)]→ det[W (k̃akb)] det[U(kb)] det[U(ka)]
∗ (2.4)

When ka and kb are the same point, i.e., the curve k̃akb is closed, W is the Wilson

loop [2, 46] and det[W ] is a gauge-invariant quantity, but for a generic curve it is

not. To construct a gauge-invariant quantity, we need another factor to cancel out

the factor det[U(kb)] det[U(ka)]
∗ in Eq.(2.4). This is achieved by the anti-symmetric

matrix M(k):

M(k) = 〈um(k)|T |un(k)〉 (2.5)
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When k is one of the TRIM so that k = −k +G, M(k) is the same as the sewing

matrix defined in Eq.(1.66). The anti-symmetric property of M(k) for a generic k

can be seen by:

M(k)mn = 〈um(k)|T |un(k)〉

= 〈T 2un(k)|T |um(k)〉

= −〈un(k)|T |um(k)〉

= −M(k)nm (2.6)

Therefore we can define the Pfaffian for the anti-symmetric matrix M(k) for any k

in the BZ. Under the gauge transformation, using Pf[BABT] = Pf[A] det[B] and the

fact that T is an antiunitary operator, the M matrix and its Pfaffian transform as:

M(k) → U †(k)M(k)U∗(k) (2.7)

Pf[M(k)] → Pf[M(k)] det[U(k)]∗ (2.8)

Therefore, we can define the gauge-invariant line quantity g(k̃akb) by:

g(k̃akb) =
Pf[M(kb)]

Pf[M(ka)]
det[W (k̃akb)] (2.9)

This quantity is gauge-invariant because the factors induced by gauge transform in

the Pfaffian and determinant cancel each other:

g(k̃akb)→
Pf[M(kb)] det[U(kb)]

∗

Pf[M(ka)] det[U(ka)]∗
det[W (k̃akb)] det[U(kb)] det[U(ka)]

∗ = g(k̃akb)

(2.10)

This property of gauge invariance is important, because it means g(k̃akb) is smooth in

any gauge as long as the Hamiltonian itself is smooth. In the special case when k̃akb is

the straight line connecting different TRIM, for example when ka = Γ = (0, 0, 0) and
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kb = X = (π, 0, 0), g(k̃akb) is related to the partial polarization ν1D [17, 39, 40, 42, 43]:

ν1D =
1

π

 X∫
Γ

dkTrA(k) + i log
Pf[ω(X)]

Pf[ω(Γ)]

 mod 2

=
1

π
i log[g(ΓX)] mod 2, (2.11)

For a generic curve k̃akb in the BZ, g(k̃akb) has a physical meaning that it measures

the change in phase between the Pfaffian at ka and kb. To illustrate this point, we

define the parallel transport gauge [47] at path k̃akb so that for each k ∈ k̃akb,

|um(k)〉 =
k←ka∏
ki∈k̃ka

Pki |um(ka)〉 (2.12)

Here the product is path-ordered from ka to k along k̃akb. In the limit where the

points {ki} are infinitely dense along k̃ka, the |um(k)〉 obtained in this way is a

normalized vector in the occupied space. In the practical computation, a discrete

mesh of momentum points {ki} is used and we need to normalize Eq.(2.12) for each

k. With this gauge choice along the path, the determinant part in g(k̃akb) becomes

unity, leading to

g(k̃akb) =
Pf[M(kb)]

Pf[M(ka)]
(2.13)

Hence g(k̃akb) represents the ratio between the Pfaffian Pf[M ] at kb and ka in the

parallel transport gauge. This interpretation is useful, because the topological index

is related to the winding of the phase of Pfaffian. For example, in a 2D system

whose BZ is shown in Fig.(2.1), the FKM Z2 index in Eq.(1.70) can be written in an

equivalent way [16, 17]:

ν2D =
1

2πi

∮
∂τ

dk · ∇ log Pf[M(k)] (2.14)
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Figure 2.1:
The Brillouin zone for 2D insulator with time reversal symmetry. τ is
represented by the shaded area enclosed by SY Y ′S ′.

Here τ is the area enclosed by SY Y ′S ′ and ∂τ is its boundary. Similar to Eq.(1.70),

this formula also requires a smooth and periodic gauge such that M(k) is smooth

in the BZ. Eq.(2.14) shows that this index is related to the change of the phase of

Pf[M(k)] along the boundary ∂τ . However, the Pfaffian itself is gauge-dependent

as in Eq.(2.8), making it challenging to track its phase. The quantity g(k̃akb) is

naturally gauge-invariant, therefore with the interpretation in Eq.(2.13) it provides a

convenient way to bypass the gauge issue and track the phase of Pfaffian.

Now we will show that ν2D can be rewritten in terms of the gauge-invariant quan-

tity g. From now on it is sufficient to restrict the path k̃akb to be the straight line

kakb connecting ka and kb and define:

g(ka,kb) = g(kakb)

=
Pf[M(kb)]

Pf[M(ka)]
det

〈um(ka)|
ka←kb∏
ki∈kakb

Pki |un(kb)〉

 (2.15)

We construct a parallel transport gauge on τ as follows [47]. First, we find a smooth
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and periodic gauge along straight line Y Y ′. To achieve this, first we select an arbitrary

gauge at Y ′, then for each k ∈ Y Y ′, we define the gauge for wave functions at k using

Eq.(2.12) with ka = Y ′ and kb = Y . This establishes a smooth parallel transport

gauge along the path Y Y ′, but it does not satisfy the periodic boundary condition,

i.e., the wave functions at Y and Y ′ are different. To recover the periodicity, we can

make a unitary transform at each k to a new set of wave functions |ũm(k)〉:

|ũm(k)〉 =
∑
n∈occ

|un(k)〉D(k)nm

D(k) = D
|k−Y ′|
|Y−Y ′|
0

(D0)nm = 〈un(Y )|um(Y ′)〉, m, n ∈ occ (2.16)

The matrices D and D0 are unitary by definition. Then the new wave functions

|ũm(k)〉 are smooth and periodic along path Y Y ′, which we will refer to as |um(k)〉

from now on. Next we proceed to construct a smooth and periodic gauge in τ . For

each k ∈ τ , denote its projection to Y Y ′ as kp such that kpk is parallel to Y S,

as shown in Fig.(2.1). The parallel transport gauge is defined by setting the wave

function at k to be:

|um(k)〉 =

k←kp∏
ki∈kpk

Pki |um(kp)〉 (2.17)

The gauge constructed in this way is smooth on τ and satisfies the periodic boundary

condition between Y S and Y ′S ′, because the wave function at Y S and Y ′S ′ are

parallel transported from the same set of wave functions at Y and Y ′. For each

kp ∈ Y Y ′, we have kp + πx̂ ∈ SS ′ and Eq.(2.13) implies

g(kp,kp + πx̂) =
Pf[M(kp + πx̂)]

Pf[M(kp)]
(2.18)

This relation provides a way to reformulate the Z2 index ν2D in terms of g. Define
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g(k) = g(k,k + πx̂), then Eq.(2.14) becomes

ν2D =
1

2πi

 S∫
S′

−
Y∫

Y ′

 dk · ∇ log Pf[M(k)]

=
1

2πi

Y∫
Y ′

dk · ∇ log
Pf[M(k + πx̂)]

Pf[M(k)]

=
1

2πi

Y∫
Y ′

dk · ∇ log g(k) (2.19)

Here the final integral is along a time-reversal invariant path that connects Y,Γ

and Y ′. Eq.(2.19) shows that ν2D can be expressed in terms of the line quantity

g. Although Eq.(2.19) is derived in the specific parallel transport gauge, the gauge-

invariance of g implies that this formula is valid in any gauge. This means that the

above construction of the smooth parallel transport gauge is only a conceptual step

which is never needed in a real calculation. Importantly, the evaluation of g itself

does not require a smooth gauge to begin with. In practice, to evaluate ν2D from

Eq.(2.19), all we need is to make a discrete mesh of k points in τ with randomly

selected phase for each wave function, and by definition in Eq.(2.15) the function

g(k) = g(k,k + πx̂) will be smooth in k, which can lead to a well-defined result in

Eq.(2.19). Up to now Eq.(2.19) requires only time-reversal symmetry, which is the

least requirement in symmetry to protect the FKM Z2 topological index.

2.2 Topological insulators with order-two crystalline symme-

tries in addition to time-reversal symmetry

We will show that if a 2D or 3D time-reversal invariant topological insulators (TIs)

have an additional order-two crystalline symmetry, for example two-fold rotation C2

or mirror σ, the line quantity g defined above in Eq.(2.9) or Eq.(2.15) can simplify
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the FKM Z2 index ν to involve only one-dimensional lines of the BZ. Note that the

eigenvalues of the spacial symmetry C2 or σ at high symmetry momenta are not

sufficient to determine the Z2 index, because for a spin one-half system C2 or σ has

eigenvalues ±i and the two bands in each Kramers pair have opposite eigenvalues

of C2 or σ. Therefore, at any C2 invariant momentum there are always a half of

valence bands with C2 or mirror eigenvalue +i and the other half with eigenvalue

−i no matter ν is trivial or not. Hence spacial symmetry eigenvalues themselves are

insufficient to determine the topological index.

2.2.1 Systems with additional two-fold rotational symmetry

When the system has additional spacial symmetries, the line quantity g(ka,kb)

has a useful property as follows. Suppose the system has a symmetry C such that

a point k in the BZ is transformed to Ck, and C can be the combination of time-

reversal and spacial symmetries. If C commutes with time-reversal T and the matrix

representing C is independent of k, then depending on whether C is unitary or anti-

unitary, g(ka,kb) in Eq.(2.15) satisfies:

g(Cka, Ckb) = g(ka,kb), if C is unitary

g(Cka, Ckb) = g(ka,kb)
∗, if C is anti-unitary (2.20)

This property comes from the transformation properties of the Pfaffian and the Wilson

line operator. We give a detailed proof of this property in Appendix A.1. This

property is important in evaluating g(ka,kb) at symmetry-related lines in the BZ.

Now we consider systems with a two-fold rotational symmetry C2 in additional to

time-reversal T . The combined operator C2T is also a symmetry of the system which

acts on the momentum space like a mirror, therefore there are C2T invariant planes in

the BZ. Suppose there are two such planes that include all eight time-reversal invariant
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momenta (TRIM) as in Fig.(2.2)(a), where the C2 axis is along z direction and C2T

invariant planes are colored in yellow. If ka,kb are taken inside one of the C2T

invariant planes, then Eq.(2.20) shows g(ka,kb) = g(C2Tka, C2Tkb)
∗ = g(ka,kb)

∗ so

that g(ka,kb) is real because C2T is anti-unitary. If ka,kb are taken to be TRIM,

then g(ka,kb) should have magnitude of 1 because the M matrices in Eq.(2.15) are

unitary at TRIM. These two conditions quantize g(K1, K2) to ±1, where K1, K2 are

TRIM in the same C2T invariant plane. Furthermore, as in Eq.(2.11), g(K1, K2) is

related to the partial polarization ν1D:

ν1D(K1, K2) =
1

π

 K2∫
K1

dk · TrA(k) + i log
Pf[ω(K2)]

Pf[ω(K1)]

 mod 2

g(K1, K2) = eiπν1D(K1,K2) = ±1 (2.21)

It has been shown in Ref.[43] that the FKM Z2 index for a 2D system is equivalent

to the difference between the 1D partial polarization ν1D at two pairs of TRIM:

ν2D(kz = 0) = ν1D(Γ, X)− ν1D(Y, S) mod 2

ν2D(kz = π) = ν1D(Z,U)− ν1D(T,R) mod 2 (2.22)

The FKM strong Z2 index in 3D is given by ν3D = ν2D(kz = 0)−ν2D(kz = π) mod 2.

Combining with Eq.(2.21) we have

(−1)ν3D = g(Γ, X)g(Y, S)g(Z,U)g(T,R) (2.23)

Therefore the 3D strong Z2 index is simplified by the line quantity g(ka,kb) so that

it involves only 1D subspace of the BZ.

Eq.(2.23) assumes that all the eight TRIM are included in some C2T invariant

planes, which is not always true for a general C2 rotation. For example, if the C2 axis
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is along direction x̂ + ŷ rather than ẑ for the same Brillouin zone as in Fig.(2.2)(b),

there is only one C2T invariant plane S1 passing through Γ, S ′, R′, Z. Denote the other

time-reversal invariant plane passing through X, Y, T, U as S2, Then ν3D = ν2D(S1)−

ν2D(S2) mod 2. We show that ν2D(S2) must vanish due to the C2 symmetry. Denote

the midpoint of XY as M . Since C2 is unitary, from Eq.(2.20) we have g(X,M) =

g(C2X,C2M) = g(Y,M) = g(M,Y )−1. Therefore g(X, Y ) = g(X,M)g(M,Y ) = 1,

which means the partial polarization ν1D(X, Y ) is quantized to 0. The same argument

can be applied to TU . Hence ν1D(X, Y ) = ν1D(T, U) = 0 due to the C2 symmetry,

therefore ν2D(S2) vanishes. We present a more detailed proof of the triviality of

ν2D(S2) in Appendix A.2 using the interpretation of g(ka,kb) as a measure of Pfaffian

in the parallel transport gauge. With this result, the strong Z2 index ν3D is determined

only by lines in C2T invariant plane S1:

(−1)ν3D = (−1)ν2D(S1) = g(Γ, S ′)g(Z,R′) (2.24)

The above proof for Eq.(2.23) and (2.24) for different types of C2 axis can be uni-

fied in a general framework, which is also applicable to Brillouin zones that are not

cube-shaped. There are eight TRIM Ki, i = 1...8 in a 3D BZ. Since time-reversal op-

erator commutes with C2, C2 must bring one TRIM to itself or to another TRIM. For

those TRIM non-invariant under C2, let C2Ki = Kj and C2Kj = Ki, then the mid-

point M = (Ki+Kj)/2 must be invariant under C2, and g(Ki,M) = g(C2Ki, C2M) =

g(Kj,M) = g(M,Kj)
−1. Therefore g(Ki, Kj) = g(Ki,M)g(M,Kj) = 1. This fixes

the partial polarization ν1D(Ki, Kj) = 0, which does not contribute to the strong in-

dex ν3D. Therefore we only need to consider those TRIM that are also invariant under

C2. Define the C2T invariant subspace in the BZ by SC2T = {k ∈ BZ|C2Tk = k+G}

where G is any reciprocal lattice vector, and define a set LC2T to be the set of straight

paths inside SC2T such that each path γ ∈ LC2T connects two C2-invariant TRIM,
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Figure 2.2:
The plot of a 3D Brillouin zone. The red lines denote the one-dimensional
subspace that is needed to evaluate the FKM strong Z2 index in Eq.(2.25)
and (2.28). (a) System with a C2 symmetry along ẑ direction. The colored
planes are the C2T invariant planes. (b) System with a C2 symmetry
along x̂+ ŷ direction. There is only one C2T invariant plane. (c) System
with a mirror plane perpendicular to ẑ. (d) System with a mirror plane
perpendicular to x̂+ ŷ.
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different paths in LC2T do not cross with each other, and each C2-invariant TRIM is

connected by one path in LC2T . With this definition, in Fig.(2.2) (a) and (b) LC2T

reduces to the red lines {ΓX,Y S, ZU, TR} and {ΓS ′, ZR′} respectively (or equiva-

lently {ΓY ,XS,ZT , UR} and {ΓZ, S ′R′}, which does not change the final result).

Therefore Eq.(2.23) and (2.24) can be unified as

(−1)ν3D =
∏

γ∈LC2T

Sign[g(γ)] (2.25)

Here the sign function Sign is added to take account of the fact that the absolute

value of g(γ) can be smaller than 1 in a practical numerical calculation in which the

projection in Eq.(2.15) is taken at discrete points. In this case g(γ) is still real, and the

sign of it determines the index ν3D. Eq.(2.25) shows that for any topological insulator

with an additional two-fold rotational symmetry, the FKM strong Z2 index can be

computed through a well-defined one-dimensional subspace of the Brillouin zone. If

there are multiple C2 axes in the system, this simplification can be applied to any

one of the C2, independent of the presence of the other symmetries. This calculation

is applicable to 2D insulators as well, which can be achieved by restricting LC2T to

the 2D Brillouin zone. This method is convenient to implement in the sense that

it does not require a smooth gauge, because the definition of g(γ) in Eq.(2.15) is

gauge-independent.

2.2.2 Systems with additional mirror symmetry

For systems with a mirror symmetry σ in additional to T , similar analysis can

be applied by evaluating g(ka,kb) in the σT invariant subspace defined by SσT =

{k ∈ BZ|σTk = k +G}. If the mirror is perpendicular to ẑ as in Fig.(2.2)(c), then

SσT consists of four straight paths along ẑ direction that pass through TRIM. Since

σT is anti-unitary, Eq.(2.20) implies g(Γ, Z) = g(σTΓ, σTZ)∗ = g(Γ, Z)∗, therefore
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g(Γ, Z) is real and quantizes to ±1, so as g(X,U), g(Y, T ), g(S,R). Following the

same argument as the C2 case, we have

ν3D = g(Γ, Z)g(X,U)g(Y, T )g(S,R) (2.26)

If the mirror plane is perpendicular to x̂+ŷ as in Fig.(2.2)(d), SσT consists of two lines

{SS ′′, RR′′}. The TRIM Γ, S, Z,R are invariant under the mirror symmetry σ but

X ′, Y, U ′, T are not. Following the same argument, g(X ′, Y ) and g(U ′, T ) are fixed to

1 because these two points interchange under σ, therefore they do not contribute to

ν3D. In this case we have

ν3D = g(Γ, S)g(Z,R) (2.27)

In general, similar to the C2 case above, we can define LσT to be the set of straight

paths inside SσT such that each path γ ∈ LσT connects two mirror-invariant TRIM,

different paths in LσT do not cross with each other, and each mirror-invariant TRIM is

connected by one path in LσT . In Fig.(2.2) (c) and (d) LσT reduces to {ΓZ,XU, Y T ,

SR} and {ΓS, ZR} respectively. Note that in Fig.(2.2)(d) we cannot take {ΓZ, SR}

because these lines are not inside σT invariant subspace. With this definition, the

index is written as

ν3D =
∏

γ∈LσT

Sign[g(γ)] (2.28)

Here the sign function takes account of the fact that |g(γ)| can be smaller than 1

in a real calculation on discrete momentum points. With Eq.(2.25) and (2.28), we

have developed a unified method to calculate FKM strong Z2 topological index that

requires examining only a 1D subspace of the BZ, for systems with two-fold rotation

or mirror symmetry. If the system has multiple mirrors or C2 axes, this method will

work if we focus on any one of them.

It is also worthwhile to explore the situation when the system has space-inversion
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symmetry I in addition to T . It turns out that our method is still applicable, al-

though the Z2 index can be determined directly by inversion eigenvalues. In this case

Eq.(2.20) when applied to symmetry operator IT shows that that g(ka,kb) is real ev-

erywhere, since every momentum point is invariant under IT . This implies g(Ki, Kj)

will be quantized to ±1 for any pair of TRIM Ki and Kj. Therefore our method is

applicable again and we have (−1)ν3D =
∏

γ g(γ), where the product ranges over the

four lines that connect the eight TRIM.

We have shown that in systems where topological indices cannot be reduced to

high-symmetry-point symmetry eigenvalues, certain symmetries can still help simplify

the calculation of the index. With the definition of the gauge-invariant line quantity

g(ka,kb), we present a unified way to calculate topological index by examining only

1D subspace of the Brillouin zone for systems with either C2 or mirror symmetry

in addition to time-reversal symmetry. Our method is applicable to a wide range of

systems because among all the 32 point groups, 30 of them contain such a symmetry,

except for C3 the the trivial group C1. This approach also finds its application in

higher-order topological insulators described in the next chapter.
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CHAPTER III

Pfaffian Formalism for Higher-order Topological

Insulators

The topological insulators (TIs) described in the previous chapters have gapped

d-dimensional bulk states and gapless (d − 1)-dimensional topologically protected

boundary modes, such as the Chern insulator and the Z2 topological insulators. The

existence of boundary modes with codimension 1 is a manifestation of the bulk-

boundary correspondence, and these insulators are also called first-order topological

insulators. Similarly, there exists higher-order topological insulators (HOTIs) whose

gapless boundary modes appear at lower dimensional boundaries [48, 49, 50, 51, 52,

53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71], i.e., the n-th

order HOTI has gapless modes at (d− n)-dimensional boundaries. For example, the

3D second-order TIs have gapless modes localized at one-dimensional hinges, and

the 2D second-order TIs have in-gap modes localized at corners which can lead to

fractional corner charges.

The robustness of these boundary modes require symmetry protection, and there

are various symmetries that can protect the higher-order topological phase, such as

space-inversion, mirror reflection, rotoinversion, the product of rotation and time-

reversal CnT [48, 49, 50, 51, 52, 53, 54, 55, 56], etc. The existence of the higher-order

topological boundary modes requires both the bulk and the set of its boundaries to
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preserve the protecting symmetry.

There are many different mechanisms that can lead to higher-order topology,

such as the Wannier-sector polarization from nested Wilson loops [58, 59], filling

anomaly [8], the sign change of mass terms [57], etc. Here I illustrate the formation of

higher-order topological features using an example of 3D chiral second-order topologi-

cal insulators protected by C4T symmetry [48], where C4 is the fourfold rotation along

z direction and T is the spin one-half time-reversal operator satisfying T 2 = −1. This

system has the product C4T as its symmetry, but C4 and T are broken separately. The

topological index is the magnetoelectric polarization P3 [23, 27, 48, 72, 73, 74, 75, 76]

defined as:

P3 =
1

16π2

∫
d3kεabc Tr

[
Fab(k)Ac(k)− i

3
[Aa(k),Ab(k)]Ac(k)

]
. (3.1)

Here a, b, c can be x, y, z, A and F are nonabelian Berry connection and Berry cur-

vature matrices for the occupied bands:

Aa(k)mn = −i〈um(k)|∂a|un(k)〉, ∂a ≡ ∂ka , m, n ∈ occ

Fab(k) = ∂aAb(k)− ∂bAa(k) + i [Aa(k),Ab(k)] (3.2)

P3 is quantized to 0 or 1
2

when the system has an axion-odd symmetry, which includes

time-reversal and C4T . If the system has spinful time-reversal symmetry with T 2 =

−1, then 2P3 is identical to the FKM Z2 index in Eq.(1.70) [72], and when P3 = 1
2

the

system is the first-order Z2 topological insulator described in Section 1.4.3 with gapless

Dirac cones in the surface Brillouin zone. If time-reversal symmetry is broken but the

system preserves spinful C4T symmetry, the phase with P3 = 1
2

is the nontrivial chiral

second-order topological insulator with chiral modes localized at the hinges parallel to

the C4 axis, as shown in Fig.(3.1). The direction of these chiral hinge modes preserve

C4T symmetry and the side surfaces are gapped. These hinge modes are stable as
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Gapless hinge modes

Figure 3.1:
Illustration of a second-order topological insulator protected by C4T .
There are chiral hinge modes localized at the hinges of the real space
boundary. The propagating directions of these hinge modes obey C4T
symmetry.

long as the bulk and the boundaries together preserve the C4T symmetry.

The existence of these hinge modes can be understood from the sign change of mass

term at neighbouring surfaces. The C4T -symmetric second-order TI can be obtained

from a first-order TI which preserves both C4 and T by adding a perturbation ∆V

in the bulk that breaks time-reversal but preserves the product C4T . Without ∆V ,

there are gapless Dirac cones protected by time-reversal in the surface Hamiltonian

Hsurface ∼ k1σ1 + k2σ2. The perturbation ∆V breaks time-reversal and induces a

mass term mσ3 in the surface Hamiltonian so that the Dirac cone is gapped out.

Because ∆V also breaks C4, the mass term induced by it will change sign at different

surfaces that are related by C4. Therefore, the mass term has to vanish at the hinge

where the surfaces with different sign of mass term meet. This implies the hinge will

remain gapless, leading to to the features of higher-order topological phases.

Although these higher-order TIs are characterized by the same index P3 as the

first-order TIs, which suggests a strong and deep connection between the two, one

important link between these TIs and higher order TIs is still missing, i.e., the FKM
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Pfaffian formula [16, 17] described previously in Eq.(1.70). This Pfaffian formula laid

the foundation for many important conclusions about TIs. First, the Pfaffian formula

enables the development of a gauge-independent method to compute the index. For

example, in principle, to compute the Z2 index for a TI, it requires a global gauge

in the entire 3D Brillouin zone (BZ), which means the wave functions are globally

smooth and periodic in the entire Brillouin zone. Although the existence of such a

gauge is guaranteed, finding it is not always straightforward, as mentioned in Section

1.5. Based on the Pfaffian formula, numerical techniques [77, 78] can be developed

so that the construction of a global gauge is no longer needed. Another important

aspect of the Pfaffian formula is that the Fu-Kane parity criterion [17] can be derived

from it, which allows us to determine the topological index directly from the parity of

wave functions in the presence of additional space inversion symmetry. This opens the

door to the diagnosis of topological phases via symmetry representations of the wave

functions. For second-order TIs, however, due to the broken time-reversal symmetry,

a Pfaffian formalism is still absent, and thus many knowledge that we accumulated

from studying TIs cannot be directly generalized.

In our work [79], we develop a Pfaffian formalism for higher-order topological

insulators protected by C4T symmetry, utilizing a composite operator obtained from

C4T sewing matrix. We found that in strong analogy to TIs, the topological index of

these higher-order TIs can also be determined via a Pfaffian formula. This conclusion

not only provides a new pathway for computing topological indices, but also makes it

possible to generalize existing Pfaffian-based knowledge about TIs to high-order TIs,

such as methods to obtain topological indices without a global gauge. As examples,

we will show below that our Pfaffian formula allows us to obtain the index through

examining only a small part of the Brillouin zone without using a global gauge,

along a similar line as what has been achieved for TIs [77, 78]. It also provides a

straightforward generalization of the Fu-Kane’s parity criterion [22] to second-order
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TIs if a four-fold rotoinversion symmetry is present, which demonstrates a direct

connection between P3 and symmetry indicators [10, 32].

3.1 Generalization of the Pfaffian formula

We consider a chiral second-order topological insulator (CSOTI) invariant under

C4T but without T or C4 symmetry, and we set the rotational axis to be aligned with

the z direction. The half-integer spin leads to (C4T )4 = −1. Due to the anti-unitary

nature of C4T and the half-integer spin of fermions, in analogy to Kramers doublets,

all bands in our system shall show two-fold degeneracy at C4T -invariant momenta,

denoted as K4 = {Γ,M,Z,A}, where Γ = (0, 0, 0),M = (π, π, 0), Z = (0, 0, π), A =

(π, π, π). Without losing generality, we assume that there is no accidental degeneracy

beyond what is required by these Kramers pairs, because accidental degeneracy can

always be lifted by perturbations without changing topological indices. Thus, for a

system with Ntot bands and 2N occupied valance bands, a 2N × 2N unitary sewing

matrix for the symmetry operator C4T can be defined

Bmn(k) = 〈um(C4Tk)|C4T |un(k)〉, (3.3)

where m,n are valence band indices, C4Tk ≡ (ky,−kx,−kz). In the absence of

accidental degeneracy as assumed above, this B(k) matrix is 2×2 block diagonal due

to the Kramers pairs, i.e., B(k) = diag(B1, B2, ..., BN) with each Br(k) being 2 × 2

unitary matrices for r = 1, 2, ..., N .

We parameterize the 3D Brillouin zone torus T 3 as a cube I3 = [−π, π]× [−π, π]×

[−π, π] with the ±π surfaces identified by periodic boundary condition. The top and

bottom surfaces of this cube kz = ±π are invariant under C4T and should have

vanishing Chern number. The system also has C2 symmetry along z, and the side

surfaces kx = ±π and ky = ±π are invariant under C2 after identifying the surfaces
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at +π and −π. This in-plane C2 symmetry makes the Chern number at these side

surfaces vanish as well. This means all six surfaces of the cube I3 have zero Chern

number, and according to Ref.[72] there exists a global gauge such that the wave

functions are smooth and periodic in the whole Brillouin zone torus. In this global

gauge each block Br(k) (r = 1, ..., N) of the C4T sewing matrix is smooth and we

can further make det[Br(k)] = 1 for all k in the BZ [72]. Therefore, as a function

of momentum, each Br(k) defines a smooth map from the 3D BZ to the linear space

formed by all SU(2) matrices. In the language of differential manifold, a 3D BZ is a

three-torus T 3, while SU(2) is diffeomorphic to a three-sphere S3, and thus Br defines

a map T 3 → S3. For such a map, there exists an integer topological index, i.e. the

degree deg[Br], which measures how many times the T 3 wraps around the S3:

deg[Br] = −
∫

d3k

24π2
εabc Tr

[(
Br∂aB

†
r

) (
Br∂bB

†
r

) (
Br∂cB

†
r

)]
(3.4)

where ∂a = ∂/∂ka and a, b, c can take values of x, y, z.

It is known that the index P3 in Eq.(3.1) is quantized in the presence of C4T , and

it can be rewritten via the C4T sewing matrix [27, 48, 73]

2P3 = − 1

24π2

∫
d3kεabc Tr

[(
B∂aB

†) (B∂bB†) (B∂cB†)] .
For a block diagonal B matrix, this integral reduces to

2P3 =
N∑
r=1

deg[Br] (3.5)

where deg[Br] is the degree of the map Br : T 3 → S3 discussed above. There are some

general properties for the degree of a map. For a generic smooth map G : T 3 → SU(2),

its degree deg[G] defined according to Eq.(3.4) is always quantized to an integer and
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satisfies

deg[G†] = − deg[G], deg[G∗] = deg[G], deg[GT] = − deg[G] (3.6)

With another smooth map G′ : T 3 → SU(2), the matrix product GG′ also defines a

smooth map that satisfies:

deg[GG′] = deg[G] + deg[G′] (3.7)

If we view G(k) and G(C4Tk) as two maps that send k ∈ T 3 to SU(2), then

deg[G(C4Tk)] = − deg[G(k)] (3.8)

More details about these properties are discussed in Appendix B.2. It is worth-

while to emphasize that only the module 2 of 2P3 (or deg[Br]) is gauge invariant

and thus has real physical meaning. This conclusion can be checked by noticing

that a gauge transformation can change the degree by an even integer, i.e. un-

der |un(k)〉 →
∑

m∈occ|um(k)〉Umn(k), B(k) → U †(C4Tk)B(k)U∗(k) and deg[B] →

deg[B]+2 deg[U ]. Therefore we will only keep track of the mod 2 of the degree, which

will be denoted as deg2[Br].

The mod 2 of the degree can be easily calculated through a counting technique, if

we realize that the degree counts how many times the original spaces wraps around

the target space. Here, we first demonstrate this technique using a simple example: a

map between 1-spheres f : S1 → S1 shown in Fig.(3.2). To get deg2[f ], we take any

non-singular point in the target space and count how many points in the original space

are mapped to this target point under f . If this number is n, then deg2[f ] = n mod 2.

For Br : T 3 → S3, it turns out that a specific gauge can be chosen, which allows

the counting technique to be easily adopted. Because C2 = −(C4T )2, C2 is also a
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Figure 3.2:
Illustration of a map f : S1 → S1 with degree 0. The black circle is the
target space and the blue line demonstrates the map from the original
space to this circle. To calculate deg2[f ], we can pick a non-singular
point like P1 or P2 in the target space and count the number of points
that are mapped to it. There are four points mapped to P1 and two points
to P2, therefore deg2[f ] = 4 mod 2 = 2 mod 2 = 0. Note that we cannot
choose the point P3 to calculate the degree because the map at point E
is singular.

symmetry of the system, therefore we can define a unitary 2N × 2N sewing matrix

for C2:

Dmn(k) = 〈um(C2k)|C2|un(k)〉, (3.9)

where C2k ≡ (−kx,−ky, kz). In Appendix B.1 we show that the identities C2 =

−(C4T )2 and (C2)2 = −1 impose a relation between the sewing matrices of C2 and

C4T :

D(k) = −B(C4Tk)B∗(k) and D(C2k) = −D†(k) (3.10)

With these properties of sewing matrices, we can find a smooth and periodic gauge

in the Brillouin zone so that D(k) is independent of k:

D(k) = diag(iσz, iσz, ..., iσz) (3.11)
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To prevent interrupting the logic flow, we postpone the construction of this special

gauge to Section 3.1.1. With this gauge choice, Eq.(3.10) implies

Br(C4Tk) = −iσzBT
r (k) (3.12)

This condition has remarkable consequences. If k is a C4T invariant point, Eq. (3.12)

implies

Br(K) = ± i√
2

(σx + σy) ≡ A±, K ∈ K4, (3.13)

where K4 = {Γ,M,Z,A} represents C4T invariant points as defined early on, i.e.,

at C4T invariant points, Br can only take one of these two distinct values A±. On

the other hand, if k is not a C4T invariant point and if Br(k) = A±, then Eq.(3.12)

implies Br(C4Tk) = Br(k) = A±. Hence if some k /∈ K4 is mapped to A+, there must

be one (or three) additional momentum point (related to each other by C4T ) which

is also mapped to A+, and the same is true for A−. Therefore if we choose A+ (or

A−) as the special point to perform the counting described above, as far as deg2[Br]

is concerned, only the four C4T invariant points need to be considered, because any

other point contributes even numbers to the counting. This requires the map at C4T

invariant points to be non-singular, e.g., we cannot use point E in Fig.(3.2) to perform

the degree counting. We show in Section 3.1.2 that the map is indeed non-singular

and this degree counting method is valid. In summary, for each Br, we only need to

examine the four C4T invariant points (K4). If nr of these four points are mapped

to A+ (and thus 4− nr to A−), then deg2[Br] = nr mod 2.

Now we relate this nr to a Pfaffian. For any k point that is invariant under C4,

define

Mmn(k) = 〈um(k)|Θ|un(k)〉, Θ =
C4T + C−1

4 T√
2

, (3.14)
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where m,n are valence band indices. Θ here is a linear superposition of symmetry

operators. For C4-invariant k points, both C4T and C−1
4 T bring k to the same

momentum, therefore Θ|un(k)〉 has a well-defined momentum. Furthermore, at C4-

invariant momenta (C4)4 = −1 implies (C4)2 = −(C4)−2, together with T 2 = −1 lead

to

Θ2 =

(
C4T + C−1

4 T√
2

)2

= −(C4)2 + (C4)−2 + 2

2
= −1 (3.15)

This implies Θ is an operator that can impose the Kramers degeneracy similar to

time-reversal, because Θ is an anti-unitary operator that square to -1. Eq.(3.15) also

implies if |un(k)〉 is normalized, then the state Θ|un(k)〉 is also normalized. Note that

Eq.(3.14) is similar to Eq.(2.5) but they are distinct quantities defined for different

systems, where the time-reversal operator T is replaced by Θ. As shown in Appendix

B.1, for every C4-invariant k point the M matrix in Eq.(3.14) is anti-symmetric:

M(k) = −M(k)T (3.16)

And the proof is similar to Eq.(2.6). When the C4 matrix is independent of k, M(k) is

anti-symmetric for every momentum in the Brillouin zone. We also show in Appendix

B.1 that at C4T invariant points K ∈ K4, M(K) is unitary and satisfies:

M(K) =
(
B(K)−BT(K)

)
/
√

2 (3.17)

Now we choose the special gauge in which Eq.(3.11) is satisfied. At each K ∈ K4,

M(K) is block diagonal M(K) = diag(M1,M2, ...,MN). From Eq. (3.13) we know

that Br(K) = A+ or A− and Eq.(3.17) implies Pf[Mr(K)] = +1 or −1 respectively.

Therefore, counting nr is identical to counting the number of C4T invariant momen-

tum points with Pf[Mr(K)] = +1, i.e., (−1)deg2[Br] = (−1)nr =
∏
K∈K4 Pf[Mr(K)],
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and when contributions from all valence bands are combined together, we have

(−1)2P3 =
∏
K∈K4

Pf[M(K)]√
det[B(K)]

(3.18)

This equation generalizes the FKM Pfaffian formula [16, 17] to systems without time-

reversal symmetry, via replacing the T operator with a new combination Θ = (C4T +

C−1
4 T )/

√
2.

On the r.h.s. of Eq. (3.18), we added by hand a denominator
√

detB. In the

gauge we choose above, this quantity is unity and thus doesn’t contribute anything.

However, this denominator is important, because it makes the r.h.s. gauge invariant.

Thus, although our conclusion is based on a specific gauge, it remains valid regardless

of gauge choices, as long as B(k) remains smooth and a unique sign is chosen for the

square root for a continuous branch of
√

det[B(k)], which can always be achieved be-

cause B(k) is unitary for every k. To demonstrate this gauge invariance, here we per-

form a generic gauge transformation |un(k)〉 → |uj(k)〉Ujn(k). Because Pf[BABT ] =

Pf[A] det[B] and det[BABT ] = det[A] det[B]2, the gauge transformation implies that

Pf[M(K)] → Pf[M(K)] det[U(K)]∗ and
√

det[B(K)] →
√

det[B(K)] det[U(K)]∗.

Hence the effect of the gauge transformation cancels in Eq. (3.18).

3.1.1 Explicit transformation to make C2 sewing matrix constant

In this section we construct the gauge transform to make Eq.(3.11) valid. In the

gauge in which the C4T sewing matrix B(k) is smooth and det[B(k)] = 1, the C2

sewing matrix D(k) is also smooth and det[D(k)] = 1 due to Eq.(3.10). We want

to find a smooth gauge transformation |un(k)〉 →
∑

j∈occ|uj(k)〉Ũjn(k) where Ũ ∈

SU(2N) to make C2 sewing matrix D(k) = diag(iσz, iσz, ..., iσz) for all momenta in

the BZ. Since we assume no accidental degeneracy other than Kramers degeneracy,

D is block diagonal with each block being SU(2). Therefore the problem reduce
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from SU(2N) to SU(2). Denote Dr(k) as one of the SU(2) block, under the gauge

transformation Dr(k)→ U †(C2k)Dr(k)U(k). Since Dr ∈ SU(2), we can parameterize

it as

Dr(k) = exp[i(π/2 + δ(k))n̂(k) · σ], (3.19)

where δ(k) ∈ [−π
2
, π

2
] and n̂ = (nx, ny, nz) is a unit vector that can be interpreted as

the axis of the SU(2) rotation, and 2(π/2 + δ) ∈ [0, 2π] is the angle of rotation. The

fact that Dr(C2k) = −D†r(k) implies

δ(k) = −δ(C2k), n̂(k) = n̂(C2k) (3.20)

Because Dr(k) = −Br(C4Tk)B∗r (k) and Br(C4Tk) has the opposite degree to B∗r (k),

the degree of Dr(k) is zero and the winding is trivial. We will first find a transforma-

tion to make δ(k) = 0. This can be achieved by choosing R(k) = exp[−i1
2
δ(k)n̂(k)·σ].

Then R(C2k) = exp[i1
2
δ(k)n̂(k) · σ] and

R†(C2k)Dr(k)R(k) = exp[−i1
2
δ(k)n̂(k) · σ] exp[i(π/2 + δ(k))n̂(k) · σ]

exp[−i1
2
δ(k)n̂(k) · σ]

= exp[i(π/2)n̂(k) · σ] = in̂(k) · σ (3.21)

Now the target space is determined by unit vector n̂ and is isomorphic to a subspace

of S2. Since the winding is trivial, there exists a similarity transformation w(k) ∈

SU(2) to bring each axis n̂(k) to +ẑ direction:

w†(k)(in̂(k) · σ)w(k) = iσz (3.22)

See Fig.(3.2) for an analogy of a map f : S1 → S1. The map f has degree 0,

therefore the target of each k can be continuous deformed to the north pole by either
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a clockwise deformation (for points C, D, E) or a counter clockwise deformation (for

points A, B, F, G). Now we show that w(k) = w(C2k). Suppose momentum k0

corresponds to point A in Fig.(3.2). The fact that n̂(k) = n̂(C2k) means C2k0 must

be one of B,C,D points so that they have the same n̂. If C2k0 corresponds to C or D,

then if we let k vary on a continuous path of momentum points from A to F , the point

C2k must have a discontinuous jump at E, which is impossible. Therefore C2k0 has

to be point B, which is in the same branch as A. Therefore if transformation w(k0)

can bring A to the north pole, so can it bring B. Hence we have w(k) = w(C2k).

Now the transformation to bring Dr(k) to iσz is just U(k) = R(k)w(k), so that

Dr(k) → U †(C2k)Dr(k)U(k)

= w†(C2k)R†(C2k)Dr(k)R(k)w(k)

= w†(k)(in̂(k) · σ)w(k) = iσz (3.23)

Therefore, we have constructed the gauge with D(k) being a constant matrix: D(k) =

diag(iσz, ..., iσz). The nice thing is that this construction of gauge transform is only

needed as a theoretical proof, and it is not needed in the practical computation of

the topological index.

3.1.2 Issues about singular points in degree counting

When we use the degree counting technique on C4T invariant points K ∈ K4 to

calculate the degree of Br(k), there is a requirement that the map atK is not singular.

If we parameterize the map Br(k) = exp[iθn̂ · σ] with constrain n2
x + n2

y + n2
z = 1,

then the non-singular condition is that the determinant of Jacobian matrix at K is

nonzero: det
[
∂(θ,nα,nβ)

∂(kx,ky ,kz)

]
6= 0 for some α, β ∈ {x, y, z}.

In general we can always do a small perturbation to the map to avoid the singular

points. However, if the symmetry requires the map to be singular, then the singularity

60



is not avoidable. One such example is the sewing matrix Dr(k) ∈ SU(2) for C2.

Symmetry requires Dr(C2k) = −D†r(k) hence n̂(C2k) = n̂(k). Thus near C2 invariant

points n̂(kx, ky, kz) = n̂(−kx,−ky, kz) for small kx, ky. Therefore ∂n̂
∂kx

= ∂n̂
∂ky

= 0,

leading to a zero determinant of Jacobian. This means the map Dr(k) at every C2

invariant point must be singular and the degree counting technique does not work for

it.

Fortunately there is no such symmetry restriction for C4T sewing matrix Br(k).

Consider momentum points near Γ = (0, 0, 0). In the gauge whereD(k) = diag(iσz, ...,

iσz), symmetry requires

Br(C4Tk) = Br(ky,−kx,−kz) = −iσzBT(k)

Br(Γ) = ± i√
2

(σx + σy) (3.24)

We can give an example of Br that is non-singular near Γ and respect the symmetry

requirement. Keep only first-order terms in k, this example is given by

Br(k) = kx + i(
1√
2

+ kz)σx + i(
1√
2
− kz)σy + ikyσz +O(k2) (3.25)

It can be checked that this example is consistent with Eq.(3.24), and the determinant

of Jacobian det
[
∂(θ,nx,nz)
∂(kx,ky ,kz)

]
6= 0. Therefore there is no symmetry restriction for Br to

be singular at C4T invariant points and we are legitimate to apply the degree counting

technique.

3.2 Application of the Pfaffian formula

The generalized Pfaffian formula Eq.(3.18) is the main result in this chapter. In

this section we will show that it can generalize many important conclusions in first-

order Z2 topological insulators to higher order topological insulators. In particular, it
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provides a gauge-independent way to compute the topological index, and the parity

criterion can be generalized to S4 criterion.

3.2.1 Gauge-independent formula for P3

We will show that Eq.(3.18) can be expressed as a 2D integral without the need

of a smooth global gauge, which greatly reduces computational cost for evaluating

P3, similar to what has been achieved in TIs [77, 78]. For C4-invariant k points, we

define another matrix for the valence bands

ωmn(k) = 〈um(−k)|Θ|un(k)〉 (3.26)

with Θ defined in Eq. (3.14). As shown in Appendix B.1, at C4-invariant momenta

(straight lines ZΓZ and AMA in Fig.(3.3)) ω(k) is unitary and det[ω(k)] = det[B(k)].

Because ω(K) = M(K) for K ∈ K4, Eq.(3.18) can thus be rewritten as

(−1)2P3 =
∏
K∈K4

Pf[ω(K)]√
det[ω(K)]

(3.27)

As Fu and Kane [17] have shown for TIs, Eq.(3.27) can also be expressed as an

integral

2P3 =
1

2π

 ∮
∂τ1/2

Ad`−
∫
τ1/2

dτF

 mod 2 (3.28)

Here τ1/2 refers to the rectangle ZZAA in Fig.(3.3) and ∂τ1/2 is its boundary. A and

F are the abelian Berry connection and Berry curvature inside τ1/2. If we label each

wavefunction |un(k)〉 as |usr(k)〉, where r = 1, ..., N labels different Kramers pairs

and s = I, II distinguishes the two states in a Kramers pair, there is a gauge fixing
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condition at the boundary ZZ and AA for Eq.(3.28) to be valid:

∣∣uI
r(−k)

〉
= Θ

∣∣uII
r (k)

〉
(3.29)∣∣uII

r (−k)
〉

= −Θ
∣∣uI
r(k)

〉
(3.30)

The formula here is slightly different from the one used in Ref. [17], because T is now

replaced by Θ = (C4T + C−1
4 T )/

√
2. But for Eqs. (3.29) and (3.30), because it is

evaluated only along ZZ and AA, where Θk = Tk = −k, the action of T and Θ on

momentum becomes the same and thus derivations in Ref [17] can be generalized to

systems studied here by simply replacing T by Θ.

Eq.(3.28) enables us to develop efficient numerical techniques to calculate P3 with-

out the need for a global gauge, following similar line of thinking as has been achieved

for TIs [77, 78]. The method proceeds as the following. First, let us select a discrete

mesh in τ1/2 and define Qµ,mn(k) = 〈um(k)|un(k + sµ)〉, where µ = 1, 2 and sµ

is the mesh step size in the two directions in τ1/2. Apply gauge fixing condition

Eqs. (3.29) and (3.30) to the boundary ∂τ1/2. Let Lµ(k) = det[Qµ]/| det[Qµ]| and

Ãµ(k) = lnLµ(k), F̃ (k) = ln
(
L1(k)L2(k + s1)L−1

1 (k + s2)L−1
2 (k)

)
where the imagi-

nary part of all the logarithm are restricted to (−π, π]. Then 2P3 can be calculated

through

2P3 =
1

2iπ

 ∑
k∈∂τ1/2

Ãµ(k)−
∑
k∈τ1/2

F̃ (k)

 mod 2, (3.31)

where the direction µ should be along the positive direction of ∂τ1/2. This numerical

technique does not require a smooth gauge and is thus convenient to implement.

This method has been well-known for 2D and 3D TI, and is now generalized to 3D

HOTI without time-reversal symmetry. Remarkably, Eq.(3.31) shows that in order

to calculate the magnetoelectric polarization P3 for a 3D system, we only need to

investigate a 2D subspace in the Brillouin zone without the requirement of a smooth

gauge.
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Eq.(3.18) also allows us to determine P3 though the zero of Pf[M(k)] ≡ pf (k).

Under a smooth gauge with det[B] = 1, pf (K) = ±1 at K ∈ K4. Hence Eq.(3.18)

can be interpreted as the sum of phase change of pf (k) from Z to Γ and from M

to A as shown in Fig.(3.3), i.e., 2P3 = (πi)−1
∫
L
dk · ∇ log pf (k) where L is the

combination of two straight pathes (Z → Γ) + (M → A). As proved in Appendix

B.1, pf (k) = pf (C4Tk)∗ det[B(k)], and thus when det[B] = 1 and k ∈ L, pf (k) =

pf (−k)∗. Therefore the phase change of pf (k) from Z to Γ is the same as that from

Γ to Z. With this fact we can extend the integration path L to be ∂τ1/2 and divide

by 2 to get 2P3, which gives

2P3 =
1

2πi

∮
∂τ1/2

dk ·∇ log Pf[M(k)] (3.32)

This is a generalization of the result by Kane and Mele [16], via replacing T by

Θ. The r.h.s. of the equation measures the phase winding of Pf[M(k)] around the

boundary of the 2D area τ1/2. This implies that the gauge-invariant line quantity

g [45] described in the previous chapter can be applied to calculate P3. Specifically,

we can use the definition of g in Eq.(2.15) with the M matrix given by Eq.(3.14):

gΘ(ka,kb) =
Pf[M(kb)]

Pf[M(ka)]
det

〈um(ka)|
ka←kb∏
ki∈kakb

Pki |un(kb)〉

 (3.33)

Here the sub-index Θ means the M matrix contains Θ as in Eq.(3.14). Then following

the derivation that leads to Eq.(2.19), we get from Eq.(3.32):

2P3 =
1

2πi

Z∫
Z′

dk · ∇ log gΘ(k) mod 2 (3.34)

Here gΘ(k) = gΘ(k,k + πx̂+ πŷ) and the integral is along the straight path from Z ′

to Z. Therefore the magnetoelectric polarization P3 can be expressed in terms of an
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integral of the line quantity gΘ(ka,kb). This method involves only gauge-independent

objects, therefore a smooth gauge is not needed. Comparing with Eq.(3.31), Eq.(3.34)

does not need the gauge fixing in Eq.(3.29) and (3.30). Eq.(3.31) and (3.34) are two

different approaches to compute the topological index P3 for higher-order topological

insulators in 3D which does not require a smooth gauge, and only a 2D subspace of

the Brillouin zone is needed in the computation.

We can also find an alternative interpretation for the physical meaning of Eq.(3.32).

When the C4 matrix is independent of k, the M matrix is anti-symmetric in the whole

Brillouin zone and Pf[M(k)] is a well-defined quantity for every k. When P3 6= 0,

Eq.(3.32) means there is a nontrivial phase winding of Pf[M(k)] around the 1D bound-

ary ∂τ1/2, which implies the existence of points in τ1/2 with Pf[M(k)] = 0. Therefore,

2P3 can be obtained by counting the number of nodal points with Pf[M(k)] = 0

in τ1/2. More details will be demonstrated below using a tight-binding model. In-

terestingly, here we have shown that for a 3D HOTI, its topological index P3 can

be calculated by looking at the zeros of Pf[M(k)] in a single 2D plane (τ1/2). This

is in direct contrast to first-order 3D TIs, where one needs to investigate two time-

reversal-invariant 2D planes to determine the Z2 index [80]. Eq.(3.32) also implies

that if Pf[M(k)] is nonzero over τ1/2, then P3 will automatically be trivial.

3.2.2 Topological diagnosis with additional S4 symmetry

We will show that if the system has fourfold rotoinversion symmetry S4 in addition

to C4T , then P3 can be directly obtained by evaluating S4 eigenvalues at high symme-

try points. This conclusion is a generalization of the Fu-Kane’s parity criterion [22] to

HOTIs, with a key observation that S̃ = (S4 + S−1
4 )/
√

2 and Θ = (C4T +C−1
4 T )/

√
2

can play the role of space inversion I and time reversal T respectively. This corre-

spondence can be seen from the fact that (S̃)2 = 1 and S̃Θ = IT = S4C4T , which is
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a consequence of (S4)4 = −1 and S4 = IC−1
4 . Define sewing matrix:

vmn(k) = 〈um(k)|S4C4T |un(k)〉 (3.35)

As shown in Appendix B.1, v(k) is unitary and antisymmetric for every k, and

Pf[v(k)] = Pf[v(C4Tk)]∗ det[B(k)]. We can make a gauge transformation to make

Pf[v(k)] = 1 (and thus det[B(k)] = 1) for all k, and M(K) and v(K) are linked

together at K ∈ K4 through

Mmn(K) = 〈um(K)|Θ|un(K)〉 = 〈um(K)|S̃2Θ|un(K)〉

= ηm(K)〈um(K)|S̃Θ|un(K)〉

= ηm(K)vmn(K) (3.36)

Hence det[M(K)] =
∏2N

i=1 ηi(K) det[v(K)]. Because S̃ commutes with C4T , bands in

the same Kramers pair share identical S̃ eigenvalues, thus
∏2N

i=1 ηi(K) =
∏N

r=1 (ηI
r(K))2

where ηI
r is S̃ eigenvalue for each Kramers pair. Therefore

det[M(K)] = Pf[M(K)]2 =

(
N∏
r=1

ηI
r(K) Pf[v(K)]

)2

(3.37)

Eq.(3.36) shows that Pf[M(K)] is a polynomial of vmn and ηI
r, and the square of

this polynomial must equal to Eq.(3.37). When all ηI
r = 1 we should have M = v

and Pf[M ] = 1. These conditions uniquely fix the polynomial to be Pf[M(K)] =∏N
r=1 ηI

r(K) Pf[v(K)] =
∏N

r=1 ηI
r(K). Since det[B] = 1 in this gauge, from Eq.(3.18)

we get

(−1)2P3 =
∏
K∈K4

N∏
r=1

ηI
r(K) (3.38)

Here r runs over all occupied Kramers pairs, and K4 is the set of S4 invariant points

and ηI
r = ±1 is eigenvalue of S̃ = (S4 + S−1

4 )/
√

2. Eq.(3.38) is a generalization of the
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Fu-Kane parity criterion [22] to systems with S4 but no inversion symmetry. It shows

the magnetoelectric polarization P3 can be determined by the eigenvalues of S4. It is

also consistent with results obtained using symmetry indicators [10, 32].

3.2.3 Numerical check of the Pfaffian formula

Here we use tight-binding models to demonstrate and to verify the Pfaffian formula

we developed. Consider a four-band model with a Hamiltonian

H(k) = (cos kx + cos ky + cos kz − 2)τzσ0 + q1

∑
i=x,y,z

sin kiτxσi

+q2

∑
j=x,y

sin kj sin kzτyσj + q3τxσ0

+p(cos kx − cos ky)τyσ0 (3.39)

Here C4 = τ0e
−iπ

4
σz , T = −iτ0σyK, S4 = τze

iπ
4
σz . The Hamiltonian satisfies H(C4Tk)

= C4TH(k)(C4T )−1. The p term breaks C4 and T symmetry but preserves S4 and

C4T . If p vanishes then the system becomes a 3D TI. The q2 and q3 terms break S4

symmetry. When q2 = q3 = 0, S4 symmetry is recovered and the model reduces to

the one shown in Ref. [48]. In this case the Kramers pair in the valence bands at Γ

has S̃ eigenvalue −1 and all other S4 invariant points have S̃ eigenvalue +1. Thus

by Eq. (3.38), we have P3 = 1/2 and the system is a CSOTI. When small q2 and

q3 are turned on, the band gap does not close and the system should still remain a

CSOTI. Because the matrix of C4 does not depend on k, Pf[M(k)] is well-defined for

every momentum in the Brillouin zone. We calculate the zero of Pf[M(k)] as shown

in Fig.(3.3). The zeros form a loop penetrating τ1/2, giving rise to a phase winding

of 2π in Pf[M(k)]. Therefore from Eq. (3.32), P3 = 1/2. We also apply Eq. (3.31)

and (3.34) separately to calculate the index, and we get P3 = 1/2 as well. To verify

our prediction we diagonalize the system with open boundary condition along kx and

ky, and the spectra as a function of kz is shown in Fig.(3.3). Gapless hinge states are
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Figure 3.3:
Left: schematic plot of the Brillouin zone. τ1/2 is the colored rectangle
and ∂τ1/2 is its boundary. The green line represents the momenta with
Pf[M(k)] = 0 for the Hamiltonian shown in Eq. (3.39). The line of zero
Pfaffian penetrates τ1/2, resulting in a phase winding of 2π in Eq. (3.32),
which implies that P3 = 1/2. Parameters used here are p = 0.5, q1 =
1, q2 = 0.2, q3 = 0.3. Right: spectra of H as a function of kz with open
boundary condition along kx and ky with the same parameters. The
existence of gapless hinge states suggests nontrivial topology.

found, which confirms that the system is a CSOTI with P3 = 1/2.

We have generalized the Pfaffian formalism to higher-order topological insulators

protected by C4T symmetry as shown in Eq. (3.18) and its variations in Eqs. (3.31),

(3.32) and (3.34). If the system also preserves a S4 symmetry, P3 can be obtained

directly from S4 eigenvalues at high symmetry momenta as in Eq.(3.38). Without

S4, we find that the topological index P3 can be calculated by examining a single 2D

surface τ1/2 as shown in Fig.(3.3) without the need of a smooth gauge, which greatly

simplifies the calculation.
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CHAPTER IV

Gapless Topological Phases: Topological

Semimetals

Topological phases can also be defined for gapless systems. Contrary to gapped

systems, in gapless systems there is no clear distinction between occupied and unoc-

cupied bands because of the band crossing, and the concept of topology is different

from the one introduced in Section 1.3, i.e., the notion of topology in gapless systems

is not to classify different phases whose occupied bands cannot be adiabatic deformed

to each other, and instead it classifies different types of robust band crossing that are

topologically protected.

The crossing of two bands can usually be lifted by the hybridization between them,

then the band crossing is avoided. As shown in Fig.(4.1), if two bands E1(k) and E2(k)

cross each other, when there is a finite mixing term b, the energy of the hybridized

bands become E±(k) = E1(k)+E2(k)
2

±
√(

E1(k)−E2(k)
2

)2

+ |b|2, then E+(k) 6= E−(k) as

long as b 6= 0, i.e., the band crossing is lifted. Therefore, the existence of robust band

crossing needs a reason that protects it. The region of band crossing in momentum

space can be isolated points such as Weyl or Dirac points [81, 82, 83, 84, 85, 86], or

they can form one-dimensional closed loops which are called nodal lines [73, 87, 88, 89].

The notion of topology for gapless systems distinguishes different types of robust band

crossing.
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Figure 4.1:
Illustration of avoid crossing of energy bands. A small hybridization b
can gap out the band crossing.

For example, Weyl semimetals in 3D have band crossing at isolated Weyl points

in the bulk Brillouin zone. Near the Weyl point, the Hamiltonian for the two crossing

bands can be approximated by H(k) ∼ kxσx + kyσy + kzσz with energy E(k) =

±
√
k2
x + k2

y + k2
z . Then it can be seen that this band crossing cannot be gapped

by small perturbation, because a perturbation such as bσx only shifts the position

of Weyl point from origin to (−b, 0, 0) but it cannot gap out the crossing. The

robustness of Weyl points can be understood from topology. If we draw a sphere S

in the momentum space enclosing the Weyl point, then on the sphere the bands are

gapped and the Chern number can be defined on this sphere for the bands below

the gap. For Weyl points this Chern number is nonzero, which is called the chirality

of the Weyl point. Because Chern number is quantized to integers and can only be

changed when gap closes, a nonzero Chern number on this sphere implies there is

a gap closing point enclosed by the sphere, otherwise we can always continuously

deform the sphere to make its Chern number vanish. Therefore, the existence of

Weyl points is protected by topology, and the topological index is the chirality. A

Weyl point can be gapped out only when it meets another Weyl point with opposite

chirality.

Band crossing can also be protected by symmetry. If the crossing points are at

symmetry-invariant momentum and the symmetry enforces the hybridization term
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Nodal line

Figure 4.2:
(a): A nodal line protected by the mirror symmetry in the mirror-
invariant plane. (b,c): The nodal line can disappear after shrinking to a
point.

to vanish, then the band crossing becomes robust. This scenario occurs for mirror-

protected nodal lines [90, 91]. As shown in Fig.(4.2)(a), inside a mirror-invariant

plane in the Brillouin zone the bands can be labeled by their eigenvalues of mirror

symmetry. If two bands E1(k) and E2(k) with different mirror eigenvalues cross

each other, then due to mirror symmetry the mixing term has to vanish and the

band crossing remains, resulting in a mirror-protected nodal line. This nodal line

is robust to small perturbations that preserve the mirror symmetry, but it can be

gapped out after it shrinks to a point when the symmetry is still preserved, as shown

in Fig.(4.2)(b,c).

There exists more robust nodal lines that cannot be gapped out even after it

shrinks to a point. These nodal lines have nontrivial monopole charge [87], and

they exist in systems with space-inversion I and time-reversal symmetry T and has

negligible spin-orbit coupling (T 2 = +1). This can be demonstrated in a four-band

Hamiltonian obtained near the nodal line:

H(k) = kxΓ1 + kyΓ2 + kzΓ3 + bV

= kxτyσy + kyτyσx + kzτzσ0 + bτxσz (4.1)

Here σ, τ represent Pauli matrices. Note the anti-commutation relation {Γi,Γj} =
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2δij, i, j ∈ {1, 2, 3} and the V matrix does not anti-commute with some other terms.

This system has the product of time-reversal and space-inversion as a symmetry

IT = τzσxK such that ITH(k)(IT )−1 = H(k). The dispersion relation is given by:

E(k) = ±
√
k2
z +

(√
k2
x + k2

y ± b
)2

(4.2)

For each momentum, we label the bands by E1 ∼ E4 with increasing energy. If we

investigate the momenta at which the two middle bands cross (E2 = E3), it requires

E(k) = 0 in Eq.(4.2), leading to

kz = 0 and k2
x + k2

y = b2 (4.3)

This is the equation for the nodal line formed by band 2 and 3, which is a circle of

radius b inside the xy plane in the momentum space. When we continuously deform

the Hamiltonian so that b becomes small, the nodal line will gradually shrink to a

nodal point. However, after b becomes zero and then changes sign, the nodal line

does not disappear because b and −b lead to the same nodal line configuration. This

is am example where the nodal line cannot be destroyed by shrinking to a point.

Note that the IT symmetry plays an crucial role here, because an additional term

like b′τyσz can appear in the Hamiltonian without IT symmetry. This term anti-

commutes with Γ1∼3 and it can gap out the nodal line. This type of nodal line is

protected by a topological index called monopole charge, which is a Z2 index defined

only in the presence of IT symmetry. When the monopole charge is nontrivial, the

nodal line cannot be destroyed by shrinking to a point, and it can disappear only

after it annihilates with another nodal line with nontrivial monopole charge.

There is also a nodal line formed by band 1 and 2, which is a vertical nodal line

given by kx = ky = 0, and similarly for band 3 and 4. Note that this vertical nodal

line is linked with the circular nodal line formed by middle bands 2 and 3. This is
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the linking structure pointed out in Ref [73]. A nodal line with nontrivial monopole

charge is linked with nodal lines that come from the other band gaps. This linking

structure requires the minimal model for this type of nodal line to have four bands.

4.1 Generic diagnosis scheme for nodal lines with nontrivial

monopole charge

In our work [92], we systematically studied the conditions in which these nodal

lines with nontrivial monopole charge will appear. In particular, for a system with

space-inversion, time-reversal and rotational symmetry, our method can determine the

number and configuration of these nodal lines in the Brillouin zone via the symmetry

representations of the energy bands at high symmetry momenta. This approach does

not require the high symmetry lines in the Brillouin zone to be gapped, which goes

beyond Ref [93]. We also find novel cage-like nodal structures around high-symmetry

line as well as the emergence of nodal lines with new types of monopole charge beyond

the Z2 classification in Ref [87].

The creation and annihilation of nodal lines with nontrivial monopole charge in-

volve at least four bands due to the linking structure of nodal lines [73]. Therefore,

we use a four-band tight binding model to study all the new types of nodal structures

and their transitions. In a four-band model, having two conduction and two valence

bands, respectively, we first show that the Hamiltonian can be simplified into one of

the two special limits H1 or H2 in a smooth process without introducing new band

crossings between conduction and valence bands. The relatively simple form, and the

doubly degenerate spectrum of H1,2 make easy the calculation of the band crossing

positions and wave functions. The band inversion is then studied in the simplified

Hamiltonian, where all topological nodes are necessarily point nodes. Defining the

so called “parity Chern number” for the Fermi surface, we are able to classify the
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types, configurations and parity Chern numbers of the nodal points for each type

of band inversion. In fact, generalizing a discussion in Ref. [27], we can obtain the

quantitative relations between the rotation and inversion eigenvalues of the inverted

bands and the parity Chern number of the nodal point.

After the non-simplifying terms are added, H becomes non-degenerate, and the

nodal points expand naturally into nodal lines. It can be expected that some quantum

numbers of the nodal line, such as the parity Chern number, will be inherited from

the former. To be more specific, a nodal point with parity Chern number 2 after non-

simplifying terms evolves into either two nodal loops with unity monopole charge

each, or into an interesting nodal cage with monopole charge 2, depending on the

specific type of band inversion. A higher-than-unity monopole charge will be defined

in due course, under the assumption that near the Fermi energy the orbitals have

the same twofold rotation eigenvalue. This made charge-2 nodal lines one of the

fragile topological band crossings [94, 95], in analogy to the recently studied fragile

topological gapped states.

Therefore, we complete the theory on band inversion induced topological nodal

lines in the presence of inversion, time-reversal and spin rotation symmetries. We work

with the assumption that the nodal lines are formed by small band inversion, i.e., the

inverted gap is small compared with other energy scales. Under the assumption,

the nodal structures form near the point of band inversion, and we propose that the

parity and rotation eigenvalues of the inverted bands determine many aspects of the

resultant nodal loops: their types, positions and monopole charges [92].

4.2 Adiabatic Hamiltonian reduction for four-band systems

In this section, we show that the Hamiltonian of an arbitrary four-band system can

be adiabatically deformed into one of the two special cases without introducing new

band crossings between the two valance and two conduction bands. The existence of
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this adiabatic path allow us to reduce any Hamiltonian into (one of) these two special

cases, where topological analysis is greatly simplified and topological indices mostly

are fully dictated by band inversions at high symmetry points.

4.2.1 Γ matrices and the basis for 4-band Hamiltonians

In general, a 4 × 4 Hermitian matrices spans a 16-dimensional linear space, and

the following 16 matrices can be used as the basis of this linear space: (1) the identity

matrix I, (2) four Γ-matrices Γi with i = 1, 2, 3, and 4, (3) six Σ-matrices Σi,j =

i[Γi,Γj]/2 and (4) four matrices iΓjΓkΓl where i =
√
−1 and j 6= k 6= l and (5)

Γ5 = Γ1Γ2Γ3Γ4. An example of these matrices can be found in Appendix C.1. These

16 matrices all come from the four Γ matrices and their products. The Γ matrices

satisfy the Clifford algebra of a four-dimensional Euclidean space {Γa,Γb} = 2δab

and the Σ matrices satisfy the so(4) Lee algebra and form a representation for the

generators of the SO(4) rotational group.

For systems with time-reversal and space-inversion symmetry (T 2 = +1), the

Hamiltonian can be made real when proper basis are utilized. For a 4 × 4 real-

symmetric matrix, one can use the following 10 matrices as its basis (1) the identity

matrix I, (2) Γ1, Γ2, Γ3, (3) Σ14, Σ24 and Σ34, (4) iΓ1Γ2Γ4, iΓ2Γ3Γ4, iΓ1Γ3Γ4. With

this basis, any Hamiltonian of a four-band system with time-reversal and space-

inversion symmetry can be written as the linear combination of these 10 matrices

H = aΓ1 + b1Γ2 + b2Γ3 + c1Σ14 + c2iΓ2Γ3Γ4 + . . . (4.4)

In this basis, the product of the time-reversal and space-inversion symmetry is simply

TI = K, where K implies complex conjugate. For reasons that will be discussed be-

low, here we choose to showed the explicit form for 5 of the 10 terms. The coefficients

here (a, b1, b2, c1, c2 and 5 additional terms that we didn’t explicitly show here) are
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real functions of momentum k. In general, this is a complicated Hamiltonian, which

requires 10 independent functions of k to characterize. Although the eigenvalues and

eigenfunctions of this Hamiltonian could be computed in principle, they involve so-

lutions of a quartic eigen-equation, whose analytic formula is extremely complicated

in general.

As shown in the Appendix C.2, for an arbitrary four-band Hamiltonian with time-

reversal and space-inversion symmetry, we can adiabatically deform the Hamiltonian

into one of the following two structures

H1 = aΓ1 + b1Γ2 + b2Γ3, (4.5)

and

H2 = aΓ1 + c1Σ14 + c2iΓ2Γ3Γ4. (4.6)

This adiabatic procedure will not induce any new level crossing between the two con-

duction and two valence bands. As a result, the topological structure and topological

indices (e.g. the monopole charge of nodal lines [87]) remain invariant. The existence

of such an adiabatic deformation provides us an easy pathway to classify possible

topological states here. Instead of trying to classify all arbitrary Hamiltonians as

shown in Eq. (4.4), we reduce the problem into classifying the topological structures

for the two reduced Hamiltonians H1 and H2 [Eqs. (4.5) and (4.6)].

In addition, it is worthwhile to point out that the reduced Hamiltonian H1 and

H2 greatly simplifies the topological index calculation because of two reasons. First,

in constrast to a generic Hamiltonian, these two reduced Hamiltonians can be easily

diagonalized and the eigen-wavefunctions take a simple analytic form, making topo-

logical information easy to access. Secondly, these two Hamiltonians have an extra Z2

symmetry, and as will be shown below, this Z2 symmetry provides a direct connection
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between topological indices and high-symmetry-point band inversions, which greatly

simplifies the topological index calculation.

As one can easily check, H1 and H2 share a lot of identical properties. For both of

them, the two conduction (valence) bands are degenerate, and the eigen-energy share

the same functional form.

ε1 = ±
√
a2 + b2

1 + b2
2 (4.7)

for H1 and

ε2 = ±
√
a2 + c2

1 + c2
2 (4.8)

for H2. These similarities between H1 and H2 are not accidental. Instead, it is

the direct consequence of a duality relation, which will be discussed in the following

section.

4.2.2 Duality relation

There is a duality relation between H1 and H2, which implies that these two

Hamiltonians must share identical algebraic properties.

As mentioned above, the Γ matrices form a representation of the Clifford algebra.

On the other hand, the exact form of Γ matrices is not unique. For example, we can

choose to use another set of Γ matrices:

Γ̃1 = Γ1 (4.9)

Γ̃2 = Σ14 (4.10)

Γ̃3 = iΓ2Γ3Γ4 (4.11)

Γ̃4 = −Σ12 (4.12)
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This new set of Γ̃ matrices also follow the same Clifford algebra, and thus are fully

equivalent to the original ones that we used above from the algebraic point of the

view.

In other words, the Γ matrices and the Γ̃ matrices provide two representations

of the Clifford algebra, mathematically equivalent to each other. More interestingly,

these two representations are the dual of each other ˜̃Γi = Γi, i.e. the same transfor-

mation from Γ to Γ̃ [Eqs. (4.9)-(4.12)] also maps Γ̃ back to Γ. To observe this duality

relation, we first use these new Γ̃ matrices and their products to define another set

of 16 matrices as the basis for 4× 4 Hermitian matrices, and it is easy to verify that

this new set of matrices satisfies the dual relation of Eqs. (4.9)-(4.12).

Γ1 = Γ̃1 (4.13)

Γ2 = Σ̃14 (4.14)

Γ3 = iΓ̃2Γ̃3Γ̃4 (4.15)

Γ4 = −Σ̃12 (4.16)

and thus ˜̃Γi = Γi. Furthermore, this duality relation also applies to H1 and H2, i.e.

H1 and H2 swaps as we swap Γi with Γ̃i.

H1 = aΓ1 + b1Γ2 + b2Γ3 = aΓ̃1 + b1Σ̃14 + b2iΓ̃2Γ̃3Γ̃4, (4.17)

and

H2 = aΓ̃1 + c1Γ̃2 + c2Γ̃3 = aΓ1 + c1Σ14 + c2iΓ2Γ3Γ4, (4.18)
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In summary, the duality relation can be represented as

Γ1 ⇔ Γ1 (4.19)

Γ2 ⇔ Σ14 (4.20)

Γ3 ⇔ iΓ2Γ3Γ4 (4.21)

Γ4 ⇔ −Σ12 (4.22)

H1 ⇔ H2 (4.23)

P1 ⇔ P2 (4.24)

where P1 (P2) is a Z2 operator that will be defined in the next section. Because Γ

and Γ̃ matrices satisfy the same algebra, this duality relation implies that H1 and H2

must have the same algebraic properties.

4.2.3 Z2 symmetry and the parity Chern number

H1 and H2 also share another important common feature. Both these two Hamil-

tonians preserve a Z2 symmetry. We can define two Z2 parity operators

P1 = iΓ1Γ2Γ3 (4.25)

and

P2 = iΓ̃1Γ̃2Γ̃3 (4.26)

It is easy to verify that

P 2
1 = P 2

2 = 1 (4.27)
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and

[H1, P1] = [H2, P2] = 0 (4.28)

Thus, H1 (H2) preserves the Z2 symmetry defined by P1 (P2). Notice that P1 and P2

are also dual to each other.

In addition, it must be emphasized that these parity operates anti-commute with

TI.

{P1, T I} = {P2, T I} = 0 (4.29)

This anti-commutation relation implies two things. First of all, it requires that for

H1 or H2, the two valence (conduction) bands must be degenerate. This is because

no 1D representation can give such an anti-commutation relation, and thus 2-fold

degeneracy has to be required, in analogy to Kramers doublets from the T 2 = −1

time-reversal symmetry. Secondly, due to the same anti-commutation relation, the

two degenerate quantum states here (in either the valence or the conduction bands)

must have opposite parity. Here, the parity refers to the +1/-1 eigenvalue of P1 or

P2.

This degeneracy/parity property is very important because it allows us to define

a topological index, which will be called the parity Chern number. Among the two

degenerate valence bands, the parity of this Z2 symmetry allows us to select one band

with +1 (or -1) parity eigenvalue. For any 2D closed manifold in the 3D k-space (e.g.

the kz = 0 plane), we can then compute the Chern number of this band that we

selected: C+ for the band with parity +1 and C− for the other band with parity

−1. This parity Chern number is an integer topological index, in analogy to the spin

Chern number or mirror Chern number in quantum spin Hall systems or systems with

mirror symmetry. The time-reversal and space-inversion symmetries here imply that
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the total Chern number must vanish, and thus C+ = −C−.

For H1 and H2, this parity Chern number has a clear and specific physical mean-

ing. If this topological index is nonzero for any closed and contractible k-space 2D

manifold, then it implies that this manifold has a nontrivial topological structure

and thus cannot be adiabatically shrink into a point. In other words, some gapless

nodal points shall arise in the 3D space enclosed by this manifold, which prevent this

manifold from adiabatically shrinking into a point. Generically, these nodal points

are Dirac points with four-fold degeneracy (i.e. the two conduction and two valence

band all becomes degenerate at this Dirac point), and each Dirac point carries a

parity Chern number ±1. Thus, the parity Chern number of a 2D manifold here

measures directly the number of Dirac points enclosed by this manifold. As will be

shown below, when certain rotational symmetry is enforced, more complicated band

crossing points, e.g. quadratic or cubic band crossing points in analogy to their 2D

counterparts [96], can also emerge. In general, one quadratic (cubic) band crossing

point carries a parity Chern number ±2 (±3).

As we deviate away from H1 and H2 (but preserve the time-reversal and space-

inversion symmetry), the Z2 symmetry defined by P1 or P2 is explicitly broken, but

these Dirac points cannot be gapped out. Instead, they develop into topological nodal

lines. In particular, these topological nodal lines are not conventional ones. Instead,

each of them carries a nontrivial monopole charge. This is because C+ mod 2 coin-

cides with another topological index, the Z2 monopole charge introduced in Ref.[87].

As we deviate the Hamiltonian from H1 and H2, the Z2 symmetry will in general

be explicitly broken and thus the parity Chern number is no long well defined, but

the parity of the parity Chern number (i.e. the monopole charge) remains as a good

topological index. For any adiabatic deformation of the Hamiltonian, this index re-

mains invariant and thus a Dirac point for H1 and H2 with C+ = ±1 shall evolve

into a topological nodal line with monopole charge 1.
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In general, as shown in Ref.[87], a monopole charge is a Z2 index with value being

either 0 or 1. However, as will be shown below, if additional symmetry is enforced,

monopole charge may take higher values beyond 1. The physical meaning of a higher

monopole charge is two fold. (1) In certain cases, it is associated with the number

of topological nodal lines. As we mentioned early on, for H1 and H2, the value of

parity Chern number provides the number of Dirac points. In the presence of certain

rotational symmetry, we may have multiple Dirac points (associated with each other

via some symmetry transformation), and thus a large-than-one parity Chern number.

As we deviate from H1 or H2, each of the Dirac points will develops into a topological

nodal line, and thus the parity Chern number provides us direct information about

the number of topological nodal lines that we should expect in the Brillouin zone.

(2) In certain other cases, as will be shown below, a higher index doesn’t produce

multiple nodal lines. Instead, we found one single topological nodal line carrying high

topological index (monopole charge 2) in systems with four-fold or six-fold rotational

symmetries. These nodal lines must be around a high symmetry axis and preserve the

corresponding rotational symmetry, and their high index can be justified by defining

a Z2 monopole charge in a fraction of a closed 2D manifold embedded in the 3D

Brillouin zone.

Another key property of these parity Chern number lies in the fact that it can

be directly associated with band inversions at high symmetry points, through a tech-

nique derived in Ref.[27]. Thus, our topological index offers a bridge way to connect

band inversions at high symmetry points with the topological nature of nodal lines.

With this bridge, in most cases, information about high symmetry points can fully

dictate topological nodal lines, especially those with nontrivial monopole charge. This

result is one key observation of this manuscript, and it allows us to classify and lo-

cate topological nodal lines (with nontrivial monopole charge) purely based on local

information of the band structure.
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4.2.4 Theoretical approach

Below, we will utilize the techniques discussed above to analyze and classify topo-

logical nodal lines in 3D systems with time-reversal and space-inversion symmetries.

We will consider systems with different rotational symmetries and various types of

band inversions. As mentioned above, here, we first focus on four-band models with

two conduction/valence bands, but the topological indices discussed here is well de-

fined in generic systems with arbitrary number of bands and thus all the topological

properties remain invariant, when extra bands are introduced. In addition, for sim-

plicity, we will focus on the case where band inversions only occur at the Γ point

(k = 0), but the same discussion and principle can be generalized to deal with band

inversions at other high symmetry points.

We will classify the band inversion based on symmetry and the point group rep-

resentation of each band. For each allowed band inversion type, we will compute the

parity Chern number (defined above) for H1 and H2 over the kz = 0 plane and the

kz = π planes. Because we have shown above that any four-band Hamiltonian can be

adiabatically deformed into either H1 and H2, although we only examine H1 and H2

in this effort, our conclusions generically apply to any generic Hamiltonians. With

this parity Chern numbers, we can then define a topological index

Q = C+
kz=π − C

+
kz=0 (4.30)

This index measures the difference between the parity Chern number in the kz = 0 and

kz = π planes. For H1 and H2, this index will be labeled as Q1 and Q2 respectively.

As mentioned in the previous section, for the Hamiltonian H1 or H2, this index Q

measures the number of Dirac points located between the kz = 0 and kz = π planes,

i.e. the upper half of the 3D Brillouin zone (0 < kz < π). It is easy to verify that the

lower half of the Brillouin zone (−π < kz < 0) has the same number of Dirac points
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due to the space-inversion symmetry. For a generic Hamiltonian (away from H1 or

H2), each Dirac points will evolve into a topological nodal line (with a nontrivial

monopole charge), and thus this index Q measures the number of topological nodal

loops (with nontrivial monopole charge) in the upper half of the Brillouin zone. This

is how we determine the topological structure and classify topological states in these

systems. In particular, for the simplest case (without any other symmetries), Q mod 2

is just the monopole charge of the upper half Brillouin zone.

To compute this topological index Q, we apply the method developed in Ref.[27]

for the kz = 0 and kz = π planes respectively. This technique allows us to determine Q

purely using information about high-symmetry-point band inversions, up to modular

2n for a system with 2n-fold rotational symmetry or 4n+ 2 for system with (2n+ 1)-

fold rotational symmetry. These values are fully dictated by what happened at high

symmetry points, while microscopic details away from high symmetry points become

irrelevant.

As will be shown below, in certain cases, the kz = 0 or kz = π planes are not

fully gapped, e.g. mirror symmetry-protected nodal lines may arise if kz = 0 or π

is a mirror plane. For these cases, we will choose a 2D plane in the Brillouin zone

slightly deformed from kz = 0 or π, as demonstrated in Fig.(4.3). This deformed plane

respects the same rotation symmetry (for rotations along the z axis), and it contains

all the four high symmetry points of the kz = 0 or π plane, i.e. kx and ky being 0 or π.

This deformed k-space 2D plane will avoid the gapless points or nodal lines, such that

we can define and compute the parity Chern number mentioned above. Because we

preserved the high symmetry points and the rotational symmetry, the parity Chern

number can still be dictated by high-symmetry-point band inversions same as before.

We should also emphasize that here we only focus on generic topological properties

that are robust against fine tuning or perturbations, as long as the symmetry and the

gap remain. Thus, in general, it is possible that additional nodal lines or nodal points
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X
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Figure 4.3:
A deformed kz = 0 plane for the calculation of topological indices. If the
kz = 0 plane is not fully gapped, we can choose a slightly deformed plane
to calculate the topological index. Here we demonstrate one example
by considering a system with four-fold rotational symmetry around the
z axis. With inversion symmetry and four-fold rotational along z, the
kz = 0 plane is a mirror plane (kz → −kz), and thus it may contain
mirror-symmetry-protected topological nodal lines. To find a fully gapped
2D manifold in the k-space to define the topological index (e.g. C+ or
the monopole charge), we can deform a bit from the kz = 0 plane as
shown in the figure. The deformed 2D manifold still contains all the
four high symmetry points of the original kz = 0 plane (Γ, X and M),
and it still preserves the four-fold rotational symmetry along z. This 2D
manifold allows us to avoid nodal lines or nodal points in the kz = 0
plane and thus topological indices can be defined and computed using
high symmetry points.
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may arise, e.g. accidental degeneracy, but those features in general can be gapped

out via adiabatic perturbations and would not be considered in our study.

4.2.5 Comparison with lattice models

In addition to theoretically analyzing topological indices using reduced Hamilto-

nian H1 and H2, in Appendix C.4 we also constructed lattice models with generic

Hamiltonians beyond H1 and H2. These lattice models are constructed based on

symmetry without further constraints. For each specific lattice, we introduce orbits

with different symmetry to each Bravais lattice site, and systematically included all

symmetry-allowed short-range hopping terms in our model Hamiltonian Details about

the symmetry-based construction can be found in Ref.[97]. In these lattice models,

we randomly assign values to the control parameters (e.g., the hopping strength)

and compute the band structure by numerical diagonalizing the Hamiltonian in the

k-space. Then we compared nodal lines and other topological features that are ob-

served in these models with our generic theoretical classifications (using H1 and H2).

The generic classification and model calculations agree with each other in all the cases

that we have examined.

4.3 Band inversions in the presence of time-reversal symme-

try

In this section, we demonstrate the generic techniques discussed above by focusing

on systems with one pair of bands inverted at the Γ point, and no band inversion

takes place at any other high symmetry points. We will first provide a summary of

result, while details are being provided afterwards.
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Figure 4.4:
Band inversions and topological nodal lines in systems with various sym-
metries. Blue (yellow) nodal lines represent nodal lines in the upper
(lower) half of the Brillouin zone with 0 < kz < π (−π < kz < 0). All
these nodal lines carry nontrivial monopole charge and thus they cannot
be gapped out by shrinking into a point. Green nodal lines are protected
by the mirror symmetry and is located in the kz = 0 plane. Gray nodal
lines cannot be detached from the kz = 0 mirror plane, but they are not
mirror-symmetry-protected nodal lines. Instead, these gray nodal lines
also carry nontrivial monopole charge and thus cannot be gapped out by
shrinking into a point.
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4.3.1 Summary of results

As mentioned early on, we consider systems with time-reversal and space-inversion

symmetry, and ignore spin-orbital effects (T 2 = +1). In addition, we assume that the

system preserves the n-fold rotational symmetry along the z axis with n = 1, 2, 3, 4, 6.

We focus on systems with a double band inversion at the Γ point, which can be clas-

sified and labeled according to the symmetry representations of the bands as sum-

marized in the table shown in Fig.(4.4). Here we distinguish two different scenarios

depending on whether the inverted bands at Γ belongs to type-a or type-b represen-

tations, and 6 different families of band inversions are examined here as shown in

the table. Here, we follow the same notation utilized in the study of point or space

groups [98], where type-a and type-b represent two different types of response under

time-reversal (See below for their definitions and other details).

For band inversions between type-a bands, it turns out that high-symmetry-point

band inversions fully dictate the topological index and the configuration of the topo-

logical nodal lines, while for type-b bands, for each specific band inversion, two quan-

tum phases with distinct topological structure and nodal line configurations are always

allowed. These two phases are separated by a topological transition, signatured by a

gap closing in (or near) the kz = 0 plane.

In particular, we would like to highlight band inversion family 4, 5 and 6 shown in

Fig.(4.4). For family 4, we found a special type of nodal lines (blue and yellow lines)

which are oriented along a high symmetry axis. Each of these nodal lines carries a

monopole charge of 1. Remarkably, for systems with a four-fold or six-fold rotational

symmetry, these nodal lines have to tangle together to form a cage like structure,

due to a combined constraint from topology and symmetry. Because these nodal

lines are connected, the monopole charge of each line becomes ill defined. Instead,

the correct topological index here is the monopole charge of a cage structure, which

carries a monopole charge 2 and 3, if the rotational symmetry is four- and six-fold
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respectively. In addition, this family may also show nodal lines near the kz = 0 plane

(gray lines). These nodal lines may orient parallel or perpendicular to the kz = 0

plane and they cannot be detached from the kz = 0 plane due to the mirror symmetry

(kz → −kz). Although pinned by the mirror symmetry, these nodal lines are not the

conventional mirror-symmetry protected nodal lines. Instead, each of them carries a

nontrivial monopole charge 1.

In family 5 and 6, for systems with a four- or six-fold rotational symmetry, we

observe another new type of nodal lines (blue and yellow). Each of these nodal

lines carries a monopole charge 2, in direct contrast to nodal lines without rotational

symmetry, whose the monopole charge is a Z2 index and thus can only be 0 or 1.

These monopole-charge-2 nodal lines must be oriented around a high symmetry axis

(the kz-axis). As will be shown below, the rotational symmetry enables us to define

the monopole charge on half of a 2D closed manifold in these cases, and the rotational

symmetry requires both of the half manifolds share the same monopole charge. As

a result, for each half manifold, the monopole charge is still a Z2 topological index

(0 or 1), but for the whole manifold, the monopole charge shall take the value 0 or

2 after adding up the contribution from both half pieces. For a monopole charge

1 nodal line, we know that it can be adiabatically shrunk in to a Dirac point with

linear dispersion. For these monopole charge 2 nodal lines, they will shrink into

quadratic (or even cubic) band crossing points with quadratic dispersion in directions

perpendicular to the rotational axis and linear along kz.

4.3.2 Three types of time-reversal symmetry in lattice systems

For a homogenous system with SO(3) rotational symmetry, time-reversal sym-

metry can be classified into two categories, depending on whether we have integer

or half-integer spins. In a lattice systems, however, this classification becomes more

complicated due to the interplay between space and time symmetry. Instead of two
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categories, three categories becomes needed, dubbed type-a, b and c [98].

A type-a representation of a point group is also known as a real representation.

Under time-reversal, a type-a representation is mapped back to itself. Type-b repre-

sentations are also known as complex representations. Under time-reversal, a type-b

representation will turn into another representation, different from the original one.

For example, in a system with three-fold rotational symmetry (point group C3), this

group has three presentations doubled Γ1, Γ2 and Γ3. Under a C3 rotation, states

belongs to the Γ1 representation remains unchanged, while states in Γ2 or Γ3 repre-

sentation pick up a complex phase e2π/3i or e−2π/3i respectively. Here, Γ1 is a type-a

representation, who is its own time-reversal partner, while Γ2 and Γ3 are type-b rep-

resentations and they are the time-reversal partner of each other. This can be easily

checked by realizing that due to its anti-Hermitian nature, time-reversal flips the

complex phase factors e2π/3i and e−2π/3i, which is why Γ2 and Γ3 are connected by

a time-reversal transformation. Type-c representations are similar to type-a in the

sense that the representation is its own time-reversal partner. However, in contrast to

type-a, type-c representations cannot be made real due to the half-integer spin quan-

tum number. In this paper, we will only consider type-a and type-b representations,

because type-c representations are prohibited in systems without spin-orbit couplings

(T 2 = +1) [98].

In comparison to a homogeneous system with SO(3) rotational symmetry, type-a

and type-c corresponds to integer and half-integer spins respectively. In contrast,

type-b is the most special one among the three, and it has no correspondence in

the SO(3) rotational group. Remarkably, we found that band inversions between

between type-a bands and band inversions between type-b bands result in totally

different topological structures and topological classifications, which is one of the key

results of this manuscript as summarized in the Table in Fig.(4.4).
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Figure 4.5:
(a) Schematic band structure demonstrating a pair of band inversion at
Γ. The inset shows the Brillouin zone of a system with Ci symmetry.
Here, the eight high symmetry points are labeled as Γ, X, Y , L, Z, M ,
N , R following the convention of a triclinic Bravais lattice. At Γ, the two
valence (conduction) bands have the − (+) parity under space-inversion,
which is opposite to all other high symmetry points where the valence
(conduction) bands have the + (−) parity. (b) Topological nodal lines
induced by this band inversion.

4.3.3 Point group Ci

If the system has no other symmetry beyond space-inversion and time-reversal,

the crystal point group is Ci. In this case the system does not have any rotational

symmetries. Without spin-orbit coupling, the group Ci has two representations, Γ+
1

and Γ−1 (even or odd under space-inversion respectively), and both these two repre-

sentations are type-a. For this case, all the eight high symmetry points share the

same point-group symmetry. With the assumptions presented above, only one type

of band inversion is possible here as shown in Fig.(4.5). At the Γ point, the two va-

lence bands belong to the Γ−1 representation and the two conduction bands have the

symmetry of Γ+
1 , while all other high symmetry points are opposite with the valence

(conduction) bands belonging to the Γ+
1 (Γ−1 ) representation.

Here, we can look at the kz = 0 plane. For H1, we use the Z2 symmetry P1 to

define a parity Chern number. Because for the 2D kz = 0 plane, space-inversion
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is effectively equivalent to a π rotation along the z-axis, this kz = 0 plane can be

considered as a 2D system with 2-fold rotational symmetry along z. As shown in

Ref.[27], with 2-fold rotational symmetry, we can compute a Chern number up to

mod 2 using high symmetry points rotational eigenvalues (i.e. +1/− 1 parity of the

valance bands for our system here). Here, because the rotational operator commute

with the Z2 symmetry, we can apply the same technique for the parity Chern number

and find that C+
kz=0 mod 2 = 1. The same analysis for the kz = π plane produces

C+
kz=π mod 2 = 0. Thus, Q1 mod 2 = 1, where Q is the topological index defined

above in Eq. (4.30) and the subindex 1 here implies that it is for H1. For H2, we can

perform the same analysis and we find that Q1 = Q2 = 1 up to mod 2.

Because any Hamiltonian is adiabatically connected with either H1 or H2, the fact

Q1 = Q2 = 1 implies that this band inversion always produces the same topological

structure, with Z2 monopole charge 1. For H1 and H2, as mentioned above, the

topological index implies that one Dirac point is located in the upper half of the

Brillouin zone (0 < kz < π), and one in the lower half (−π < kz < 0). For a generic

Hamiltonian deviated from H1 or H2, each Dirac point evolves into a topological

nodal line with a nontrivial Z2 monopole charge, and thus we expected one nodal line

located in the upper half of the Brillouin zone and one in the lower half. Both these

two nodal lines carry nontrivial monopole charge, and thus they cannot be gapped

out by shrinking a nodal loop into a point [87].

As shown in Fig.(4.5), we setup a four-band lattice model on a triclinic lattice

with four orbits (two with + and two with − parity under space-inversion) at each

Bravais lattice site. With this band inversion, the band structure indeed shows nodal

lines and monopole charge as predicted above. Details about the model can be found

in the Appendix C.4.

It is worthwhile to mention that the index Q here is determined up to mod 2,

and thus for H1 and H2 the number of Dirac points is determined only up to mod 2.
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In principle, extra pairs of Dirac points may arises in the upper half of the Brillouin

zone (and the same number of pairs of Dirac points will arise in the lower half as

well due to the inversion symmetry). These extra pairs are allowed but not generic

or universal, because in general, a pair of Dirac points can annihilate with each other

and be gapped out via adiabatic deformations. Thus, because we have confined our

focus on generic and universal properties as stated in earlier sections, these extra

pairs of nodal lines will not be consider, neither will we try to obtain the value of Q

beyond mod 2 in this symmetry class.

4.3.4 Systems with n-fold rotational symmetries

If the system preserves a n-fold rotational symmetry along z (n > 1), in addition

to space-inversion and time-reversal symmetries, more complicated band inversions

become allowed. Here, again we focus on cases with one pair of bands inverted at

the Γ point. And as highlighted in the Introduction, we consider small inversion at

Γ, where the inverted gap is small compared with other energy scales in the system.

The results is shown in Fig.(4.4), where we showed a table summarizing 6 families

of possible band inversions. It is worthwhile to emphasize that here we didn’t try to

exhaust all possible types of band inversions, but the same technique can be easily

generalized.

One remarkable observation here lies in the fact that if the inverted bands have

type-a time-reversal symmetry, the band inversion fully dictates the value of the topo-

logical index. However, if the inverted bands all have type-b time-reversal symmetry,

then the topological indices may take two different values, i.e. the band inversion

doesn’t fully dictate the topological index. In these systems, as we tune the values of

control parameters, a topological phase transition will be triggered, at which some of

the nodal lines annihilate and reconfigure with each other.

Same as before, the band inversion is characterized by the symmetry properties
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of the inverted bands, and labeled by the symmetry representations of each band at

high symmetry points. Here, we follow the group theory notation used in Ref.[98]. In

general, for systems with the space-inversion symmetry, a representation of a point

group is labeled as Γ with two indices Γ±n . The subindex n is the an integer. Rep-

resentations with different subindex n show different response to space rotations and

mirror reflections, etc. The superscript + or − labels the parity under space-inversion

(±1).

4.3.5 Band inversion between type-a bands

In this section, we examine band inversion between bands with type-a time reversal

symmetry.

Here, we start from family 1, where we have four orbits per unit cell, and their

symmetry representations all share the same subindex Γn but two of them have +

parity under space-inversion, while the other two are −. Because these four bands

have two distinct parity eigenvalues, we can distinguish them and thus define a pair

of band inversion at Γ. As shown in the schematic band structure in Fig.(4.4), for

family 1, we assume that at the Γ point, the two bands with − parity has lower

energy, while at all other high symmetry points, it is the two + parity bands who

have lower energy. It is worthwhile to mention that in general, Γ point preserves the

same point group symmetry as the crystal itself, and thus, the bands can be labeled

using the representation of the point group of the crystal. However, for other high

symmetry points, their point group (known as the little group at that momentum

point) is usually a subgroup of the point group of the crystal. As a results, we should

use the representation of the corresponding subgroup to label the bands at those

momentum points. For a small band inversion considered here, the representation for

bands away from the Γ point can be deduced easily from the point-group compatibility

table [98]. We will not dive into the mathematical details here, but nevertheless, for

94



any band inversion, the point group allows us to immediately determine the symmetry

representations at any high symmetry points. And thus, we can use the formula

developed in Ref.[27] to compute the topological index. For band inversions in family

1, it turns out that the index is always trivial, if the system has even-fold rotational

symmetry along z (C2n). For odd-fold (C2n+1), the index is Q = 2n + 1 regardless

of microscopic details. This result implies that with even-fold rotational symmetry,

this band inversion will not leads to any nodal lines with nontrivial monopole charge.

Instead, it is quite straightforward to note that because even-fold rotation and space-

inversion imply that the kz = 0 plane is a mirror plane, this band inversion will

result in a mirror-symmetry-protected nodal line in the kz = 0 plane. For systems

with odd-fold rotational symmetry (C2n+1), kz = 0 is not a mirror plane and thus

no mirror-symmetry-protected nodal line will emerge, but the nontrivial index Q

implies that we shall see 2n + 1 nodal lines in the upper half of the Brillouin zone

(0 < kz < +π), each of which carries a nontrivial monopole charge 1, and they are

related to each other by the C2n+1 rotation along z. The inversion symmetry implies

that another set of 2n+1 nodal lines shall arise in the lower half of the Brillouin zone

−π < kz < 0.

In family 2 and 3, the bands involved in the band inversion has different rotational

symmetry (i.e. their representations have different subindex label n 6= m). In this

case, high symmetry point doesn’t provide direct information about the topological

index. This is because for this case, the Z2 symmetry (P1 or P2) dosen’t commute

with the rotational symmetry (Cn). As a result, we cannot apply the method in

Ref.[27] to determine the parity Chern number using high-symmetry-point rotational

eigenvalues.

In family 4, we consider a different type of band inversion with n 6= m. It turns

out that this case only arises for systems with even-fold rotational symmetry (2, 4

or 6), where systems with C3i symmetry (three-fold) don’t have two different a-type
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representations and thus we cannot get n 6= m. The topological index Q for this case

is n, if the system preserves 2n-fold rotation symmetry along z. As mentioned above,

generically, Q = n implies that for H1 or H2, we will have n Dirac points in the upper

(or lower) half of the Brillouin zone. For a generic Hamiltonian (deviated from H1

or H2), each Dirac point evolves into a topological nodal line, and thus n nodal lines

should be expected for the upper (or lower) half of the Brillouin zone.

As will be shown below, this naive picture is indeed correct, but the 2n-fold

rotational symmetry here gives us an interesting twist. In fact, the topological index

Q = n and the 2n-fold rotational symmetry together tells us that each topological

nodal line here must preserve the C2 symmetry (two-fold rotational along z), and

thus these nodal lines must organize themself into a cage-like structure as shown in

Fig.(4.4).

For H1 and H2, if a system has a 2n-fold rotational symmetry and we have a Dirac

point at momentum k, Dirac points shall also be found at momentum C2nk, C2
2nk

. . . C2n−1
2n k due to the rotational symmetry. Unless k is on certain high symmetry

lines (e.g. the kz axis with kx = ky = 0 ), these 2n momentum points are in general

different from each other and thus 2n Dirac points shall be expected in the upper

half of the Brillouin zone. However, the topological index dictates that only n Dirac

points can exists here, which is half of 2n. This implies immediately that our Dirac

points must be located on certain high symmetry lines, such that the following 2n

momentum points are not all distinct: k, C2nk, C2
2nk . . . C

2n−1
2n k. Similarly, for the

nodal loops, due to the same reason, we should generically expect 2n of them in the

upper half of the Brillouin zone. However, the fact that Q = n implies that we can

have only n nodal lines, and thus each of our nodal line must be invariant under

two-fold rotational along z (i.e. under such a rotation, a nodal is mapped back to

itself). These combined constraints from topology and symmetry require that the

nodal lines must form the cage like structure as shown in Fig.(4.4).
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This theory prediction is indeed what we observed in lattice models. In this

case, without utilizing any topological knowledge, the band inversion and the n-

fold rotational symmetry along the z-axis automatically implies that two gapless

nodal points must arise along the kx = ky = 0 axis. This is because the band

inversion cannot satisfy the symmetry compatibility relation of the point/space group

along the z axis [98]. In other words, along the kz axis (kx = ky = 0), bands from

representations Γm and Γn have different symmetry under z-axis rotation, and thus

hybridization between them is prohibited. As a result, this band inversion at Γ must

lead to symmetry protected band crossings along this high symmetry axis. However,

it turns out that this symmetry-based conclusion is not the full story. Instead of two

individual nodal points, what really arise here are actually cage-like topological nodal

loops as shown in Fig.(4.4). The number of the loops is determined by the rotational

symmetry (n loops in the upper half Brillouin zone if we have 2n-fold rotational

symmetry). These nodal loops cross with the kx = ky = 0 axis at two points, which

are the two gapless points predicted by the symmetry arguments above. And it is

easy to verify that each of the topological nodal line here is invariant under a C2

rotation along z. As we deform the Hamiltonian towards H1 or H2, these cage-like

nodal lines all shrink into a point (on the kz axis). For system with 2-fold rotation,

this nodal point is a Dirac point, but if we have 4-fold or 6-fold rotational symmetry,

we will find a quadratic or cubic band crossing point instead. Here, for a quadratic

or cubic band crossing point, the dispersion is linear along kz, but in the kx or ky

direction, the dispersion is quadratic or cubic. These higher-order band crossing

point is a 3D version of the 2D quadratic or cubic band crossing point. Similar to

their 2D counterparts, a 3D quadratic or cubic band crossing point require rotational

symmetries (4 or 6 fold) [96]. Otherwise they will split into 2 or 3 Dirac points. For

the topological index, a quadratic (cubic) band crossing point carries parity Chern

number 2 (3), which is twice (triple) the value of a Dirac point, which is also the
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reason why it develops into 2 or 3 topological nodal lines as we deviate from H1 or

H2.

In addition, in family 4, some additional topological nodal lines can arise near the

kz = 0 plane (gray lines shown in the figure). These nodal lines preserve the mirror

symmetry (kz → −kz), but they are not the conventional mirror-symmetry-protected

nodal lines. As we can see from the figure, these nodal lines can extend out of the

(kz = 0) mirror plane, as long as it remains invariant under mirror reflection. Each

of these nodal lines carries a nontrivial monopole charge 1.

4.3.6 Band inversion between type-b bands

In family 5 and 6, we consider band inversions from type-b bands, which can occur

in systems with 3-, 4- or 6-fold rotational symmetry (i.e. point group C3i, C4h, C6h).

At high symmetry points, a band with type-b symmetry must be two-fold degenerate

(the band and its time-reversal partner). As a result, a band inversion of type-b

bands must invert two bands simultaneously.

For band inversions of type-b bands, it turns out that the nodal line structure in

this case is not fully dictated by band inversions at high symmetry points. For each

specific band inversion, there are always two possible quantum phases with different

topological structures. More precisely, we can show that the topological index Q

defined above always takes different values for Hamiltonians H1 and H2 (Q1 6= Q2).

Because we have proved above that any Hamiltonian is adiabatically connected to one

of these two Hamiltonians (H1 and H2), the fact that they have different topological

indices implies that for systems with band inversions involving type-b bands, there

are always two different quantum phases. Any quantum systems with Hamiltonian

adiabatically connected with H1 belongs to one quantum phase, and all other systems

with Hamiltonian smoothly connected with H2 belongs to the other quantum phase.

These two quantum phases are separated by a quantum phase transition, at which

98



the number of topological nodal lines will change.

In family 5, the valance bands at Γ involves one pair of time-reversal partners with

symmetry representation Γ−m and Γ−n (TΓm → Γn and TΓn → Γm). For the conduction

bands, the corresponding symmetry representation have the same subindices but the

parity (under space-inversion) is opposite Γ+
m and Γ+

n . At all other high symmetry

points, these two pairs of states are inverted as shown in the schematic figure. For

systems with three-fold rotational symmetry (C3i), in the first phase (adiabatically

connected with H1), the parity Chern number is Q1 = 1 and thus we expect one

topological nodal line in the upper half of the Brillouin zone (and one in the lower

half) for a generic Hamiltonian in this phase. As we deform the Hamiltonian to H1,

the nodal line shrink into a Dirac point located on the kz axis. In the second phase,

we have Q2 = 3 and thus are three topological nodal lines in the upper (lower) half

of the zone. As we deform this Hamiltonian into H2, these nodal lines merge into

three Dirac points, which are not located around the kz axis, in contrast to H1. As

we try to cross the phase boundary (say from the first phase to the second one),

the two nodal lines in the first phase (one above and one below the kz = 0 plane)

moves towards each other and eventually they meet at the kz = 0 plane. After the

two nodal lines meet, they regroup and split into six new nodal lines (three above

and three below kz = 0). The phase transition involves a gap closing in the kz = 0

plane (which was fully gapped in both phases away from the phase boundary), which

enables the topological index to change its value, i.e. a topological phase transition.

In systems with four- or six-fold rotational symmetry (point group C4h or C6h),

the two quantum phases have Q1 = 2 and Q2 = 0, and thus topological nodal lines

with nontrivial monopole charge (blue/yellow shown in the figure) arise in the first

quantum phase but not in the second. In both phases, there is a mirror-symmetry

protected nodal line (green) in the kz = 0 plane. At the topological phase transition,

the two nodal lines with nontrivial monopole charge meet and annihilate at the kz = 0

99



plane.

It is worthwhile to emphasize that each of the topological nodal lines here carries

monopole charge 2, instead of 1. And thus, as this pair of nodal lines annihilate

at the topological phase transition, the topological index changes by 2 instead of 1.

This is in direct contrast with generic cases where the monopole charge can only be 0

or 1. Due to the four-fold (six-fold) rotational symmetry here, the topological index

(monopole charge) is doubled. Instead of 0 and 1, it takes the value 0 or 2. In contrast

to a generic nodal line with monopole charge 1, a monopole charge 2 nodal line can

only arise in systems with four- or six-fold rotational symmetry. Furthermore, such a

charge-2 topological nodal line must be located around a high symmetry axis (with

four- or six- fold rotational symmetry), and the nodal line itself is invariant under

four- or six- fold rotation, in direct contrast to a conventional charge-1 nodal line.

Furthermore, as we deform the Hamiltonian towards H1, this nodal line shrink into

a nodal point. This nodal point is a quadratic band crossing point similar to the one

mentioned above in family 4. This quadratic band crossing also indicates that the

topological index is 2 here, instead of 1.

In family 6, we consider two pairs of type-b bands with different rotational symme-

try (symmetry representation Γ+
m, Γ+

n and Γ−m′ , Γ−n′ with m,n,m′, n′ being all distinct).

This case can only arise in systems with six-fold symmetry (C6h), because other ro-

tational groups don’t have two different pairs of type-b representations. In this case

there is always a nodal point along the z-axis for 0 < kz < π (and another one for

−π < kz < 0), because all bands have different rotational symmetries along the kz

axis. This nodal point is a Dirac point and it carries monopole charge 1.

Again, we have two topologically-distinct quantum phases withQ1 = 3 andQ2 = 1

respectively. At the topological phase transition, one pair of nodal lines (one above

kz = 0 and one below) meet and annihilate at the kz = 0 plane. This nodal line

preserves the six-fold rotational symmetry, and it carries monopole charge 2, similar
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to the ones we observed in family 5 above. As we deform the Hamiltonian towards

H1, naively, we shall expect this nodal line to shrink into a quadratic band crossing

point same as the monopole-charge-2 nodal line in family 5. However, because we

have another Dirac point on the kz axis, this nodal line (with index 2) and the Dirac

point (with index 1) will all merge together into one nodal point, which is a cubic

band crossing point, consistent with the total topological index Q1 = 3.

4.4 Discussion

4.4.1 Higher symmetries

Above, we considered the space-inversion symmetries and n-fold rotational along

z, with n = 1, 2, 3, 4, 6, which corresponds to point group symmetries Ci, C2h, C3i,

C4h, C6h respectively. For crystals with any of these point group symmetries, we have

systematic demonstrated the method to determine topological indices based on high-

symmetry-point band inversions and discussed the implication of these topological

indices in terms of topological nodal lines and nodal points.

For systems with more complicated point group symmetry, most of our techniques

and conclusions can be generalized. This is because as shown above, the index that

we used doesn’t require any additional symmetry to be defined or calculated, and thus

the topological nodal lines presented above do not require additional symmetries to

remain stable. Therefore, if we are dealing with a crystal with higher point group

symmetries, we can introduce a small perturbation to break the symmetry down

to one of the groups that we considered here, and all our conclusions and nodal

lines should remains stable as we turn off this small perturbation to recover the full

symmetry of the crystal.

On the other hand, it must be emphasized that in systems with a higher symmetry,

new phenomena and new topological nodal lines may arise. For example, if the point
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group gives us additional mirror planes, extra mirror-symmetry-protected nodal lines

may emerge, which is beyond the scope of our study.

4.4.2 Higher monopole charge due to rotational symmetry

As we know, generically, the monopole charge of a topological nodal line can only

be 0 or 1, i.e. a Z2 index. However, as mentioned above, for systems with four-fold

or six-fold rotational symmetry, we observed nodal lines carrying higher monopole

charge beyond 1. This higher index is due to the rotational symmetry. Here, we use

the C4h group in family 4 and 5 to demonstrate this high index, and to prove that our

conclusion remains stable when extra bands are introduced (i.e. beyond four-band

models). Instead of a four-band system, we consider a system with arbitrary number

of bands. First, we will consider a simpler case where all the bands are type-a (like

in family 4) or all of them are type-b (like in family 5). Later, we will discuss generic

systems with both type-a and type-b bands.

Here, we consider a N -band system composed of type-a orbits only, while the same

conclusions hold for systems with only type-b orbits. For a nodal line cage (family

4) or a monopole-charge-2 nodal line (family 5) shown in Fig.(4.4), we can enclose

them with a closed-2D manifold. In particular, we can choose the manifold such that

it is invariant under two-fold rotation (C2) along the kz axis, which can always be

achieved because the nodal lines or cages here must preserve this C2 symmetry. For

this closed manifold, we can define the monopole charge, and it has been shown that

the monopole charge should be a Z2 index, if no rotational symmetry is assumed.

However, in this case that we consider here, as will be shown below, we can define

a Z2 monopole charge for half of the manifold (say the half with 0 < kx < π). And

due to the two-fold rotational symmetry (C2), the other half of the manifold must

carry the same Z2 monopole charge. As a result, the total monopole charge of the

manifold can be either 0 or 2, depending on whether the half-manifold monopole
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charge is 0 or 1. This is the fundamental reason why we can obtain high monopole

charge in this case, which results in a new type of topological nodal lines. To define

the half manifold index, we utilize the two-fold rotational symmetry along z. It can

be easily checked that if we have only type-a (or type-b) bands in our system, the

C4h symmetry ensures that the two-fold rotation must be an identity operator (+I if

we only have type-a bands and −I if we only have type-b bands). As a result,

HC2k = C2HkC
−1
2 = Hk. (4.31)

Here, we utilized the fact that H and C2 commute with each other, since C2 is an

identity operator (up to a -1 sign for type-b bands). As a result, for the manifold we

choose, an extra symmetry is obtained HC2k = Hk. This symmetry implies that as

far as our Hamiltonian is concerned, we can merge momentum points C2k and k. For

a half manifold (0 < kx < π), this procedure sews together momentum points on the

edge, and transforms the half manifold into a compact manifold. Thus, we can define

a Z2 monopole charge for it. And it is easy to verify that the other half manifold

must have the same monopole charge.

In the proof above, we assumed that the system only contains type-a (or type-b)

bands. In a real systems, in principle, both types of bands shall exist. In this part,

we argue that our conclusion will remain as along as other bands does not come close

to the Fermi energy. The argument is based on the stability of the topological nodal

lines that we found in family 4 and 5 (with C4h symmetry) which carry monopole

charge 2. As our proof above has showed, these monopole-charge-2 nodal lines remain

stable if we go beyond four-band model, as long as the extra bands that we added

to the system have the same time-reversal type. Let us introduce extra bands with

different time reversal type as a perturbation and see if these nodal lines remain

stable. Without loss of generality, here again we start from the case with only type-a
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bands and a monopole-charge-2 nodal-line cage, and then introduce some extra type-

b bands at energy away from the Fermi energy. For a topological nodal line, it is

known that as long as the time-reversal and space-inversion symmetry is preserved

(and spin-orbit couplings remain negligible), a nodal line cannot be gapped out unless

it is first shrunk into a nodal point. As we discussed above, for a monopole-charge-2

nodal line, it has to preserve the rotational symmetry and thus when it shrinks into

a nodal point, it must be a point along the high symmetry axis (kx = ky = 0 in this

case). Along such a high symmetry line, type-a and type-b bands cannot hybridize,

because they have different rotational eigenvalues under a C4 rotation. As a result,

even if extra type-b bands are introduced, they are incapable of gapping out this

nodal line/point. This argument shows that at least in the perturbative range, these

high-monopole-charge nodal lines are stable, regardless of how many bands we include

in the system and what type of bands we include.

What we will not consider here are extra type-b bands added near the Fermi

energy (inside the gap). This would be a much more complicated case, and whether

the interplay between type-a and type-b bands at the Fermi energy can generate

interesting novel phenomena remains an open question and will be explored in a

separate project.

The same analysis can be generalized to certain cases with six-fold rotations,

which proves the stability of the nodal line with monopole charge 2 in systems with

C6h symmetry.
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CHAPTER V

Strongly Correlated Topological Phases in Moiré

Superlattices

The previous chapters focus on topological phases in electronic systems that can

be adiabatically connected to the limit without electronic interactions, where topology

represents the obstruction for adiabatic deformation without gap closing or symme-

try breaking. For strongly correlated electronic systems, there is a different notion

of topology in terms of the intrinsic topological order [99]. A gapped phase with

topological order has multiple degenerate manybody ground states if the phase is

realized on a torus in the real space. These ground states cannot be distinguished by

any local measurement. The excitations above these ground states are quasiparticles

with fractional statistics. An example of topological order can be illustrated by the

fractional quantum Hall states.

The fractional quantum Hall effect was discovered in 1982 [100] where the Hall

conductance of a 2D electronic gas in strong magnetic field shows quantized plateaus

σxy = ν e
2

h
when the filing fraction ν is some specific rational numbers, e.g., the

Laughlin state at ν = 1
2p+1

[101], the Jain’s states at ν = p
2np±1

[102], the Moore-Read

state at ν = 1
2

[103, 104], and many others. The ground states of these systems

have topological order. There is a finite energy gap separating the ground state

and the other excited states, and the excitations in these systems are quasiparticles

105



called anyons with fractional charge and fractional statistics. The interaction between

electrons is crucial for this effect, otherwise the system contains partially filled Landau

level and the ground state will not be gapped.

Fractional quantum Hall states can also be stabilized in a lattice system without

the external magnetic field, and the corresponding state is the fractional Chern insu-

lator (FCI) [105, 106, 107, 108, 109, 110, 111, 112]. In FCI the role of the uniform

external magnetic field is played by the nonzero Berry curvature, which implies it

requires the insulator to have nontrivial Chern number, because otherwise the aver-

age of Berry curvature is zero. Although the concept of FCI has been proposed for

a long time, the FCI without external magnetic field has not been experimentally

realized yet. One of the challenges is that the fractional quantum Hall states typi-

cally requires the electron interaction strength to dominate over the width of energy

bands. The Landau levels for 2D electron gas under strong magnetic field naturally

satisfies this condition. For electronic insulators, this condition is not easily satisfied.

Therefore, a system with a nearly flat band with nontrivial Chern number may be a

good candidate to realize the FCI states.

The Moiré superlattice which is recently under intense study provides a plausible

platform to realize the FCI states. The Moiré superlattice is formed when two layers

of lattices with similar structure are slightly misaligned with each other, as shown in

Fig.(5.1) (a) where two identical honeycomb lattices are aligned with a small twist

angle θ. The Moiré superlattice has much larger lattice constant aM = a0/θ, where a0

is the lattice constant of the original lattice. Therefore, the Brillouin zone of the Moiré

superlattice is reduced, as in Fig.(5.1) (b). The formation of Moiré superlattice has a

significant effect on the electronic band structure. Due to the hybridization of bands

and reduced size of Brillouin zone, the bandwidth is significantly reduced, resulting in

nearly-flat Moiré bands. The filling fraction can be tuned by controlling the electric

gating. The Moiré superlattices open up a new pathway to stabilize various strongly-
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MBZ

Figure 5.1:
(a): Moiré superlattice formed by two layers of identical honeycomb lat-
tices. (b): The Moiré Brillouin zone (MBZ) of the Moiré superlattice
is determined by the twist angle θ. The MBZ is much smaller than the
original Brillouin zone.

correlated phases such as superconductors and correlated insulators [113, 114, 115,

116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131, 132].

Furthermore, the Moiré bands can also be topologically nontrivial with a nonzero

Chern number [133, 134, 135, 136, 137]. Therefore, the Moiré superlattices offer a

promising route to realize the long-sought fractionalized topological order [138, 139,

140, 141, 142].

In our work [143], we study the Moiré superlattice formed by twisted bilayer tran-

sition metal dichalcogenides (TMD) and seek the possibility to realize the fractional

Chern insulator states. Comparing with the Moiré systems based on graphene, the

TMD materials has an advantage that the spin-orbit coupling in TMD is strong, which

leads to spin-valley locking that breaks the spin rotation SU(2) symmetry to U(1).

This will eliminate the Goldstone mode of spin waves and can help stablize the FCI

states. On the experimental side, recently, gapped electronic states at various frac-

tional fillings (e.g., 1/3) were reported in TMD Moiré superlattices, e.g., WSe2/WS2,

in addition to the more conventional Mott gap at half filling [128, 144, 145, 146, 147].

In these TMD Moiré superlattices, the observed gapped states were interpreted as

Wigner crystals/charge order of electrons stabilized by strong Coulomb repulsion

rather than FCI, partially because the underlying single-particle bands are topologi-
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cally trivial [148].

To find FCI states, we need Moiré bands that are topologically nontrivial. It has

been shown in [149] that some TMD homobilayers may host topologically nontrivial

bands with non-zero spin/valley-Chern numbers. Therefore, our work focus on this

type of Moiré superlattices. In contrast to a partially filled Chern band, because

these systems preserve the time-reversal symmetry, two types of fractional states are

in principle allowed (a) time-reversal invariant fractional topological insulators [150]

and (b) FCIs via spontaneously breaking the time-reversal symmetry. The key focus

of this study is whether Coulomb repulsion could stabilize some of these fractional

states in TMD Moiré superlattices.

In our work [143], utilizing exact numerical methods, we show that at certain

twisting angle and filling, by simply increasing the Coulomb interaction strength in

such TMD Moiré superlattices, the system undergoes a quantum phase transition that

spontaneously breaks the time-reversal symmetry by polarizing electrons into one of

the two valleys. Further increase of Coulomb interaction will trigger a second quan-

tum phase transition, and stabilize a FCI. This conclusion is confirmed by multiple

numerical observables, including topological degeneracy, fractional Chern number,

and entanglement spectrum. For excitations, our numerical studies observe both

(intravalley) fractional excitations from the fractional topological order and (interval-

ley) valley-wave excitations from the spontaneous symmetry breaking. Such features

could offer unique experimental signatures for these novel states. We also explore

the possibility of stabilizing the non-Abelian Moore-Read state using the three-body

interactions, which can be realized in TMD Moiré superlattice sandwiched between

nonlinear dielectric media [151].
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5.1 Model of twisted bilayer TMD

We consider twisted homobilayer TMD materials. For each single layer, the low

energy electronic states reside at the valence band maxima at ±K valleys. Contrary

to bilayer graphene systems where the valley and spin degrees of freedom are both

present, in TMD each valley in the top valence band has fixed spin orientation due

to strong spin-orbit coupling and the broken inversion symmetry [152]. With a small

twist angle θ between two layers, the +K valley for the top and bottom layers are

shifted to Kt and Kb in the Moiré Brillouin zone (MBZ) respectively, as shown in

Fig.(5.2) (b). For convenience we choose the rhombus-shaped MBZ and set the point

M = (Kt+Kb)/2 as the origin. We employ the continuum model [153] in which the

Moiré Hamiltonian for the +K valley is:

H+(k, r) =

 −~2(k−Kb)
2

2m∗
+ ∆b(r) ∆T (r)

∆†T (r) −~2(k−Kt)
2

2m∗
+ ∆t(r)

 (5.1)

Here m∗ is the effective mass. The form of Moiré potential, ∆b,t,T , is dictated by the

D3 crystalline symmetry and a combination of C2z rotation followed by switching the

two layers, and can be parameterized by [149]:

∆T (r) = w
(
1 + e−iG2·r + e−iG3·r

)
∆l(r) = 2wz

∑
j=1,3,5

cos (Gj · r + lψ) , (5.2)

where l ∈ {b, t} = {+1,−1} and Gj is the Moiré reciprocal lattice vectors with length

|Gj| = 4π√
3aM

and polar angle π(j−1)
3

. Here aM = a0/θ is the Moiré lattice constant

for a small twisted angle θ and a0 is the lattice parameter of TMD. Equation (5.1)

is the Hamiltonian for the valley +K, while the Hamiltonian for the valley −K can

be obtained by the time-reversal symmetry H−(k, r) = H+(−k, r)∗. To be specific,
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our following discussions focus on twisted MoTe2 homobilayer, whose parameters

have been obtained from the first-principle calculations (~2/2m∗a2
0, wz, w, ψ) =

(495 meV, 8 meV, −8.5 meV, −89.6◦) [149]. To obtain the dispersion relation,

we need to perform a Fourier transformation and solve for the eignvalues in the

extended momentum space. In the momentum space the basis is chosen to be like

(eik·rχb, e
ik·rχt, e

i(k+G1)·rχb, e
i(k+G1)·rχt, ..., e

i(k+Gj)·rχb, e
i(k+Gj)·rχt, ...)

T where χb/t are

localized functions at bottom/top layer, and Gj are taken to be in a large set {G}.

A truncation is needed for the set {G}, which is chosen to be a symmetric hexagon

of radius 6|G1|, as in Fig.(5.3) (b). Denote the number of reciprocal lattice vectors in

the truncation set {G} as NG, then the single particle Hamiltonian is a 2NG × 2NG

matrix where the factor 2 comes from the two layers, and its wave function |uτ,k〉 is

a 2NG-component column vector. Here τ = ± refers to the two valleys.

The top valence band of a TMD single layer splits into multiple Moiré bands due to

the Moiré potential. Due to its strong spin-orbit coupling and the spin-valley locking,

the spin- and valley- degrees of freedom are locked together in these materials, and

thus below we will use these two terminologies interchangeably. As shown in Fig.(5.2)

(c) and (d), when the twist angle is close to θ0 = 1.38◦, the top Moiré band becomes

nearly flat. The flatness of a band can be characterized by a ratio of the gap between

the nearest bands to its band width. For the top Moiré band, the ratio can be as

large as 13. When θ < 3.1◦, The top Moiré band is topological characterized by a

valley/spin Chern number C = ±1 due to the skyrmion lattice pseudo spin textures of

the Moiré potential [149]. The Chern number for the opposite valley/spin is opposite

as required by time-reversal symmetry. Thus, at the single-particle level, such TMD

homobilayer can realize a quantum valley/spin Hall insulator. As interactions are

turned on, as will be shown below, we find that this nearly flat top Moiré band can

host fractional topological phases at fractional filling.
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Figure 5.2:
(a): Schematic view of the Moiré superlattice. (b): We choose the Moiré
Brillouin zone (MBZ) to be the rhombus and the origin in momentum
space is chosen at M . (c): Moiré band structure at θ = 1.38◦. The top
Moiré band is nearly flat with Chern number ±1. (d): The gap ratio
∆12

W
= min(E1(k))−max(E2(k))

max(E1(k))−min(E1(k))
as a function of twisted angle θ, where E1(k)

(E2(k)) is the energy of the first (second) topmost Moiré band.
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5.2 Projection of Coulomb interaction to a single band

We introduce screened Coulomb interaction and project it to the nearly flat top

Moiré band [154]:

Hint =
1

2A

∑
q

: ρ(q)V (q)ρ(−q) :

=
∑

k,k′,q,τ,τ ′

U

2Ncell

v(q)λτ,q(k)λτ ′,q(k
′)∗

C†τ (k)C†τ ′(k
′ + q)Cτ ′(k

′)Cτ (k + q), (5.3)

where τ = ± is the valley index, and λτ,q(k) = 〈uτ,k|uτ,k+q〉 is the form factor

originated from the projection. Here v(q) = 4π tanh(qd)/
√

3qaM is the dimensionless

screened Coulomb potential with d the separation between the electrode and Moiré

superlattice, which is set to d = 2aM in the calculations. A is system area and Ncell

is the number of the unit cells in the calculations. The coefficient of v(q) is chosen

to make U equal to the bare Coulomb potential between two particles separated by

aM . Cτ (k) is the annihilation operator for single particle state |uτ,k〉. Note that

the sum over k,k′ is inside the first Brillouin zone while the sum over q is over

(−∞,∞) × (−∞,∞). We have chosen the convention that Cτ (k) = Cτ (k + G),

uτ,k+G′(G) = uτ,k(G+G′). Due to the fact that |uτ,k〉 6= |uτ,k+G〉, care must be taken

in selecting the correct |uτ,k〉 when taking the inner product in the above interaction.

To apply exact diagonalization, define the system size to be N1 ×N2 and use an

integer n ∈ [0, 2N1N2 − 1] to represent both momentum nk and valley nτ , such that
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nk is inside the first BZ. Eq.(5.3) is rewritten as

V̂ =
∑

n,n′,m′,m

V (n, n′,m′,m)C†nC
†
n′Cm′Cm (5.4)

V (n, n′,m′,m) =
∑

G∈{G}′

U

2Ncell

v(mk − nk +G)〈unτ ,nk |umτ ,mk+G〉δ(n′τ ,m′τ )×

〈un′τ ,n′k+G0+G|um′τ ,m′k〉δ(nτ ,mτ )δ(mk +m′k − nk − n′k, 0) (5.5)

G0 = mk +m′k − nk − n′k ∈ {G} (5.6)

Here k + q means the part of momentum k + q inside the first Brillouin zone, such

that k + q = k + q − G for some Moiré reciprocal lattice vector G. The summation

of G is over all the reciprocal lattice vectors. It comes from the infinite summation

of q. In practice this summation is truncated to a set {G}′ of finite range. The delta

functions represent valley and momentum conservation. The overline in the last delta

function shows the momentum conservation is defined only module a reciprocal lattice

vector, which allows a situation with mk + m′k − nk − n′k = G0 6= 0. In this case the

nonzero G0 will also appear in the above inner product 〈un′τ ,n′k+G0+G|um′τ ,m′k〉. This

G0 ensures the correct state is used for taking the inner product. As illustrated in

Fig.(5.3) (c), if the first BZ is taken to be the rhombus and m,n,m′, n′ are given

by the black dots, these momentum points satisfy mk − nk = n′k + G2 − m′k = q,

therefore the G0 constant is G0 = mk +m′k − nk − n′k = G2 6= 0. The G = 0 term in

the summation of Eq.(5.5) has an inner product between n′′ and m′:

〈un′τ ,n′k+G0
|um′τ ,m′k〉 = 〈un′τ ,n′′k |um′τ ,m′k〉 (5.7)

Where n′k +G0 = n′′k has been used. With the G0 constant, the Coulomb interaction

correctly involves the wave function at m,n,m′, n′′ linked by the blue lines of mo-

mentum q in Fig.(5.3) (c). If there is no such G0 term, the interaction will involve

〈un′τ ,n′k |um′τ ,m′k〉 represented by the red line in Fig.(5.3) (c) instead, which will lead to
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Figure 5.3:
(a) The plot of Moiré Brillouin zone. (b) The truncation of the set {G}.
The nearest neighbour distance in this figure is |G1|. (c) The momentum
points related by Coulomb interaction.

incorrect result.

The summation in Eq.(5.5) is truncated to a set {G}′, which is taken to be a

hexagon of radius 4|G1|. {G}′ is chosen to be smaller than {G}, which is the trunca-

tion of single particle Hamiltonian, because the single particle wave function will be

less accurate when k + G is close to the boundary of {G}. Therefore, {G} is taken

larger than {G}′ to ensure the accuracy of wave function inside {G}′.

The single particle Hamiltonian only gives the wave function in the positive valley,

and those in the negative valley are obtained by time-reversal:

u−,k(G) = u+,−k(−G)∗ (5.8)

The origin of the BZ is chosen to be the M point in Fig.(5.3) (a), and M is the middle

point of the line joining ±k. Note that the range of k above is (−∞,∞)× (−∞,∞),

rather than the first BZ. When calculating the inner product in Eq.(5.5), the wave

function at k and k + G need to maintain phase coherence. For ± valleys, these
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conditions are:

u+,k+G′(G) = u+,k(G+G′) (5.9)

u−,k+G′(G) = u−,k(G+G′) (5.10)

The matrix element between arbitrary manybody states can be obtained from

Eq.(5.5). Let |ψ〉 and |ψ′〉 be simple direct product states whose creation operators are

ordered, |ψ〉 = C†iN−1
...C†i0|0〉, with iN−1 > ... > i1 > i0. Suppose distinct manybody

states |ψ〉 and |ψ′〉 have nonzero matrix element, which means there exist i > j, i′ > j′

such that 〈ψ′|C†j′C
†
i′CiCj|ψ〉 6= 0. Then the matrix element is given by:

〈ψ′|V̂ |ψ〉 = (−1)µ(i,j)(−1)µ
′(i′,j′)(V (j′, i′, i, j)−V (j′, i′, j, i)−V (i′, j′, i, j)+V (i′, j′, j, i))

(5.11)

Where V (j′, i′, i, j) is in Eq.(5.5), µ(i, j) is the number of ”1” between the ith and

jth bits in the bit-representation of |ψ〉. If |ψ〉 = |ψ′〉, then i = i′ and j = j′, and the

matrix element involves a sum over all combinations of i, j that do not annihilate the

state:

〈ψ|V̂ |ψ〉 =
∑

i>j,ψi=ψj=”1”

(V (j, i, i, j)− V (j, i, j, i)− V (i, j, i, j) + V (i, j, j, i)) (5.12)

Where ψi is the ith bit in the bit-representation of |ψ〉 that can take either ”1” or

”0”. Eq.(5.12) gives the matrix elements for the manybody Hamiltonian matrix in

the exact diagnonalization.

The Hamiltonian in Eq.(5.3) preserves a valley U(1)v symmetry, which could be

broken by intervalley impurity scatterings. However, because of the large momen-

tum transfer in the intervalley scattering process, the scattering due to the Moiré

superlattice disorders is suppressed. Therefore the U(1)v symmetry becomes a good

symmetry of the system, and we treat it as an exact symmetry of the Hamiltonian. In
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this model, there are two competing symmetry breaking states: an intervalley coher-

ent state that breaks the valley U(1)v symmetry and an valley/spin polarized state

that breaks the time reversal symmetry. At half filling of the topmost band (account

for valley degree of freedom), our Hartree-Fock analysis and exact-diagonalization

results both suggest that a valley-polarized state is energetically favored, which spon-

taneously breaks the time-reversal symmetry and leads to a interaction-induced Chern

insulator. Similar valley polarized state has also been discussed in graphene Moiré

superlattices [134, 155]. At fractional filling, in principle, two types of fractional topo-

logical states might emerge, a fractional Chern insulator or a fractional topological

insulator [150, 156], depending on whether the time-reversal symmetry is sponta-

neously broken or preserved, and our exact diagonalization below show that the FCI

is favored and stabilized in our system.

5.3 Valley polarized FCI

We define the filling factor ν = 2ρe/ρs, where ρe is the electron density occupying

the top Moiré band and ρs is the electron density for the full filling of the two-fold

degenerate top Moiré band. The factor 2 accounts for the valley degree of freedom.

Using exact diagonalization, at ν = 1/3 we observe numerical evidence of spontaneous

valley polarization and FCI in the strong interaction limit, as shown in Fig.(5.4) (a).

With 8 electrons and 4× 6 unit cells (4× 6× 2 single-particle states including both

valleys), the ground states are fully valley polarized with three nearly-degenerate

ground states for each valley polarization, separated from the excited states by an

energy gap of the order of 2 K. We calculated the many-body Chern number of

each ground state utilizing twisted boundary conditions [109], and the topological

index is found to be 1/3, characterizing a 1/3 FCI phase. This conclusion is further

supported by the total momentum for each ground state, which obeys the generalized

Pauli exclusion rule of FCIs [157].
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Figure 5.4:
Numerical exact diagonalization results for 8 particles in 4 × 6 Moiré
lattice. We choose θ = 1.38◦ and U = 1.38 meV. The bandwidth at
this twist angle is W = 0.083 meV. Here N = N1 ×N2/3 is the number
of particles. (a): Energy of many-body states labeled by momentum
k1N2 +k2. There are three nearly degenerate ground states in each valley
with total momentum (k1, k2) = (0, 0), (0, 2), (0, 4) respectively. (b): The
occupation number of single particle states n(k1, k2) for each of the three
many-body ground states. The nearly uniform distribution of n(k1, k2)
suggests the ground state is an incompressible liquid. (c): Under flux
insertion along k2 direction, the ground states evolve into each other.
(d): Particle entanglement spectrum (PES) for the separation of NA = 4
particles.

The occupation number n(k1, k2) of single particle states for each of the three

many-body ground states are plotted in Fig.(5.4) (b). n(k1, k2) is uniformly dis-

tributed for different single particle states, consistent with the fact that the ground

state is an incompressible liquid. When flux is inserted along k2 direction, the three

nearly degenerate ground states evolve into each other under a 2π flux, and they

evolve back to the original states under a 6π flux, as shown in Fig.(5.4) (c). The

excitation gap maintains throughout the whole flux insertion process.
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The topological nature of the ground states are further confirmed by our calcula-

tion of the particle entanglement spectrum (PES) [157]. To compute PES, we divide

the N particles into two collections of NA and NB = N −NA particles and trace out

NB particles to get the reduced density matrix ρA. The PES levels ξ are obtained

from the logarithm of eigenvalues of ρA, and are labeled by the total momentum of

the remaining NA particles, as shown in Fig.(5.4) (d) where we choose NA = 4 for

N = 8 particles. There is a clear entanglement gap with 2730 levels below the gap,

consistent with the counting of quasihole excitation in the ν = 1/3 FCI [157].

To exam the finite-size effect, we study the scaling of the many-body gap ∆ with

various system sizes at a fixed interaction strength. For a genuine FCI, ∆ remain

finite in the thermodynamic limit when both N1 and N2 approach infinity. However

∆ should vanish if only one of N1 or N2 approaches infinity, because this limit is a

one-dimensional system which should not support FCI [108]. This is confirmed in

Fig.(5.5) (a), which shows ∆ decreases when N1 is fixed at 3 and N2 increases from

4 to 8, but ∆ increases when the system size changes from 3× 8 to 4× 6.

We then map out the phase diagram at ν = 1/3 filling as a function of the

interaction strength U which can be controlled by distance between the electrodes and

the Moiré superlattice in experiments. We find a valley non-polarized Fermi liquid

at a small U , a valley-polarized Fermi liquid at intermediate interaction and the FCI

phase with valley polarization at strong interaction. The phase transition between the

valley-polarized Fermi liquid and FCI can be described by Ginzburg-Landau theory

with a Chern-Simons term. The phase boundaries between them are denoted as U1

and U2, and U1/W and U2/W for various twist angles and system sizes are displayed

in Fig.(5.5) (c). Note that at θ = 1.38◦ the single particle Moiré band has the largest

gap to bandwidth ratio, see Fig.(5.2) (d). Therefore, Fig.(5.5) (c) implies that the

parameter region for valley polarized Fermi liquid (the separation between U1/W

and U2/W ) becomes smaller when the bandwidth decreases, which may suggest in
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(a): The many-body gap ∆ for various system sizes at v = 1/3 filling. The
interaction strength is fixed to be U = 1.38 meV. The increase of ∆ in 4×6
system suggests the gap persists in the two-dimensional thermodynamic
limit. (b): The phase diagram for Fermi liquid (FL), valley polarized (VP)
FL and fractional Chern insulator (FCI) at different interaction strength
U . (c): The phase boundaries U1/W and U2/W for various system size
and twist angle. We choose system size to be 3× 4, 3× 5 and 3× 6; and
twist angles θ = 1.20◦, 1.30◦ and 1.38◦. Every two points with the same
color in the same column represent U1/W and U2/W respectively.

the ideal flat band limit there is a direct phase transition from Fermi liquid phase to

FCI phase with valley polarization. This is consistent with the quantum Hall systems

with flat Landau levels, where the interaction stabilizes simultaneously the fractional

quantum Hall state with spin polarization.

5.4 Excitation above the FCI ground states

Here we study the charge neutral excitations above the FCI ground states. As

a consequence of the spontaneous valley polarization, we consider the valley waves

excitation |Ψv(q)〉 =
∑
k zkC

†
+(k+q)C−(k)|Ψ−〉, where |Ψ−〉 is the FCI ground state

with τ = − valley fully occupied and zk is variational parameter. The presence of the

from factor in Eq. (5.3) breaks the valley pseudospin SU(2) rotation system down

to the valley U(1)v symmetry. As a result, the valley wave excitation are gapped.

Indeed, the calculated valley wave spectrum for 8 particles in 4 × 6 lattice shown
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in Fig. (5.6) are gapped, and can be fitted by Ew(q) = Jq2 + A. The valley wave

disperses weakly in momentum and thus is well localized in space.

In quantum Hall ferromagnets, a pair of skyrmions has lower energy than the

particle-hole bound state [158]. The system size limitation in the exact diagonal-

ization does not allow us to study the valley skyrmion excitation in our numeri-

cal calculations. Here we use effective Hamiltonian for valley pseudospin n: Hn =∫
dr2
[
J
2
(∇n)2 − A

2
n2
z

]
, where J and A are given by the valley wave spectrum. A single

skyrmion is no longer a stable excitation in the presence of the easy axis anisotropy

term. This can be seen from the rescaling of the length r → λr, ns(r) → ns(λr)

for an arbitrary spin texture ns(r). The first term in Hn is scaling invariant, but

the second term scale as −1/λ2. The system gains energy by shrinking the size of

ns, and therefore skyrmions are not stable for Hn. The absence of skyrmions in our

system can also be attributed to the opposite Chern number for the opposite valley.

One cannot rotate n from one valley to opposite valley adiabatically without closing

the energy gap, which implies the existence of anisotropy for n. In this regard, the

TMD Moiré superlattice is distinct from the graphene Moiré superlattice. At a finite

skyrmion density, which can be achieved by electron doping in the FCI state, there

exist Coulomb repulsion between skyrmions because skyrmions are charged. The

Coulomb repulsion prevents an individual skyrmion from collapsing and stabilizes a

skyrmion lattice [159].

In comparison, the lowest intravalley many-body excitation has lower energy than

valley wave excitation for the parameters we used, i.e., the energy difference between

the lowest fully-polarized excited state and the FCI state is Emb = 0.167 meV < Ew,

as shown in the inset of Fig.(5.6). Nevertheless, the valley wave excitation remains a

stable excitation because the decay of the valley wave to the intravalley many-body

excitations are forbidden as a result of valley U(1)v symmetry. Intravalley many-body

excitations has valley quantum number 0, while the valley wave has valley quantum
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Dispersion of valley wave excitation Ew(q). Excitation above the ground
state with total momentum k1 = 0, k2 = 0 (k1 = 0, k2 = 2) are labeled
by the squares and circles respectively. The slight energy difference for
these two ground states is caused by finite size effect. The inset compares
the energy of the lowest valley wave excitation Ew, the lowest intravalley
many-body excitation Emb and the ground state energy Eg.

number 2.

5.5 Moore-Read states

The FCI at ν = 1/3 filling supports Abelian anyons. In fractional quantum Hall,

the proposed Moore-Read state for the plateau at v = 5/2 supports non-Abelian

anyons, which can be exploited for topological quantum computation [160]. Here

we study the stabilization of the Moore-Read state in TMD Moiré superlattice. It

turns out that the Coulomb interaction in Eq. (5.3) does not stabilize a gapped state

at v = 1/2. Here we introduce three-body interaction, which can be induced by

sandwiching the Moiré superlattice with nonlinear dielectric media [151], to favor the

Moore-Read state. For example, the nonlinear contribution to electric energy, EµEνEη

(here E is electric field), produces three-body Coulomb interaction when electrons are
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placed to the dielectric media. We consider a three-body interaction:

V̂3 =
1

6

∫
dr1dr2dr3V3(r1, r2, r3) : ρ(r1)ρ(r2)ρ(r3) :

V3(r1, r2, r3) = U3(f(r1 − r2)f(r2 − r3)

+f(r2 − r3)f(r3 − r1) + f(r3 − r1)f(r1 − r2)). (5.13)

The Fourier transform of f(r) in momentum space is 2π
k2+k2s

, representing a short-

range interaction with a screening length 1/ks. We found that when the three-body

interactions dominate over the Coulomb repulsion, a Moore-Read state is stabilized.

As shown in Fig.(5.7), the ground states (marked in red) are valley polarized with

sixfold quasi-degeneracy in one valley, and are separated from the excited states by

an energy gap. The momenta of the ground states for 4× 5 systems with 10 particles

are (k1, k2) = (0, 0), (2, 0), (1, 0), (1, 0), (3, 0), (3, 0) respectively, while those for 4 × 4

systems with 8 particles are (k1, k2) = (0, 0), consistent with the requirement of (2,2)-

admissible states characterizing a Moore-Read state [157]. Consistent results are

obtained for spectral flow and entanglement spectrum as well, as shown in Fig.(5.7)

(c) and (d).

5.6 Discussions

We show that TMD Moiré superlattices can host fractional topological states

via spontaneously breaking the time-reversal symmetry, using realistic parameters of

TMD Moiré superlattices. Comparing with graphene, the spin-valley locking in TMD

materials breaks the SU(2) spin rotation symmetry and eliminates the spin wave

Goldstone modes, which could help stabilize the FCI states. The valley contrast-

ing Chern number in TMD Moiré superlattices also dictates the symmetry breaking

states, hence the nature of fractionalized topological states, and also the low energy

excitations in the FCI. The gapped nature of these states can be detected by trans-
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Figure 5.7:
Signatures of Moore-Read states at θ = 1.38◦ with finite three-body inter-
action and vanishing two-body interaction. We choose ksaM = 7, and the
three-body interaction strength when three particles are mutually sepa-
rated by aM is 0.003 meV. (a): Energy spectrum for 4× 5 systems with
10 particles. The six ground states (labeled in red) are valley polarized
and separated from excited states by a gap. (b): Energy spectrum for
4 × 4 systems with 8 particles. (c): The spectral flow for (a) under flux
insertion along k1 direction. The six ground states labeled in red are sep-
arated from excited states by a spectral gap. (d): Particle entanglement
spectrum for (a) with NA = 4. There are 3965 states below the entan-
glement gap, consistent with the counting via generalized Pauli exclusion
rules.
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port, optical measurements etc, and its topological nature can be accessed by Hall

conductivity measurement. Due to the strong analogy between FCI and chiral spin

liquids, it is plausible that Moiré superlattices may also help realize/stabilize exotic

spin liquid phases [161, 162, 163] by unitizing the valley/layer pseudospin or real spin

degrees of freedom.
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CHAPTER VI

Summary

In this thesis, I explored different aspects of topological states of matter, espe-

cially the interplay between symmetry and topology. Comparing with the existing

topological diagnosis scheme using symmetry representations [7, 10], I mainly focus

on the scenarios where the symmetry representations themselves are not sufficient to

determine the topological index.

This thesis is organized to cover the major aspects of my research, as well as an

introduction for the non-experts to step into the field of topological phases. Chapter

I started from the basic formulation of symmetry operators in tight-binding models,

and then I introduced the concept of topology based on adiabatic deformation and

gave some examples of topological indices, such as the Chern number and the FKM

Z2 topological index.

In Chapter II, by constructing a gauge-invariant quantity g defined on arbitrary

curves in the Brillouin zone, we illustrated how the symmetry operator can be utilized

to simplify the topological diagnosis even when the symmetry representations are not

sufficient to determine the index. This method can be applied to systems with twofold

rotation symmetry or mirror symmetry.

In Chapter III, we generalized the famous Pfaffian formula to higher-order topolog-

ical insulators, which allows many important conclusions on first-order Z2 topological
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insulators to be generalized to higher-order topological insulators. This generalization

is made possible by defining a superposition of symmetry operators Θ. It provides

a gauge-independent way to compute the magneto-electric polarization P3 or the

effective axion field for a 3D insulator from a 2D subspace in the Brillouin zone.

In Chapter IV, we studied topological nodal line semimetals with nontrivial mono-

pole charge in the presence of time-reversal, space-inversion and rotational symme-

tries. We systematically classified the appearance of different types of nodal lines

based on the rotational symmetry, and we found that the interplay between time-

reversal and crystalline symmetries gives rise to novel cage-like nodal structures be-

yond the description of Z2 monopole charge.

In chapter V, we proposed to realize the long-sought fractional Chern insulator

(FCI) states in the Moire superlattices formed by twisted homobilayer transition

metal dichalcogenides. Utilizing realistic material parameters and the method of exact

diagonalization, we find that at certain twisting angles and fractional filling, gapped

fractional topological states, i.e., fractional Chern insulators, are naturally stabilized

by simply introducing the Coulomb repulsion. This shows the Moire superlattices

may be a plausible platform to realize the FCI phase with intrinsic topological order.
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APPENDIX A

Appendix for Gauge-invariant Line Quantity

g(k̃akb) in Topological Insulators

A.1 Properties of g(k̃akb)

Here we prove some equalities involving g(k̃akb) defined in Eq.(2.9). First we in-

vestigate the case when ka and kb are infinitely close to each other, denoted as k1 and

k2. In this case we have g(k1, k2) = Pf[M(k2)]
Pf[M(k1)]

det[W (k1, k2)] and W (k1, k2) reduces to

the overlap between the wave functions at k1 and k2: Wmn(k1, k2) = 〈um(k1)|un(k2)〉.

g(k1, k2) is invariant under gauge transformation |um(k)〉 → Unm(k)|un(k)〉. Since

under this transformation, Mmn(k) = 〈um(k)|T |un(k)〉 → (U(k)†M(k)U(k)∗)mn,

Wmn(k1, k2) = 〈um(k1)|un(k2)〉 → (U(k1)†W (k1, k2)U(k2))mn, therefore

Pf[M(k)] → Pf[M(k)] det[U(k)]∗

det[W (k1, k2)] → det[W (k1, k2)] det[U(k1)]∗ det[U(k2)]

g(k1, k2) =
Pf[M(k2)]

Pf[M(k1)]
det[W (k1, k2)]→ g(k1, k2) (A.1)

128



This completes the proof that g(k1, k2) is gauge-invariant. For a general path k̃akb,

divide the path by small segments (ki, ki+1) and by definition in Eq.(2.9), g(k̃akb) =∏
i g(ki, ki+1). For each small segment g(ki, ki+1) is gauge-invariant, therefore g(k̃akb)

is gauge-invariant as well.

Next we prove Eq.(2.20). Suppose the system has an anti-unitary symmetry C

such that it commutes with T and it is independent of k, define the sewing matrix of

C as

Rmn(k) = 〈um(Ck)|C|un(k)〉, (A.2)

Insert identity 1 = Pocc(k)+Punocc(k) =
∑

i∈occ |ui(k)〉〈ui(k)|+
∑

i∈unocc |ui(k)〉〈ui(k)|

to each 1 in the identity below:

〈um(Ck)|T |un(Ck)〉 = 〈um(Ck)|C1T1C−1|un(Ck)〉, (A.3)

where Pocc and Punocc are projection to occupied and unoccupied bands respectively,

m and n belong to occupied bands. Since 〈um(Ck)|CPunocc(k) = 0, we can omit

Punocc in the insertion and get

〈um(Ck)|T |un(Ck)〉 =
∑
i,j∈occ

〈um(Ck)|C|ui(k)〉〈ui(k)|T |uj(k)〉∗〈uj(k)|C−1|un(Ck)〉,

(A.4)

where the conjugation is due to the fact that T and C are anti-unitary. Notice that

〈uj(k)|C−1|un(Ck)〉 = 〈un(Ck)|C|uj(k)〉, the above equation implies

M(Ck) = R(k)M(k)∗R(k)T

Pf[M(Ck)] = det[R(k)] Pf[M(k)]∗ (A.5)

To prove Eq.(2.20) we still need to compute W (Ck1, Ck2). Using |um(Ck)〉 = R†nm(k)
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C|un(k)〉 we get

Wij(Ck1, Ck2) = Rin(k1)〈Cun(k1)|Cum(k2)〉R†mj(k2)〉

= Rin(k1)〈un(k1)|um(k2)〉∗R†mj(k2)〉

det[W (Ck1, Ck2)] = det[W (k1, k2)]∗ det[R(k1)] det[R(k2)]∗ (A.6)

Therefore when C is anti-unitary we have:

g(Ck1, Ck2) =
Pf[M(Ck2)]

Pf[M(Ck1)]
det[W (Ck1, Ck2)]

=
Pf[M(k2)]∗

Pf[M(k1)]∗
det[W (k1, k2)]∗ = g(k1, k2)∗ (A.7)

If C is unitary instead, Eq.(A.4) will be changed to

〈um(Ck)|T |un(Ck)〉 =
∑
i,j∈occ

〈um(Ck)|C|ui(k)〉〈ui(k)|T |uj(k)〉〈uj(k)|C−1|un(Ck)〉∗,

(A.8)

Using 〈uj(k)|C−1|un(Ck)〉∗ = 〈un(Ck)|C|uj(k)〉 for unitary symmetry C, we have

M(Ck) = R(k)M(k)R(k)T

Pf[M(Ck)] = det[R(k)] Pf[M(k)] (A.9)

For W (Ck1, Ck2), Eq.(A.6) will be

Wij(Ck1, Ck2) = Rin(k1)〈Cun(k1)|Cum(k2)〉R†mj(k2)〉

= Rin(k1)〈un(k1)|um(k2)〉R†mj(k2)〉

det[W (Ck1, Ck2)] = det[W (k1, k2)] det[R(k1)] det[R(k2)]∗ (A.10)
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Therefore if C is unitary we have:

g(Ck1, Ck2) =
Pf[M(Ck2)]

Pf[M(Ck1)]
det[W (Ck1, Ck2)]

=
Pf[M(k2)]

Pf[M(k1)]
det[W (k1, k2)] = g(k1, k2) (A.11)

A general path k̃akb can be divided by small segments (ki, ki+1) so that g(k̃akb) =∏
i g(ki, ki+1). Eq.(2.20) is proved by applying Eq.(A.7) or (A.11) to each segment

g(ki, ki+1).

A.2 Triviality of TRIM that are not invariant under C2 or

mirror symmetry

In this section we give a more detailed proof of the assertion that the Z2 index

ν2D in the time-reversal invariant plane passing through X, Y, T, U in Fig.(2.2)(b)

and X ′, Y, T, U ′ in Fig.(2.2)(d) are trivial. These 2D planes are shown in Fig.(A.1),

which are obtained from a cut in Fig.(2.2)(b) and (d) respectively. This proof utilizes

the interpretation of the line quantity g(k̃akb) as a measure of Pfaffian in the parallel

transport gauge.

In Fig.(A.1)(a) the system has a two-fold rotational symmetry C2 perpendicular

to the plane which is inherited from the 3D system. However, the C2 rotation centers

are located at the black dots that bisect two TRIM. This type of C2 operator is

different from the conventional two-fold rotation that can be realized by a 2D lattice

in real space, since in that case the rotation center in the momentum space will always

locate at some TRIM. If we choose the origin to be at Y and denote the components

of k along G1 and G2 direction as kx and ky respectively, the C2 operator at the

midpoint of XY generates a transformation (kx, ky) → (G1/2 − kx,−ky), and time-

reversal generates (kx, ky) → (−kx,−ky). Therefore the combined operation C2T
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gives (kx, ky) → (kx − G1/2, ky). Define g(k) = g(k,k + G2/2) for k ∈ XX2, then

from Eq.(2.20) the C2T symmetry requires

g(k) = g(k + G1/2)∗

Im log g(k) = −Im log g(k + G1/2), k ∈ XX2 (A.12)

Denote the colored region in Fig.(A.1) as τ and use the same derivation that lead to

Eq.(2.19), the Z2 index in this plane is

ν2D =
1

2π
Im

X∫
X2

dk · ∇ log g(k)

g(k) = g(k,k + G2/2) (A.13)

From Eq.(A.12), the integrand in Eq.(A.13) at k cancels that at k + G1/2, which

leads to ν2D = 0. Therefore the plane has a trivial Z2 index due to the C2 symmetry.

In Fig.(A.1)(b) the system has mirror planes inherited from the 3D system located

at the thin vertical lines. The mirror plane to the right has the transformation

(kx, ky) → (G1/2 − kx, ky). Define g(k) = g(k,k + G2/2) for k ∈ X ′X3, from

Eq.(2.20) the mirror symmetry requires

g(k) = g(G1/2− k) (A.14)

The Z2 index from Eq.(2.19) is

ν2D =
1

2π
Im

X3∫
X′

dk · ∇ log g(k) (A.15)

Therefore Eq.(A.14) requires the integrand at k to cancel that at G1/2− k, leading

to ν2D = 0. Therefore the Z2 index for this 2D plane is trivial due to the mirror
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Figure A.1:
The plot of time-reversal invariant planes obtained from a cut in
Fig.(2.2)(b) and (d). We define the origin in these planes to be at Y . The
black dots in (a) are two-fold rotation centers. The thin vertical lines in
(b) are mirror planes. Note that none of these two-fold rotation centers
or mirror planes pass through the origin at Y .

symmetry.
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APPENDIX B

Appendix for Pfaffian Formalism for Higher-order

Topological Insulators

B.1 Properties of matrices

In the main text we defined many matrices using symmetry operators. Here we

prove some of their properties that are important for the proof in the main text. The

definitions are:

Bmn(k) = 〈um(C4Tk)|C4T |un(k)〉 (B.1)

Dmn(k) = 〈um(C2k)|C2|un(k)〉 (B.2)

Mmn(k) = 〈um(k)|Θ|un(k)〉, Θ =
C4T + C−1

4 T√
2

(B.3)

ωmn(k) = 〈um(−k)|Θ|un(k)〉 (B.4)

vmn(k) = 〈um(k)|S4C4T |un(k)〉 (B.5)

All of these matrices are 2N × 2N where 2N is the number of occupied bands.

Proof of unitarity: in general if a gapped system has a symmetry P that is ei-

ther unitary or antiunitary so that PH(k)P−1 = H(Pk), then H(Pk)P |un(k)〉 =
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PH(k)|un(k)〉 = En(k)P |un(k)〉 so that P |un(k)〉 is a superposition of eigenstate of

H(Pk) with the same energy. If |un(k)〉 is in occupied bands, so should P |un(k)〉,

then we have P |un(k)〉 =
∑

m∈occ|um(Pk)〉P̃mn(k) where P̃mn(k) is the coefficient for

the superposition. Since P̃mn(k) is now the transformation matrix between two sets

of normalized and orthogonal basis {P |un(k)〉} and {|un(Pk)〉} that span the space

of occupied bands, P̃mn(k) = 〈um(Pk)|P |un(k)〉 is guaranteed to be unitary.

This fact shows immediately that matrices B, D and v above are unitary for every

k as long as the system has the corresponding symmetry. M(k) is unitary only at

C4T invariant points since C4Tk = C−1
4 Tk = k there. ω(k) is unitary at straight

lines ZZ and AA since C4Tk = C−1
4 Tk = −k there.

Proof of Antisymmetry: we will show that M is antisymmetric for every k that

is invariant under C4, such that C4Tk = C−1
4 Tk = −k. Here are two distinct

matrices related to C4 that we want to clarify. For a Ntot-band system with 2N filled

bands, the fourfold rotation can be represented by a Ntot × Ntot matrix C4(k) (the

same as the Uk
g in Eq.(1.31)) which can have k-dependence. This matrix is different

from the 2N × 2N sewing matrix 〈um(C4k)|C4(k)|un(k)〉 defined for occupied bands.

The matrix C4(k) representing the fourfold rotation can depend on k, and in this

case (Ĉ4)4 = −1 implies C4(C3
4k)C4(C2

4k)C4(C4k)C4(k) = −1. If k is invariant

under the fourfold rotation, then this relation reduces to (C4(k))4 = −1, i.e., the

matrix C4(k) itself to the fourth power is the negative identity matrix. In this case

the matrix representing the twofold rotation C2(k) satisfies (C2(k))2 = −1. Then

we can show that Θ2 = T 2 = −1. Since (C2)2 = −1, then C2 + C−1
2 = 0 and

Θ2 = −(C4 + C−1
4 )2/2 = −(C2 + C−1

2 + 2)/2 = −1. The anti-symmetric property of
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M(k) matrix for C4-invariant momenta can be seen by:

Mmn(k) = 〈um(k)|Θ|un(k)〉

= 〈Θ2un(k)|Θ|um(k)〉

= −〈un(k)|Θ|um(k)〉

= −Mnm(k) (B.6)

If the Ntot × Ntot matrix representing C4 is independent of k, then M(k) is anti-

symmetric for every k in the Brillouin zone.

In a similar way we can show that vmn(k) = −vnm(k) so that v is also antisym-

metric. The same technique when applied to ω and B yields

ωmn(k) = −ωnm(−k)

Bmn(k) = −〈un(k)|C−1
4 T |um(C4Tk)〉 (B.7)

Constrains from operator identities: consider the complete relation

1 =
∑
i∈occ

|ui(k)〉〈ui(k)|+
∑
i∈uocc

|ui(k)〉〈ui(k)|, (B.8)

where occ and uocc refer to occupied and unoccupied bands. Since (C2)2 = −1, let

|um〉 and |un〉 be in occupied bands, replace the k in the complete relation by C2k and

insert it to the 1 in identity 〈um(k)|C21C2|un(k)〉 = −δmn. The unoccupied part in

the complete relation do not contribute since C2|un(k)〉 belongs to the space spanned

by occupied bands and have zero overlap with unoccupied bands. Therefore we get∑
i∈occDmi(C2k)Din(k) = −δmn, which means

D(C2k) = −D†(k) (B.9)
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We can also consider identity C2 = −(C4T )2. Replace the k by C4Tk in complete

relation and insert it to 〈um(C2k)|C2|un(k)〉 = −〈um(C2k)|C4T1C4T |un(k)〉. Note

that T is antiunitary therefore a complex conjugation is needed, and we get

D(k) = −B(C4Tk)B∗(k) (B.10)

Similarly for operator identity S4C4T = −C−1
4 TS4C4TC4T , replace the k by C4Tk

in complete relation and insert it to

〈um(k)|S4C4T |un(k)〉 = −〈um(k)|C−1
4 T1S4C4T1C4T |un(k)〉, (B.11)

we get vmn(k) = −
∑

i,j∈occ〈um(k)|C−1
4 T |ui(C4Tk)〉v∗ij(C4Tk)Bjn(k). Using Eq.(B.7)

we have

v(k) = BT(k)v∗(C4Tk)B(k) (B.12)

Pf[v(k)] = Pf[v(C4Tk)]∗ det[B(k)] (B.13)

If we replace S4C4T by Θ, the above derivations are still true and we will get

M(k) = BT(k)M∗(C4Tk)B(k) (B.14)

Pf[M(k)] = Pf[M(C4Tk)]∗ det[B(k)] (B.15)

Determinant equalities: we will show that det[B(K)] = det[M(K)] for K ∈ K4

and det[B(k̃)] = det[ω(k̃)] for k̃ at straight lines ZZ and AA. Since C4TK =
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C−1
4 TK = K, C4T k̃ = C−1

4 T k̃ = −k̃, using Eq.(B.7) we get

Mmn(K) = (〈um(K)|C4T |un(K)〉+ 〈um(K)|C−1
4 T |un(K)〉)/

√
2

= (B(K)−BT(K))/
√

2

ωmn(k̃) = (〈um(−k̃)|C4T |un(k̃)〉+ 〈um(−k̃)|C−1
4 T |un(k̃)〉)/

√
2

= (B(k̃)−BT(−k̃))/
√

2 (B.16)

When there is no accidental degeneracy, we can find a gauge where B(k) is block

diagonal with each block being Br(k) ∈ SU(2). Therefore M(K) and ω(k̃) are also

block diagonal. Since C2k̃ = k̃, Eq.(B.9) implies each block of D is Dr(k̃) = in̂(k̃) ·

σ. Then Eq.(B.10) gives Br(−k̃) = −(in̂(k̃) · σ)BT
r (k̃). Let n̂′(k̃) = (nx,−ny, nz),

Eq.(B.16) leads to

ωr(k̃) = Br(k̃)
1 + in̂′(k̃) · σ√

2

det[ωr(k̃)] = det[Br(k̃)] det

[
1 + in̂′(k̃) · σ√

2

]
= det[Br(k̃)]

det[ω(k̃)] = det[B(k̃)] (B.17)

Now we have proved the det[ω(k̃)] = det[B(k̃)] for the gauge in which det[B] = 1. But

since det[B(k̃)] and det[ω(k̃)] change in the same way under gauge transformation,

they should be equal in any gauge. At C4T invariant due to ω(K) = M(K), we also

have det[B(K)] = det[M(K)].

B.2 Properties of the degree of map

We consider a general smooth map G : T 3 → SU(2). The degree of this map is

deg[G] = − 1

24π2

∫
d3kεijk Tr

[(
G∂iG

†) (G∂jG†) (G∂kG†)] (B.18)
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One can show that the degree is quantized to integer and thus invariant for small

perturbation of the map [48]. The degree is addictive, which means if there is another

map G′ : T 3 → SU(2), then

deg[GG′] = deg[G] + deg[G′] (B.19)

Therefore G−1 = G† always has the opposite degree to G since their product is

constant. Taking a complex conjugation to Eq.(B.18) we get the degree of G∗. Since

deg[G] is real, this means G∗ has the same degree as G. Combining these facts we

get

deg[G†] = − deg[G], deg[G∗] = deg[G], deg[GT] = − deg[G] (B.20)

If we perform a rotation or rotoinversion in the k space T 3 given by s : T 3 → T 3

so that sk = k′, the degree of the transformed map G ◦ s can be obtained by a

change of variable in Eq.(B.18). During the change of variable the volume element

d3k will bring a factor of | det
[
∂(kx,ky ,kz)

∂(k′x,k
′
y ,k
′
z)

]
| and the partial derivatives will introduce

a factor of det
[
∂(k′x,k

′
y ,k
′
z)

∂(kx,ky ,kz)

]
, therefore the overall effect is to introduce a factor of

sign
(

det
[
∂(k′x,k

′
y ,k
′
z)

∂(kx,ky ,kz)

])
, which leads to

deg[G ◦ s]

= − 1

24π2

∫
d3kεijk Tr

[(
G(sk)∂iG(sk)†

) (
G(sk)∂jG(sk)†

) (
G(sk)∂kG(sk)†

)]
= sign

(
det

[
∂(k′x, k

′
y, k
′
z)

∂(kx, ky, kz)

])
deg[G] (B.21)

In particular if the transformation s is C4T so that k′ = (ky,−kx,−kz), then we get

det
[
∂(k′x,k

′
y ,k
′
z)

∂(kx,ky ,kz)

]
= −1. Therefore

deg[G(C4Tk)] = − deg[G(k)] (B.22)
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APPENDIX C

Appendix for Topological Nodal Line Semimetals

C.1 Definition of the Γ matrices

In this section we write down the explicit form of Γ matrices that we adopted.

This set of matrices is not unique, and is sensitive to the choice of bases. For our

convenience, we will use the following basis.

Γ1 =τz ⊗ σ0,

Γ2 =τx ⊗ σz,

Γ3 =τx ⊗ σx,

Γ4 =τx ⊗ σy,

Γ5 =Γ1Γ2Γ3Γ4 = −τy ⊗ σ0,

(C.1)
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Here τi and σi with i = 0, x, y, z are the 2× 2 identity and Pauli matrices where

τ0 =σ0 =

 1 0

0 1

 , τx = σx =

 0 1

1 0

 ,

τy =σy =

 0 −i

i 0

 , τz = σz =

 1 0

0 −1

 (C.2)

In the dual basis, we have

Γ̃1 =τz ⊗ σ0,

Γ̃2 =Σ14 = −τy ⊗ σy,

Γ̃3 =iΓ2Γ3Γ4 = −τx ⊗ σ0,

Γ̃4 =− Σ12 = τy ⊗ σz,

Γ̃5 =τy ⊗ σx (C.3)

In both these two bases, TI = K with K being the complex conjugation, although

the explicit form of T and I are model-dependent and not universal.

C.2 Reduced Hamiltonian

Here we consider a four-band model as discussed in the main text, and prove that

they can be reduced to Hamiltonian H1 or H2.

First, we start from a generic four-band model without assuming the time-reversal

or space-inversion symmetry. As shown in the main text, we can write the Hamilto-

nian in terms of the sixteen matrices that we choose, which are Γ matrices and their

products.

H = aΓ1 + b1Γ2 + b2Γ3 + c1Σ14 + c2iΓ2Γ3Γ4 + . . . (C.4)
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where a, b1, b2, . . . are real functions of the momentum k. For a system made of

four orbitals, where two bands constructed by the first two orbitals are inverted with

the other two bands constructed by the last two orbitals, one of these 16-matrices is

special and we choose it to be the Γ1 matrix

Γ1 =



+1 0 0 0

0 +1 0 0

0 0 −1 0

0 0 0 −1


(C.5)

This matrix marks the band inversion. If we turn off all other terms, when the

coefficient of this matrix [i.e. a in Eq. (C.4)] is positive (negative) the first two orbits

have positive (negative) energy. Thus, the double band inversion that we consider in

the manuscript is represented by the change of sign in the coefficient a. For a small

band inversion at Γ, a is positive near the Γ point, and it changes sign as we move

away from Γ. These two regions (with a > 0 and a < 0 respectively) are separated

by a 2D manifold, on which a = 0. For a small band inversion at Γ, this 2D manifold

has the topology of a sphere.

The eigenvalues of a Hamiltonian can be computed via the eigen-equation. det(H−

εI) = 0. For a four-band model, this equation is a fourth-order equation of ε. Because

the absolute value of energy plays little role in topology, we can make the Hamiltonian

traceless by deducting its trace part, without changing any topological features. For

a traceless Hamiltonian, the eigen-equation must take the following structure

ε4 + qε2 + rε+ s = 0 (C.6)

where q, r and s depend on the 16 coefficients in Eq. (C.4). Here, the ε3 term is

absent, because its coefficient is the trace of H, which we set to zero.
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For a system with two conduction and two valence bands, we can always make

the two conduction bands degenerate, and same can be done to the valence bands.

As long as we don’t introducing new band crossings in this procedure, the topological

information remains. For nodal lines with nontrivial monopole charge, this procedure

shrinks a nodal line into a nodal point with four-fold degeneracy.

After this procedure, our fourth-order eigen-equation has two set of degenerate

solutions, i.e. two conduction bands with identical eigen-energy +ε and two valence

bands with −ε. In other words, our eigen-equation shall have two pairs of equal real

roots. For a quartic equation shown above, this requires the following conditions: (a)

the discriminant is zero

∆ = 16q4s− 4q3r2 − 128q2s2 + 144qr2s− 27r4 + 256s3 = 0 (C.7)

and (b) q < 0 and (c) q2 = 4s. For a generic fourth order equation, these three

conditions are independent. However, as an eigen-equation of a Hermitian matrix,

the last condition (c) is sufficient to guarantee (a) and (b). This is because for an

Hermitian matrix, all roots of the eigen-equation have to be real, and this constraint

makes (c) sufficient to ensure the other two.

In general, the condition q2 = 4s here is a very complicated equation. In terms of

the 16 coefficients in Eq. (C.4), this equation is a quartic equation for those coefficients

and it involves nearly 200 terms. However, luckily, such a complicated equation can

be simplified in the form shown in Eq. (C.9), i.e., the sum of 15 squares equals to

0. Because all the coefficients of Eq. (C.4) are real, sum of squares being zero means

that every single square needs to be zero, which gives us 15 quadratic equations

[Eq. (C.10)-(C.24)]. These 15 equations are not independent. For the problem that we

considers in the manuscript, due to the time-reversal and space-inversion symmetry,

the Hamiltonian can be made real [i.e. b′1 = b′2 = c′1 = c′2 = e′ = f ′ = 0 in Eq.(C.8)].
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For such a real Hamiltonian, it turns out that if we assume that conduction and

valance bands are both degenerate and H is traceless (i.e. q2 = 4s), these 15 equations

allow us to have 5 free parameters in Eq. (C.4), which are the 5 terms that we shown

in this equation. The rest of coefficients can all be computed from these 15 equations

and thus they are not independent parameters anymore. This is the reason why we

selected to show these 5 terms in our Hamiltonian.

Furthermore, we can further reduce the number of free parameters here by 2, by

turning off either b1/2 or c1/2. For a double-band inversion that we consider here in

most part of the k-space, we have a 6= 0, and it it is easy to check that here we can turn

off all other coefficients in H, and the system will remain gapped and non-singular.

On the other hand, for the 2D manifold with a = 0, only two options are available:

(a) b2
1 +b2

2 6= 0 while all other matrices have zero coefficients or (b) c2
1 +c2

2 6= 0 while all

other matrices have zero coefficients. Except for these two options, the 15 equations

we mentioned above will tell us that certain coefficients must diverge, due to terms

like c1/a.

In summary, when we make the two conduction and two valence bands into degen-

erate pairs (without introducing new band crossings between conduction and valence

bands), we can turn off any terms except for aΓ1 in our Hamiltonian as long as a 6= 0.

If a = 0, we have to choose from the two options shown above. As a result, for a Γ

point band inversion, if the a = 0 manifold follows the option (a), we can turn off

all other terms except for a, b1 and b2 in the whole k-space without introducing any

singularity or gap closing. On the other hand, if the a = 0 manifold follows option

(b), then we can turn off all terms except for a, c1 and c2.

In either case, by making the conduction/valance bands degenerate, we can turn

off almost all the terms in Eq. (C.4) and only keep three of them, which are H1 or

H2.
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C.3 Conditions for band degeneracy

Consider a generic 4× 4 tracless Hermitian Hamiltonian H with matrix elements:

H11 = a+ d1, H22 = a− d1, H33 = −a+ d2, H44 = −a− d2,

H12 = e+ e′i+ f + f ′i, H13 = −(c2 + ic′2) + b1 + b′1i,

H14 = b2 + b′2i+ c1 + c′1i,H23 = b2 + b′2i− (c1 + c′1i),

H24 = −(c2 + ic′2)− (b1 + ib′1), H34 = e+ e′i− (f + f ′i) (C.8)

Here i is the imaginary number unit and the other letters represent generic real

numbers. The condition for degenerate bands q2 = 4s can be written as

0 = q2/4− s =
15∑
i=1

∆2
i (C.9)
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where

∆1 = a(d1 − d2)− 2(b1c2 + b′1c
′
2) (C.10)

∆2 = a(d1 + d2) + 2(b2c1 + b′2c
′
1) (C.11)

∆3 = 2(c′2c1 − c′1c2 + af ′) (C.12)

∆4 = 2(−b1c1 − b′1c′1 + ae) (C.13)

∆5 = 2(−b2c2 − b′2c′2 + af) (C.14)

∆6 = 2(b2b
′
1 − b′2b1 + ae′) (C.15)

∆7 = −2e′c′2 + 2fb1 − b2(d1 − d2) (C.16)

∆8 = −2e′c2 − 2fb′1 + b′2(d1 − d2) (C.17)

∆9 = −2ec2 + 2f ′b′1 + c1(d1 − d2) (C.18)

∆10 = −2ec′2 − 2f ′b1 + c′1(d1 − d2) (C.19)

∆11 = 2eb′2 − 2e′c1 + b′1(d1 + d2) (C.20)

∆12 = 2eb2 + 2e′c′1 + b1(d1 + d2) (C.21)

∆13 = −2fc1 − 2f ′b′2 − c2(d1 + d2) (C.22)

∆14 = −2fc′1 + 2f ′b2 − c′2(d1 + d2) (C.23)

∆15 = 2ef + 2e′f ′ + (d2
1 − d2

2)/2 (C.24)

Because all the terms here are real, the sum of squares equals to zero implies ∆i = 0

for any i.

C.4 lattice models

In this section, we show the lattice models that we used to generate the figures of

nodal-lines in Fig. 4.4. First we define some functions for representations in different
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point groups for future convenience:

C3i : Γ+
1 : f1 = cos k1 + cos k2 + cos k3

Γ+
1 : f2 = cos k′1 + cos k′2 + cos k′3,

Γ−2 : f3 = sin(k1 + kz) + w2 sin(k3 + kz) − w sin(−k2 + kz)

Γ−2 : f4 = sin(k′1 + kz) + w2 sin(k′3 + kz) − w sin(−k′2 + kz)

Γ−1 : f5 = sin(k1 + kz) + sin(k3 + kz) + sin(−k2 + kz)

Γ−1 : f6 = sin(k′1 + kz) + sin(k′3 + kz) + sin(−k′2 + kz)

C6h : Γ−2 : f7 = (cos k1 − w2
6 cos k2 + w4

6 cos k3) sin kz

Γ−4 : f8 = sin k1 − sin k2 + sin k3

Γ−4 : f9 = sin k′1 − sin k′2 + sin k′3

Γ+
4 : f10 = (sin k1 − sin k2 + sin k3) sin kz

Γ−5 : f11 = sin k1 + w2
6 sin k2 + w4

6 sin k3 (C.25)

k1 = kx, k2 =
1

2
kx +

√
3

2
ky, k3 = −1

2
kx +

√
3

2
ky

k′1 =
3

2
kx +

√
3

2
ky, k

′
2 =
√

3ky, k
′
3 = −3

2
kx +

√
3

2
ky

w = e
iπ
3 , w6 = e

iπ
6 (C.26)

Here the functions defined with k1,2,3 are for nearest-neighbour hoppings, and the

functions with k′1,2,3 are for next-nearest neighbour hoppings.

C.4.1 Family 1, Ci and C3i

For systems with Ci (C3i) symmetry, we consider a triclinic (hexagonal) lattice

with four orbits per site and the symmetry of these four orbits are Γ+
1 , Γ+

1 , Γ−1 and

Γ−1 . Using these four orbits as the basis for our Hamiltonian, we have T = K and
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I = τz ⊗ σ0 and the Hamiltonian is

H = a τz ⊗ σ0 + b1 τy ⊗ σz + b2 τy ⊗ σx − c1 τx ⊗ σy (C.27)

For the system with the Ci symmetry shown in Fig. 4.4, the parameters are:

a = 1.5(cos kx + 1.2 cos ky) + 1.5 cos kz − 2.5

b1 = sin ky + 0.5 sin kz

b2 = sin kx − sin ky

c1 = 0.3(sin kz + 0.5 sin ky) (C.28)

Here, only nearest-neighbor hoppings are needed, and the longer-range hoppings are

set to zero.

The parameters for the C3i system are:

a = f1 + f2 + 4 cos kz − 6

b1 = 0.2f6

b2 = 0.4f5

c1 = 0.7 sin kz (C.29)

where f2 and f6 are from next-nearest neighbor hoppings and all others are from

nearest neighbor hoppings.

C.4.2 Family 4, C2h, C4h, C6h

Here, same as before, we put four orbits on each lattice site with symmetry Γ+
1 ,

Γ+
2 , Γ−1 and Γ−2 for C2h and C4h, and Γ+

1 , Γ+
4 , Γ−1 , Γ−4 for C6h. Using these four orbits

as the basis for our Hamiltonian, we have T = K, P = τz⊗σ0. The two-fold rotation
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is C2 = τ0 ⊗ σz for C2h, while the four-fold rotation is C4 = τ0 ⊗ σz for C4h and

C6 = τ0 ⊗ σz for C6h.

The Hamiltonian is

H = a τ0 ⊗ σz + b1 τ0 ⊗ σx − b2 τx ⊗ σy + g τz ⊗ σ0 (C.30)

The parameters for a system with C2h symmetry are

a = cosx + cos ky + 1.5 cos kz − 2

b1 = sin kx sin kz

b2 = sin ky

g = 0.3 (C.31)

Here, only nearest-neighbor hoppings are needed, and the longer-range hoppings are

set to zero.

The parameters for the nodal lines in C4h are:

a = cosx + cos ky + 1.5 cos kz − 2

b1 = cos kx − cos ky

b2 = sin kz(cos(kx + ky)− cos(kx − ky))

g = 0.2 (C.32)

The b2 above is from next-nearest neighbor hopping while all the other terms are from

nearest neighbor hopping.
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The parameters for the nodal lines in C6h are:

a = f1 + f2 + 4 cos kz − 6

b1 = 5f10

b2 = f9

g = 0.4 (C.33)

where f2 and f9 are from next-nearest neighbor hoppings and all other terms are from

nearest neighbor hoppings.

C.4.3 Family 5, C3i

Here, we put four orbits with symmetry Γ+
2 , Γ+

3 , Γ−2 , Γ−3 on each lattice site,

and use these four orbits as the basis of the Hamiltonian. As a result, we have

T = τ0 ⊗ σxK, P = τz ⊗ σ0. Rotation operators are given by the representations

C3 = diag(ω2,−ω, ω2,−ω), where ω = ei
π
3 and diag refers to a diagonal matrix. The

Hamiltonian for the nodal lines is:

H = a τz ⊗ σ0 + b1 τy ⊗ σy + b2 τy ⊗ σx + c1 τx ⊗ σz + c2 τy ⊗ σ0

a = f1 + 0.3f2 + 4 cos kz − 4

b1 + ib2 = (1− g0)(0.5f3 + 0.3f4)

c1 = 0.4g0f5

c2 = 0.2g0f6 (C.34)

The figure with Q1 = 1 has g0 = 0.4 and the one with Q2 = 3 has g0 = 0.8. The

terms f2, f4 and f6 are from next-nearest neighbor hoppings and the rests are from

nearest neighbor.
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C.4.4 Family 5, C4h

Here, the four orbits have symmetry Γ+
3 , Γ+

4 , Γ−3 , Γ−4 and thus C4 = diag(i,−i, i,

−i), T = τ0 ⊗ σxK, and P = τz ⊗ σ0. The Hamiltonian is

H = a τz ⊗ σ0 + b1 τy ⊗ σy + b2 τy ⊗ σx + c1 τx ⊗ σz

a = cos kx + cos ky + 1.5 cos kz − 2

b1 = (1− g0) (sin kz(cos kx − cos ky) + 0.2 sin kz(cos(kx + ky)− cos(kx − ky)))

b2 = (1− g0) (0.2 sin kz(cos kx − cos ky) + sin kz(cos(kx + ky)− cos(kx − ky)))

c1 = g0 sin kz (C.35)

The figure with Q1 = 2 has g0 = 0.25 and the one with Q2 = 0 has g0 = 0.7. As g0

becomes larger, the two nodal lines with nontrivial monopole charge move towards the

kz = 0 plane and annihilate with each other. Terms proportional to (cos kx − cos ky)

are from nearest neighbor hoppings and those proportional to (cos(kx+ky)−cos(kx−

ky)) are from next-nearest neighbor hoppings.

C.4.5 Family 5, C6h

Here, the four orbits have symmetry Γ+
2 , Γ+

3 , Γ−2 , Γ−3 , and C6 = diag(−w2
6, w

4
6,

−w2
6, w

4
6) with w6 = e

iπ
6 . T = τ0 ⊗ σxK, P = τz ⊗ σ0. The Hamiltonian is

H = a τz ⊗ σ0 + b1 τy ⊗ σy + b2 τy ⊗ σx + c1 τx ⊗ σz

a = f1 + f2 + 4 cos kz − 6

b1 + ib2 = (1− g0)f7

c1 = g0 sin kz (C.36)

where f2 is from next-nearest neighbor hopping and all other terms are from nearest

neighbor hoppings. The figure with Q1 = 2 has g0 = 0.04 and the one with Q2 = 0
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has g0 = 0.6. The two extra-robust nodal lines annihilate as g0 grows.

C.4.6 Family 6, C6h

Here, the four orbits have symmetry Γ+
2 , Γ+

3 , Γ−5 , Γ−6 . C6 = diag(−w2
6, w

4
6, w

2
6,

−w4
6). The Hamiltonian is:

H = a τz ⊗ σ0 + b1 τy ⊗ σy + b2 τy ⊗ σx + c1 τx ⊗ σz + c2 τy ⊗ σ0,

a = f1 + f2 + 4 cos kz − 6

b1 + ib2 = (1− g0)f11

c1 = g0f8

c2 = g0f9 (C.37)

Here, f2 and f9 are from next-nearest neighbor hoppings, while all other terms are

from nearest neighbor hoppings. The figure with Q1 = 3 has g0 = 0.9 and the one

with Q2 = 1 has g0 = 0.5.

152



BIBLIOGRAPHY

153



BIBLIOGRAPHY
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