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ABSTRACT

The emergence of antibiotic resistance in microbial populations is a complex evolutionary process
dependent on a large number of factors, both mechanistic and external. We have modeled spa-
tial heterogeneity as one such external factor and have found that it can greatly affect the times
to resistance. We formed various models governed by simple atomistic rules in which antibiotic
resistance can be treated as an emergent phenomenon and studied using classical tools from sta-
tistical mechanics, including a classical mean first passage time calculation and a kinetic Monte
Carlo simulation. We have found that spatial heterogeneity can speed or slow the emergence of
resistance, depending on the specific system and the relative rates of mutation and migration in
spatially-extended systems. Finally, we developed a robust Bayesian inference pipeline to pre-
cisely estimate the relevant parameters from turbidostat evolution experiments. We believe that
this work establishes environmental spatial heterogeneity as a critical factor in understanding the
emergence of antibiotic resistance and may the groundwork for drug dosing strategies spatially-
optimized to slow the emergence of resistance.
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CHAPTER 1

Introduction

Many of the medical accomplishments from the last century are due to the successful clinical
application of antibiotics to treat infections. Since the modern era of antibiotics began with the
discovery of penicillin in 1928, antibiotics have transformed society and become ubiquitous in
medicine [1, 2]. However, this dependence on drugs has introduced significant evolutionary pres-
sure on the emergence of drug resistance, a rapidly growing public health threat and a central
impediment to the continued treatment of cancer, viruses, and microbial infections [3, 4, 5, 6]. Al-
though bacteria naturally acquire resistance to antibiotics through evolution, this process has been
greatly accelerated by our modern reliance on a relatively small number of antibiotics [7]. Unfor-
tunately, the solution to the antibiotic crisis is not as simple as expecting new antibiotics from the
pharmaceutical and biotechnology industries. Due to the cost and time required to develop new
drugs, the antibiotic pipeline will soon not be able to keep pace with new resistant strains [8, 9].
Antibiotic resistance is a multi-faceted challenge with global medical, social, and economic im-
pacts that will require solutions on many levels, including novel scientific discoveries, thoughtful
public health initiatives, increased public education, and directed policy work [7, 8, 10, 11].

One of the basic scientific goals is to understand how resistance develops in bacteria. The past
decade has seen tremendous advances in understanding the molecular mechanisms through which
resistance develops as a result of breakthroughs in systems biology, genomics, and structural biol-
ogy [12, 13, 14, 15]. Certainly, understanding these varied molecular mechanisms governing both
spontanteous mutation and horizontal gene transfer will be critical for controlling antibiotic resis-
tance. However, new resistance mechanisms are constantly being discovered, preventing defini-
tive mechanism cataloging. Additionally, resistance mechanisms have already been discovered
for all current antibiotics [12]. And finally, there are significant challenges with translating each
new mechanism into a pharmaceutical solution [16, 17]. So although understanding the molec-
ular mechanisms of resistance is necessary, this is not sufficient for a complete understanding of
antibiotic resistance.

Fundamentally, resistance is an emergent phenomenon that arises from stochastic processes
governed by the complex interplay between microbial ecology and evolutionary selection. Follow-
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ing this philosophy, many recent developments have focused on evolution-based treatment strate-
gies combining pathogen genotyping with evolutionary genetics to slow resistance emergence at
the genotype-level [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. This reliance on evolutionary ge-
netics requires a mature understanding of the evolutionary pathways taken though genotype-space
to implement such strategies. In addition to the pathways themselves, a complete understanding of
the external factors shaping the evolution of the system is required. The environment has long been
recognized as impacting the dynamics of pathogens [30]. Although much of the existing work has
focused on evolution in spatially-homogeneous environments, a number of recent experimental
and theoretical studies have demonstrated that spatial heterogeneity in drug concentration can sig-
nificantly alter the evolutionary dynamics leading to resistance [31, 32, 33, 34, 35, 36, 37, 38, 29].

In a natural or even clinical setting, evolution takes place in environments characterized by
spatial fluctuations in drug concentration, nutrients, temperature, pH, and other factors, all of which
can potentially impact the growth rates of multiple gentoypes. As one example, there are many
clinicial motivations for drug concentration varying spatially [39, 40], such as heterogeneous drug
permeability in biofilms [41] and tumor stromas [42]. Understanding evolution and ecology in such
spatially extended systems is a challenging and long-studied problem spanning many fields [43,
44, 45, 46, 47]. Early work investigating spatial structure came from population genetics [48],
and today this problem most neatly fits under the umbrella of landscape ecology, which aims to
combine biotic and abiotic factors of an ecosystem to better understand how resistance collectively
emerges [49]. However, the emergence of resistance in spatially-extended systems continues to
be a multi-disciplinary problem benefiting from a number of fields. In recent years, theoretical
tools orginating from statistical physics have proven valuable for understanding the spatiotemporal
evolutionary dynamics in spatially-extended systems [50, 51, 52], including dispersion models [53,
54, 55, 56, 57], and Moran meta-population models [58, 59, 60].

In this work, we continue to extend existing statistical physics approaches to studying the emer-
gence of antibiotic resistance in spatially-structured communities. We focus on understanding the
impact of spatial profiles of selection pressure on the emergence of resistance because unlike the
genotypic fitness landscape, which is an inherent property of each cell, selection pressure is an ex-
ternal tunable profile that we can hope to modulate spatially. Previous work has already established
the importance of understanding the role of spatial heterogeneity in the form of spatial selection
pressure landscapes on evolutionary dynamics, but a number of important questions remain unan-
swered. Both experimental and theoretical work have established that spatial profiles of selection
pressure induced from drug concentration gradients affect evolutionary dynamics [36, 38, 32],
but the variation in times to resistance across selection pressure profiles conserving the spatially-
averaged selection pressure is not well-understood. Using simple models inspired by results from
evolution, population dynamics, and evolutionary game theory, we seek to more fully understand
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the effect of spatial distribution of selection pressure on the resistance emergence without the
added confounding variable of total selection pressure. Additionally, much of the existing work
on understanding resistance under spatially heterogeneous selection profiles has focused on simple
gradients. We are interested in understanding the evolutionary dynamics under more complex and
potentially non-monotonic spatial selection profiles.

Methodologically, we aim to answer these questions using simple models of evolution that cap-
ture fundamental relationships between evolutionary dynamics and spatial selection profiles. These
models represent huge simplifications from the underlying biology, neglecting many considera-
tions regarding mutational pathways, drug mechanisms, and drug-cell interations [61]. Although
the importance of these factors is well-established, they are often specific to both the microbial
species and drug of interest. Motivated by recent successes of low fidelity models to uncover fun-
damental relationships governing evolution independent of these important factors [62, 63], we
hope to use these models to reveal general principles of spatial heterogeneity that are not specific
to any particular mechanism or drug class. Instead of merely relying on hope, however, we fo-
cus on generating interpretable results that can be intuitively understood in general systems and
using these models to craft experimentally-verifiable predictions. We believe that this approach
maximizes the utility of toy models of evolution to inform a more general understanding of the
relationship between spatial heterogeneity and antibiotic resistance.

Our ultimate goal is to not only have a more mature understanding of antibiotic resistance in
spatially-structure populations but also to leverage this understanding to slow the emergence of
resistance using spatial heterogeneity. Much of the current work exploring the effects of hetero-
geneity has highlighted its potential to rapidly increase the emergence of resistance. Powerful
experimental illustrations of rapid onset of resistance have greatly increased awareness of the im-
portance of spatial heterogeneity introduced from simple drug gradients [36, 38]. However, little
work has been performed to demonstrate the ability of spatial heterogeneity to lead to slower re-
sistance in spatially-structured populations. Spatial profiles of selection could be a powerful tool
against the emergence of resistance because such spatial profiles are external to the molecular and
genomic properties of the cell and relatively easily modulated. One practical application of a more
mature understanding of the impact of spatial heterogeneity on the emergence of resistance would
be spatially-optimized drug dosing strategies, in which the drug concentration or other environ-
mental factor is modulated spatially to create selection profiles that slow down the emergence of
resistance across the entire population.
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CHAPTER 2

Tuning Spatial Profiles of Selection Pressure to
Modulate Resistance Emergence in a Simplified

System

2.1 Introduction

The battle against drug resistance has been largely fought at the molecular level, leading to an
increasingly mature understanding of its underlying biochemical and genetic roots. At the same
time, evolutionary biologists have long recognized resistance as a fundamentally stochastic process
governed by the complex interplay between microbial ecology and evolutionary selection. The last
decade, in particular, has seen a significant surge in efforts to develop and understand evolution-
based treatment strategies to forestall resistance [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29].
While the vast majority of this work focuses on spatially homogeneous environments, a num-
ber of recent studies, both theoretical and experimental, have demonstrated that spatial hetero-
geneity in drug concentration can dramatically alter the evolutionary dynamics leading to resis-
tance [31, 32, 33, 34, 35, 36, 37, 38, 29]. On a practical level, the picture that emerges is somewhat
bleak, as resistance evolution is dramatically accelerated in the presence of spatial gradients in
drug concentration [32, 33, 34, 36, 37, 38] or heterogeneous drug penetration [31, 35]. Interest-
ingly, however, recent work shows that this acceleration can be tempered or even reversed when
the mutational pathway (i.e., the genotypic fitness landscape) leading to resistance contains fitness
valleys [32], which are known to inhibit evolution [64, 65, 66, 67]. Unfortunately, because the fit-
ness landscape is a genetic property of the cells themselves, the potential for accelerated evolution
appears to be “built in”, making it difficult to combat in a treatment setting. However, these results
raise the question of whether non-monotonic profiles of tunable properties of the system—for ex-
ample, the spatial selection pressure—might also have the potential to slow evolution, even when
the mutational pathway lacks the requisite fitness valleys.

Evolution in natural or clinical settings takes place in heterogeneous environments characterized
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by spatial fluctuations in multiple factors, including drug concentrations, nutrients, temperature,
and pH, all of which potentially affect cellular growth. Recent studies investigating evolution
and ecology in spatially extended systems have demonstrated rich dynamics when inter-cellular
interactions are defined on heterogeneous complex networks [68, 69, 70], where spatial structure
can (for example) promote invasive strategies in tumor models [69] or modulate fixation times on
random landscapes [68]. Remarkably, in the weak selection limit, evolutionary dynamics can be
solved for any population structure [70], providing extensive insight into game-theoretic outcomes
on complex networks. In addition, theoretical tools from statistical physics have proven useful
for understanding spatiotemporal dynamics in spatially structured populations in a wide range
of contexts, including biologically-inspired Monte Carlo models [32], toy models of source-sink
dynamics [33], stepping-stone models of spatial pattern formation [71], models of dispersion [53,
54, 55, 56, 57], and Moran meta-population models [58, 59, 60].

Motivated by the successful application of statistical physics to understanding antibiotic re-
sistance evolution, We investigated the emergence of resistance in environments with spatial het-
erogeneity using tools more commonly used in statistical physics. We have constructed simple
models of evolution that aim to teach us about the fundamental role of the environment on the
specific evolutionary trajectory taken. These toy models of evolution represent huge simplifica-
tions from the true underlying biology, as evolution is a complex phenomenon depending on a
large number of pathways, mechanisms, and drug-cell interactions unique to each species and
drug under consideration [61]. However, by treating these systems in generality, we can hope to
understand fundamental relationships that govern evolution independent of these other, important
factors [62, 63]. In this work, we rely on simple models inspired from fields such as evolution,
ecology, population dynamics, and evolutionary game theory, and seek to use them to uncover
fundamental relationships between the emergence of evolution and the underlying environment.

2.2 Developing a Simple Model of Evolution

2.2.1 Calculating Mean Fixation Times

Motivated by the previous success in applying statistical physics to antibiotic resistance, here we
use stochastic models of evolution along with theoretical tools from statistical physics to investigate
the effects of spatially heterogeneous fitness pressure on the evolution of resistance. In contrast
to previous models defined on heterogeneous networks at the single-cell level, here we consider
meta-populations connected via simple topologies and investigate the effects of spatial structure
imposed by arbitrary distributions of selection pressure.

To investigate resistance evolution on a spatially heterogeneous landscape, we consider a
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Figure 2.1: (a) The drug concentration c is chosen to yield to a desired fitness r0 using to the
wild-type dose-response curve. Inset: resulting homogeneous fitness landscape. (b) With spatial
heterogeneity the drug concentrations c(x0) and c(x1) are chosen to yield fitness values r0(x0) and
r0(x1), respectively. Inset: resulting fitness landscape with spatial fitness valley.

stochastic Moran-like model [72] of a finite population (N ) consisting of (N −n∗) wild-type cells
with fitness r0 ≤ 1 and n∗ drug-resistant mutants with fitness r∗, which we set to unity without loss
of generality. Note that this model does not include a fitness cost to resistance (i.e., r∗ ≥ r0 for all
conditions). We motivate our interest in this problem with a simple thought experiment illustrated
in Figure 2.1. One can imagine recording a dose-response curve for wild-type cells sensitive to
some drug present that allows us to select the drug concentration c to achieve the desired fitness r0
in all of the microhabitats (Figure 2.1a). One could also allow each microhabitat to have its own
drug concentration. In Figure 2.1b, an example is shown with spatially-varying drug concentra-
tions c(x0) = c(x2) in the extrema microhabitats and c(x1) in the center microhabitat. Crucially,
the drug concentrations could be chosen such that resulting fitness values have the same mean
fitness 〈r0〉 as the fitness value r0 used in the homogeneous experiment.

To understand the effect of spatial heterogeneity in the fitness landscapes on the evolutionary
trajectories in this simple system, we form a simple model of the evolutionary dynamics. At
each time step cells are randomly selected for birth and death, with cells of higher fitness (in this
case, resistant cells) chosen preferentially for division. Wild-type cells can mutate to become drug
resistant at rate µ; we neglect reverse transitions to the drug-sensitive state. To incorporate spatial
heterogeneity, we consider a simple spatially extended system with M distinct microhabitats, each
containingN cells; cells are allowed to migrate at rate β between connected microhabitats. At each
time t, the state of the system is characterized by the vector n∗(xi) whose components correspond
to the number of mutants in each discrete microhabitat xi = 0, 1, . . . ,M − 1. The system evolves
according to a continuous time master equation
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dPm
dt

=
∑
m′

Ωmm′Pm′ , (2.1)

where m and m′ denote different states of the system and Ω is a NM ×NM matrix whose entries
depend on the wild-type fitness value r0(xi) at each spatial location xi. For tractability, we restrict
our analysis to M = 3, which is the simplest model that allows for potentially non-monotonic
fitness landscapes, such as fitness peaks and fitness valleys. In what follows, we refer to the vector
s(xi) ≡ 1 − r0(xi) as the spatial profile of selection pressure, as it measures the difference in
fitness between resistant and wild-type cells in each microhabitat xi. Intuitively, large values of
s(xi) correspond to regions where the resistant mutant has a significant evolutionary advantage
over the wild-type cells (e.g., regions of high drug concentration).

Although Equation 2.1 is difficult to solve explicitly, the stationary distribution is actually triv-
ial. Because the model has a single absorbing state—the fully resistant state (n∗(xi) = N for all
xi)—the system will asymptotically approach the fully resistant state. However, other quantities
describing the evolution of resistance in various spatial profiles are straightforward to calculate
and also more insightful. We characterize the speed of fixation in the presence of different spatial
profiles s(xi) by calculating mean first passage times (MFTPs) between states, which obey [73, 74]

−1 =
∑

m′ 6=mf

T (mf |m′)Ωm′,mi
, (2.2)

where T (mf |mi) is the mean time required for a system initially in state mi to first reach state mf .
While several elegant approaches exist for studying these models in particular limits (e.g., with a
center manifold reduction) [58, 59, 60], here we instead use a classical mean first passage time
approach based on adjoint equations to reduce the calculation of mean fixation times to a simple
collection of linear equations that can be easily solved for arbitrary spatial distributions of selection
pressure. This method also allows us to find the fixation times from arbitrary initial states, which
are often difficult to compute using other methods. We take mf to be the fully resistant state and
solve the coupled set of linear equations for τ jf ≡ T (mf |j), where j is an index that runs over all
initial states. In particular, when j is the fully wild-type population (n∗(xi) = 0 for all xi), we refer
to the MFPT as the mean fixation time τf .

Before we can characterize τf for different systems, we need to specify a form for the transi-
tion rates populating Ω. Consider, as an example, the four processes that lead to an increase in
the number of mutants in the center microhabitat: a wild-type cell can mutate, an existing mutant
can replicate, a mutate can migrate from its left-neighboring microhabitat, and a mutant can mi-
grate from its right-neighboring microhabitat. Mathematically, the transition rate for increasing the
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Figure 2.2: An illustration of the new states that can be reached in a single timestep by a general
state of the system, shown in the center. Due to the assumption of a Moran-like process, the total
number of cells of either type can change by at most one. The transition rate in Equation (2.3)
governs the transition to the state directly to the left of the initial state if checkered boxes represent
mutant cells.

number of mutants in microhabitat x1 given some initial state (j, k, `) takes the form

T+[x1](j, k, `) = (N − k)
(N − k)w(x1)r0(x1)

(N − k)r0(x1) + kr∗(x1)
µ︸ ︷︷ ︸

WT mutates

+ (N − k)
kw(x1)r

∗(x1)

(N − k)r0(x1) + kr∗(x1)
(1− 2β)︸ ︷︷ ︸

Mutant Replicates

+ (N − k)
jw(x0)r

∗(x0)

(N − j)r0(x0) + jr∗(x0)
β︸ ︷︷ ︸

Mutant Migration

+ (N − k)
`w(x2)r

∗(x2)

(N − `)r0(x2) + `r∗(x2)
β︸ ︷︷ ︸

Mutant Migration

, (2.3)

where w(xi) is a microhabitat-specific weighting parameter that accounts for differences in the
global fitness across habitats. We can enumerate over these different mechanisms to form a com-
plete set of transition rates for our system. Because the number of mutants can only change by at
most one in a single microhabitat, there exist few new states that can be reached from a general
initial state of the system, shown schematically in Figure 2.2, which additionally illustrates the
sparsity in Ω. The complete set of transition rates can be found in Appendix A.1.

Under these conditions, one could weight each microhabitat by its relative fitness (i.e., mean
fitness in the habitat normalized by the mean fitness of the entire multi-habitat system), reflecting
the fact that more division events occur in fast-growing habitats. This weighting scheme could be
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Figure 2.3: The time to fixation can be calculated by solving the coupled MFPT equations from
every unique initial state of the system. Of primary interest is τf , defined as the time to fixation
with no initial mutants.

particularly relevant if the global fitness in each habitat is expected to vary significantly–for exam-
ple, if the different demes were held at different temperatures. In what follows, we choose wxi = 1

for simplicity, though we have found qualitatively similar results using more complex weighting
schemes (see Appendix A.1.1). With the transition rates enumerated, Ω can be formed and the
MFPTs can be solved according to Equation 2.2. As an illustration of the MFPT calculation, the
full fixation time vector T ((N,N,N)|(j, k, `)) for initial state (j, k, `) using a particular parameter
choice is shown in Figure 2.3. Although not all states with a given mutant fraction take the same
amount of time to reach fixation, the fixation time generally decreases with additional mutants as
expected. Our primary interest is understanding the fixation time τf , the single time to fixation
from an initial mutant fraction of zero.

2.3 Modulating Fixation Times with Spatial Heterogeneity

In the case of a single microhabitat, the mean fixation time τf increases as selection pressure de-
creases. In the spatially extended case, τf would also be expected to increase when the selection
pressure is globally decreased, though it should also depend on the spatial structure of the specific
selection profile s(xi). To investigate the impact of spatial structure alone, we compared τf across
different selection profiles s(xi), all of which were characterized by the same spatially averaged
selection pressure, 〈s〉 =

∑
i s(xi)/M . For simplicity, we begin with a symmetric profile char-

acterized by a background selection pressure s0 in the edge habitats and a relative peak of height
δs in the center habitat (Figure 2.4a). This toy landscape has an average selection pressure of
〈s〉 = s0 + δs/M , and the parameters s0 and δs are constrained by the fact that 0 ≤ s(xi) ≤ 1 at
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Figure 2.4: (a) Stochastic model for emergence and spread of resistant cells (red) in a spatially
extended population of sensitive cells (green). Each spatial habitat (xi) contains N total cells.
Cells migrate at a rate β between neighboring habitats, and sensitive cells mutate at a rate µ to
resistant cells. The spatial distribution of selection pressure is characterized by a background value
(s0) and a peak height (δs). (b) Example plot of the mean fixation time for different landscapes
with µ = 5× 10−3, β = 0.08, N = 25, and 〈s〉 = 0.167. The time to fixation can be either faster
(green) or slower (red) than the spatially homogeneous landscape with δs = 0. Inset: selection
landscapes for δs = −0.2 and δs = 0.5.

all spatial locations. We vary δs systematically to explore different selection profiles, which can
include a single selection pressure valley (δs < 0), a homogeneous landscape (δs = 0), or a single
selection pressure peak (δs > 0).

Interestingly, we find that modulating heterogeneity (δs) can increase or decrease τf for certain
choices of migration and mutation rates, even when 〈s〉 is held constant (Figure 2.4b). More
generally, we find that the β−µ plane can be divided into three non-overlapping regions where the
homogeneous landscape 1) leads to the smallest value of τf , 2) leads to the largest value of τf , or
3) does not correspond to an extremum τf (Figure 2.5a-b). In the latter region, heterogeneity often
modulates the fixation time by only a few percent, but we do find larger effects in the high and low
migration limits (i.e., on the edges) of the intermediate regime (see Appendix A.2). In addition,
as we increase β for a fixed value of µ, τf smoothly transitions from being minimized at δs = 0

to being maximized near δs = 0. We find empirically that the fixation time can be dominated
by τ1, the time required to achieve a small population of mutants (Figure 2.5c, rightmost panel)
or τ2, the time required for this small population to achieve fixation (Figure 2.5c, leftmost panel).
However, in many cases—particularly those close to the intermediate region where fixation can
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Figure 2.5: Spatial heterogeneity can speed or slow fixation depending on the rates of migration (β)
and mutation (µ). (a) Phase diagram illustrates region of parameter space where the homogeneous
landscape leads to a maximum (light blue), minimum (dark blue) or intermediate (medium blue)
value of the in fixation time. MFPT calculations were performed for the indicated values of β
and µ and for −0.2 ≤ δs ≤ 0.5 in steps of 0.1. (b) Sample fixation curves in the regions where
heterogeneity slows fixation (left panel, diamonds; β = 10−4, µ = 10−4) or accelerates fixation
(right panel, squares; β = 5 × 10−2, µ = 10−4). Solid curves indicate analytical approximations.
(c) Gray shaded region indicates fixation time τf from every initial state (n∗(x0), n∗(x1), n∗(x2)),
where n∗(xi) is the initial number of mutants at position xi. Red curves show mean fixation time
over all initial states with a given total mutant fraction. Vertical arrows represent time to achieve a
total mutant fraction of 1/5 (τ1, blue) and time to go from that fraction to fixation (τ2, green). Left
to right panels: increasing β at a fixed value of µ = 10−4; plots correspond to symbols on phase
diagram in panel (a). N = 25 and 〈s〉 = 0.167 in all panels.

be accelerated or slowed by heterogeneity—both timescales contribute to the dynamics. While
we restrict ourselves primarily to N = 25, 〈s〉 = 1/6, and to symmetric landscapes, we find
qualitatively similar results (i.e., 3 distinct regions) for other values of 〈s〉 and N (Appendix A.3),
as well as for alternative topologies, such as permuting the selection profiles and assuming globally
connected profiles (Appendix A.4), and monotonic (gradient) selection profiles (Appendix A.5).

11



2.3.1 Analytical Approximation

To intuitively understand these results, we developed a simple analytical approximation for τf . In
a single microhabitat with selection pressure s, the fixation time τf in the limit µ � 1 can be
approximated as

τf ≈
1

λ(s)
, (2.4)

where λ(s) is the scale of an exponential process for the arrival time of the first mutant. With a
single microhabitat, the only source of mutants is de novo mutations, so that

λ(s) = µNP(s), (2.5)

where Pfix(s) is the probability of a single mutant fixing. To calculate this quantity, we consider
genetic drift for a state with i initial mutants and N total cells governed by transition rates

T−(i) =
(N − i)r0

(N − i)r0 + i

i

N
, (2.6)

T+(i) =
i(1− ε)

(N − i)r0 + i

N − i
N

, (2.7)

for increasing and decreasing the number of mutants, respectively. Fixation in a single micro-
habitat is a long-solved problem so that the probability of fixation can be solved for all states
(Appendix A.6). We will restrict our analysis to the probability of fixation after a single mutation,

P(s) =
s

1− (1− s)N
. (2.8)

We extend this idea to systems with multiple microhabitats by again assuming that the arrival of
the first mutant in each vial dominates the time to fixation, valid in the limit µ, β � 1. Mutants
can now be acquired through a de novo mutation event (at rate µN ) or through a migration event
(at rate Nβnfix, where nfix is the number of neighboring fixated microhabitats). This is essentially
a coarse-graining of the different states of the model, so that different microhabitats effectively
achieve fixation sequentially. Fixation within each microhabitat is now an exponential process
governed by rate

λ(s, nfix) = N(µ+ βnfix)P(s), (2.9)

where P(s) is still given by Equation 2.8. In general, the analytical approximation for τf is alge-
braically cumbersome (Appendix A.7). However, in the limit β � µ, the approximation reduces
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to the expected maximum of three independent exponential random variables, leading to

τf ≈ τmax = λ−10 + λ−11 + λ−12 − (λ0 + λ1)
−1

− (λ0 + λ2)
−1 − (λ1 + λ2)

−1 + (λ0 + λ1 + λ2)
−1 (2.10)

using the shorthand λi ≡ λ(s(xi), 0). In this limit, the three-vial system acts effectively as three
independent systems, with the overall fixation time corresponding to the slowest fixation. After
rewriting τmax in terms of 〈s〉 and δs, it is straightforward to show that (∂τmax/∂δs)|δs=0 = 0

and (∂2τmax/∂δs
2)|δs=0 > 0, indicating that the homogeneous landscape (δs = 0) minimizes the

fixation time, consistent with results of the exact calculation (Figure 2.5b, left panel). Intuitively,
increasing heterogeneity reduces the minimum selection pressure in the spatial array, which in turn
slows the expected maximum fixation time among the three habitats.

By contrast, in the limit µ � β, τf reduces to the expected minimum of three independent
exponential processes, leading to τf ≈ τmin = λeff(s)

−1, where λeff(s) ≡ λ0+λ1+λ2. In this limit,
the fixation time is dominated by dynamics in the vial that first achieves fixation; the remaining
vials then rapidly achieve fixation due to fast migration. For large but finite N , the fixation time
τmin is maximized at δs = 0, indicating that heterogeneity always accelerates fixation, again
consistent with the exact calculation (Figure 2.5b, right panel). In this limit, the effective rate of
fixation λeff(s) is increased for all δ 6= 0, as heterogeneity decreases fixation time in the vial with
the fastest average fixation.

2.4 Dosing Resistant Subpopulations

Our results indicate that a judicious choice of selection pressure profile can potentially slow fix-
ation of de novo mutants. In addition, selection pressure profiles can be optimized to mitigate
the effects of resistance once it has emerged. One advantage of the MFPT approach (i.e., solving
Equation 2.2) is that it provides fixation times starting from all possible initial states (see Fig-
ure 2.3), making it straightforward to apply to cases where a resistant subpopulation already exists.
Specifically, consider a situation where a resistant subpopulation has arisen at a particular spatial
location. Is it possible to choose the spatial distribution of selection pressure—for example, by
spatially dosing the drug—to minimize the time to fixation from this state? Intuitively, the goal is
to delay the onset of treatment failure as long as possible. As an illustrative example, we consider
a population consisting of N/2 mutants in the center microhabitat and calculate the mean time
to fixation for different spatial profiles of selection pressure (Figure 2.6a). The specific choice of
spatial profile significantly impacts the time to fixation from the initial resistant subpopulation. We
then find the optimal value for δs—that is, the heterogeneity corresponding to the spatial landscape
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Figure 2.6: (a) Heterogeneity can significantly speed or slow fixation starting from an initial resis-
tant subpopulation consisting of N/2 cells in the center habitat, shown schematically in the inset.
Parameters were µ = 10−5, β = 8×10−3. (b) The optimal spatial heterogeneity (δs) leading to the
slowest mean fixation time from an initial state of (0, N/2, 0). Depending on the specific parameter
regime, the optimal selection pressure profile is the one with the largest possible valley consistent
with 〈s〉 (purple) or the one having the largest possible peak (yellow). (c) Relative magnitude of
τ δsmax
f (mean fixation time at maximum value of δs) and τ δsmin

f (mean fixation time at minimum
value of δs) as mutation rate decreases at constant migration rate (green arrow, panel (b)). N = 24
and 〈s〉 = 0.167 in all panels.

with the slowest fixation time—in different regions of parameter space (Figure 2.6b). We observe
two distinct regions of parameter space that lead to two very different dosing regimes. For µ suf-
ficiently large relative to β, slowest fixation occurs when we maximize the amount of drug in the
center microhabitat (δs = 0.5, yellow region). On the other hand, at large migration rates fixation
is optimally slowed by maximizing the amount of drug in the two microhabitats without any initial
mutants (δs = −0.2). In contrast to the case with no initial mutants (e.g., Figure 2.5), fixation
time is never maximized by choosing the homogeneous profile. To further characterize these two
regimes, we compare the fixation times from a maximally peaked landscape (δs is maximized) to
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Figure 2.7: The value of δs leading to the slowest fixation time for each possible initial state and
its corresponding fixation time is plotted for µ = 5× 10−3, β = 0.08, N = 25, and 〈s〉 = 1/6. In
addition to the parameters of our system, the initial state is important for determining the optimum
dosing even in our simple model of microbial evolution.

that from a landscape with a large valley (δs is minimized). The selection landscape that leads
to the slowest fixation rapidly becomes sub-optimal as mutation rate is decreased at constant β
(Figure 2.6c).

In addition to µ and β, the initial mutant subpopulation affects the optimal selection landscape
for the system. To explore more of the possible initial states of the system, the optimal value of
δs is plotted for all possible initial states in Figure 2.7 with β = 0.08 and µ = 5 × 10−3 and
〈s〉 = 0.167. For most of the possible states, the slowest fixation is achieved with either the largest
possible selection peak (δs = 0.5) or largest possible selection valley (δs = −0.2). Interestingly,
for a fixed mutant fraction, the optimal selection landscape is often either of these boundary values
for δs. Clearly, determining the optimal dosing policy is a complicated problem affected by a large
number of factors both environmental and inherent to the specific microbe, even in the very simple
toy model that we have developed.

2.5 MFPT Tensor Structure

Thus far, our analysis has focused on understanding the nature of τf , the single time to fixation
from an initial state with zero mutants. We briefly considered an alternative initial state, looking
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Figure 2.8: Comparing the time to fixation for different states with (a) 2 total mutants and (b) 2
total wild-type cells.

at the fixation times starting with an initial mutant subpopulation in Figure 2.7. Recall that these
additional times to fixation are necessarily calculated to arrive at a value for τf , so studying the time
to fixation from alternative initial states permits us to better understand the evolutionary dynamics
without requiring any additional calculations.

We can continue with this approach, looking at particular choices of initial states to learn about
the convergence towards fixation. As one concrete example, we can look at specific fixation times
for a landscape with δs = 0.5 in a system with µ = 0.01, β = 0.1, and N = 20 with very few
mutants and with very few remaining wild-type cells. In states with two initial mutants, we see in
Figure 2.8a that fixation is achieved most quickly when both mutants are in the center microhabitat,
which offers the greatest selection pressure. This matches our intuition, since maximizing the
number of mutants in the highest selection pressure microhabitat minimizes the likelihood of the
small initial mutant population going extinct due to genetic drift. Conversely, minimizing the
number of mutants in this microhabitat maximizes the probability of extinction due to genetic
drift. If we look at initial states with only two remaining wild-type cells, shown in Figure 2.8b, we
observe the opposite trend. Now that the probability of extinction is negligible, maximizing the
number of mutants in the lowest selection pressure microhabitat leads to the slowest fixation and
minimizing the number of mutants in this microhabitat leads to the fastest fixation.

2.5.1 Tensor Decomposition

Selecting individual initial states of interest is informative but far from exhaustive. Ideally, we
could understand something more general in the calculated fixation times. Recall that the result
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Figure 2.9: Full MFPT tensor T calculated using N = 12, µ = 10−6, β = 0.1, 〈s〉 = 1/6, and
δs = 0.2.

of solving Equation 2.2, in its most natural formulation, is an order-3 tensor, T N∗0×N∗1×N∗2 , with
the indices 0 ≤ im ≤ N∗m representing the time to fixation with i initial mutants in microhabitat
m. An example of the resulting tensor is shown in Figure 2.9, where we use N = 12 for ease of
visualization. This tensor encodes important information for understanding the trajectory taken by
the system as it reaches fixation. We now look at the underlying structure in the 3rd order MFPT
tensor itself rather than focus on individual scalar values. To this effect, we decompose the MFPT
tensor into a sum of the outer product of r rank-1 tensors (vectors) according to

T =
r∑
i=1

λra0,i ⊗ a1,i ⊗ a2,i, (2.11)

where λr is a scalar weight and am,i ∈ FN∗m for m ∈ [0, 2]. Intuitively, this is the multilinear al-
gebra generalization of the singular value decomposition from linear algebra. This decomposition
allows us to work with a series of vectors rather than higher order tensors. If we assign a single
vector to each of the three microhabitats, we can truncate the sum to a single term expressed by

T̂ = λt0 ⊗ t1 ⊗ t2, (2.12)
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where ti is the vector representing the dependence on the number of mutants in the ith microhabitat
on the fixation times. Our goal then is to determine ti and λ to minimize the approximation error

E =
∥∥∥T − T̂ ∥∥∥

F
, (2.13)

characterized by the Frobenius norm of the difference between the true tensor T and the recon-
structed tensor T̂ . The general procedure for determining these factors is a long-solved prob-
lem [75], that goes by several different names, including CANDECOMP [76], PARAFAC [77],
and polyadic decomposition. We will refer to this procedure as simply CP decomposition. In prac-
tice, this decomposition is performed using an alternating least-squares approach, in which all but
one vector is fixed, with the free vector determined by solving a least squares system [78]. For
example, if t1 and t2 are fixed, t0 is the solution to the least squares problem

∥∥T(1) − t̂0(t2 � t1)
T
∥∥
F
, (2.14)

where T(1) is mode-1 matricization of T . This has the solution

t̂0 = T(1)

[
(t2 � t1)

T
]†
. (2.15)

By alternating between the free vector, we converge to the component vectors that produce T̂
minimizing the reconstruction error. Implementing the standard CP decomposition, we produce
the reconstruction tensor shown in Figure 2.10a, with residuals in Figure 2.10b. The reconstructed
tensor formed from a single set of vectors captures 99.4% of the Frobenius norm of the original
tensor. The reconstruction error is particularly impressive considering the amount of information
discarded with a rank-1 truncation of the decomposition. In general, this approach compresses an
(N + 1)M tensor into M vectors of length N + 1. In this example with N = 12, the reconstruction
tensor requires storing less than 2% of the number of scalar values in the original tensor.

We can actually perform a modified version of CP decomposition for MFPT tensors calculated
using symmetric selection landscapes that is faster and slightly improves upon the reconstruction
error. Due to the underlying symmetry of the selection landscape, we necessarily have t0 = t2, up
to a normalization factor. This reduces the number of vectors needed to be solved in the alternating
least squares approach, speeding up the runtime. The reconstruction error can be improved by
considering the single fixation time T ((N,N,N)|(N,N,N)). By definition, the time require to
first reach fixation from the state associated with fixation is zero, and TN,N,N satisfies this property.
However, in the reconstructed tensor, this element is calculated according to

T̂N,N,N = λt0[N ]t1[N ]t2[N ], (2.16)
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(a) Reconstructed Tensor T̂ (b) Residuals T̂ − T

Figure 2.10: (a) The reconstructed tensor T̂ formed from a single set of vectors and (b) its associ-
ated residuals.

which will not be zero unless one of these vectors has a value of 0 for the state with N mutants.
However, having a value of 0 for this single element would lead to several undesired zero elements
in T̂ upon performing the outer product. So not only will the reconstructed tensor not accurately
calculate T̂N,N,N , but failing to account for the fact that this value is identically equal to zero will
add an artificial constraint that biases the elements in our reconstruction vectors. To remedy these
concerns, we treat the fixation time from the (N,N,N) state as a missing value according to [79],
so that it does not impact the least squares solution. The basic idea is to modify the Frobenius
norm by introducing a mask

Mijk =

{
0 i = j = k = N,

1 else,
(2.17)

so that we instead work with the Hadamard product M ∗ T . For our system, we find that the im-
provement in reconstruction error is relatively small, but this modification allows us to be confident
in the calculated reconstruction vectors.

2.5.2 Probing Reconstruction Fixation Vectors

With a robust method for decomposing the MFPT tensor into simple vectors, we direct our at-
tention to learning more about evolution from these simple vectors. First, we are interested in
understanding the similarity of the reconstructed fixation time vectors between the center and ex-
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trema microhabitats. This similarity is quantified according to

γrecon = t0 ◦ t1, (2.18)

where ◦ denotes the cosine similarity, defined as

x ◦ y =
x� y

‖x‖‖y‖
. (2.19)

The natural comparison for this system is the time to fixation vector for the corresponding single
microhabitat system. The single microhabitat fixation time vectors τx0 and τx1 are calculated using
the same system parameters and with the same selection pressure values found in x0 and x1, re-
spectively. The similarity between the fixation times in the center and extrema microhabitats from
the single microhabitat fixation time calculation is calculated according to

γsingle = τx0 ◦ τx1 . (2.20)

Together, γrecon and γsingle allow us to understand the relative importance of mutants in different
microhabitats for both sets of vectors. We can also look at the similarity of the vectors produced
from these two different methods. To this effect, we define

ξextrema = t0 ◦ τx0 , (2.21)

ξcenter = t1 ◦ τx1 . (2.22)

The reconstructed and single vial vectors for our MFPT tensor are shown in Figure 2.11, which also
shows the values of the four similarity metrics that we have defined. We see that for this particular
landscape and choice of parameters, there is a significant difference both between the center and
extrema microhabitat vectors and also between the vectors formed from decomposition and those
calculated from the single-microhabitat MFPT equation. Therefore, both the heterogeneity as well
as the existence of multiple microhabitats play an important role in the dynamics for this particular
system as it reaches fixation.

In general, we want to look more broadly across the parameters of our system. Our analysis
of this more general behavior is far from complete, but to highlight the richness of the MFPT
structure, we will restrict ourselves to the homogeneous selection pressure landscape. Even in
this simple landscape, we observe several complex features. As on example, we first look at the
reconstruction error assuming 〈s〉 = 1/6 and δs = 0 as a function of µ and β in Figure 2.12.
Although the reconstruction error is quite small in many regions of parameter space, including the
reference point µ = 10−6 and β = 0.1 that we have been using, there are regions of parameter
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Figure 2.11: Comparing the single microhabitat vectors formed from CP decomposition to those
obtained from solving the single-microhabitat MFPT equation.

space with reconstruction error a full order of magnitude larger than that of our reference point.
Furthermore, the boundaries separating these different regions in the reconstruction error plot are
neither simple nor immediately intuitive. We observe similar complexities when examining γrecon

in Figure 2.13 and ξcenter in Figure 2.14. More work is needed to understand how the reconstruction
error and similarity metrics are affected by the system parameters µ and β, but this approach has the
potential to simplify the rich evolutionary dynamics observed in our simple toy model of evolution.

2.6 Conclusion

Our model is a dramatic oversimplification of the biological dynamics leading to drug resistance.
Practical applications will require analysis of more realistic models and may call for spatial opti-
mizations with different constraints–for example, limits on the maximum allowable local selection
pressure. Nevertheless, the simplicity of our model allows for a thorough characterization of fix-
ation time over a wide range of parameters, and its behavior is surprising rich. Importantly, our
results do not require a fitness cost of resistance or a genetic fitness valley, and they predict that
spatial heterogeneity in drug concentrations would impact populations of motile and non-motile
cells in opposing ways, even when mutations rates are relatively similar. While heterogeneity is
likely to accelerate evolution for populations of motile bacteria, similar to what is observed in
experiments with E. coli [38, 36], our results predict slowed evolution for less motile cells (e.g.,
the nosocomial pathogen E. faecalis [80]) or cells with rapid mutation rates. Perhaps most inter-
estingly, our results suggest counter-intuitive, spatially optimal profiles for slowing the spread of
resistance sub-populations. In the long term, these results may lay the groundwork for optimized,
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Figure 2.12: The reconstruction error between T and T̂ shows a complex dependence on µ and β
even with a spatially homogeneous selection pressure landscape.

Figure 2.13: The cosine similarity of the reconstructed center microhabitat and extrema micro-
habitat fixation vectors calculated using tensor decomposition shows complex structure with the
system parameters µ and β.
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Figure 2.14: The cosine similarity of the center microhabitat fixation vector calculated from tensor
decomposition and calculated from the single-microhabitat MFPT also shows complex structure
with the system parameters.

spatially-resolved drug dosing strategies for mitigating the effects of drug resistance.
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CHAPTER 3

Modulating Resistance in a Simplified System with
Imperfect Mutants and with Larger Systems

3.1 Introduction

To more fully understand the emergence of antibiotic resistance in spatially-extended systems,
we build upon our previous work using a toy model of Moran-like stochastic evolution in small
systems [81]. A large number of simplifying assumptions went into this model to permit semi-
analytical solutions for calculating metrics quantifying the emergence of resistance in spatially-
extended systems. Principally, we assumed that the system evolved under Moran-like evolution
in a way that is amenable to a master equation approach. Within this framework, we were able
to use a mean first passage time (MFPT) calculation to determine the fixation time from arbitrary
initial states. The MFPTs revealed rich dynamics emerging from the system parameters and spatial
heterogeneity despite the many simplifying assumptions. Because this model was able to support
non-trivial behavior and yet also permit semi-analytical calculations, we use this framework of
Moran-like, stochastic evolution characterized by a master equation as we generalize some of the
initial assumptions. Although using this framework does constrain the space of models that we can
consider, there are generalizations to be made within this framework that will extend the applica-
bility of our previous results and help establish fundamental relationships between spatial hetero-
geneity and evolutionary dynamics in more general systems. In this work, we focus specifically on
more faithfully capturing several important properties observed in in vitro microbial populations.

First, we note that mutations conferring resistance frequently involve a fitness cost—that is,
such mutations often lower the fitness of the mutant in the absence of drug [82, 83]. We previously
were able to observe that spatial heterogeneity affected the fixation times in systems even when
the spatially conserved selection pressure was held constant across different selection pressure
landscapes and the mutants were assumed to be “perfect”—they achieved the maximum possible
growth rate both in the presence and absence of drug. We now relax this assumption to allow for
imperfect mutants. We can expect to observe qualitatively new behavior, since imperfect mutants
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allow for the possibility of microhabitats in which the mutants are selected against rather than the
wild-type cells.

Second, we look to generalize our model to systems with more than three connected micro-
habitats, since this number is both arbitrary and artificially small for many evolution scenarios of
interest. We want to study systems small enough that finite size effects are not trivial—that is, we
want to avoid the continuous limit in which the dynamics are described by differential equations
or a mean-field theory approach. Calculating fixation times in larger, discrete systems in which
genetic drift, migration, and de novo mutation continue to be stochastic processes allows us to
better understand how the results generalize to different finite-sized system.

3.2 Accounting for Imperfect Mutants

To account for imperfect mutants, we incorporate a fitness cost to the mutant cells. To investigate
the impact of fitness cost, we assume that mutant cells have a fitness given by r∗ = 1− ε for ε ≥ 0.
Physically, these constraints assume that the mutant cells cannot grow faster than the wild-type
cells in a drug-free environment but may replicate more quickly than the wild-type cells in the
presence of a drug. The transition rates incorporating a fitness cost can be found in Appendix B.1.

3.2.1 Single Microhabitat Dynamics

We start with the simple case of a single microhabitat and denote the fitness of wild-type cells
as r0. For simplicity, we will assume that µ � 1 so that the timescale of de novo mutation is
separable from the genetic drift timescale during which a mutant population either fixates or goes
extinct. The single microhabitat transition rates for genetic drift are formed by modifying the rates
in Equation 2.7 to incorporate a fitness cost ε. The resulting transition rates can be used to write

P =
(1− ε)− r0

1− ε

[
1−

(
r0

1− ε

)N]−1
, (3.1)

where P is the probability of fixation in single microhabitat with imperfect mutants. When r0 <
1− ε, the wild-type cells never have a fitness advantage, regardless of drug concentration, and the
problem reduces to the cost-free case. However, when r0 > 1 − ε, the mutant cells are selected
against. Our primary interest is understanding this latter case, and we will examine the effect of a
fitness cost on the probability of a single mutant cell fixating when it is selected against. Note that
with ε = 0, the mutant cells are equivalent to the wild-type cells and the system evolves according
to neutral genetic drift so that P = 1/N . Without loss of generality, let r0 = 1; as the fitness
cost is increased,the mutant cells are selected against and the probability of the mutant cell fixating
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Figure 3.1: (a) Probability of fixation of a single mutant cell, P , with N = 25 total cells calculated
in a single microhabitat with a given fitness cost ε. (b) The ratio of the probability of a single
mutant fixating with fitness cost ε = 0.1 to the probability of fixation with ε = 0.2 decreases
exponentially with population size N .

decreases (Figure 3.1(a)). Note that doubling the fitness cost from ε = 0.1 to ε = 0.2 reduces the
fixation probability by a full order of magnitude, and as expected, the effect depends strongly on
system size N (Figure 3.1(b)).

3.2.2 Preliminary Spatially-Extended Results

Our goal is to determine how a non-zero fitness cost impacts fixation times under different
spatially-extended fitness profiles. From our previous results without a fitness cost, we anticipate
that the relative magnitude of 〈r0〉 should have important consequences for dynamics our system.
If r∗(xi) is much larger than the mean wild-type fitness 〈r0〉, we expect qualitatively similar results
to what was observed without a fitness cost. But when the mutant and wild-type fitness values are
comparable, qualitatively new dynamics could be observed since there could exist microhabitats in
which the mutants are selected against. To test this intuition, we first calculate the MFPTs across
a broad range of µ and β values across different fitness landscapes satisfying 〈r0〉 = 3/5 and with
a fitness cost of ε = 0.2 (Figure 3.2(a)). In this regime, we expect similar results to those obtained
without a fitness cost, and we see that the spatial distribution of fitness can again affect the fixation
time, even though 〈r0〉 is conserved across different landscapes. We observe the existence of the
same regions of parameter space that were present without a fitness cost, indicating that the spe-
cific effect of spatial heterogeneity depends on the system parameters as before. We next form the
phase diagram assuming 〈r0〉 = 5/6 and ε = 0.2 (Figure 3.2(b)), so that qualitatively new behav-
ior can potentially arise due to the similarity between mean wild-type and mutant fitness values.
However, the phase diagram appears to be very similar to that generated without any fitness cost.
So although spatial heterogeneity still impacts the fixation times with a fitness cost in this regime,
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Figure 3.2: (a) The fixation times τf calculated with 〈r0〉 = 3/5 and ε = 0.2 again produce
regions of parameter space in which the homogeneous spatial landscape leads to a maximum (light
blue), minimum (dark blue), or intermediate (medium blue). (b) The fixation times calculated with
〈r0〉 = 5/6 and ε = 0.2 produce qualitatively similar regions. All plots were generated using
N = 25.

any new dynamics introduced with a fitness cost do not manifest in the different phases in our
parameter space.

However, introducing a fitness cost does affect how specific landscapes reach fixation within
these regions and the magnitude of the effect of spatial heterogeneity. We demonstrate this by
modifying the thought experiment introduced in Figure 2.1, so that the fitness landscape is fixed bu
the fitness cost ε is varied. We parameterize the wild-type fitness according to r0(x0) = r0(x2) = B

and r0(x1) = B + h, for some background fitness B and offset h. Upon calculating the fixation
times for this thought experiment, we find that heterogeneity exclusively slows fixation in the
limit β � µ (Figure 3.3(a)) and generally, but not always, slows fixation in the limit µ � β

(Figure 3.3(b)).
To understand the results of this thought experiment, we first return to the previous results

obtained without any consideration of a fitness cost (ε = 0). In the limit β � µ, migration is
negligible and any spatial heterogeneity leads to slower fixation times. We see this behavior in
Figure 3.3(a) looking at ε = 0. As the fitness cost increases, the fixation time increases as the
genetic drift favors the mutants less. However, the h = 0 landscape continues to lead to the
fastest fixation, since any spatial heterogeneity results in a microhabitat in which the genetic drift
becomes more biased against the mutants as the fitness cost increases. In the limit µ � β, we
saw that the slowest fixation time was achieved with h = 0 without a fitness cost, and we see this
again looking at Figure 3.3(b) with ε = 0. In this limit, de novo mutations are rare and any spatial
heterogeneity leads to microhabitat in which the mutants are less likely to go extinct. As the fitness
cost increases, however, the h = 0 landscape no longer leads to the slowest fixation times. While
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Figure 3.3: (a) Fixation times calculated for a given fitness cost ε for all landscapes parameterized
by center microhabitat fitness offset h with µ = 0.01 and β = 10−6. (b) Fixation times calculated
using µ = 10−6 and β = 0.01. Both panels use 〈r0〉 = 5/6 and N = 25.

any spatial heterogeneity continues to reduce the probability of mutant extinction in at least one
microhabitat, landscapes can be constructed in which the mutants are selected against in at least
one microhabitat with a non-zero fitness cost. These two competing behaviors result in the value
of h leading to the slowest fixation time shifting with fitness cost.

3.2.3 Constraints Introduced from Selection Pressure Conservation

The results of this simple, idealized experiment give us clues into the dynamics we could expect
to observe in a spatially-extended system with a fitness cost. Although this experiment seems very
natural to carry out in this manner, there is an important confounding factor for which we would
have failed to account—by fixing the wild-type fitness values and varying the fitness cost, the
different systems no longer conserve the mean selection pressure 〈s〉. If we assume the selection
pressure in microhabitat xi is given by s(xi) = r∗(xi)− r0(xi), we cannot simply fix the wild-type
fitness landscape and vary the fitness cost while conserving 〈s〉 across different landscapes. Rather,
the underlying fitness landscape for a given h must also change with the fitness cost to conserve
〈s〉.

To properly understand the amplified effect of spatial heterogeneity observed in a system with
a fitness cost, the fixation times for a fixed 〈s〉 can be examined for different fitness costs ε. For
simplicity, we will start with the homogeneous landscape. The transition rates for our model
(Appendix B.1) can be rewritten so that the wild-type fitness r0(xi) and mutant fitness 1 − ε do
not appear as separate terms but only as a ratio. In the homogeneous landscape, the fitness ratio is
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Figure 3.4: (a) The fixation times τf plotted for all physical selection pressure landscapes satisfying
〈s〉 = 1/6 for a given fitness cost ε. As the fitness cost is increased, the range of valid δs values
increases as does the range of fixation times observed. (b) The fixation time for the homogeneous
landscape scales almost linearly with the fitness ratio r0/(1−ε). (c) Slowest fixation times observed
across all landscapes for different fitness costs ε while conserving 〈s〉 + ε = 7/30. All fixation
times calculated using µ = 10−4, β = 0.01, and N = 25.

constant across all three microhabitats. We define f ≡ r0/(1− ε), which is given by

f(ε, 〈s〉) =
1− (ε+ 〈s〉)

1− ε
, (3.2)

after solving for the wild-type fitness value r0 needed to ensure 〈s〉 is conserved. Because the
transition rates of our model only depend on f , the fixation times can be equivalent across dif-
ferent fitness costs provided that the ratio of the wild-type fitness to the mutant fitness remains
fixed. However, we cannot impose both this constraint and the constraint of conserving 〈s〉. If we
conserve 〈s〉, we see in Figure 3.4(a) that the calculated homogeneous fixation times scale almost
linearly with f , which changes relatively little for ε ∈ [0, 0.2].

We quantify the difference between the transition rates upon adding a non-zero fitness cost
by defining ∆+

ε [xi](j, k, `) ≡ T+
ε [xi](j, k, `) − T+

ε=0[xi](j, k, `) and ∆−ε [xi] analogously. Both are
complicated expressions due to the nonlinearity of the transition rates. Upon performing a Taylor
expansion of f about ε = 0, we find that ∆+

ε [xi] ≥ 0 and ∆−ε [xi] ≤ 0, and that the magnitude
of each scale linearly with ε (Appendix B.2). Since the transition rate increasing the number
of mutants is bounded below by the transition rate obtained with ε = 0 and the transition rate
decreasing the number of mutants is bounded above by the transition rate obtained with ε = 0, we
necessarily obtain fixation more quickly upon the addition of a fitness cost with the homogeneous
landscape.

Moving beyond the homogeneous landscape, we can calculate the fixation times for arbitrary
landscapes conserving 〈s〉 as a function of δs. The normalized fixation times are plotted across sev-
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eral fitness cost values ε in Figure 3.4(b), where all selection pressure landscapes have 〈s〉 = 1/6.
Note that different fitness costs permit different ranges of δs resulting in a physical fitness land-
scape. After accounting for the shift in the homogeneous fixation times, the fixation times are
qualitatively similar across values of δs that produce physical landscapes across all fitness costs.
Upon moving outside of this range of landscapes, systems with larger fitness costs support se-
lection profiles exhibiting significantly greater variation in the resulting fixation times. Spatial
heterogeneity impacts the fixation times in all of these systems, but the effect of spatial hetero-
geneity is amplified by a fitness cost, at least for this choice of parameters. The range of physical
values of δs is constrained by the requirement 0 ≤ r0(xi) ≤ 1 in every microhabitat xi (i.e., that
the wild-type fitness must lie between 0 and 1). Imposing these constraints, we find

δsmin = max

{
−3

2
(〈s〉+ ε),−3(1− 〈s〉 − ε)

}
, (3.3)

δsmax = min

{
3

2
(1− 〈s〉 − ε), 3(〈s〉+ ε)

}
. (3.4)

See Appendix B.3 for the derivation. Note that 〈s〉 and ε only appear together as a summed quan-
tity, indicating that they play the same role in determining the valid range of δs values for the
system. However, they do not have the same effect on the fixation times. This is illustrated in Fig-
ure 3.4(c), which plots the slowest fixation times observed for a given fitness cost while keeping
〈s〉 + ε constant. Although the range of valid δs values is only a function 〈s〉 + ε, the resulting
fixation times are less simple. Note that in the single microhabitat system, the fitness cost can be
modeled as an effective mean selection pressure, so that adding a fitness cost produces no new
behavior. But in the spatially-extended system, no self-consistent rescaling of the mean selection
pressure exists, indicating that qualitatively new behavior can be observed in multi-microhabitat
systems.

To better understand the qualitatively new behavior that can be present with a fitness cost, we
look at when the system shifts from genetic drift biased against the wild-type cells to against
the mutant cells in individual vials. Neutral genetic drift occurs in the center microhabitat with
δs = −3

2
〈s〉, independent of ε. However, the resulting fitness landscape is only physical when the

system satisfies

−3

2
ε ≤ 〈s〉 ≤ 2

3
(1− ε). (3.5)

A similar expression can be found for the condition on 〈s〉 to achieve neutral selection pressure
in the extrema microhabitats. These constraints determine when selection landscapes can be con-
structed that will begin to favor the wild-type cells in a single microhabitat, but they do not predict
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the magnitude of the genetic drift biased against the mutant cells. To achieve the slowest fixation
times, the single microhabitat results suggest that the genetic drift bias against mutant cells should
be maximized to slow their proliferation. The largest possible selection advantage of the wild-type
cells is simply given by ε.

3.2.4 System-Size Expansion of Master Equation

To better understand the significantly slower fixation times possible with a fitness cost, we examine
the system in the deterministic limit N → ∞. We form coupled differential equations for the
mutant population in each of the three microhabitats using a system-size expansion to write [74]

dni
dt

= 〈T+[xi]〉 − 〈T−[xi]〉, (3.6)

where ni is the mutant fraction in microhabitat i. The coupled nonlinear differential equations
have no analytical solution, but numerical linear stability analysis provides information about the
existence and stability of fixed points. We find that for certain choices of parameters, the state of
fixation can be an unstable fixed point and a new state emerges as a stable fixed point. Without a
fitness cost the genetic drift can never be biased against the mutant cells in any microhabitat, so the
state corresponding to fixation is always a trivial fixed point. Due to the nonlinearity of the coupled
differential equations, even the existence and nature of these fixed points cannot be written down
analytically in terms of the system parameters. Instead, we form a simplified picture using the
results from the single microhabitat system and neglecting migration between microhabitats. We
approximate the spatially-extended deterministic system as having a nontrivial fixed point when-
ever r0(xi) > 1− ε for any microhabitat xi. In general, the wild-type fitness of a microhabitat can
be written as

r0(xi) = d[xi](δs, 〈s〉) + (1− ε), (3.7)

for some fitness deviation d[xi] from the mutant fitness. Within this simplified framework, the sign
of this deviation function determines when a stable non-trivial fixed point can be expected to exist.
Interestingly, this term has no explicit dependence on ε, so the existence of a nontrivial fixed point
depends explicitly only on the selection landscape and its topology. However, upon enforcing the
physical constraint r0(xi) ≤ 1, we require d[xi] ≤ ε, so that the fitness cost does constrain the
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existence of non-trivial stable fixed points. For our system, we find

d[x1](δs, 〈s〉) = −3〈s〉+ 2δs

3
, (3.8)

d[x0, x2](δs, 〈s〉) = −3〈s〉 − δs
3

. (3.9)

See Appendix B.3.3 for details. For a given selection landscape characterized by 〈s〉 and δs, we
expect a non-trivial stable fixed point when d[xi] > 0 in the deterministic limit. In Figure 3.5(a),
the different physical values of δs are first plotted as a function of 〈s〉+ ε in the black rectangular
region. Note that the overall shape of this region is fixed with respect to our underlying assumptions
on the fitness values permitted. Across the range of valid δs values, there exist different regions in
which the existence and nature of fixed points depends on the fitness cost. With a fitness cost of
ε = 0.1, the blue shaded region shows where we would expect a non-trivial fixed point to exist due
to d[x1] < 0, while the red shaded region shows where we would expect a non-trivial fixed point
to exist due to d[x0, x2] < 0. The dashed blue and red lines mark the locations of the boundaries
with ε = 0.2. Also shown explicitly by the black horizontal line is the class of physically valid
landscapes with δs = 0.5.

The different regions, determined by the nature of the fixed points within them, were calculated
by ignoring migration, which was treated as three independent microhabitats, as well as the system
parameters β and µ. We numerically integrate the full coupled differential equations across all
physical landscapes with δs = 0.5 in Figure 3.5(b), which used µ = 10−4 and β = 10−4. We
observe a clear bifurcation in the stable mutant population of the extrema populations from the
numerical solutions as expected. For 〈s〉 + ε < (〈s〉 + ε)∗, which corresponds to the blue shaded
region in Figure 3.5(a), the fixed point corresponding to mutant fixation is unstable (dashed line)
and there is a stable fixed point (solid line) near the state corresponding to having mutants fixed
only in the center microhabitat. As 〈s〉 + ε is increased past the critical value, there is only a
single stable fixed point at complete mutant fixation. The simple single microhabitat approximation
examining the sign of d[x1] predicts a discontinuous bifurcation at the location of the vertical
blue dotted line. The approximation neglecting migration correctly predicts the existence of the
bifurcation, but the expected location of the bifurcation will only be accurate in the limit β . µ.
In Figure 3.5(c) and Figure 3.5(d) the trajectories taken through state-space are plotted for the two
reference points labeled in the earlier panels. In Figure 3.5(c), we have a non-trivial fixed point
so that all initial states other than mutant fixation converge to a point near (n0, n1) = (0, 1). In
Figure 3.5(d), we are in the region where d[xi] > 0 so that all initial trajectories converge to the
state associated with mutant fixation.

Finally, we now relate these results obtained in the deterministic limit back to the finite-sized
system. In the deterministic limit, there is no guarantee of reaching fixation in finite time for
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Figure 3.5: (a) The range of valid δs values, outlined in black, encapsulates regions where we
expect a non-trivial fixed point due to genetic drift favoring the wild-type cells in the center (red)
or extrema (blue) microhabitats. The regions for ε = 0.1 are shown, with the boundaries for ε = 0.2
represented by dashed lines. (b) For physical landscapes with δs = 0.5, we observe a bifurcation
in stable fixed points (solid line) and unstable fixed points (dashed line) for the mutant fraction
in the extrema microhabitat upon numerically integrating the coupled differential equations with
µ = 10−4 and β = 10−4. Dotted vertical line shows the predicted bifurcation point when neglecting
migration. (c) Numerically integrating the coupled differential equations for different initial states
(blue squares) to obtain trajectories (blue lines) taken across a vector field (green arrows) for a
system with ε = 0.1 and 〈s〉 = 0.1. Stable and unstable fixed points are shown as black and white
circles, respectively. (d) Numerically integrating from initial states (gray diamonds) for a system
with ε = 0.1 and 〈s〉 = 0.4. Reference points: 〈s〉 + ε = 0.2 (green square) and 〈s〉 + ε = 0.5
(green diamond).
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an arbitrary landscape with a given non-zero fitness cost. We observe finite fixation times from
the MFPT calculation due to the inherently stochastic evolution in a finite-sized system. This
stochasticity in the evolutionary dynamics is necessary to reach the state of fixation in landscapes
leading to a non-trivial fixed point in the deterministic limit.

For a given selection landscape in the three microhabitat system, we can look at the sign and
magnitude of d[xi] to anticipate when the fixation times calculated with a fitness cost will deviate
significantly from those calculated without a fitness cost. Upon imposing that different landscapes
must conserve 〈s〉, however, d[xi] becomes simply a rescaling of δs. If we trust the results obtained
in the deterministic system that the fixation times can be approximated as only a function of d[xi],
and not the fitness cost ε, we would be led to believe that the fixation times in the finite-sized
system should be independent of the fitness cost ε after accounting for different offsets from the
homogeneous landscape. Indeed, this is exactly what we observe in Figure 3.4(b). By relating the
sign of d[xi] to δs, the deterministic limit allows us to understand the reasoning behind the rescaled
fixation times for a given δs being almost independent of ε. We also observed that landscapes
supporting large ranges of δs can significantly amplify the effect of spatial heterogeneity on the
resulting fixation times. In the deterministic limit of the system, this can be understood as the
magnitude of d[xi] leading to non-trivial fixed points. In the discrete system, evolution escapes
these states through stochastic dynamics, and the degree of stochasticity required is determined by
δs.

3.3 Generalizing to Large, Finite Systems

3.3.1 Extending Analytical Approximation

We wish to extend our previous results with M = 3 microhabitats to systems with more microhab-
itats. Since solving for the exact fixation time using a mean first passage time calculation requires
solving O(NM) coupled equations, studying larger systems will rapidly become infeasible with
the current approach. Instead, we will extend the approximation we previously developed to un-
derstand fixation in the M = 3 system without a fitness cost. The main idea of this approximation
was to coarse-grain over the states of the system so that entire microhabitats represent the smallest
states of the system. Using this ambitious approximation, the O(NM) states of the system reduce
to M binary states, where each microhabitat is composed either entirely of wild-type cells (unfix-
ated) or mutant cells (fixated). Highlighting the details of the approximation using a more general
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notation, the fixated time was approximated according to

τ̂f ≈ τmin +
M−1∑
k=0

Q(xk)τ
β
max(xk), (3.10)

where Q(xk) is the probability of the kth microhabitat fixing in the absence of mutation, given by

Q(xk) = λk(0)τmin, (3.11)

and τmin is the minimum of M exponential processes, given by

τmin =

(
M−1∑
k=0

λi(0)

)−1
, (3.12)

where λi(nfix) is the exponential rate for microhabitat i with selection si and nfix fixated neighbors
(Equation 2.5) and P(si) is the fixation probability of a single mutant in a microhabitat with se-
lection si (Equation 2.8). We also defined τβmax(xk), which is the maximum expected time for the
remaining two microhabitats to reach fixation assuming microhabitat xk has fixated. With M = 3,
this term was simple enough that it could be written out completely for a given fixated microhab-
itat. For instance, if microhabitat x2 has already reached fixation, this term with M = 3 is given
by

τβmax(x2) =
1

λ0(0) + λ1(1)
+

λ0(0)

λ0(0) + λ1(1)
λ1(2)−1 +

λ1(1)

λ0(0) + λ1(1)
λ0(1)−1, (3.13)

where the first term is the expected minimum of two independent exponential processes occurring
at weights λ0(0) and λ1(1). The second term in Equation (3.13) is the product of the probability
that microhabitat x0 first reaches fixation and the rate at which microhabitat x1 would then fixate.
The third term is analogous but accounting for the opposite order of fixation. We now generalize
this expression for M > 3. We will generalize the original calculation assuming no fitness cost,
although adding a fitness cost would be straightforward, as we have found that the M = 3 ap-
proximation produces qualitatively similar results to the full MFPT calculation even upon adding
a fitness cost. First, we also generalize the existing notation to accommodate multiple fixated mi-
crohabitats. If {xi} denotes the set of fixated microhabitats, we can define τmin({xi}) to be the
expected minimum time for the remaining M − |{xi}| exponential processes to reach fixation.
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This minimum is given by

τmin({xi}) =

∑
j /∈{i}

λj

∑
k∈{i}

δj,k+1 + δj,k−1

−1, (3.14)

where δm,n is the Kronecker delta function. We also generalize

Q(xj|{xi}) = λj

∑
k∈{i}

δj,k+1 + δj,k−1

τmin({xi}), (3.15)

which defines the probability that microhabitat xj is the first to fixate among unfixed microhabitats
given that microhabitats {xi} have already reached fixation. With these definitions in place, τβmax

can now be written recursively as

τβmax({xi}) = τmin({xi}) +
∑
j /∈{i}

Q(xj|{xi})τβmax({xi} ∪ xj). (3.16)

Solving for the fixation times within this approximation scheme would require evaluating τ̂f =

τβmax({}). However, this recursive definition is still not amenable to a closed-form solution because
τ̂f has M terms of the form τβmax({xi1}), with a single fixed microhabitat xi1 , each of which has
M−1 terms of the form τβmax({xi1 , xi2}) with both microhabitats xi1 and xi2 fixated. As we see, this
recursion leads to a combinatorial growth in the number of terms corresponding to calculating the
contribution to the fixation time estimate of every possible trajectory (i.e., every unique sequential
ordering of microhabitats to fixate). Consequently, no closed-form solution to this equation can be
written down. More details can be found in Appendix C.1.

Instead, we first use this recursive definition to bound the fixation time by the expected fastest
and slowest fixation trajectory. Calculating the fastest or slowest trajectory greatly simplifies the
expression for τβmax since it is equivalent to choosing the smallest or largest exponential rate to
determine the next microhabitat to fixate as opposed to considering every possible order. To form
the lower bound, we assume that the microhabitat with the smallest exponential rate is the next to
reach fixation deterministically. That is, we assume

τ̂βmax({xi}) = τmin({xi}) + τβmax({xi} ∪ xin) (3.17)

where xin is the microhabitat most likely to reach fixation, given by

xin = argminj /∈{i}Q(xj|{xi}). (3.18)
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Figure 3.6: (a) The upper and lower bounds tightly constrain the fixation time across different
landscapes with µ = 10−6, β = 0.01, 〈s〉 = 1/6, and M = 5, when the fixation times are
dominated by the arrival time of the first mutant. (b) The upper and lower bounds do not in
general tightly constrain the fixation times with µ = 0.01 and β = 10−6, although the bounds
tightly constrain fixation in landscapes that can be treated as perturbations of the homogeneous
landscape.

This microhabitat is assumed to be the next to reach fixation deterministically, so that
Q(xj|{xi}) = δin,j . Upon using this in our recursion relation, there is only a single term at each
depth when calculating the lower bound. A similar approximation can be performed to calculate
the upper bound the fixation time. Because the upper and lower bounds are calculated using the
generalized approximation for fixation rather than the MFPT calculations, quantitative agreement
is only expected in a regime in which the original approximation is valid, i.e., when we have µ� β

or β � µ. More details on the generalized recursion relation and the procedure for calculating
bounds can be found in Appendix C.2.

To evaluate the validity of the bounds in systems with M > 3, we first extended the MFPT
calculation to a system with M = 5. The explicit transition rates with M = 5 can be found in
Appendix C.3. In Figure 3.6(a) the bounds are plotted along with the exact value that would be
obtained directly from the approximation for µ = 10−6 and β = 0.01. Note that in this limit, the
fixation time is dominated by the arrival of the first mutant so that τf ' τmin. Consequently, the
upper and lower bounds tightly constrain the fixation time for all possible landscapes characterized
by δs. The bounds are shown for the limiting case β � µ in Figure 3.6(b), which was generated
using µ = 0.01 and β = 10−6. The different trajectories leading to fixation now exhibit a much
wider range of fixation times, which are no longer simply dominated by the arrival of the first
mutant. However, the bounds still tightly constrain the fixation time in the neighborhood near
δs = 0. Intuitively, when all of the microhabitats have very similar selection pressures, the order
in which individual microhabitats achieve fixation is less important in determining the fixation time
of the whole system.
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Figure 3.7: (a) The fixation times estimated using Monte Carlo capture the qualitative trend of
the full MFPT calculation with M = 5 using N = 15, µ = 10−6, and β = 0.01. (b) In the
opposite regime with µ = 0.01 and β = 10−6, the Monte Carlo estimation again reasonably
matches the exact fixation times. (c) The wall time for generating 108 Monte Carlo trajectories
as measured on a standard desktop computer scales according to a power law, allowing fixation
times to be calculated in much larger systems than would be feasible than by exactly solving the
MFPT equations. (d) Example of estimating spatial fixation times in a larger system usingM = 11
along with the analytical bounds with µ = 10−2, and β = 10−7. All fixation times calculated with
〈s〉 = 1/6.
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The bounds can be calculated for systems with an arbitrary number of microhabitats M , but we
need a method capable of verifying the results. It is impractical to continue to extend the MFPT
calculation for M > 5 since the number of equations that must be solved to calculate the fixation
time scales exponentially with M . Instead, we return to our generalized fixation approximation
(Equation 3.16) and use this expression to efficiently Monte Carlo sample individual trajectories
towards fixation. To calculate the fixation time from a trajectory, the time required for each micro-
habitat to fixate is generated by sampling an exponential distribution with rate λi for microhabitat
xi. Initially, the microhabitat with the fastest fixation time is chosen to fixate in the correspond-
ing amount of time. Exponential samples are then redrawn for the microhabitats neighboring the
microhabitat previously chosen to fixate, since the exponential rate for these microhabitats has
changed upon adding a fixated neighbor. At this point, the next microhabitat is chosen to fixate
according to the random samples, and cumulative trajectory fixation time is updated. This process
continues until all microhabitats have reach fixation, at which point the fixation time for the trajec-
tory is recorded. By averaging over a large number of random trajectories, the mean fixation time
can be estimated for a given selection landscape. The full details of this Monte Carlo sampling are
discussed in detail in Appendix C.1.1. The estimated fixation times obtained using Monte Carlo
sampling are compared to those obtained by solving the MFPT equations with M = 5 in Fig-
ure 3.7(a) and Figure 3.7(b) for µ = 10−6 and β = 0.01 and µ = 0.01 and β = 10−6, respectively.
We observe qualitative agreement in both limiting cases of our parameter values. Because the
Monte Carlo estimate is obtained by sampling the generalized approximation in Equation (3.16),
the estimated fixation times agree exactly with those obtained by the explicit approximation of the
MFPT calculation but only approximately with the MFPT fixation times. The utility of the Monte
Carlo estimated fixation times comes from its ability to explore fixation in much larger systems
than would be feasible by solving the MFPT equations. In Figure 3.7(c) the run time of the opti-
mized algorithm on a standard desktop computer is plotted as a function of M . Because the run
time scales as a power law, fixation can be calculated for systems with M � 3. As one example,
the fixation times with M = 11 are plotted in Figure 3.7(d) along with the analytical bounds with
N = 25, µ = 10−2, β = 10−7, and 〈s〉 = 1/6. Note that in this limit the fixation time is not simply
given by the minimum of M exponential processes, so the agreement of the bounds is not trivial.

3.3.2 Understanding Fixation Time Scaling Laws

Using the Monte Carlo estimated fixation times, we now wish to explore how fixation times scale
with M . Because we have demonstrated that the selection landscape plays an important role in
determining the fixation times, we first need a rigorous method of generating the analogue of a
given M = 3 selection pressure landscape for a given M . To preserve the overall structure of
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the underlying landscape, we will restrict ourselves to odd M so that there exists a single center
microhabitat with the largest or smallest selection pressure in the system of microhabitats. The
selection pressure landscape is again assumed to be symmetric about this center microhabitat, and
the selection landscape is assumed to be strictly monotonic between the leftmost microhabitat
and the center microhabitat. For a general landscape, we require dM/2e individual microhabitat
selection pressure values to fully define the selection landscape. WithM = 3, these two parameters
were the mean selection pressure 〈s〉 and the offset in the center microhabitat δs. In the larger
system, we wish to conserve these values for 〈s〉 and δs. But we will need additional constraints
to fully specify a landscape of general M . We choose to add the constraint that s0 = s(x0)

M=3

is also held constant. With this constraint, the M = 5 landscape is fully determined. For larger
values of M , we add the constraint that the total variance in the difference in selection pressure
values between neighboring microhabitats is minimized. This final assumption introduced fully
determines the selection landscape with arbitrary M given the M = 3 landscape. One can show
that the selection pressure in microhabitat xj with j < dM/2e obeying these constraints is given
by

s(xj) = s0 +
4j(j + 1)

M2 − 1
δs. (3.19)

The derivation can be found in Appendix C.4. As an illustration of the resulting selection land-
scape, the landscape with M = 9 from this approach is shown in Figure 3.8. With a mapping
between selection landscapes in M = 3 to arbitrary M , we can now examine how fixation times
scale with M . This is a challenging question to answer in general without a closed-form solution
for the fixation times in M > 3. Although fixation times can be Monte Carlo estimated for ar-
bitrary M for each specific choice of parameters, a distilled understanding of the effect of M on
the fixation times is not easily gained from the Monte Carlo estimates. Recall that in the M = 3

system, an intuitive understanding was possible because the majority of parameter space could be
understood, at least qualitatively but often quantitatively, as either the expected minimum or max-
imum of M = 3 random exponential processes. We will again take this approach and focus on
understanding how fixation times scale with the number of microhabitats in these two regimes.

We first turn to the limit where the fixation time is the minimum of M random variables. Phys-
ically, this limit assumes that µ � β, so that the fixation time is dominated by the time required
for the first mutation event. Therefore, the exponential rates given by Equation (2.5) for all micro-
habitats have no fixated neighbors, so that the rates reduce to

λi = Nµ
s(xi)

1− (1− s(xi))N
. (3.20)
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Figure 3.8: The minimal variance interpolated selection landscape with M = 9.

Using these exponential rates, we wish to derive an expression for the scaling factor

T Mmin ≡
τMf
τM=3
f

, (3.21)

which relates fixation times with M microhabitats to those calculated in the M = 3 system we
have studied extensively in the limit where fixation is the minimum of M random variables. After
some algebra, one can write down

T Mmin =
1

1 + 2ξNµτM=3
f

, (3.22)

with

ξ =

bM/2c−1∑
i=1

s0 + 4i(i+1)
M2−1

1−
(

1− s0 − 4i(i+1)
M2−1 δs

)N . (3.23)

The derivation of this expression as well as confirmation of agreement with the Monte Carlo sam-
pled τ̂f can be found in Appendix C.5.1. Note that ξ depends on δs, so that the scaling factor is
also a function of the specific selection pressure landscape. For the homogeneous landscape with
s(xi) = s0, the scaling factor reduces to

T Mmin = 3M−1, (3.24)

independent of 〈s〉, µ, and N . In Figure 3.9(a) the scaling factor for the homogeneous landscape is
plotted in black across two orders of magnitude of M . For each value of M , the range of scaling
factors T Mmin observed across all selection pressure landscapes is also plotted in the green region,
which is bounded above by the landscape generated with the largest physical value for δs, plotted
in the dark green line. The general trend of T Mmin follows our intuition—as more microhabitats are
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Figure 3.9: (a) The scaling factor relating the fixation times with a given M to those calculated
with M = 3 in the limit where the fixation times are dominated by the minimum of M exponen-
tial processes scales with M according to a power law. The scaling factor for the homogeneous
landscape and the landscape with the largest physical value of δs are shown in black and green,
respectively, and the shaded region represents the scaling factors obtained with other values of δs.
(b) The scaling factor relating the fixation times with a given M to those calculated with M = 3
in the limit where the fixation times are dominated by the maximum of M exponential processes
scales logarithmically with M . The shaded green region is again the range of different scalings
that can be obtained, and the lighter green region is formed by extrapolating the bounds calculated
for M ≤ 29. 〈s〉 = 1/6 for all landscapes.

added to the system, the total number of cells increases and consequently the first mutant appears
faster. The scaling factor decreases by more than an order of magnitude across the values for
M , and the effect of different selection pressure landscapes has a much smaller impact on the
fixation times than the number of microhabitats. It is also worth noting that the fixation time ratio
is bounded below by the homogeneous landscape when fixation is the minimum of M exponential
processes.

We now turn our attention to the limit where the fixation time is the maximum of M random
variables. Physically, this limit corresponds to µ � β, so that the fixation time of the system is
simply the time to fixation in the microhabitat slowest to reach fixation. Interestingly, in the limit
β → 0, the exponential rates simplify to the same expression in Equation (3.20) even though we
are in the opposite regime. We wish to write down an expression for the scaling factor

T Mmax ≡
τMf
τM=3
f

, (3.25)
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which relates fixation times in the M = 3 system to those in a system with arbitrary M in the limit
where fixation is the maximum of M random variables. The expression for the scaling factor in
this limit is much more complicated and is given by

T Mmax =

∑M
k=1 (−1)k+1Σ

(k)
M∑3

k=1 (−1)k+1Σ
(k)
3

, (3.26)

with

Σ
(k)
M =

M∑
i1=1

M∑
i2 6=i1

M∑
i3 6=i2,i1

· · ·
M∑

ik /∈{i1,...,ik−1}

1∑k
j=1 λj

. (3.27)

The derivation of this result as well as the confirmation of its validity can be found in Ap-
pendix C.5.2. This scaling factor cannot be further simplified for a general selection landscape,
but one can show that with a homogeneous landscape it reduces to

T Mmax =
6

11
HM , (3.28)

where HM is the M th harmonic number. In Figure 3.9(b) the scaling factor for the homogeneous
landscape is again plotted in black across two orders of magnitude of M . For each value of M ,
the range of scaling factors T Mmax observed across all physical selection pressure landscapes is also
plotted in the light green region, bounded below by the landscape with the largest physical value
for δs, plotted in the dark green line. Note that expression for T Mmax is only evaluated up to M = 29

due to the number of terms in Equation (3.26) with large values of M . The scaling factor for the
landscape generated with the largest physical value of δs is obtained for larger values of M by
fitting the explicitly calculated expression for M ∈ [5, 29]. The general trend of T Mmax also follows
our intuition—as more microhabitats are added to the system, the time required for the last one to
reach fixation increases. It is also worth noting that the fixation time ratio is bounded above by the
homogeneous landscape when fixation is the maximum of M exponential processes. We observe
that the number of microhabitats has a much weaker effect on the scaling factor when fixation
can be approximated as the maximum of M exponential processes than to the scaling factor when
the fixation can be approximated as the minimum of M exponential processes. Additionally, the
role of the selection pressure landscape is no longer negligible in determining the scaling factor
for a given M—the selection pressure landscape in this regime affects not only τM=3

f but also the
scaling factor T Mmax.
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3.4 Conclusion

Upon both considering imperfect mutations and larger systems, we generalized our results to in-
corporate observations studying in vitro microbial populations. Adding the possibility of imperfect
mutants and systems with more microhabitats has not only supported but also strengthened many
of the conclusions drawn from the more tightly constrained model. Spatial heterogeneity continues
to play an important role in determining the fixation times in a spatially-extended system, and this
effect is amplified when the mutations conferring resistance have an associated fitness cost. So
much so, in fact, that a fitness cost can prohibit fixation in finite time in the deterministic limit. We
also saw the importance of conserving mean selection pressure with a fitness cost, and we used
results from the deterministic limit to aid our understanding of the evolutionary dynamics in the
finite-sized system. Spatial heterogeneity continued to impact fixation times in larger systems, and
we characterized how the fixation times scale as a function of the number of microhabitats in the
system. Upon relaxing two of the key assumptions with the earlier model, we have not only con-
firmed the importance of spatial heterogeneity on the emergence of resistance but also discovered
scenarios in which the importance becomes amplified as our toy model better approximates in vitro

systems. Admittedly, the generalized model is still artificial in many important regards. However,
we believe that the results of this generalized model strengthen the case for looking at the effect
of spatial heterogeneity on the emergence of resistance in more complex models and even in vitro

evolution experiments.
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CHAPTER 4

Modulating Resistance Emergence in Realistic
Microbial Models

4.1 Introduction

The emergence of drug resistance in microbial populations is a complex phenomenon that depends
critically on spatially-varying environmental factors. Most studies on drug resistance have focused
on characterizing the molecular pathways of resistance or the effects of different treatment regimes
on resistance evolution. While most studies assume complete spatial homogeneity, several recent
studies indicate that spatial gradients in drug concentration can modulate resistance in both exper-
imental [38] and theoretical models of evolution [32]. However, variation in drug concentration
is only one of several factors affecting growth and selection pressure in microbial communities.
Furthermore, spatial heterogeneities likely extend beyond simple gradients, raising the question
of how resistance evolution is affected by growth profiles with potentially non-monotonic spatial
dependencies.

As one example, temperature affects both the native growth rate of bacteria [84, 85] as well
as the minimum inhibitory concentration (MIC) of several antibiotics. Although the temperature-
dependence on growth rates is a common consideration for microbial experiments, previous work
indicates that 30% of bacteria exposed to penicillins had minimum inhibitory concentrations
(MICs) at least four times lower at 41 degrees compared to 35 degrees [86]. This suggests that
even small, physiologically relevant temperature variations could alter the MIC of common antibi-
otics as well as the drug-free growth rate of bacteria. Thus, even simple gradients of temperature
can potentially generate complex spatial profiles of growth and selection pressure. In this work,
we investigate the effects of spatial temperature gradients—and, more generally, spatially non-
monotonic growth profiles—on the emergence of resistant mutations.

Additionally, we investigate more generally the effect of spatially heterogeneous growth pro-
files on the emergence of resistance in spatially-extended systems. Previous theoretical work
has demonstrated that the evolutionary dynamics can be significantly affected by different spatial
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growth profiles[32], but the system was not studied across different spatial growth profiles con-
serving mean growth rate. Existing work conserving mean growth has focused on much smaller
systems governed by very simple rulesets [81]. In this work, we use a biologically-motivated model
of evolutionary dynamics that allows for stochastic mutation, migration, and genetic drift, in addi-
tion to spatially-varying population sizes and more complex genotypes than have been studied in
the simplified system. In this manner, we can understand how well the results using a toy model
of evolution generalize to larger systems with evolution governed by more complicated dynamics.

4.2 Developing Large-Scale Microbial Resistance Model

We consider a growing population of cells in a linear array of L connected microhabitats. Cells
migrate to neighboring microhabitats at a rate β. Each cell has a genotype g ∈ [1, G] that confers
some degree of antibiotic resistance, with higher values of g corresponding to a larger MIC to some
uniform drug concentration c present in every microhabitat. This choice of genotype representa-
tion is motivated by experimental observations that complete resistance can often require multiple
sequential mutations [21, 36]. For simplicity, we will first look at the temperature-independent
model. Within a given microhabitat i, cells of genotype g replicate at a rate φg(c)(1 − Ni/K),
where φg(c) is the growth rate of genotype g, Ni denotes the total population of cells in the ith
microhabitat, and K is the carrying capacity of the microhabitat, taken to be a constant across all
microhabitats for this work. Upon replication, a cell mutations with probability µ and migrates
with probability β. We consider asymmetric mutations, so that a cell of genotype g can mutate
to genotype g + 1 with probability µ, and symmetric migration, so that cells from microhabitat
i migrate to microhabitat i ± 1 with probability β/2. Lastly, cells die at a fixed rate d, so that at
steady-state there still exists a turnover of cells. The units of time are fixed by defining the maximal
growth rate to be φg(0) = 1.

For all cases, we assume that cells with genotype g = 1 are least resistant to the epistatic drug,
while cells with g = G have the highest resistance. The growth rate of a bacteria of genotype g is
assumed to depend on the MIC m(g) according to

φg(c) = max{0, 1− (c/m(g))2}, (4.1)

as used by [32] and originally inspired by [87]. We assume that the MIC monotonically increases
with g and thus has no genotypic fitness valleys. Explicitly, we assume m(g) = 4g−1. Thus far, our
model closely resembles the work of [32]. We now add in spatial heterogeneity to the system as-
sumed to have uniform drug concentration and no fitness valleys in genotype-space. We will work
with the motivating factor of temperature, but there are a number of spatially-dependent factors
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that can affect bacteria growth rates. In addition to the MIC temperature dependence motivated
by [86], we let the native growth rate also be a function of temperature. For this more general case,
we now have

φg(c, T ) = max

{
0, ξ(T )

[
1−

(
c

ϕ(T )4g−1

)2
]}

, (4.2)

where ξ(T ) ∈ [0, 1] is the normalized growth coefficient and ϕ(T ) ∈ [0, 1] is the normalized
MIC coefficient. With arbitrarily complicated forms for ξ(T ), ϕ(T ), and the spatial temperature
dependence, we can generate arbitrarily complicated forms for φg(c, T ).

As an explicit example, we can analyze our system with a linearly decreasing profile for ξ(T )

and a linearly increasing profile for ϕ(T ). These spatial profiles as well as the resulting growth
curve φg(T ) are shown in Figure 4.1. Even with simple linear profiles for both ξ(T ) and ϕ(T ), we
can produce complicated nonlinear forms for φg(T ). To continue with the example, we can simu-
late the evolution of the system with these functions for ξ(T ) and ϕ(T ). The model was simulated
using a kinetic Monte Carlo algorithm introduced by [32]. This algorithm is not unlike a standard
Gillespie algorithm [88] but is more computationally efficient for this particular problem due to
the simplicity of the atomic rules and the high fraction of timesteps resulting in a state change.
Additional details about our implementation of the algorithm can be found in Appendix D.1. The
simulation was run assuming L = 500, K = 100, and c = 0.4, which represent our standard sys-
tem parameters for all of the results shown. Snapshots of the simulation are shown in Figure 4.2
to illustrate the emergence of mutants with increased resistance. The microhabitats toward the
left side of the array have a very small growth rate with g = 1, but mutants can grow in these
microhabitats. This gives mutants a significant selection advantage over the wild-type cells and
leads to mutants first thriving, although not necessarily arriving, in the left-most microhabitats in
the evolution snapshots.

Our choice of the functional form and parameterization of ξ(T ) and ϕ(T ) in this example were
arbitrary. To constrain our analysis, we will assume (1) temperature linearly increases along the
array of microhabitats and (2) both ξ(T ) and ϕ(T ) have a single local maximum in the tempera-
ture region of interest. As proved in Appendix D.2, the most general curve for φg obeying these
constraints can have at most two local peaks. All forms of φg with a single peak will produce
behavior qualitatively similar to that observed in Figure 4.2, but adding an additional peak allows
the possibility of new behavior. For simplicity, we look at the case with symmetric peaks in φg.
For a given displacement ∆x and standard deviation σ, the spatial growth profile for the wild-type
cells would take the form

φ1 = N (0.5−∆x, σ) +N (0.5 + ∆x, σ). (4.3)
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(a) Curves for ξ(T ) and ϕ(T ) (b) Resulting φg

Figure 4.1: (a) Example of linear profiles for both ξ(T ) and ϕ(T ) resulting in (b) a nonlinear
growth curve φg.

An example of φg calculated with displacement ∆x = 0.35 and width σ = 0.2, where we are work-
ing in normalized coordinates so that x ∈ [0, 1], is shown in Figure 4.3. By adjusting the spacing
between the means of the two distributions, we can observe how different spatial configurations
affect the emergence of mutations. One important consideration is the total spatially integrated
φg—this sets the total amount of growth for a given φg. To have a meaningful comparison, we
must ensure that this integral is conserved as we vary the distance between the peaks. This allows
us to isolate the effect of the spatial distribution of growth and comment on the effect of spatial
heterogeneity without the compounding factor of mean spatial growth rates. This normalization
represents an important constraint that has not been studied in this system.

4.3 Analyzing Fixation

4.3.1 Effect of Spatial Heterogeneity

Initially, we will restrict our analysis to a two-state system (G = 2) with perfect mutants, so that
φ1 is parameterized by ∆x and σ and φ2 = 1. This is the same assumption we made in the simple
toy model of evolution, in which a single mutation separated the sensitive wild-type cells from a
fully-resistant strain, but the evolution is now governed by more complex transitions. We will first
fix the parameters µ = 5 × 10−6 and β = 0.1 to understand the effect of spatial heterogeneity
in this system. Using the simple two-state system, we can simulate evolution for a given φ1 and
measure T50, defined as the time required for the mutant strain (g = 2) to comprise half of the total
cells in the population. Each stochastic simulation results in a random trajectory taken to reach
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(a) g = 1 Steady-State (b) g = 2 Mutant Emerges

(c) g = 2 Proliferation (d) g = 3 Proliferation

Figure 4.2: Snapshots of the kinetic Monte Carlo simulation with φg as shown in Figure 4.1b. Note
that the asymmetry in φg manifests as a higher mutation composition in the habitats with a higher
growth rate.
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Figure 4.3: Sample curve for φ1 with ∆x = 0.35 and σ = 0.2 in normalized coordinates.

fixation. By performing many such simulations, we can form estimates for 〈T50〉 and σT50 . The
raw trajectories of the fraction of the wild-type cells for 560 simulations is shown in Figure 4.4.
Also plotted are the calculated mean value of T50 as well as its standard deviation.

Figure 4.4: Each trajectory represents the path a single simulation of the microhabitat array. By
combining 560 simulations, we can calculate the average value for T50, shown as a red vertical
line, as well as its standard deviation, shown as a pink region about the mean.

These trajectories can be simulated for different values of ∆x in the wild-type growth profile to
calculate these first two fixation time distribution moments for different landscapes. As the separa-
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(b) Binning φ1

Figure 4.5: (a) Different spatial landscapes, formed by changing ∆x, produce different fixation
times despite conserving 〈φ1〉. (b) Binning φ1 allows us to roughly characterize each spatially-
extended landscape by a single value of h.

tion ∆x between the two Gaussians in φ1 is changed, the spatial growth profiles are normalized to
conserve 〈φ1〉x. As one example of this procedure, the spatial fixation times extracted for a system
using µ = 10−4, β = 0.1, and σ = 0.2 are shown in Figure 4.5a. We can observe that different
landscapes produce different fixation times, even though 〈φ1〉 is conserved across all landscapes.
We can also relate the φ1 in the spatially-extended system with L = 500 to the simple fitness
landscape parameterized by B and h in the M = 3 system. For a given growth curve φ1, the
microhabitats can be grouped into three bins, over which φ1 is averaged, to calculate the analogous
values for B and h. The fixation times as a function of h are shown in Figure 4.5b.

We first look at how the fixation times across different landscapes depend on the spatial growth
profile characterization. We fix µ = 5 × 10−6 and β = 0.1 and vary σ, which controls the width
of the Gaussians in φ1. Additionally, we compare these fixation times to those obtained with a
spatially homogeneous growth profile with φ1(xi) = 〈φ1〉x. The first two moments calculated with
σ = 0.2 from 560 stochastic simulations are plotted in Figure 4.6. We see that the fixation times
are again affected by the choice of ∆x. And interestingly, the fixation times can be either faster
than the spatially homogeneous times (small ∆x) or slower (large ∆x). This behavior is somewhat
intuitive—when there is no displacement, we have a single Gaussian curve and thus a single peak.
There are a relatively small number of cells with significant selection pressure, so increasing the
spacing between the Gaussians allows a larger number of cells to experience a significant selection
pressure upon mutating. As the two Gaussians move apart, migration of cells between the two
peaks is reduced. Since we have a constant death rate of d = 0.1, habitats with φ1 < d will
be ineffective at allowing mutations to migrate. As ∆x increases, the two peaks become more
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independent. If ∆x/L is significantly larger than σ, we therefore require two separate mutations
before the number of mutants can grow to 50% of the population.

Figure 4.6: As the displacement of the mean of the symmetric Gaussians is increased, both the
average value for T as well as its standard deviation decrease before increasing. Interestingly, both
the average as well as the standard deviation for the scenario with a spatially varying φ1 can either
increase or decrease relative to the scenario with a spatially homogeneous φ1, shown as a dashed
line.

Similar results were compiled for Gaussian peaks with different widths σ and σ = 0.3. With
the Gaussians parameterized by σ = 0.1 (Figure 4.7), we see the same type of behavior and
the reasoning above still holds. Interestingly, though, the spatially heterogeneous φ1 curves have
strictly larger values for the first and second moments of T50 compared to a spatially heterogeneous
profile. However, once the standard deviation of the Gaussians is increased to σ = 0.3 (Figure 4.8),
we no longer observe minima in the first and second moments of T50 at a spatially displaced
φ1. While the spatially heterogeneous φ1 can again produce moments that are either higher or
lower than the spatially homogeneous case, increasing the separation between the peaks always
increases the moments. As a brief note, we can only compare the trends between the different
Gaussian standard deviations as the area of φ1 is only conserved for a given standard deviation
(which explains why the constant φ1 values are different in the three plots).

These results suggest the importance of not just ∆x, analogous to h (or δs) from the toy model,
but also the importance of σ, analogous to 〈s〉, in determining the specific effect of spatial het-
erogeneity in this more realistic model.We have seen that for a fixed set of system parameters µ
and β, different parameterizations of φ1, characterized by σ, have led to a system where fixation
is strictly slowed slowed by spatial heterogeneity (Figure 4.7), generally sped by spatial hetero-
geneity (Figure 4.8), and also is dependent on the specific distribution of spatial heterogeneity
(Figure 4.6).
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Figure 4.7: When the standard deviation of the Gaussians is decreased to σ = 0.1, the trends
observed with σ = 0.2 are more pronounced.

Figure 4.8: When the standard deviation is increased to σ = 0.3, however, the trend becomes
monotonic.
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Figure 4.9: The same qualitative spatial trend in fixation time is found across a large range of
parameters.

4.3.2 Effect of System Parameters

We observed these same three regimes in the toy model of evolution. For this specific example,
however, the different regimes are achieved by fixing the system parameters (µ and β) and vary-
ing the parameterization of φ1, suggesting that the reasoning behind the manifestation of spatial
heterogeneity may be different in this model.

We first look at the fixation times calculated in this model for different system parameters. In
general, we observe that the system parameters have a much smaller effect on the fixation times
compared to the parameterization of φ1. This is illustrated in Figure 4.9, which compares the T50
fixation times obtained with µ = 0.1 and β = 0.1 to those obtained with µ = 10−6 and β = 0.1,
assuming σ = 0.2. Note that although the overall scale of the fixation times changes with the
parameters, the overall spatial trend is qualitatively very similar in both of these two cases, even
though µ has changed by five orders of magnitude.

Compared to the smaller system, the range of qualitative behavior across parameter values is
significantly reduced. This is because due to the effective mutation and migration rates differing
between the two systems, even if µ and β are fixed. In general, we require M − 1 indepedent
migration events for a mutant in the left-most microhabitat to reach the right-most microhabitat.
For this reason, the spatial diffusion of mutants through migration becomes more suppressed as
the number of microhabitats increases for a fixed migration rate. Additionally, this model consid-
ers migration as a behavior distinct from replication, unlike the toy model which only permitted
migration upon replication. This further differentiates migration in the two different frameworks.

With the system sizes that we study using this kinetic Monte Carlo simulation, we would require
an extremely small value of µ to probe the regime in which the fixation times are dominated by
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Figure 4.10: In the raw trajectory of the fraction of wild-type cells g1, the majority of the fixation
time is spent with g1 < 0.2. Parameters: β = 0.1, µ = 10−4, L = 500, K = 5, ∆x = 0, and
σ = 0.2.

the arrival of the first mutant. For such small mutation rates, this simulation is very inefficient,
since many timesteps without mutation will be simulated. Furthermore, the fixation time in this
regime is easily approximated with great accuracy by modeling de novo mutations as exponential
processes (Appendix A.7), so there is little reason to simulate the system when the fixation time is
the minimum of M independent fixation events. We can confirm that this is the case in our system
by examining the proliferation timescale, an idea introduced with the toy model. As an extreme
example of the significance of this timescale, we look at a single fixation trajectory for a two-state
system with L = 500 microhabitats and K = 5 with system parameters β = 0.1 and µ = 10−4

shown in Figure 4.10. Despite µ� β and having a very small carrying capacity, the time required
for the wild-type (g = 1) genotype fraction to be reduced to 20% of the population is much less
than the time required for this small wild-type subpopulation to become extinct. This confirms that
the proliferation timescale is rarely negligible in this larger system, and, as a result, the mutation
rate and migration rate play a reduced role in determining the fixation times, although the overall
timescale is still determined by µ. For this large spatially-extended system, we instead observe that
the specific parameterization of φ as well as the number of microhabitats L and population size N
become much more important factors.

4.3.3 Effect of Spatial Monotonicity

The importance of the parameterization of double-peaked wild-type growth profile naturally mo-
tivates studying alternative expressions for φ1. To construct a monotonic growth profile, we can
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Figure 4.11: Increasing the y-intercept of the linear φwt leads to a faster fixation time. Increasing
the intercept reduces the number of microhabitats with small selection pressure.

assume a simple linear relationship given by

φ1(x) = b+ αx, (4.4)

where b is the growth at x = 0 and α is the spatial slope of the growth rate. We can vary b

and determine α by imposing conservation of 〈φ1〉x. Using µ = 10−4 and β = 0.1, we find in
Figure 4.11 that the fixation times decrease as the system becomes more homogeneous spatially.

In general, we can understand the role of heterogeneity on the fixation times by comparing the
range of calculated fixation times using both the non-monotonic Gaussian parameterization of φ1

and the linear parameterization of φ1. For the simple two-state system, we see in Figure 4.12a that
both parameterizations lead to a similar range of possible fixation times. However, if we return to
the more complicated model with G > 2, we observe qualitatively different results if we define
the fixation time T50 as the time required for genotype g = G to constitute 50% of the population.
With G = 6 and the MIC given by m(g) = 4g−1, we find that the fixation times are much slower
in the spatially non-monotonic system (Figure 4.12b).

This result is not unexpected given what we have learned about evolution in this spatially-
extended system. We have seen that even in the two-state sytem, the fixation times are dominated
by τ2, the proliferation timescale. Depending on the specific form of φg, there can exist many mi-
crohabitats in which cells cannot thrive until a certain genotype is reached. As an explicit example,
we return to the left-most microhabitats for theφg plotted in Figure 4.1b. Even in less extreme
cases, mutants conferring additional resistance are most likely to thrive in microhabitats in which
they offer a significant selection advantage over the wild-type cells (Figure 4.2). With a simple
linear gradient in φg, sequential mutants most often arise in microhabitats near this boundary. Evo-
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(a) G = 2 System (b) G = 6 System

Figure 4.12: The monotonic and non-monotonic landscapes produce a similar range of fixation
times in the two-state system, but the monotonic landscape reaches fixation significantly faster in
the multi-state system with G = 6.

lution in these systems is “directed,” in the sense that there exists a natural direction for sequential
mutations to appear. This intuition has been confirmed rigorously by previous work studying this
system with monotonic growth profiles [32].

4.4 Conclusion

Although the model of evolution that we developed remains a drastic simplification of the evolu-
tion process of in vitro microbial communities, it does allow us to better understand the emergence
of resistance in spatially-extended systems. By moving beyond semi-analytical methods, we were
able to relax several key assumptions in the toy model of evolution to better understand evolution
under more complex dynamics. First, this model supports microhabitats in which the wild-type
cells cannot survive, requiring one over even several mutations before they can be inhabited. Sec-
ond, the each microhabitat has a constant carrying capacity but not population size. Third, the
spatially-extended nature of the system allows for a less trivial consideration of the importance of
different spatial growth profile distributions with regards to monotonicity. And fourth, it allows us
to probe the effect of multiple advantageous mutations before complete resistance is achieved.

With this more general model, we were able to observe some of the same ideas previously
observed in the toy model. Principally, the fixation times are still affected by the spatial distribu-
tion of growth, even while the mean growth rate is conserved. We also saw evidence of the same
three regions: (1) heterogeneity always speeds fixation, (2) heterogeneity always slows fixation,
and (3) heterogeneity can speed or slow fixation, depending on the spatial distribution. However,
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the reasoning behind these different regimes was very different, since the proliferation timescale
dominates the time to fixation in the spatially-extended system. We also saw how the effect of
spatial heterogeneity can be amplified by both the specific parameterization of the growth pro-
files as well as the monotonicity of those profiles. This model builds upon our previous work to
allow us to better understand the different mechanisms by which the environment can shape the
emergence of evolution in microbial populations and reinforces the importance of spatial hetero-
genity on evolution dynamics. In the future, the results obtained with this more general model
may motivate future spatial drug dosing strategies to control the emergence of drug resistance in
spatially-extended systems.
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CHAPTER 5

Measuring Resistance Emergence in Turbidostat
Experiments

5.1 Introduction

Ultimately, we wish to understand how resistance develops not in simplified models of evolution
but in in vitro microbial populations. Even in batch culture experiments performed under carefully
controlled conditions, evolutionary dynamics are greatly complicated by the continual environmen-
tal changes as cells replicate, consume nutrients, and excrete waste [89], and these environmental
changes can have profound effects on cellular physiology [90, 91, 92]. To mitigate these concerns,
continuous culture devices have been used to create quasi-static environments. To culture cells
in a quasi-static environment, inoculated growth media is continually diluted with fresh media.
With proper tuning, these continuous culture devices dilute cell density and waste products at the
same rate that they are being produced to create an unchanging environment [93, 94]. We are par-
ticularly interested in evolution experiments performed using turbidostats, a class of continuous
culture devices that measure the cell density and apply feedback upon it. Because the dilutions
are determined by the cell density measurements, the population sizes can be carefully controlled
while the cells are growing without nutrient limitation, i.e., in exponential phase. A number of
readily available turbidostat platforms exist to promote experiment reproducibility [95, 96].

Even in conceptually simple evolution experiments, however, resistance can be challenging to
measure and quantify. And few experiments involving in vitro bacteria are easy to perform in
practice due to the careful practices required to avoid contamination and generate reproducible
results [97]. Reproduciblity even in well-controlled experiments is always a concern, as evolution
has a large degree of variability due to stochasticity in both the emergence of de novo mutations and
the genetic drift of existing mutant populations [98]. A related challenge is meaningful parameter
estimation when the underlying evolution data has significant irreducible noise [99, 100, 101].

We are interested in studying the evolution dynamics of a population of microbes in exponen-
tial phase. As wild-type cells exposed to some bacteriostatic agent evolve, mutants can arise that
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eventually dominate the population due to their higher fitness values than the sensitive, wild-type
cells. With large microbial populations, the population is rarely truly composed of a single geno-
type [102]. Rather, many genotypes exist at very small population fractions (10−8–10−6), creating
a mixed population with genotypic diversity. Due to this genotypic impurity, populations of certain
bacteria may already contain the mutants resistant to the drug present [103]. Instead of relying on
de novo mutation events, mutant fixation can be achieved from existing mutant cells slowly taking
over the population through their selective advantage. In this manner, the genetic diversity permits
evolution experiments that have reproducible evolution curves, since they are not relying on rare,
Poisson-like de novo mutation events.

These microbial evolution experiments are often studied using a turbidostat or similar instru-
ment. A turbidostat typically uses optical density (OD) measurements to determine the dilutions
required to keep turbidity, and therefore population size, quasi-static. In practice, the turbidity is
not strictly held constant but allowed to oscillate between a lower threshold and upper threshold.
When the measured OD passes the specified upper threshold, a dilution is performed to “reset” the
population back to the specified minimum optical density threshold. The lower and upper thresh-
olds have some non-zero difference to prevent the dilutions to be determined from noise on the
optical density measurements, so that the population size is only quasi-static. To understand evo-
lution under these quasi-static conditions, we require a careful procedure for estimating parameters
from data recorded during turbidostat operation.

With a careful parameter estimation procedure, we can study evolution in a turbidostat and hope
to identify subtle shifts in the fixation dynamics introduced from spatial heterogeneity. The toy
model of evolution is a natural candidate to study experimentally due to the ease of translating the
model assumptions into turbidostat conditions. For example, the Moran-like evolution assumption
requires constant population sizes, which are naturally studied using a turbidostat. The toy model
also assumed three microhabitats evolving concurrently, which one can easily mirror experimen-
tally using three vials in a turbidostat. Additionally, turbidostat experiment already contains many
pumps between microhabitats for pumping in fresh media and pumping out media to perform di-
lutions. These pumps can be retrofitted to perform migration between the subpopulations growing
in different vials. In this work, we lay the groundwork for the type of dynamics we expect to be
recorded during a turbidostat experiment and the subsequent quantification of the evolution from
the recorded data using an advanced Bayesian parameter estimation pipeline.
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5.2 Modeling Idealized Turbidostat

5.2.1 Perfect Turbidostat

For bacteria growing in exponential phase in a turbidostat, we can model the population as fluctu-
ating in time between some value Nmin, determined from the lower optical density threshold, and
Nmax, determined by the upper optical density threshold. We treat the population as a collection of
independently evolving subpopulations, each of which contains cells of a single genotype, grow-
ing deterministically in exponential phase, growing unabated until the total population size reaches
Nmax. The different genotypes can be introduced into the population either through de novo mu-
tation or from existing in small numbers in the initial bacteria stock. Due to the high degree of
reproducibility observed in many turbidostat experiments, there is some evidence that the mutants
that dominate the population largely are introduced during inoculation. For this reason, we neglect
mutation events in our current evolution model. For an arbitrary time t, the population can be
decomposed into the subpopulations of the m different genotypes:

N(t) =
m∑
i=1

ni(t), (5.1)

where each subpopulation ni grows exponentially with rate ki determined by its fitness value. If we
look at the system some amount of time τ following the most recent turbidostat dilution, assuming
to have occurred at time t0, we can write

ni(t0 + τ) = ni(t0)e
kiτ , (5.2)

provided that N(t0 + τ) < Nmax. If we look at the system a time T after t0, where T is the time
required for the population to grow from Nmin to Nmax, immediately preceding the next dilution we
have

Nmax =
m∑
i=1

ni(t0 + T )ekiT , (5.3)

while a short amount of time δt later, during which the dilution is performed, we have

Nmin =
m∑
i=1

ni(t0 + T + δt). (5.4)
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If we assume a well-mixed population, so that all genotypes are removed proportional to their
population size, we can calculate the change in population for each genotype, given by ∆ni:

∆ni =
ni(t0 + T )∑m
j=1 nj(t0 + T )

∆N, (5.5)

where ∆N = Nmax−Nmin. This provides a consistency condition on the genotype subpopulations
by enforcing ni(t0 + T + δt) = n0(t0 + T )−∆ni.

For simplicity, we will focus on the case with two subpopulations: a wild-type population
constituting the majority of the inoculated cells and growing with rate k0 as well as a mutant
population growing with rate k1 > k0. An illustration of the turbidostat dynamics are shown
in Figure 5.1, generated using n1(t = 0) = 100 and population thresholds Nmin = 1000 and
Nmax = 1500.

Figure 5.1: The deterministic turbidostat evolution can be easily simulated to model to proliferation
of the faster-growing mutant cells (red) over the wild-type cells (green). The turbidostat dilutions
are determined by the cumulative number of cells, shown in gray. Turbidostat simulated using
k0 = 0.15, k1 = 0.3, Nmin = 1000, Nmax = 1500, and n1(t = 0) = 100.

Instead of continuing to work with the population sizes, it is more natural to work with the
mutant fraction

z(t) ≡ n1(t)

n0(t) + n1(t)
, (5.6)

which has the major benefit of continuity across dilutions. If we use z0 ≡ z(t = 0) to denote the
initial mutant inoculation fraction, we can express our subpopulation sizes immediately preceding
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the first dilution event, assumed to occur at time T0, as

n0(T0) = (1− z0)Nmine
k0T0 , (5.7)

n1(T0) = z0Nmine
k1T0 , (5.8)

so that the number of cells removed from each population during the next dilution will be given by

∆n0(T0) =
(1− z0)ek0T0

(1− z0)ek0T0 + z0ek1T0
∆N, (5.9)

∆n1(T0) =
z0e

k1T0

(1− z0)ek0T0 + z0ek1T0
∆N, (5.10)

and the mutant fraction will be given by

z(T0) =
z0e

k1T0

(1− z0)ek0T0 + z0ek1T0
. (5.11)

This expression can be shown to generalize to

z(t) =
z0e

k1t

(1− z0)ek0t + z0ek1t
, (5.12)

where t is simply the total runtime of the evolution experiment, with no reference made to the times
at which dilutions occur. This closed-form solution is evaluated using k0 = 0.15 and k1 = 0.3 in
Figure 5.2. Note that this derived expression suggests that the mutant fraction evolution should be
independent of the optical density thresholds chosen, and this is indeed what is observed comparing
the z(t) calculated using the closed-form expression to what is obtained from extracting z(t) from
the subpopulations n0(t) and n1(t) obtained from simulating the idealized turbidostat.

5.2.2 Adding Optical Density Measurement Noise

In the very idealized model of turbidostat, the population size fluctuations affect the subpopulations
n0(t) and n1(t) but have no effect on the mutant fraction z(t). We now generalize the model to
allow for sources of experimental noise. Since the experiment uses a macroscopic quantity of cells,
we can safely neglect stochastic effects introduced from the random single-cell dynamics. And if
we assume that the timescale for the initial mutant subpopulation is faster than the timescale for
de novo mutations, these can also be neglected. Therefore, the main source of noise is introduced
from experimentally measuring the optical density values. Because there is noise associated with
each OD measurement, the logic used by the turbidostat to determine when a dilution is required
also needs to be more complex to add robustness to outliers. To be precise, we assume that the
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Figure 5.2: Evaluating the closed-form expression for z(t) reveals a continuous evolution curve
using k0 = 0.15, k1 = 0.3, and z0 = 0.1.

optical density measurements obey

ODmeasured ∼ N (ODtrue, σOD), (5.13)

where the true optical density values continue to evolve exponentially. For a series of optical
density measurements, the mean or median optical density value calculated over some specified
window is used to determine when a dilution is needed. Unless otherwise specified, we will be as-
suming a window length of 8 timepoints, as this was used exclusively by the turbidostat generating
the recorded dataset. Using ODmin = 0.43 and ODmax = 0.6 with σOD = 0.01, we produce the
measured optical density time series in Figure 5.3, again using k0 = 0.15, k1 = 0.3, and z0 = 0.1.
It is worth noting that the true population fractions are also affected by the optical density noise,
since the dilutions can only be applied using knowledge of the measured values.

We now return to the ultimate quantity of interest, the mutant fraction z(t), which can trivially
be calculated given complete knowledge about the subpopulations n0(t) and n1(t). To understand
the effect of noise on the mutant fraction, 103 complete evolution experiments were simulated
using both ∆OD = 0.03 and ∆OD = 0.17, where both sets of thresholds were centered about
〈OD〉 = 0.515. The mean z(t) and the single standard deviation range are plotted using both
the measured and true subpopulation sizes in Figure 5.4. Note that there is no significant shift
introduced by the finite optical density bounds, and certainly no measurable shift, upon adding
sensor noise to the turbidostat. This very simple model gives us confidence that careful parameter
estimates are possible despite OD measurement noise.
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Figure 5.3: The measured and true population sizes evolve similarly upon introducing noise into
the system. Parameters: k0 = 0.15, k1 = 0.3, and z0 = 0.1.

5.3 Bayesian Parameter Estimation

To understand the experimental data generated during turbidostat evolution, we require a statistical
inference method to estimate the parameters governing evolution. These estimates need to be
robust to both irreducible noise as well as outlier values in the optical density measurements.
These estimates also need to account for correlations that exist between parameters to accurately
quantify uncertainty associated with our estimation. And finally, our statistical inference pipeline
needs to be data-efficient to work with small datasets, since the evolution experiments are both
time and resource intensive.

5.3.1 Turbidostat Data Sources

During the operation of a turbidostat, there are typically two different observables recorded, both
of which are related to its operation. The OD values are recorded at regular intervals on the
order of 1 Hz. The turbidostat uses some specified logic function, ideally robust to outliers in the
measured OD values, to determine when a dilution is needed. The times at which these dilutions
is performed are also recorded. We therefore have two sources of observable variables, causally
and mathematically related, that inform us of the dynamics occurring on two different time scales.
The OD measurements represent our fine scale knowledge of the evolution, and they completely
determine the dilution measurements, the coarse-scale observable of the evolution, provided that
the turbidostat logic function is known. To illustrate these two different measurements, both time
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(a) Measured Mutant Fraction (b) True Mutant Fraction

Figure 5.4: Simulating 103 turbidostat evolution experiments with OD sensor noise. Parameters:
k0 = 0.15, k1 = 0.3, and z0 = 0.1.

series are plotted for a portion of a sample evolution experiment in Figure 5.5. The subset of
the OD time series in Figure 5.5a shows the recorded OD values, in addition to the specified OD
thresholds (dotted horizontal lines) and times at which a dilution is performed by the turbidostat
(solid vertical lines). The times at which the dilutions are performed as well as the size of the
dilution (measured as a function of dilution pump duration) for the full experiment are shown
in Figure 5.5b. Note that this data and all other experimental data shown comes from E. faecalis

turbidostat experiments performed by Anh Huynh. I have no ownership of the data, which Anh has
generously allowed me to use to illustrate turbidostat operation and test our parameter estimation
methods.

The OD time series measurements are discrete, with measurements recorded every ∆t. The
times at which dilutions are performed can be represented as a sparse time series, with the majority
of time points not requiring a dilution. The sparsity of the dilution data makes interpretation more
challenging, so it is useful to apply a Gaussian kernel to the dilution data to get a continuous
function representing the mean pump rate. From this smoothed dilution data, the exponential
growth rates k0 and k1 can be extracted, and these values can be used to evaluate our expression
for z(t), as illustrated in Figure 5.6. Note that because we have a closed-form expression for z(t),
we do not need to include this as a separate parameter. Rather, k0 is estimated from the portion
of the data in which the population has no significant mutant fraction and k1 is estimated from
the portion of the data in which the population has no significant wild-type fraction. We observe
remarkable agreement between the measured pump rates upon smoothing and the evaluated z(t).
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(a) OD Time Series (b) Dilution Time Series

Figure 5.5: (a) Experimentally recorded time series of the OD measurements, with the dotted
horizontal lines representing the specified OD thresholds and the solid vertical lines denoting times
at which dilutions were performed. (b) Experimentally recorded durations of performed dilutions
as a function of experiment time. Data recorded by Anh Huynh.

5.3.2 Modeling Turbidostat Growth

Although this procedure for extracting growth rates and estimating z(t) is very straightforward, it
is not without problems. First, the parameter estimates are affected by the Gaussian kernel applied
rather than determined exclusively from measured quantities. Second, the dilution events become
much less common as the optical density bounds are widened. With ∆OD = 0.17, for instance,
the time between dilutions is roughly one hour. Third, most of the experimental observations are
discarded when the dilutions are used rather than the optical densities measurements. And lastly,
there is no good way of combining estimates formed from different datasets. Due to the large
amount of variation between individual experiments, turbidostat evolutions are often performed in
replicates. Estimating the parameters across multiple replicates becomes more challenging. The
naive approach of forming aggregate parameter estimates from the parameters extracted from the
individual evolution experiments fails to account for the different quantities that do and do not vary
across experiments and their respective correlations.

To remedy these issues, I developed a statistical analysis pipeline to precisely estimate the
posterior distributions of the different parameters of interest. Our chief parameters of interest are
the growth rates k0 and k1, since only these two parameters are needed to evaluate the closed form
solution for z(t). However, there are many nuisance parameters that require estimation from the
time series data. We have already looked at one such parameter in the OD sensor noise σOD.
Additionally, we observe in the experimental turbidostat data that the measured optical density
values take some small amount of time following a dilution to return to ODmin. This finite pump
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Figure 5.6: Applying a Gaussian kernel to the dilution pumps events produces a continuous curve
(top panel), from which the exponential growth rates k0 (mean and standard deviation shown in
blue) and k1 (mean and standard deviation shown in orange) can be estimated. Using these esti-
mated growth rates, the expression for the mutant fraction z(t) can be evaluated (bottom panel).

rate introduces a relaxation time τ ∼ N (〈τ〉, στ ), illustrated in Figure 5.7, and adds two additional
parameters. These five parameters should be the same across all turbidostat experiments, provided
that the drug concentration is unchanged across experiments. We also add an estimate of ODmin

for each vial. Although this is specified by the experimental set-up, there is no guarantee that
this value is what is reached following a dilution. For instance, in some experiments where the
pump needles were not sufficiently low enough in the vials, the pump cannot physically remove
enough media to reduce the optical density to the desired value. By specifying this as an additional
parameter for each experiment, our estimates of the parameters of interest are safeguarded against
these types of experimental errors.

5.3.3 Point Parameter Estimation

For the ith individual experiment, we form a vector containing the parameter estimates given by

θ(i) =



k
(i)
0

k
(i)
1

σ
(i)
OD

〈τ〉(i)

σ
(i)
τ

OD
(i)
min


. (5.14)

With multiple experiments performed using the same drug concentration, however, we expect all
of these estimates except that of ODmin to be the same across all of the experiments. We form
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Figure 5.7: In the absence of measurement noise, the ideal period of the turbidostat time series OD
measurements has a relaxation time τ , a period time T , and a lag τ̃ introduced by the turbidostat
logic function.

an estimated parameter vector θinitial by aggregating these individual estimates according to some
function f agg:

θinitial = f agg(θ(1), . . . , θ(N)
)
, (5.15)

which combines the independent estimates of the shared parameters. To evaluate the quality of
a given parameter vector, I created an end-to-end simulation of the turbidostat dynamics for a
single population. For a given parameter vector, the OD time series can be simulated for any
desired number of periods. Using an end-to-end turbidostat simulation provides several benefit
over alternative approaches. First, it allows to work with the OD measurements rather than the
period measurements, which are performed much less frequently and determined entirely from
the OD time series. Second, it allows us to directly use arbitrary logic functions used in the
experimental apparatus, even if they do not have easily expressed derivatives. And finally, it allows
us to obtain more synthetic data than we could ever hope to record experimentally. Since the
evolution experiments are very slow and time-consuming, we need to be able to maximize what
we can learn from each individual experiment.

Utilizing the end-to-end turbidostat simulation, the resulting distribution of OD values can then
be compared to the empirical distribution of measured values, as shown in Figure 5.8, and the
difference between the two distributions can be quantified using Kullback-Leibler (KL) divergence
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(a) Wild-Type (b) Mutant

Figure 5.8: Forming histograms of the OD time series generated from (a) wild-type and (b) mutant
cells using both empirical data and synthetically generated data.

[104], defined as

DKL(P ‖ Q) =

∫ ∞
−∞

p(x) log

(
p(x)

q(x)

)
dx (5.16)

for continuous random variables P and Q with probability densities p and q, respectively. By
convention, P represents the observed probability density and Q represents the model approxi-
mation of P . To be explicit, we can write Qθ to remind ourselves that the modeled probability
density is generated from a model parameterized by θ. Starting with our initial parameter vector,
the parameter vector resulting in the smallest KL divergence between the empirical OD distribu-
tion is found using simulated annealing [105]. This global optimization produces θSA, the single
“optimal” parameter vector found to best recreate the observed data.

5.3.4 Markov Chain Monte Carlo

Our understanding of the system parameters is not yet complete, however, since the simulated
annealing approach does not readily lead to quantification of uncertainty on the parameter estimates
or relative improvement for alternative parameter values. For these reasons, we employ a Markov
Chain Monte Carlo (MCMC) approach to estimate the posterior distributions of each parameter
[106]. With conventional MCMC using the Metropolis Hastings algorithm [107], a candidate
parameter vector θ′ is proposed according to some kernel q(θ → θ′). The acceptance ratio h is
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then calculated according to

h(θ, θ′) = min

(
1,
P (θ′|D)

P (θ|D)

q(θ′ → θ)

q(θ → θ′)

)
, (5.17)

where P (θ|D) is the posterior probability of parameters θ given the observed data D. The pro-
posed vector θ′ is accepted with probability h and rejected with probability 1 − h. The posterior
distribution is often expressed using Bayes’s rule as

P (θ|D) ∝ P (D|θ)P (θ), (5.18)

where we have written the posterior distribution P (θ|D) as the product of the likelihood P (D|θ)
and prior P (θ). Using the end-to-end simulation of the turbidostat, we can readily generate syn-
thetic dataDsyn

θ for a given choice of parameter vector θ. However, we cannot map this a probability
distribution. If we had an expression for the likelihood function, we could simply maximize it to
calculate the maximum likelihood values (or alternatively, the maximum a posteriori estimates if
we wanted to incorporate the prior distributions). Without a likelihood function, we cannot apply
conventional MCMC to our problem. Instead, we use a variant that does not require likelihood
functions to converge to the stationary distributions for the posteriors [108]. This algorithm works
as follows:

1. If we start at a set of parameters θ, we propose a new sets of parameters θ′ according to some
kernel q(θ → θ′).

2. We generate synthetic data Dsyn
θ′ using our modelM, which generates synthetic time series

for a given choice of parameters θ′.

3. We can use some distance function ρ and some threshold ε such that if ρ(Dsyn
θ′ ,D) ≤ ε, then

we continue to the next step. Otherwise, we return to the first step to propose a new choice
of parameters

4. Calculate

h(θ, θ′) = min

(
1,
π(θ′)q(θ′ → θ)

π(θ)q(θ → θ′)

)
(5.19)

5. Accept θ′ with probability h; otherwise stay at θ. Then repeat.

This procedure relies on using our end-to-end simulation to generate synthetic data, whose agree-
ment with the empirical data can again be quantified using KL divergence. In our case, the thresh-
old ε is determined by using the KL divergence resulting from θSA.
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Note that this approach is very computationally expensive. Evaluating a single parameter vector
requires simulating Nperiod periods for each of the Nvial independent evolution experiments. We
have typically usedNperiod = 5×103 to ensure that the resulting OD distribution has KL divergence
values that do not differ significantly between runs due to the stochasticity present within each
simulated period.

It is briefly worth explaining in more detail why we choose to work with the recorded optical
density values rather than the recorded period times between dilution events. The period times
are the much more natural observable quantity due to their ease of interpretation. In addition, the
period times have much nicer theoretical properties than the OD time series. To understand the OD
values, we need to simulate a large number of periods and compare the synthetic distribution to the
empirical distribution using KL divergence. The period times, on the other hand, can be expressed
as a function of the parameters of interest according to

Ti =
1

ki
log(ODmax/ODmin), (5.20)

where Ti represents the period time of a population with genotype i growing at rate ki. For mixed
populations, one can show that the mutant fraction is given by

z(t) =
ek0T0 − ek0T (t)

ek1T (t) − ek0T (t)
, (5.21)

where T (t) is the period time measured at time t. All of the analysis and parameter estimation
pipeline can be modified to work with the period times to take advantage of these theoretical
properties, but we have found that in practice the estimates are worse in quality. The sparsity of
the period data is not enough to produce confident parameter estimates, despite the nice properties
associated with the period data. For this reason, we have used the approach described above with
the OD measurements.

5.4 Analyzing Synthetic Dataset

To illustrate the full statistical pipeline, we can start by looking at a synthetic dataset that we have
generated. This allows us to understand the effect of the different components in our statistical
pipeline and also evaluate the quality of the parameter estimates. Our synthetic dataset consists of
the twenty hours of a simulated OD time series from ten separate vials. Each vial has a unique
value for ODmin to be estimated, as well as the five parameters shared across all vials (k0, k1, σOD,
〈τ〉, and στ ), where the relaxation time τ as well as the individual OD measurements are assumed
to follow a Gaussian distribution. We then take this synthetic data as the empirical data whose
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parameter values we wish to estimate without knowledge of the generating values.
For reference, we can compute the KL divergence between the recorded synthetic data and

from simulating new data using the same generating parameters. Although these two distributions
should be identical in a noiseless system, stochasticity causes the KL divergence to be a non-zero
value, in our case DKL(P ‖ Qgenerating

θ ) = 1.9× 10−3. We can then look at the different methods of
estimating θ from our synthetic data and compare the resulting KL divergence values to evaluate
the quality of the estimated parameters. First, we start with some rough estimate of the parameter
values, obtained by randomly perturbing the generating parameter vector. This rough estimate is
intended to reflect the relatively large degree of uncertainty that we would obtain by aggregating
individual vial estimates. The initial parameter vector θagg produced a KL divergence roughly
26 times that of the generating parameter vector. We take θagg as the initial condition for our
simulated annealing algorithm, which performs a global optimization to arrive at θSA, which has
a KL divergence of 1.5 times that of the generating parameter vector. Finally, we take θSA as a
promising starting point in parameter space to run our MCMC algorithm. The MCMC algorithm
is initialized with a random perturbation of θSA, and new parameter vectors are accepted according
to their broad prior distributions if they satisfy ε = 2DKL(P ‖ QSA

θ ). The mean value of the
posterior distribution is used to form θMCMC, which produces a KL divergence equal to 0.98 times
that of the generating parameter, suggesting that the final parameter vector explains the synthetic
data approximately as well as the generating parameters, despite the relatively loose ε tolerance
used. The results of this sequential pipeline are summarized in Table 5.1. The estimated posterior
distributions formed from the MCMC algorithm are shown in Figure 5.9, which also illustrate the
point estimates θagg and θSA as well as θgenerating. We can see visually that the mean of the posterior
is close to the true generating value for all of the parameters, and the MCMC algorithm improves
upon the simulated annealing value for almost every parameter.

θ Estimation Method DKL(P ‖ Qθ)/DKL(P ‖ Qθgenerating)
Aggregate 26
Simulated Annealing 1.5
MCMC 0.98

Table 5.1: The different sequential components in our statistical pipeline continue to refine the
mean KL divergence values, with the parameter vector estimated using MCMC producing a com-
parable KL divergence to the generating parameter values.
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(a) σOD Posterior (b) k0 Posterior (c) k1 Posterior (d) τ Posterior

(e) στ Posterior (f) OD0
min Posterior (g) OD1

min Posterior (h) OD2
min Posterior

(i) OD3
min Posterior (j) OD4

min Posterior (k) OD5
min Posterior (l) OD6

min Posterior

(m) OD7
min Posterior (n) OD8

min Posterior (o) OD9
min Posterior

Figure 5.9: Full estimation illustration of the posterior distributions produced from the MCMC
algorithm with the various point estimates and the generating parameter values for reference
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5.5 Analyzing Experimental Data

With the parameter estimation pipeline validated, we can apply our algorithm to evolution data
collected in turbidostat experiments. One dataset highlighted here consists of a sixteen evolution
experiments performed by Anh in which the sensitive population was inoculated with a mutant
fraction z0 = 10−3. The evolution was performed in the presence of doxycycline at a concentra-
tion of 800 ng/mL for several different values of ∆OD. Just as with the synthetic dataset, rough
parameter estimates were formed from the appropriate portions of the evolution data, and these
rough estimates were refined using the statistical inference pipeline. The resulting posterior distri-
butions for the five shared parameters are shown in Figure 5.10. Despite considerable noise in the
raw data, the pipeline was able to produce reasonable parameter estimates for all of the parameters,
including the individual ODmin estimates not shown due to the large number of parameters.

Having access to these posterior distributions allows us to perform types of analysis not previ-
ously possible. As one example, we can estimate the mutant fraction z(t) for any particular vial
using the measured time between pump dilutions in conjunction with random samples drawn from
the posterior distributions. For each recorded time between dilutions, 106 parameters are sampled
from their respective posteriors to calculate the resulting mutant fraction associated with that par-
ticular dilution event using Equation 5.21. By leveraging our posteriors, we can better estimate
z(t) and also quantify our uncertainty associated with each measurement. The estimated mutant
fraction z(t) for a representative vial is shown in Figure 5.11, where the estimate is shown in black
and the standard deviation is shaded in purple. From this profile, we can quantify metrics such as
T50, defined as the time required to reach z = 0.5, to look at different environmental factors that
could introduce a shift in the observed fixation times.

As a comparison, the parameter estimation procedure can be repeated for a different set of
experimental data recorded by Anh. The data consists of evolution from sixteen independent ex-
periments, where again the populations are inoculated with z0 = 10−3. The only change is that
these experiments were performed using 400 ng/mL of doxycycline. We would expect that this
reduced concentration should lead to a larger value for k0 and k1, since both the wild-type and
mutants should grow more quickly. However, the distributions for σOD, τ , and στ would not be
expected to change significantly with the drug concentration. Using the statistical pipeline, the
posterior distributions were generated for each parameter, and the five shared parameter posterior
distributions are plotted in Figure 5.12. Indeed, we observe a shift in the distributions for k0 and
k1, while the other posteriors have undergone little change.
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Figure 5.10: Posterior distributions of the parameters common to all 16 experiments performed in
800 ng/mL of doxycycline.

5.6 Future Work

The synthetic dataset and simple comparison of the parameter estimates produced from experimen-
tal data recorded using different drug distributions demonstrates the utility of the statistical pipeline
that we have developed. Ultimately, we want to use this pipeline to carefully study more compli-
cated evolution experiments that incorporate spatial structure and spatial heterogeneity. The end
goal is to test predictions made using the toy model of evolution as well as the kinetic Monte Carlo
system to observe the effects of heterogeneity in in vitro populations. Future work will be directed
towards using and adapting the pipeline to perform parameter estimation for spatially-extended
evolution experiments performed using the turbidostat.
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Figure 5.11: The mutant fraction can be estimated by combining the dilution events with samples
drawn from the posterior distributions. This allows the quantification of metrics such as T50 to
examine shifts in the fixation times.

5.7 Conclusion

We developed a robust statistical pipeline that was able to estimate the parameters governing the
evolution of microbes in turbidostat experiments and quantify the uncertainty associated with the
parameter estimates. By using an end-to-end simulation of the turbidostat dynamics, we were able
to find a set of parameters that produced an OD distribution that was significantly more similar
to the empirically observed distributions than competing methods for a synthetic dataset. The
pipeline also produced reasonable estimates for parameters from data obtained during turbido-
stat evolution experiments, although more work will be required to validate the estimated values.
Moving forward, we will build upon this pipeline to allow us to quantify the evolution of resistance
in spatially-extended systems. Ultimately, we wish to estimate parameters of spatially-extended
systems evolving under spatial heterogeneity. Through careful parameter and uncertainty quan-
tification, we hope to confirm predictions made by the previously developed models regarding the
effect of spatial heterogeneity on the emergence of resistance in in vitro microbial populations.
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Figure 5.12: Posterior distributions of the parameters common to all 16 experiments performed in
400 ng/mL of doxycycline.
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CHAPTER 6

Conclusion

In this work, we have established environmental spatial heterogeneity as a critical factor on evo-
lutionary dynamics in microbial populations and have characterized the impact of spatial hetero-
geneity on the time to resistance. Spatial heterogeneity has already been identified by several
experimental and theoretical studies as a factor capable of significantly altering the evolutionary
dynamics leading to antibiotic resistance [31, 32, 33, 34, 35, 36, 37, 38, 29]. These studies have
established that the time to reach fixation can vary, often drastically, in systems under different
selection pressure landscapes induced from simple spatial drug gradients. However, the impact of
spatial heterogeneity on fixation has not been completely understood from this early work, moti-
vating a more careful study of spatial heterogeneity.

To study the effects of spatial heterogeneity on the impact of antibiotic resistance in micro-
bial populations, we have developed simplified models of evolution in spatially-extended systems.
We first created a toy model assuming Moran-like evolutionary dynamics sufficiently simple to
allow for semi-analytic calculations for the mean fixation time. We found that different distribu-
tions of selection pressure in small systems can still significantly impact the time to fixation, and
that the effect of spatial heterogeneity depends critically on the other parameters of the system.
Upon generalizing the initial evolution model to account for imperfect mutants and larger systems,
we observed that not only does spatial heterogeneity continue to affect the fixation times but that
this effect is often amplified in these more general systems. We then developed a more complex
evolution model supporting much larger systems that was simulated using a kinetic Monte Carlo
algorithm and found that spatial heterogeneity again plays an important role in determining the fix-
ation time, despite conserving the spatially-averaged growth across different landscapes. Finally,
we developed a statistical pipeline for robust parameter estimation from evolution data recorded
from populations growing in turbidostats. This statistical pipeline will allow testing the various
hypotheses posited by the developed models.

Using these models that we have created, we have focused on better understanding the role spa-
tial heterogeneity plays in the evolutionary dynamics of microbial populations in three key areas.
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First, we wanted to understand the effect of spatial heterogeneity without additional confound-
ing properties that vary across different spatial profiles. In studying spatial selection profiles, for
instance, this would constrain all landscapes to conserve spatially-averaged selection pressure to
isolate the effect of spatial distribution of selection pressure. Physically, the selection pressure
landscape can be imagined as the result of some drug present. A natural question to ask is whether
different spatial drug dosing schemes still affect the time to resistance when a fixed amount of
drug is distributed throughout the system. We have found that the spatial distribution of selection
pressure critically impacts the evolutionary dynamics and time to resistance in all of the models
that we have developed. We have seen how the specific effect of heterogeneity can depend on
both the parameters of the spatially-extended system (namely, the mutation and migration rates) as
well as the specific parameterization of the selection pressure landscapes. We have characterized
these relationships and developed simple approximations allowing us to intuitively understand the
impacts of heterogeneity in certain limiting cases.

Our second goal was to explore spatial selection pressure landscapes more complex than simple
linear drug gradients. With simple linear drug gradients, there exists a single direction of directed
selection pressure—as the drug concentration increases, the mutants become increasingly advanta-
geous. And importantly, additional mutations conferring resistance would also benefit from arising
in the same natural direction created by the drug gradient. However, drug concentration is just one
environmental factor affecting the selection pressure landscape, which is also impacted by temper-
ature, pH, nutrient distribution, carrying capacity, and other factors. Collectively, simple spatial
distributions of these factors naturally lead to non-monotonic profiles of spatial selection pressure
that have no single directed selection pressure direction. Our results have focused on studying
evolution under these non-monotonic selection profiles. We have seen that while the effect of
spatial heterogeneity is important for affecting the emergence of resistance under non-monotonic
selection profiles, the non-monotonicity is less important for systems with few microhabitats. With
larger systems approximating a continuous spatially-extended system, however, the monotonicity
of the selection profile becomes very important upon considering multiple beneficial mutations
conferring resistance.

Finally, our third goal was to leverage our knowledge of evolutionary dynamics to use spatial
heterogeneity to slow down the emergence of resistance. Up until this point, much of the existing
experimental and theoretical work with simple drug gradients has illustrated the ability of hetero-
geneity to lead to significantly faster resistance. Spatial selection pressure landscapes represent an
exciting method of slowing resistance because they are an external, tunable parameter of the sys-
tem unlike the genotype landscape of the cell, which is inherent to the cell and difficult to modulate.
While we have observed that heterogeneity can lead to faster resistance, as observed in the existing
literature, we have also uncovered many scenarios in which certain selection pressure landscapes
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lead to slower resistance than the corresponding spatially homogeneous landscape conserving the
same mean selection pressure. Such scenarios were observed in the models of evolution in both
the small and large systems. We also saw how initial mutant subpopulations can still benefit from
spatially-optimized selection profiles. The existence of spatial drug dosing strategies capable of
slowing the resistance independent of specific drug mechanisms or genotypic landscapes is an
exciting prospect for future strategies to slow the emergence of antibiotic resistance.

We crafted our models with the goal of capturing fundamental relationships between evolution-
ary dynamics and resistance emergence in a manner independent of specific considerations such
as drug mechanisms, gene regulatory networks, and molecular biology. The independence of these
important considerations allows for the possibility of models capturing more general relationships
applying to evolution in a wide range of spatially-structured populations. However, a corrollary
of these assumptions is that additional work is required to understand our findings across a range
of different evolution models and ultimately in in vitro and even in vivo systems. To maximize
the generality of our findings, we have focused on gaining an intuition behind the impact of het-
erogeneity on the evolutionary dynamics to form a more general set of principles that may apply
to more general systems. By concentrating on these general intuitive principles and associated
testable hypotheses, we can hope to refine how we think about evolution in more complex sys-
tems. The statistical pipeline we developed for robust parameter estimation is one preliminary step
towards testing the model predictions in systems that do not strictly obey all of the assumptions
in the simplified models. Additionally, much work remains to fully understand the emergence of
antibiotic resistance, even through the specific lens of spatial heterogeneity, because it is the culmi-
nation of a fundamentally stochastic process governed by a complex interplay of many genomic,
mechanistic, and ecological considerations. Each of these facets is at least somewhat understood
in isolation, but future work is required to understand resistance emergence when all of these con-
siderations shape the evolutionary dynamics.

Although future work is needed to more holistically understand spatial heterogeneity, in par-
ticular under different evolution paradigms, and to connect this work to existing studies focusing
more on genomic and mechanistic considerations, we believe that this work helps further estab-
lish spatial heterogeneity as an important facet for a mature understanding of microbial evolution.
We believe that utilizing spatial heterogeneity to create spatial selection landscapes can also be a
powerful tool in the fight to slow the emergence of antibiotic resistance. Because spatial selection
profiles can be modulate externally through a number of factors, spatially optimized drug dos-
ing strategies could be implemented that guarantee slower resistance in expectation. Such spatial
drug dosing strategies could be optimized for specific infection subpopulations, bacteria motility,
and mutation rates between various genotypes to create prescriptive approaches tailored to specific
infections and systems.
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APPENDIX A

Toy Model of Evolution

A.1 Backward Master Equation Operator

The master equation operator Ω is populated from Markovian transition rates that come from the
dynamics allowed in our system within the Moran framework. We denote T+[xi] as a transition that
increases the number of mutants in microhabitat xi. Explicitly, our three transition rates increasing
the number of mutants from an initial state (j, k, `) are

T+[x0](j, k, `) = (N − j)︸ ︷︷ ︸
WT dies

w(x0)︸ ︷︷ ︸
Pick x0

(N − j)r0(x0)
(N − j)r0(x0) + jr∗(x0)︸ ︷︷ ︸

Pick WT

µ︸︷︷︸
WT mutates

+ (N − j)︸ ︷︷ ︸
WT dies

w(x0)︸ ︷︷ ︸
Pick x0

jr∗(x0)

(N − j)r0(x0) + jr∗(x0)︸ ︷︷ ︸
Pick mutant

(1− β)︸ ︷︷ ︸
No migration

+ (N − j)︸ ︷︷ ︸
WT dies

w(x0)︸ ︷︷ ︸
Pick x1

kr∗(x1)

(N − k)r0(x1) + kr∗(x1)︸ ︷︷ ︸
Pick right mutant

β︸︷︷︸
Migration

(A.1)
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T+[x1](j, k, `) = (N − k)︸ ︷︷ ︸
WT dies

w(x0)︸ ︷︷ ︸
Pick x1

(N − k)r0(x1)

(N − k)r0(x1) + kr∗(x1)︸ ︷︷ ︸
Pick WT

µ︸︷︷︸
WT mutates

+ (N − k)︸ ︷︷ ︸
WT dies

w(x0)︸ ︷︷ ︸
Pick x1

kr∗(x1)

(N − k)r0(x1) + kr∗(x1)︸ ︷︷ ︸
Pick mutant

(1− 2β)︸ ︷︷ ︸
No migration

+ (N − k)︸ ︷︷ ︸
WT dies

w(x0)︸ ︷︷ ︸
Pick x1

jr∗(x0)

(N − j)r0(x0) + jr∗(x0)︸ ︷︷ ︸
Pick left mutant

β︸︷︷︸
Migration

+ (N − k︸ ︷︷ ︸
WT dies

w(x0)︸ ︷︷ ︸
Pick x1

`r∗(x2)

(N − `)r0(x2) + `r∗(x2)︸ ︷︷ ︸
Pick right mutant

β︸︷︷︸
Migration

(A.2)

and

T+[x2](j, k, `) = (N − `)︸ ︷︷ ︸
WT dies

w(x2)︸ ︷︷ ︸
Pick x2

(N − `)r0(x2)
(N − `)r0(x2) + `︸ ︷︷ ︸

Pick WT

µ︸︷︷︸
WT mutates

+ (N − `)︸ ︷︷ ︸
WT dies

w(x2)︸ ︷︷ ︸
Pick x2

`

(N − `)r0(x2) + `︸ ︷︷ ︸
Pick mutant

(1− β)︸ ︷︷ ︸
No migration

+ (N − `)︸ ︷︷ ︸
WT dies

w(x1)︸ ︷︷ ︸
Pick x1

k

(N − k)r0(x1) + k︸ ︷︷ ︸
Pick left mutant

β︸︷︷︸
Migration

. (A.3)

Within the Moran process, we also have transitions that decrease the number of mutants in
a given microhabitat. We denote T−[xi] as the transition decreasing the number of mutants in
microhabitat xi. The explicit transition rates are given by

T−[x0](j, k, `) = j︸︷︷︸
Kill mutant

w(x0)︸ ︷︷ ︸
Pick x0

(N − j)r0(x0)
(N − j)r0(x0) + j︸ ︷︷ ︸

Choose WT

(1− β − µ)︸ ︷︷ ︸
WT grows without mutation or migration

+ j︸︷︷︸
Kill mutant

w(x1)︸ ︷︷ ︸
Pick x1

(N − k)r0(x1)

(N − k)r0(x1) + k︸ ︷︷ ︸
Pick WT

β︸︷︷︸
Right migration

, (A.4)
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T−[x1](j, k, `) = k︸︷︷︸
Kill mutant

w(x1)︸ ︷︷ ︸
Pick x1

(N − k)r0(x1)

(N − k)r0(x1) + k︸ ︷︷ ︸
Choose WT

(1− 2β − µ)︸ ︷︷ ︸
WT grows without mutation or migration

+ k︸︷︷︸
Kill mutant

w(x0)︸ ︷︷ ︸
Pick x0

(N − j)r0(x0)
(N − j)r0(x0) + j︸ ︷︷ ︸

Pick WT

β︸︷︷︸
Left migration

+ k︸︷︷︸
Kill mutant

w(x2)︸ ︷︷ ︸
Pick x2

(N − `)r0(x2)
(N − `)r0(x2) + `︸ ︷︷ ︸

Pick WT

β︸︷︷︸
Right migration

, (A.5)

and

T−[x2](j, k, `) = `︸︷︷︸
Kill mutant

w(x2)︸ ︷︷ ︸
Pick x2

(N − `)r0(x2)
(N − `)r0(x2) + `︸ ︷︷ ︸

Choose WT

(1− β − µ)︸ ︷︷ ︸
WT grows without mutation or migration

+ `︸︷︷︸
Kill mutant

w(x1)︸ ︷︷ ︸
Pick x1

(N − k)r0(x1)

(N − k)r0(x1) + k︸ ︷︷ ︸
Pick WT

β︸︷︷︸
Left migration

. (A.6)

With these transition rates, Ω is populated according to

Ωm,n =


W n→m n 6= m

−
∑
m′ 6=m

W n→m′ n = m (A.7)

where W n→m is the transition rate from initial state n to final state m. Note that the number of
mutants can change by one at most, so the backwards master equation operator is sparse.

We can then solve the mean first passage time equation

−1 =
∑

m′ 6=mf

T (mf |m′)Ωm′,mi
(A.8)

where T (mf |mi) is the mean time required for a system initially in state mi to first reach state mf .
All of the natural boundary conditions are already imposed by Ω, but we do need to specify that

T ((n∗(x0), n
∗(x1), n

∗(x2))|(n∗(x0), n∗(x1), n∗(x2))) = 0 (A.9)

for any initial state (n∗(x0), n
∗(x1), n

∗(x2)), which is intuitively obvious.
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A.1.1 Choice of Model Weights

The microhabitat-specific weights used in the above transition rates allow us to explore different
evolution models within this general framework. We investigate two different formulations for the
model weights. The two formulations we consider are:

1. Weigh each microhabitat by its mean fitness normalized by the mean fitness of the entire sys-
tem. This has the nice corollary that microhabitats in which cells replicate more frequently
have more replication than other microhabitats.

2. Weigh all microhabitats equally. This leads to more simple model of evolution.

At this point, we would be remiss to not admit that neither choice of weights leads to a particu-
larly realistic model of microbial evolution. Our goal is not to develop a high-fidelity model of
evolution requiring knowledge of cell mechanisms, drug mechanisms, and chemical kinetic coeffi-
cients. Rather, we intend to develop a toy model of evolution that can exhibit interesting behavior
despite its simplicity. Without relying on specific knowledge of mechanisms, we can hope that
these results apply generally to microbial populations evolving in systems with spatial structure.
With this motivation in mind, one can make a convincing argument for either choice of microhab-
itat weights—each leads to a relatively simple model of evolution motivated by observations of
evolving microbial systems.

Let’s explicitly calculate the microhabitat weights under the first formulation, in which mean
fitness affects the relative replication rate. In this case, we write

w(xi) =
(N − n∗(xi))r0(xi) + n∗(xi)(1− ε)∑
m [(N − n∗(xm))r0(xm) + n∗(xm)]

, (A.10)

where n∗(xi) denotes the number of mutants in microhabitat xi. If we define the mean fitness
within a microhabitat as

r̄(xi) =
(N − n∗(xi))r0(xi) + n∗(xi)

N
, (A.11)

we can equivalently write

w(xi) =
r̄(xi)

r̄(x0) + r̄(x1) + r̄(x2)
. (A.12)

Note that if all microhabitats have the same mean fitness at a particular state of the system, all
microhabitats are equally likely to be chosen for the next replication event, and the transition rates
match those we would obtain under the equally-weighted assumption, up to a scaling factor.
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(a) µ� β (b) β � µ

Figure A.1: The fixation times are calculated across different landscapes conserving 〈s〉 = 0.2
using both the fitness-weighted and unity-weighted (“unweighted”) transition rates. Although both
models exhibit spatial heterogeneity in their respective fixation times, the fitness-weighted model
shows an amplified effect of heterogeneity on the resulting fixation times.

With our weights defined, we can look at the results obtained with either model of evolu-
tion. The body of this dissertation extensively looks at the results obtained from assuming that
all weights are unity. Recall that the principal observation of interest under this assumption is that
the fixation time under different selection pressure landscapes depends critically on the distribu-
tion of selection pressure (δs), despite conserving the average selection pressure (〈s〉). We observe
that the distribution of selection pressure also affects the fixation times in the alternative model, in
which each microhabitat is weighted according to its fitness. In Figure A.1, we plot the fixation
times as a function of δs, assuming 〈s〉 = 1/6 and N = 25, for both β � µ and µ � β. The
fixation curves for each model are normalized by their respective homogeneous landscape fixation
time for ease of comparison. We again observe that fixation times can vary considerably with δs,
significantly more so than the fixation times calculated using the unweighted model.

To explain the effect of spatial heterogeneity in this weighted model, we turn to more simple
class of selection pressure landscapes that do not conserve 〈s〉. To begin we look at the fixa-
tion times calculated assuming a homogeneous fitness landscape, shown in Figure A.2. We see
that in the limit µ � β, the fixation times increase monotonically with the fitness value in the
microhabitats. This is due to the genetic drift favoring the mutants becoming less strong as the
wild-type fitness is increased. Because de novo mutations are rare in this limit, the fixation times
grow rapidly as the mutants become more likely to go extinct due to genetic drift. The results
with a homogeneous fitness landscape in the limit β � µ, in which the microhabitats are treated
as essentially independent with respect to migration, tell a very different story. Looking at the
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Figure A.2: (a) The fixation times for a homogeneous landscape of fitness r0 using the weighted
transition rates using µ = 10−6 and β = 0.01. (b) Fixation times using µ = 0.01 and β = 10−6,
with inset showing zooming in the fixation times excluding r0 � 1. All plots assume N = 25.

fixation times in Figure A.2(b), the most obvious feature is an artifact introduced by the weighted
transition rate formulation when the wild-type fitness is near zero. When the wild-type fitness is
very small, the mean fitness of the microhabitat grows considerably upon the addition of a single
mutant. This causes the microhabitat with the mutant to be much more likely to be chosen for
the next replication event, introducing a positive feedback into the system that can slow fixation
across all of the microhabitats. For fitness values large enough to not be affected by this artifact,
we observe a similar trend in fixation times to what we observed in the homogeneous landscape in
the limit µ� β.

We can use these results to understand landscapes with spatial heterogeneity. For a simple
choice of landscapes, we look at those where the extrema fitness r0(x0) is fixed to some specified
value and the center fitness r0(x1) is varied. In general, the observed behavior is a combination
of the two counteracting forces that we observed in the homogeneous landscapes—as the wild-
type fitness increases, the microhabitat is less likely to get “ignored” due to its small mean fitness
without a mutant but also more likely to have a small mutant subpopulation go extinct due to
genetic drift becoming less favorable to the mutants. This is illustrated in Figure A.3, which plots
several representative fixation curves for limiting cases of the parameter values.

With results from both evolution models, we can revisit the relative merit of each model. The
fitness-weighted transition rates appear to add an additional level of realism to the system. How-
ever, even this is not necessarily true in all cases. A potential issue is that both mutation and
migration in this framework can only occur following replication. By making some microhabitats
have more replication events than others, the effective mutation rates and migration rates also gain
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Figure A.3: (a) The fixation times for µ = 10−6, β = 0.01 fixing r0(x0) = 10−3 using the weighted
transition rates. (b) Fixation times using µ = 10−6, β = 0.01 fixing r0(x0) = 1. (c) Fixation times
using µ = 0.01, β = 10−6 fixing r0(x0) = 10−3. (d) Fixation times using µ = 0.01, β = 10−6

fixing r0(x0) = 1. All plots use N = 25.
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Figure A.4: (a) Minimum fixation times (τminf ) over different selection pressure distributions (rel-
ative to the maximum fixation times, τmaxf ) in the intermediate parameter region where fixation
can be both accelerated and decelerated. N = 25 and 〈s〉 = 0.167. (b) Across a specific trajectory
in the intermediate region (arrow in panel (a)), the dependence of τf on heterogeneity (δs) transi-
tions smoothly from a state with a minimum at δs = 0 (light test curve) to one with a maximum at
δs = 0 (darkest curve). For ease of comparison, fixation times are scaled to arbitrary units between
0 and 1.

a spatial dependence. The observation that spatial heterogeneity can impact fixation times is also
less surprising with this model. When the spatial distribution of fitness also controls the replica-
tion timescale within each microhabitat, the system lends itself to a trivial (although incomplete)
explanation of the effect of spatial heterogeneity. With the unweighted transition rates, any devi-
ation in fixation times caused by fitness distribution requires a more thoughtful explanation. For
these reasons, we focus on the more simple model where all microhabitats are weighted equally.
However, the fact that spatial heterogeneity impacts the fixation times calculated with both models
only strengthens the applicability of the results.

A.2 Characterization of Intermediate Regime

To further investigate evolution in the intermediate regime, where heterogeneity can either speed
or slow fixation, depending on the specific profile, we calculated the minimum and maximum
fixation times (τmin

f and τmax
f , respectively) as δs is modulated to create different selection pressure

distributions (Fig. A.4a). While in many cases the fixation time is decreased by only a few percent,
we do find larger effects in the high and low migration limits (i.e., on the edges) of the intermediate
regime. To understand how the spatial τf profiles change over this intermediate region, we fix µ
and traverse across a trajectory in β as shown by the arrow in Fig. A.4a. As we increase β, τf
smoothly transitions from being minimized at δs = 0 to being maximized near δs = 0 (Fig. A.4b).
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A.3 Alternative Landscape Parameters

The results in the main text were all generated with 〈s〉 = 0.167. However, the existence of three
regions of parameter space is not specific to this particular value of 〈s〉. In Fig. A.5, we see that
we observe three regions of parameter space with a variety of values for 〈s〉. It is worth noting
that the relative size and location of the intermediate region change with 〈s〉, and the magnitude of
effects also changes with 〈s〉. However, the existence of these regions is constant throughout these
different classes of landscapes.

Note that it a second intermediate region appears with larger values of 〈s〉. The existence of this
additional intermediate region does not follow the same intuitive understanding and is more subtle.
This second intermediate region arises due to numerical reasons. Upon discretizing our selection
landscape in steps of ∆δs = 0.1, it is possible for the “true” minimum to occur near δs = 0 but
not exactly at this value. With these relatively large step sizes, it allows the “true” minimum to
be mapped to δs = 0 even though the true minimum occurs at some small non-zero value. So
the apparent area between the two intermediate regions is actually an artifact of the numerical
discretization of our landscape. Further evidence comes from looking at the fixation times in this
second intermediate region, which differ by less 1% from the spatially homogeneous landscape,
so it is likely of little significance.

We can also vary N to confirm that the existence of the three regions of parameter space is
resilient to changes in N . We investigated a few different values of N in Fig. A.6, and we again
see the same three regions of parameter space.

A.4 Alternative Topologies

We can also confirm that the existence of three regions of parameter space is not predicated upon
the specific topology chosen. The results of the main text assumed a nearest-neighbor connection
without migration between the boundary microhabitats. We can easily imagine additional topolo-
gies for a specified selection landscape. We can remove one of the existing connections and allow
migration between the boundary microhabitats (which is equivalent to cyclically permuting the
selection landscape with the same connections). The resulting phase plot is shown in Fig. A.7a.
We can also imagine a global topology in which all microhabitats are connected to all others. The
phase plot from this global topology is shown in Fig. A.7b. Note that the phase plots differ quan-
titatively when the topology is changed, but all three topologies support three different regions of
parameter space.
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Figure A.5: Changing 〈s〉 does not change the existence of three regions of our parameter space.
The appearance of a second intermediate region is artificial and due to numerical discretization.
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Figure A.6: Different population sizes N result in the same qualitative behavior.
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Figure A.7: Different topologies also produce three unique regions of parameter space.

A.5 Monotonic Landscape

We can also imagine using a monotonic selection landscape. A non-monotonic landscape po-
tentially allows for more complicated dynamics due to the lack of a single direction of selection
pressure gradient. In Fig. A.8, we see that a monotonic landscape also results in three regions of
parameter space.

A.6 Analytical Approximation for Single Habitat

In a single microhabitat with selection pressure s, we can approximate the fixation time τf (s) in
the limit µ� 1 as

τf (s) ≈
1

λeff
=

1

µNPfix(s)
. (A.13)

Equation A.13 provides a good approximation to τf (s) for a range of µ � 1 (Figure A.9). This
approximation assumes that mutations are sufficiently rare that fixation times are dominated by
arrival and fixation of a single mutant (i.e., the timescale of fixation of a single mutant is fast
compared to the expected arrival time of the next mutant via mutation). Therefore, the arrival
time distribution is exponential with a rate parameter λeff . The factor µN is the transition rate
T+(0) for increasing the number of mutants by one starting from zero mutants (see, for example,
Equation A.1 with j = 0 and β = 0). Pfix is the probability of fixation of a single mutant in
a habitat with selection pressure s and no mutation. The expression for Pfix(s) is well-known,
but for completeness, we briefly repeat the derivation here. To do so, we first write an iterative
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Figure A.8: A monotonic selection landscape produces a qualitatively similar phase plot to that
generated with a non-monotonic landscape.

equation for pi, the probability of fixation from a starting condition of i mutants. We have

pi = T−(i)pi−1 + T+(i)pi+1 + (1− T+(i)− T−(i))pi

=
ρ

1 + ρ
pi−1 +

1

1 + ρ
pi+1

(A.14)

where ρ ≡ T−(i)/T+(i) = 1− s, and we have used the fact that

T+(i) =
i(N − i)

N − s(N − i)

T−(i) =
i(N − i)(1− s)
N − s(N − i)

.

(A.15)

Equation A.14 is a second order linear difference equation with constant coefficients. It has general
solution pi = c1 + c2ρ

i, and given the boundary conditions p0 = 0 and pN = 1, we can solve for
the constants c1 and c2 to arrive at

pi =
1− ρi

1− ρN
. (A.16)

For i = 1 and ρ = 1− s, we therefore have

Pfix(s) ≡ p1 =
s

1− (1− s)N
. (A.17)
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Figure A.9: Within a single vial system, the fixation time is well-approximated for sufficiently
small µ by Equation A.13. Circles: exact calculation; solid line: approximation. Mutation rates
are µ = 10−7 (blue), µ = 10−5 (red), and µ = 10−3 (black). N = 75 for all curves. Fixation times
are measured in units of N−1.
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A.7 Analytical Approximation for Multiple Habitats

To derive an approximate expression for τf in the M = 3 vial array, we again consider the limit
where the arrival of the first mutant in each vial dominates the fixation time, which now corre-
sponds to µ, β � 1. In this limit, the time to fixation within a single vial—given the presence of
a single initial mutant—is again fast compared to the arrival time of that first mutant, which now
can be due to either a mutation event (at rate µN ) or a migration event (at rate Nβnfix, where
nfix is the integer number of (connected) neighboring vials that have already achieved fixation).
Therefore, the different habitats effectively achieve fixation one at a time, and the fixation time
within each vial is an exponential process governed by a rate

λ(s, nfix) = N(µ+ βnfix)Pfix(s) (A.18)

with Pfix(s) again given by Equation A.17. For economy of notation, we introduce the shorthand
λi(nfix) ≡ λ(s(xi), nfix). The global fixation time, which depends on the distribution of selection
pressures in the three habitats, can be approximated by

τf ≈ τmin +Q(x0)τ
β
max(x1, x2) +Q(x1)τ

β
max(x0, x2) +Q(x2)τ

β
max(x0, x1). (A.19)

τmin is the fixation time of the fastest vial in the absence of migration and is given by the expected
minimum of three independent, exponentially distributed variables with rates λi(0),

τmin =
1

λ0(0) + λ1(0) + λ2(0)
. (A.20)

Q(xi) is the probability that the vial at location xi was the first to reach fixation in the absence of
migration, and it is given by

Q(xi) =
λi(0)∑2
j=0 λj(0)

(A.21)

The β dependence of Equation A.19 is contained in the terms τβmax(xi, xj), which also implicitly
contain information about the connection topology. τβmax(xi, xj) is the expected maximum time
of two independent fixation events occurring in habitats xi and xj , assuming that the third habitat
(xk 6= xi, xj) has already achieved fixation and can therefore supply seed mutants at a rate βN .
For example, we have

τβmax(x0, x1) =
1

λ0(0) + λ1(1)
+

λ0(0)

λ0(0) + λ1(1)
(λ1(2))−1 +

λ1(1)

λ0(0) + λ1(1)
(λ0(1))−1 (A.22)
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where the first term is the expected minimum time of two independent processes occurring at rates
λ0(0) and λ1(1); note that since the vial at x2 has already achieved fixation, the rate for the vial
at x1 is taken at nfix = 1, which accounts for migration from vial x2 to x1. The second term in
Equation A.22 is a product of two terms: the probability that the vial at x0 achieves fixation before
the vial at x1, and the rate at which the vial at x1 would achieve fixation (1/λ1(2)). The latter
rate corresponds to nfix = 2, as vials at x0 and x2 have already achieved fixation and can both
contribute βN to the arrival rate of the first mutant. Finally, the last term is a product of two terms:
the probability that the vial at x1 achieves fixation before the vial at x0, and the rate at which the
vial at x0 would achieve fixation (1/λ0(1)).

Because of the symmetry of the selection pressure profiles considered here (s(x0) = s(x2)), we
have τβmax(x0, x1) = τβmax(x1, x2), while the remaining term in Equation A.19 is given by

τβmax(x0, x2) =
1

λ0(1) + λ2(1)
+

λ0(1)

λ0(1) + λ2(1)
(λ2(1))−1 +

λ2(1)

λ0(1) + λ2(1)
(λ0(1))−1

=
3

2λ0(1)

(A.23)

where the last line accounts for the symmetry of the selection profile.
By combining Equation A.19 with Equations A.17, A.18, and A.20-A.23, we arrive at a general

equation for τf that depends on the selection pressure profile, µ, β, and N . The general expression
is long and cumbersome, but it is straightforward to numerically evaluate τf for any value of
the parameters. We find that the approximation performs surprisingly well over a large range of
parameter values, qualitatively reproducing all features of the full MFPT calculation (Figure A.10,
main panel; Compare to Figure 2, main text) and even providing excellent quantitative agreement
in many cases (Figure A.10, bottom panels). To gain additional analytical insight into the model,
we consider in what follows several limiting cases where additional analytical progress is tractable.

A.7.1 β � µ Limit

To investigate the limit β � µ, we expand Equation A.19 in the small parameter ε1 ≡ β/µ and
neglect terms of order ε1 and higher. In this limit, τf in Equation A.19 reduces to τmax, given by

τmax =
2

λ0(0)
+

1

λ1(0)
− 2

λ0(0) + λ1(0)
− 1

λ0(0) + λ2(0)
+

1

2λ0(0) + λ1(0)
, (A.24)

which is the expected maximum of three independent exponentially distributed random variables;
note that we have again taken into account the symmetry in the selection pressure profile (λ0 =

λ2). In this limit, the three vial system acts effectively as three independent systems, with the
overall fixation time corresponding to the slowest fixation. After rewriting τmax in terms of 〈s〉
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Figure A.10: Parameter regimes and fixation time curves calculated using approximate MFPT
(compare to Figure 2, main text). MFPT approximations were performed for the indicated values
of β and µ and for−0.2 ≤ δs ≤ 0.5 in steps of 0.025. Red numbers on the main plot correspond to
curves shown in the subplots below. Black circles: exact calculation. Red curves: approximation.
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Figure A.11: Fixation times near the origin as a function of δs in theN →∞ limit. β and µ values
for panels labeled 1-10 are the same as in Figure A.10; we’ve also included β = 0 and β = 1.
〈s〉 = 1/6 (red) and 〈s〉 = 5/6 (blue).

and δs, it is straightforward (though algebraically tedious) to show that (∂τmax/∂δs)|δs=0 = 0

and (∂2τmax/∂δs
2)|δs=0 > 0, indicating that the homogeneous landscape (δs = 0) minimizes the

fixation time, consistent with results of the exact calculation. Intuitively, increasing heterogeneity
reduces the minimum selection pressure in the spatial array, which in turn slows the expected
maximum fixation time among the three habitats.

A.7.2 β � µ Limit

To investigate the limit β � µ, we expand Equation A.19 in the small parameter ε2 ≡ µ/β. The
dominant term is of order 1/ε2, and we ignore terms of order unity and higher. In the limit β � µ,
τf in Equation A.19 reduces to the expected minimum of three independent exponential processes,
leading to τf ≈ τmin (Equation A.20). In this limit, the fixation time is dominated by dynamics
in the vial that first achieves fixation; the remaining vials then rapidly achieve fixation due to fast
migration. For large but finite N , the fixation time τmin is maximized at δs = 0, indicating that
heterogeneity always accelerates fixation, again consistent with the exact calculation (Fig. 2b, right
panel). In this limit, the effective rate of fixation λeff is increased for all δ 6= 0, as heterogeneity
decreases fixation time in the vial with the fastest average fixation.
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A.7.3 Large N Limit

While our primary focus is on finite populations, we briefly consider here the limit of N → ∞,
where Equation A.19 reduces (after simplification) to

τ∞f ≈
1

µ(2s0 + s1)

[
1 +

3µs1
2(β + µ)s0

+
2µ (2βs1(s0 + s1) + µ(s20 + s0s1 + s21))

(2β + µ)s1(βs1 + µ(s0 + s1))

]
(A.25)

Note that prior to taking the N →∞ limit, we first rescaled our time units by a factor of N . We’ve
also used the shorthand si ≡ s(xi) and consider only symmetric landscapes (s0 = s2).

In the limit s1/s0 → 0 (large selection valley), Equation A.25 reduces to τ∞f = 1/(s1(2β+µ)),
which corresponds to selection in a single vial of selection pressure s1 where seed mutants can
arise due to mutation (µ) or due to migration from one of two vials that have already achieved
fixation (2β). Fixation in the center vial is the rate limiting step for global fixation. Similarly,
when s0/s1 → 0 (large selection peak), we have τ∞f = 3/(2s0(β + µ)), which is the maximum of
two independent exponential processes that each occur at rate s0(β+µ). Fixation in the peripheral
vials is the rate-limiting process.

To evaluate the magnitude of the change in fixation time as the selection profile is modulated,
we fix the average selection pressure 〈s〉 and calculate the difference in fixation times ∆τ between
a selection profile with a large peak (s0 = s2 ∼ ε0) and one with a large valley (s1 ∼ 2ε0), where
ε0 � 1 is assumed to be small so that the vast majority of the selection pressure is concentrated
either in the center vial or the edge vials. By expanding Equation A.25 in ε0 and ignoring terms of
order ε0 or higher, we have

∆τ

τv
=
τp − τv
τv

=
5 + 2γ

1 + γ
> 0, (A.26)

where τv (τp) corresponds to the selection profile with a large valley (peak) and γ ≡ µ/β. The
fixation time is always larger (slower) in a sharply peaked landscape than one with a sharp valley.
Choosing the peaked landscape over the valley leads to a relative increase of 2-5 fold depending
on the ratio of mutation to migration.

Following a change of variables in Equation A.25 from {si} → 〈s〉 and δs, we find that the ho-
mogeneous landscape is an optimum ((∂τ∞f /∂δs) = 0) only for β = 0 and β = µ

(
7 +
√

145
)
/4,

and each corresponds to a minimum of the fixation time. Surprisingly, then, all other values of
β correspond to the intermediate regime, where heterogeneity can either slow or speed fixation
depending on the specific landscape. In practice, the value of δs for which a minimum occurs is
often very close to zero, though it does depend on 〈s〉 (Figure A.11). Large heterogeneity–either a
peak (δs > 0) or a valley (δs < 0)–tends to slow fixation. For β � µ, the fixation time reduces
to τ∞f ≈ (3µ〈s〉)−1 and no longer depends on δs; this corresponds to the fixation time of a single
habitat with effective selection pressure se = 3〈s〉, where the factor of 3 results from a tripling of
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the population size (relative to a single vial).
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APPENDIX B

Generalizing Toy Model for Imperfect Mutants

B.1 M = 3 MFPT Transition Rates

Here we enumerate the explicit transition rates for our system with M = 3 microhabitats. The
transition rates depend on the system parameters: the mutation rate µ, the migration rate β, and the
total population N , in addition to the wild-type fitness r0(xi) and fitness cost ε such that r∗(xi) =

1 − ε. Note that these transition rates are the same as those in Appendix A.1 upon reducing
r∗(xi) by ε and assuming weights w(xi) = 1. The transitions increasing the number of mutants in
microhabitat xi starting from an initial state (j, k, `) are then given by

T+[x0](j, k, `) = (N − j)︸ ︷︷ ︸
WT dies

(N − j)r0(x0)
(N − j)r0(x0) + j(1− ε)︸ ︷︷ ︸

Pick WT

µ︸︷︷︸
WT mutates

+ (N − j)︸ ︷︷ ︸
WT dies

j(1− ε)
(N − j)r0(x0) + j(1− ε)︸ ︷︷ ︸

Pick mutant

(1− β)︸ ︷︷ ︸
No migration

+ (N − j)︸ ︷︷ ︸
WT dies

k(1− ε)
(N − k)r0(x1) + k(1− ε)︸ ︷︷ ︸

Pick right mutant

β︸︷︷︸
Migration

, (B.1)
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T+[x1](j, k, `) = (N − k)︸ ︷︷ ︸
WT dies

(N − k)r0(x1)

(N − k)r0(x1) + k(1− ε)︸ ︷︷ ︸
Pick WT

µ︸︷︷︸
WT mutates

+ (N − k)︸ ︷︷ ︸
WT dies

k(1− ε)
(N − k)r0(x1) + k(1− ε)︸ ︷︷ ︸

Pick mutant

(1− 2β)︸ ︷︷ ︸
No migration

+ (N − k)︸ ︷︷ ︸
WT dies

j(1− ε)
(N − j)r0(x0) + j(1− ε)︸ ︷︷ ︸

Pick left mutant

β︸︷︷︸
Migration

+ (N − k)︸ ︷︷ ︸
WT dies

`(1− ε)
(N − `)r0(x2) + `(1− ε)︸ ︷︷ ︸

Pick right mutant

β︸︷︷︸
Migration

, (B.2)

and

T+[x2](j, k, `) = (N − `)︸ ︷︷ ︸
WT dies

(N − `)r0(x2)
(N − `)r0(x2) + `(1− ε)︸ ︷︷ ︸

Pick WT

µ︸︷︷︸
WT mutates

+ (N − `)︸ ︷︷ ︸
WT dies

`(1− ε)
(N − `)r0(x2) + `(1− ε)︸ ︷︷ ︸

Pick mutant

(1− β)︸ ︷︷ ︸
No migration

+ (N − `)︸ ︷︷ ︸
WT dies

k(1− ε)
(N − k)r0(x1) + k(1− ε)︸ ︷︷ ︸

Pick left mutant

β︸︷︷︸
Migration

. (B.3)

The corresponding transition rates decreasing the number of mutants in the microhabitat xi are
given by

T−[x0](j, k, `) = j︸︷︷︸
Kill mutant

(N − j)r0(x0)
(N − j)r0(x0) + j(1− ε)︸ ︷︷ ︸

Choose WT

(1− β − µ)︸ ︷︷ ︸
WT grows without mutation or migration

+ j︸︷︷︸
Kill mutant

(N − k)r0(x1)

(N − k)r0(x1) + k(1− ε)︸ ︷︷ ︸
Pick WT

β︸︷︷︸
Right migration

, (B.4)
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T−[x1](j, k, `) = k︸︷︷︸
Kill mutant

(N − k)r0(x1)

(N − k)r0(x1) + k(1− ε)︸ ︷︷ ︸
Choose WT

(1− 2β − µ)︸ ︷︷ ︸
WT grows without mutation or migration

+ k︸︷︷︸
Kill mutant

(N − j)r0(x0)
(N − j)r0(x0) + j(1− ε)︸ ︷︷ ︸

Pick WT

β︸︷︷︸
Left migration

+ k︸︷︷︸
Kill mutant

(N − `)r0(x2)
(N − `)r0(x2) + `(1− ε)︸ ︷︷ ︸

Pick WT

β︸︷︷︸
Right migration

, (B.5)

and

T−[x2](j, k, `) = `︸︷︷︸
Kill mutant

(N − `)r0(x2)
(N − `)r0(x2) + `(1− ε)︸ ︷︷ ︸

Choose WT

(1− β − µ)︸ ︷︷ ︸
WT grows without mutation or migration

+ `︸︷︷︸
Kill mutant

(N − k)r0(x1)

(N − k)r0(x1) + k(1− ε)︸ ︷︷ ︸
Pick WT

β︸︷︷︸
Left migration

. (B.6)

B.2 Effect of Fitness Cost on Homogeneous Landscapes

To characterize the difference in the transition rates upon the addition of a fitness cost, we define

∆+
ε [xi](j, k, `) ≡ T+

ε [xi](j, k, `)− T+
ε=0[xi](j, k, `), (B.7)

∆−ε [xi](j, k, `) ≡ T−ε [xi](j, k, `)− T−ε=0[xi](j, k, `). (B.8)

For notational convenience, we use the shorthand ∆+[xi] = ∆+
ε [xi](j, k, `) and ∆−[xi] =

∆−ε [xi](j, k, `), where we have omitted the implied dependence on fitness cost ε and state (j, k, `).
Looking first at the transition rates increasing the number of mutants, we will explicitly evaluate

∆+[x1]. The difference in the transition rates for the extrema microhabitats will be similar but less
complicated, since they are only connected to a single neighboring microhabitat. We first write the
transition rates in terms of the fitness ratio

f ≡ r0
1− ε

. (B.9)

When both 〈s〉 and ε are specified, r0 is completely determined for the homogeneous landscape.
We must have

〈s〉 = (1− ε)− r0, (B.10)
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so that

r0 = 1− (ε+ 〈s〉), (B.11)

for the homogeneous landscape. Then our fitness ratio becomes

f =
1− (ε+ 〈s〉)

1− ε
. (B.12)

We now write the positive transition rate as a function of this fitness ratio,

T+
f [x1](j, k, `) = (N − k)

[
N − k

(N − k) + kf−1
µ+

k

(N − k)f + k
(1− 2β)

+
j

(N − j)f + j
β +

`

(N − `)f + `

]
. (B.13)

Then we have

∆+[x1] = T+
f(ε)[x1](j, k, `)− T

+
f(ε=0)[x1](j, k, `), (B.14)

which is complicated when written out due to the non-linearity of the transition rates on the fitness
ratio. Instead, we approximate the above expression using a Taylor expansion. Because enforcing
conservation of 〈s〉 requires that r0 also changes with ε, f(ε) changes relatively little across the
range of fitness costs of interest. For this reason, we expand f(ε) about ε = 0 to write

f(ε) ' (1− 〈s〉)− 〈s〉ε− 〈s〉ε2 +O(ε3). (B.15)

Using this approximation, we can write

∆+[x1](j, k, `) = 〈s〉(N − k)

[
(N − j)j

(〈s〉(j −N) +N)2
β +

(N − k)k

(〈s〉(k −N) +N)2
(1− 2β − µ)

+
`(N − `)

(〈s〉(`−N) +N)2
β

]
ε+O(ε2). (B.16)

Note that in the above expression, even term is greater than or equal to zero. So this suggests that
the transition rate increasing the mutants can only be larger with a non-zero fitness cost.

We now look at the transition rates decreasing the number of mutants. In terms of the fitness
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ratio, this is given by

T−f [x1](j, k, `) = k

[
N − k

(N − k) + kf−1
(1− 2β − µ) +

N − j
(N − j) + jf−1

β

+
N − `

(N − `) + `f−1
β

]
. (B.17)

Upon expanding f(ε) about ε = 0, we find

∆−[x1](j, k, `) = k

[
− k(N − k)〈s〉

(〈s〉(k −N) +N)2
(1− µ− 2β)

− 〈s〉β
( (N − j)j

(〈s〉(j −N) +N)2
+

(N − `)`
(〈s〉(`−N) +N)2

)]
ε+O(ε2) (B.18)

Now each of these terms is less than or equal to zero, so the transition rate for decreasing the
number of mutants can only be smaller with the addition of a fitness cost.

Together these results explain the trend that we are seeing—with a non-zero fitness cost, the
system is more likely to increase the number of mutants and also less likely to decrease the number
of mutants. These two observations combine to predict that the offset term (the fixation time in a
homogeneous landscape) should decrease as the fitness cost increases. Indeed, this is exactly what
we observe in our data.

As an aside, we can further simplify each of the differences by taking both µ → 0 and β → 0

to arrive at

∆+[x1](j, k, `) = 〈s〉 (N − k)2k

(〈s〉(k −N) +N)2
ε, (B.19)

∆−[x1](j, k, `) = −〈s〉 k2(N − k)

(〈s〉(k −N) +N)2
ε, (B.20)

which is a valid approximation across almost all parameters of interest. Upon taking this limit, the
dependence on the microhabitat xi disappears, so that the same expressions quantify the effect of
adding a fitness cost to the transition rates in all of the microhabitats of the system.
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B.3 Physical Landscape Geometry

Recall that selection pressure is defined as the difference between the mutant and wild-type fitness
values:

s(xi) = r∗(xi)− r0(xi). (B.21)

With a fitness cost ε, we have r∗ = 1 − ε. If we have an offset of δs in the selection pressure for
the center microhabitat, we can write

r0(xi) = r0 − δsδxi,x1 , (B.22)

where δxi,x1 is the Kronecker delta between microhabitat xi and x1. With this definition, we can
write

Stotal =
∑
i

s(xi), (B.23)

= 3(1− ε)− 3r0 + δs, (B.24)

so that

3〈s〉 = 3(1− ε)− 3r0 + δs. (B.25)

This equation can be solved to get

r0 =
3(1− ε− 〈s〉) + δs

3
. (B.26)

B.3.1 Valid Range of δs

We first derive the range of valid δs values for a given choice of 〈s〉 and ε. Here we derive the
bounds on the landscape of physical selection pressure landscapes. Starting with the center micro-
habitat, the fitness value is physical when it satisfies

0 ≤ r0(x1) ≤ 1. (B.27)

Using our expression for r0, this becomes

0 ≤ 3(1− ε− 〈s〉) + δs

3
− δs ≤ 1. (B.28)
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After some algebra, one finds

−3

2
(ε+ 〈s〉) ≤ δs ≤ 3

2
(1− ε− 〈s〉). (B.29)

Enforcing that the center microhabitat have physical fitness values produces this constraint on δs.
We also require physical fitness values in our extrema microhabitats. That is, we require

0 ≤ r0 ≤ 1. (B.30)

Using our expression for r0, one can derive the condition

−3(1− ε− 〈s〉) ≤ δs ≤ 3(ε+ 〈s〉). (B.31)

Since a fitness landscape is only valid if all three of the microhabitats have physical fitness values,
one can identify

δsmin = max

{
−3

2
(〈s〉+ ε),−3(1− 〈s〉 − ε)

}
, (B.32)

δsmax = min

{
3

2
(1− 〈s〉 − ε), 3(〈s〉+ ε)

}
, (B.33)

such that δsmin ≤ δs ≤ δsmax.

B.3.2 Neutral Genetic Drift

We next identify the values of δs that lead to neutral genetic drift for a given choice of 〈s〉 and ε.
For any microhabitat, we achieve neutral genetic drift when

r0(xi) = 1− ε, (B.34)

is satisfied. For the center microhabitat, this expression becomes

r0 − δs = 1− ε, (B.35)

3(1− ε− 〈s〉) + δs

3
− δs = 1− ε, (B.36)

−3〈s〉+ δs

3
− δs = 0, (B.37)

so that the condition for neutral genetic drift is independent of the fitness cost ε. Algebraic ma-
nipulations of this expression lead to the following condition for neutral genetic drift in the center

107



microhabitat:

−3

2
〈s〉 = δs. (B.38)

We can now determine when this condition results in a physical selection landscape. Physicality
requires

0 ≤ r0(xi) ≤ 1. (B.39)

For the center microhabitat, with neutral genetic drift we have r0(x1) = 1 − ε by construction, so
this fitness value is physical for 0 ≤ ε < 1. Because the fitness values of the extrema microhabitats
are connected to that of the center microhabitat through imposing conservation of 〈s〉, we also
need to check when these microhabitats have physical fitness values. These microhabitats have
r0(x0) = r0(x2) = r0, which must satisfy

0 ≤ 3(1− ε− 〈s〉) + δs

3
≤ 1. (B.40)

If we now impose δs = −3〈s〉/2 to enforce neutral genetic drift, this becomes

0 ≤ 3(1− ε− 〈s〉)− 3〈s〉/2
3

s〉 ≤ 1. (B.41)

After some rearranging, one finds

−2

3
ε ≤ 〈s〉 ≤ 2

3
(1− ε). (B.42)

This constrains the values of 〈s〉 satisfying the neutrality condition that result in a physical fitness
value for all of the microhabitats in our system.

We can perform the same analysis for the extrema microhabitats x0 and x2. For these micro-
habitats, we have r0(x0) = r0(x2) = r0. Using our previous expression for r0, neutral genetic drift
is achieved in the extrema microhabitats when the system satisfies

3(1− ε− 〈s〉) + δs

3
= 1− ε. (B.43)

After some algebra, this condition can be rewritten as

〈s〉 =
δs

3
. (B.44)

We can now determine when this leads to physical fitness values. The center microhabitat must
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satisfy

0 ≤ r0 − δs ≤ 1, (B.45)

0 ≤ (1− ε)− 3〈s〉 ≤ 1, (B.46)

upon enforcing neutrality. This can be simplified to constrain 〈s〉:

−1

3
ε ≤ 〈s〉 ≤ 1

3
(1− ε). (B.47)

B.3.3 Wild-Type Fitness Deviation

Using the same type of algebraic manipulations, we can write the wild-type fitness as a deviation
from the mutant fitness to help us understand the different qualitative behaviors. In the center
microhabitat, we have

r0(x1) =
3(1− ε− 〈s〉) + δs

3
− δs, (B.48)

= (1− ε) +

(
δs

3
− 〈s〉

)
− δs, (B.49)

= (1− ε) +

(
−2

3
δs− 〈s〉

)
. (B.50)

This allows us to identify

d[x1](δs, 〈s〉) = −2

3
δs− 〈s〉. (B.51)

The expression for the wild-type fitness can also be written as a deviation from the mutant fitness.
For the extrema microhabitats, we can write

r0(x0) = (1− ε) +
δs

3
− 〈s〉, (B.52)

from which we identify the deviation

d[x0](δs, 〈s〉) =
δs

3
− 〈s〉. (B.53)

Due to the underlying symmetry of the selection pressure landscape, we have d[x2] = d[x0].
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APPENDIX C

Generalizing Toy Model to Larger Systems

C.1 Generalized Recursion Relation for Fixation Time Ap-
proximation

The fixation times are approximated by coarse-graining over all of intermediate states for each
microhabitat, so that it is either fixated or unfixated. We neglect the time required for genetic
drift to lead to fixation, so that the evolutionary time within a single microhabitat is insignificant
after the first mutant arrives, provided that genetic drift does lead to fixation. This assumption
only holds quantitatively when we are in the limit µ � 1 and β � 1, so that the time to fixation
is dominated by the arrival of the first mutant into the system (with µ � β) or the time for the
final microhabitat to reach fixation (with β � µ), although we observed that this approximation
worked well qualitatively outside of this approximation for M = 3. We treat fixation within each
microhabitat as as exponential process with rate

λi(n) = N(µ+ βn)P(s(xi)), (C.1)

where n is the number of fixated neighboring microhabitats and

P(s(xi)) =
s(xi)

1− (1− s(xi))N
, (C.2)

is the probability of the microhabitat xi reaching fixation upon the introduction of a single mutant.
The expected time for the first microhabitat to reach fixation through a de novo mutation is given
by

τmin =
1

λ0(0) + λ1(0) + λ2(0)
, (C.3)
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which is the expected minimum of three exponential processes. Using this result, the fixation times
can be approximated as

τ̂f = τmin +Q(x0)τ
β
max(x0) +Q(x1)τ

β
max(x1) +Q(x2)τ

β
max(x2), (C.4)

if Q(xi) represents the probability that microhabitat xi is the first to reach fixation, given by

Q(xi) =
λi(0)

λ0(0) + λ1(0) + λ2(0)
, (C.5)

and τβmax denotes the expected maximum time for the remaining microhabitats to reach fixation.
With M = 3, this term is simple enough that it can be explicitly written out:

τβmax(x0) =
1

λ1(1) + λ2(0)
+

λ2(0)

λ1(1) + λ2(0)
(λ1(2))−1 +

λ1(1)

λ1(1) + λ2(0)
(λ2(1))−1, (C.6)

τβmax(x1) =
1

λ0(1) + λ2(1)
+

λ0(1)

λ0(1) + λ2(1)
(λ2(1))−1 +

λ2(1)

λ0(1) + λ2(1)
(λ0(1))−1, (C.7)

and τβmax(x0) = τβmax(x2) by symmetry.
We now wish to expand this approximation to hold for arbitrary values of M . To do this,

we need to first generalize the notation of the important quantities to allow for multiple fixated
microhabitats, {xi}. We first express the expected waiting time for the first of the remaining
microhabitats to fixate:

τmin({xi}) =
1∑

j /∈{i} λj(nj({xi})
, (C.8)

where nj is the number of fixated neighbors for microhabitat xj , given by

nj({xi}) =
∑
k∈{i}

(δj,k+1 + δj,k−1). (C.9)

Similarly, we can generalize the probability of microhabitat xm being the next to reach fixation,
assuming that microhabitats {xi} are already fixed:

Q(xm|{xi}) =
λm(nm)∑
j 6={i} λj(nj)

. (C.10)
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These these expressions, we can now write our fixation time recursively according to

τ̂f = τβmax({}), (C.11)

= τmin({}) +
M−1∑
i=0

Q(xi|{})τβmax(xi). (C.12)

We will then have M terms to evaluate, of the form

τβmax(xj) = τmin(xj) +
∑
i 6=j

Q(xi|xj)τβmax(xi, xj), (C.13)

∀j ∈ [0,M − 1]. The recursion relation continues until there is a single microhabitat that has not
yet reached fixation. If this microhabitat is given by x`, we have

τβmax(X\x`) =
1

λ`(n`(X\x`))
+ τβmax(X), (C.14)

since Q(xk|X\x`) = 1. So as long as we have τβmax(X) = 0, our recursion successfully terminates.
Note that intuitively, τβmax(X) = 0 is obvious since the maximum waiting time once all of the
microhabitats are fixated is zero.

C.1.1 Monte Carlo Estimate

Although our recursion relation allows us to write down an equation for the approximated fixation
times for arbitrary M , it is not easy to evaluate this approximation. The reason is that the number
of terms grows combinatorically with M , since it is effectively calculating the fixation time by
assigning a weight to every possible trajectory reaching fixation.

Although we cannot calculate the weight of every trajectory, we can Monte Carlo sample differ-
ent trajectories to form an estimate of the fixation times within the framework of the approximation.
We can do this by drawing random samples from the exponential distributions. For microhabitat
xi, we draw a random sample ξi(ni) ∼ Exp[λi(ni)]. We can organize these results in an array

Ξ({}) =


ξ0(0)

ξ1(0)
...

ξM−1(0)

 (C.15)

The next microhabitat to fixate in our system is the microhabitat with the smallest waiting time.
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So the first microhabitat to reach fixation is given by

xi1 = argmin{Ξ({})}. (C.16)

After this microhabitat has reached fixation, all other microhabitats not neighboring the fixated
microhabitat are adjusted to account for the passage of time τ1 = min{Ξ({})}. The microhabitats
neighboring xi1 require new random samples, since their distribution has changed. Following the
fixation of the first microhabitat, our array is given by

Ξ({xi1}) =



ξ0(0)− τ1
...

ξi1−2(0)− τ1
ξi1−1(1) ∼ Exp[λi−1(1)]

∞
ξi1+1(1) ∼ Exp[λi1+1(1)]

ξi2+2(0)− τ1
...

ξM−1(0)− τ1



. (C.17)

This process then continues until all microhabitats have reached fixation. The fixation time for a
given trajectory is simply given by summing over the individual random samples: τf =

∑M
i=1 τi.

Each fixation event typically requires us to draw two new random numbers, and we need to
modify the remaining entries to subtract off the passage of time. Correcting the passage of time
requires O(M) operations for each new fixation event. The more costly operation is the formation
of the new exponential rates and then sampling from the distributions. With efficient random num-
ber generation from exponential distributions, each trajectory can be simulated quite quickly. We
use GSL to perform efficient random number generation. We require a large number of trajectories
to accurately Monte Carlo estimate the fixation times, so we take advantage of the embarrassingly
parallel nature of simulating a large number of trajectories by using OpenMP. We find that we
can simulate 108 trajectories with M = 9 in roughly 10 seconds and that the computational time
required scales as a power law with M . The speed of this estimation provides us with a general-
purpose algorithm to accurately estimate fixation times within the framework of the approximation
developed, even if we cannot evaluate the recursion relation itself.
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C.2 Bounding Approximating Fixation Times

We can bound the recursion relation below if we assume that the microhabitat with the smallest
associated exponential rate is the next to reach fixation deterministically. In the framework of the
generalized fixation time approximation, this would be equivalent to assigning probability 1 to the
microhabitat with the largest value for Q. If we have fixated microhabitats {xi1 , xi2 , . . . , xin}, the
next microhabitat to reach fixation is given by

xin+1 = argmaxj 6={i1,...,in}Q(xj|{xi1 , . . . , xin}), (C.18)

= argmaxj 6={i1,...,in} λj(nj({xi1 , . . . , xin})). (C.19)

With this large simplification, the recursion relationship would be given by

τβmax({xi1 , . . . , xin}) = τmin({xi1 , . . . , xin}) + τβmax({xi1 , . . . , xin} ∪ xin+1). (C.20)

There are no conditions on when this truncation of the generalized recursion relation can be ap-
plied. We chose to weight the contribution from all of the microhabitats being the first to reach
fixation but used the truncation after a single microhabitat reached fixation. One can achieve a
tighter lower bound by delaying the truncation until a later depth is reached but at the cost of more
computation. We were satisfied with our results evaluating M truncated recursion relations.

In the same manner, one can form the upper bound by instead choosing the microhabitat with the
largest exponential rate as the next to reach fixation. The math is identical to the above derivation,
but with

xin+1 = argminj 6={i1,...,in} λj(nj({xi1 , . . . , xin})). (C.21)

Because so much information was discarded in the formation of these bounds, they may appear
to be only a mathematical novelty. However, there are specific systems in which we expect these
bounds to accurately approximate the fixation times. In the limit µ � β, when the fixation times
are dominated by the arrival of the first mutant, both bounds serve as excellent approximations to
the true fixation times. The bounds are also relevant near δs = 0, since all of the microhabitats
have nearly identical exponential rates (for most choices of parameters). In this case, the exact
order of events is not important for accurately estimating the time to fixation.
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C.3 M = 5 MFPT Transition Rates

Here we enumerate over the M = 5 transition rates assuming a mutation rate µ, migration rate
β, and population size N . If there exist n∗(xi) mutant cells in microhabitat xi, each with fitness
r∗(xi) = 1, and N − n∗(xi) wild-type cells with fitness r0(xi), the transition rates are given by

T+[x0] = (N − n∗(x0))
(N − n∗(x0))r0(x0)

(N − n∗(x0))r0(x0) + n∗(x0)
µ

+ (N − n∗(x0))
n∗(x0)

(N − n∗(x0))r0(x0) + n∗(x0)
(1− β)

+ (N − n∗(x0))
n∗(x1)

(N − n∗(x1))r0(x1) + n∗(x1)
β (C.22)

T+[x1] = (N − n∗(x1))
(N − n∗(x1))r0(x1)

(N − n∗(x1))r0(x1) + n∗(x1)
µ

+ (N − n∗(x1))
n∗(x1)

(N − n∗(x1))r0(x1) + n∗(x1)
(1− 2β)

+ (N − n∗(x1))
n∗(x0)

(N − n∗(x0))r0(x0) + n∗(x0)
β

+ (N − n∗(x1))
n∗(x2)

(N − n∗(x2))r0(x2) + n∗(x2)
β (C.23)

T+[x2] = (N − n∗(x2))
(N − n∗(x2))r0(x2)

(N − n∗(x2))r0(x2) + n∗(x2)
µ

+ (N − n∗(x2))
n∗(x2)

(N − n∗(x2))r0(x2) + n∗(x2)
(1− 2β)

+ (N − n∗(x2))
n∗(x1)

(N − n∗(x1))r0(x1) + n∗(x1)
β

+ (N − n∗(x2))
n∗(x3)

(N − n∗(x3))r0(x3) + n∗(x3)
β (C.24)
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T+[x3] = (N − n∗(x3))
(N − n∗(x3))r0(x3)

(N − n∗(x3))r0(x3) + n∗(x3)
µ

+ (N − n∗(x3))
n∗(x3)

(N − n∗(x3))r0(x3) + n∗(x3)
(1− 2β)

+ (N − n∗(x3))
n∗(x2)

(N − n∗(x2))r0(x2) + n∗(x2)
β

+ (N − n∗(x3))
n∗(x4)

(N − n∗(x4))r0(x4) + n∗(x4)
β (C.25)

T+[x4] = (N − n∗(x4))
(N − n∗(x4))r0(x4)

(N − n∗(x4))r0(x4) + n∗(x4)
µ

+ (N − n∗(x4))
n∗(x4)

(N − n∗(x4))r0(x4) + n∗(x4)
(1− β)

+ (N − n∗(x4))
n∗(x3)

(N − n∗(x3))r0(x3) + n∗(x3)
β (C.26)

and

T−[x0] = n∗(x0)
(N − n∗(x0))r0(x0)

(N − n∗(x0))r0(x0) + n∗(x0)
(1− β − µ)

+ n∗(x0)
(N − n∗(x1))r0(x1)

(N − n∗(x1))r0(x1) + n∗(x1)
β (C.27)

T−[x1] = n∗(x1)
(N − n∗(x1))r0(x1)

(N − n∗(x1))r0(x1) + n∗(x1)
(1− 2β − µ)

+ n∗(x1)
(N − n∗(x0))r0(x0)

(N − n∗(x0))r0(x0) + n∗(x0)
β

+ n∗(x1)
(N − n∗(x2))r0(x2)

(N − n∗(x2))r0(x2) + n∗(x2)
β (C.28)

T−[x2] = n∗(x2)
(N − n∗(x2))r0(x2)

(N − n∗(x2))r0(x2) + n∗(x2)
(1− 2β − µ)

+ n∗(x2)
(N − n∗(x1))r0(x1)

(N − n∗(x1))r0(x1) + n∗(x1)
β

+ n∗(x2)
(N − n∗(x3))r0(x3)

(N − n∗(x3))r0(x3) + n∗(x3)
β (C.29)
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∆S

Figure C.1: The M = 3 selection landscape to be interpolated.

T−[x3] = n∗(x3)
(N − n∗(x3))r0(x3)

(N − n∗(x3))r0(x3) + n∗(x3)
(1− 2β − µ)

+ n∗(x3)
(N − n∗(x2))r0(x2)

(N − n∗(x2))r0(x2) + n∗(x2)
β

+ n∗(x3)
(N − n∗(x4))r0(x4)

(N − n∗(x4))r0(x4) + n∗(x4)
β (C.30)

T−[x4] = n∗(x4)
(N − n∗(x4))r0(x4)

(N − n∗(x4))r0(x4) + n∗(x4)
(1− β − µ)

+ n∗(x4)
(N − n∗(x3))r0(x3)

(N − n∗(x3))r0(x3) + n∗(x3)
β (C.31)

C.4 Interpolating M = 3 Landscape for Larger Systems

Upon considering systems with more microhabitats, a natural question arises regarding how to
construct a landscape for arbitrary M that most closely resembles that in the M = 3 system. If
our M = 3 selection landscape is given by (s0, s0 + ∆S, s0), as illustrated in Figure C.1, which
features do we want preserved across systems of all sizes? We want to look at only symmetric
landscapes with odd M that have a single peak or valley in the selection pressure landscape at the
center microhabitat. To further constrain the landscapes, we want all systems to have a selection
pressure of s0 for the extrema microhabitats and s0+∆S for the center microhabitat. We also want
to conserve 〈s〉 across all sizes.

For convenience, we will define

δsj ≡ s(xj)− s(xj−1), (C.32)

for j ∈ [1, bM/2c]. This measures the difference in selection pressure between adjacent micro-
habitats. Specifying the set {δsj} for j ∈ [1, bM/2c] is equivalent to fully specifying the selection
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landscape, given the assumption of symmetry about xbM/2 as well as s(x0) = S0. For a specific
example, we can solve for the values for M = 5. Without loss of generality, we take s0 = 0. Then
our two constraints are given by

δs1 + δs2 = ∆S, (C.33)
1

5
(3δs1 + δs2) =

∆S

3
. (C.34)

These two equations can be solved to find

δs1 =
∆S

3
, (C.35)

δs2 =
2∆S

3
. (C.36)

For M > 5, however, we have bM/2c unknown quantities but only two equations for the
constraints that we have defined up to this point. Among the infinite landscapes that can satisfy
these constraints, we choose to minimize the variance of the variance of the differences {δj}. That
is, we minimize

Var({δsj}) =

bM/2∑
j=1

(δsj − 〈δs〉)2, (C.37)

to ensure that the selection pressure landscape is smooth for arbitrary M . We also want to write
our constraints for general M . Our two constraints are

bM/2c∑
j=1

δsj = ∆S, (C.38)

1

M

bM/2c∑
j=1

(M − 2)δsj = ∆S/3, (C.39)

where the mean selection pressure is written as

〈s〉({δsj}) =
1

M

[
(M − 2)δs1 + (M − 4)δs2 + . . .+ δsbM/2c

]
(C.40)

=
1

M

bM/2c∑
j=1

(M − 2)δsj. (C.41)

We can now minimize the variance and use Lagrange multipliers to enforce these two general
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constraints. We form the Lagrangian

L({δsj};λ1, λ2) =

bM/2∑
j=1

(δsj − 〈δs〉)2 + λ1

bM/2c∑
k=1

δsk −∆S


+ λ2

 1

M

bM/2c∑
j=1

(M − 2)δsj −
∆S

3

. (C.42)

We then solve ∇L = 0 to calculate the set {δsj} to specify a selection landscape for arbitrary M .
The relevant partial derivatives are given by

∂δsjL = 2δsj −
∆S

M2
(3M + 1) + λ1 + λ2

(
1− 2j

M

)
, (C.43)

∂λ1L =

bM/2c∑
j=1

δsj −∆S, (C.44)

∂λ2L =
1

M

bM/2c∑
j=1

(M − 2j)δsj −
∆S

3
. (C.45)

Setting the partial derivative with respect to δsj equal to zero, we can write

δsj =
3M + 1

2M2
∆S − λ1

2
− λ2

2

(
1− 2j

M

)
. (C.46)

We then use this expression with our two constraints to form equations involving only λ1 and λ2.
Using this expression for δsj , our first constraint can be written as

bM/2c∑
j=1

[
3M + 1

2M2
∆S − λ1

2
− λ2

2

(
1− 2j

M

)]
= ∆S (C.47)

Upon making use of the result

bM/2c∑
j=1

j =
M2 − 1

8
, (C.48)

one can write

λ1 = −M(M − 1)2λ2 + 2∆S(M + 1)2

2M2(M − 1)
. (C.49)
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Now using the second constraint, we have

1

M

bM/2c∑
j=1

(M − 2j)

[
3M + 1

2M2
∆S − λ1

2
− λ2

2

(
1− 2j

M

)]
=

∆S

3
. (C.50)

Using the result

bM/2c∑
j=1

j2 =
1

24
(M − 1)M(M + 1), (C.51)

we can write

λ1 =
−2M2(M − 2)(M − 1)λ2 + (3 +M(3 +M(M − 15)))∆S

3M2(M − 1)2
. (C.52)

These two equations for λ1 can be solved to find

λ1 =
M(−5M2 +M − 3)− 1

M2(M2 − 1)
∆S, (C.53)

λ2 =
8M

M2 − 1
∆S. (C.54)

These two equations can now be substituted into our expression for δsj . After simplification, we
find

δsj =
8j

M2 − 1
∆S. (C.55)

This assignment allows us to specify a selection pressure landscape for arbitrary M that is the
analogue of theM = 3 landscape. The individual differences {δsj}were useful for this calculation
but we want to work with the selection pressure value for a given microhabitat. Using our derived
expression for δsj , one can find

s(xj) = s0 +
4j(j + 1)

M2 − 1
∆S. (C.56)

We illustrate the resulting selection pressure landscapes with M = 7 and M = 9 in Figure C.2 and
Figure C.3, respectively.
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Figure C.2: The minimal variance M = 7 interpolated selection pressure landscape.

Figure C.3: The minimal variance interpolated selection landscape with M = 9.

C.5 Fixation Time Scaling with M

C.5.1 Minimum of M Exponential Processes

When we are in the regime µ� β, the time to fixation is dominated by the time required for a de

novo mutation to arise and fixate in the first microhabitat. In this regime, we can approximate

τf ' τmin({}), (C.57)

=
1∑M−1

i=0 λi(0)
, (C.58)

which is just the expected minimum of M independent exponential rates with rates λi. Because
the required for the first microhabitat is so much larger than the time required for the other micro-
habitats to reach fixation given a single fixated microhabitat, the migration occurs on a fast enough
timescale that our expression is independent of β.

Using this result, we can understand how the fixation times for a system with arbitrary M
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compare to those obtained with the traditional M = 3 system. We look at the ratio

T Mmin ≡
τMmin

τM=3
min

, (C.59)

which quantifies the effect of M on the fixation times in the limit when fixation can be considered
the minimum of the M independent exponential processes. Using our exponential rates

λi(0) = Nµ
s(xi)

1− (1− s(xi))N
, (C.60)

we can write this ratio as

T Mmin =

∑2
i=0

s0(xi)
1−(1−s0(xi))N∑M−1

i=0
s(xi)

1−(1−s(xi))N
, (C.61)

if we denote the M = 3 selection landscape as (s0(x0), s0(x1), s0(x2)) and the selection landscape
in the arbitrary M system as s(xi) for i ∈ [0,M − 1]. This expression can be simplified if we use
the knowledge of the selection pressure landscape for arbitrary M given that of the M = 3 system.
We enforce

s(x0) = s0(x0) s(xbM/2c) = s0(x1), (C.62)

allowing us to write

T Mmin =

∑2
i=0

s0(xi)
1−(1−s0(xi))N∑2

i=0
s0(xi)

1−(1−s0(xi))N +
∑M−2

i=1,6=bM/2c
s(xi)

1−(1−s(xi))N
, (C.63)

Using our expression for τM=3
min , we identify

2∑
i=0

s0(xi)

1− (1− s0(xi))N
=
(
NµτM=3

min

)−1
. (C.64)

We also simplify the remaining sum using the symmetry of the landscape so that our simplified
ratio is given by

T Mmin =

(
NµτM=3

min

)−1
(NµτM=3

min )
−1

+ 2
∑bM/2c−1

i=1
s(xi)

1−(1−s(xi))N
, (C.65)

=
(
1 + 2ξMNµτ

M=3
min

)−1
, (C.66)
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if we define

ξM ≡
bM/2c−1∑
i=1

s(xi)

1− (1− s(xi))N
. (C.67)

We can further simplify this term using our derivation of the selection pressure landscape for a
system with arbitrary M . Using this knowledge, our expression becomes

ξM =

(M−3)/2∑
j=1

s0(x0) + 4j(j+1)
M2−1 (s0(x1)− s0(x0))

1−
(

1− s0(x0)− 4j(j+1)
M2−1 (s0(x1)− s0(x0))

)N , (C.68)

which cannot be further simplified in general, although the sum is easy to evaluate numerically.
The validity of this scaling factor can be tested using our Monte Carlo estimation. The fixation

times for arbitrary landscapes can be estimated using the Monte Carlo algorithm, and these values
can be compared to what we obtain using the scaling factor, since we can write

τMmin = T Mminτ
M=3
min . (C.69)

That is, we calculate the fixation times in the M = 3 landscape and numerically evaluate the
scaling factor T Mmin using the calculated τM=3

min value. The fixation times obtained in this manner
can then be compared to the values obtained by directly Monte Carlo estimating fixation times
with the arbitrary M selection pressure landscape. These two estimates are calculated for different
selection pressure landscapes with M = 11 assuming µ = 10−8, β = 0.1, 〈s〉 = 0.2, and N = 25

in Figure C.4.
Although the expression for T Mmin cannot be further simplified in general, we can simplify it

considerably if we look at a very simple landscape. If we look at the homogeneous landscape, for
instance, we have s(xi) = 〈s〉 ∀ i, so that

ξM =

(M−3)/2∑
j=1

〈s〉
1− (1− 〈s〉)N

, (C.70)

=
M − 3

2

〈s〉
1− (1− 〈s〉)N

. (C.71)

We can also simplify our expression for the fixation time with the M = 3 system:

τM=3
min =

(
3Nµ

〈s〉
1− (1− 〈s〉)N

)−1
. (C.72)
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Figure C.4: The estimated fixation time using the analytical scaling factor T Mmin match what is
obtained using Monte Carlo estimation with µ = 10−8, β = 0.1, 〈s〉 = 0.2, and N = 25 with
M = 11.

Using these two expressions, our scaling factor becomes

T Mmin = 3M−1, (C.73)

after some algebra. This result is independent of not only β but also µ, 〈s〉, and N .

C.5.2 Maximum of M Exponential Processes

We can also look at our system when the fixation time can be approximated as the maximum of
M independent exponential processes. This approximation is valid in the regime β � µ. In this
regime, migration contributes an insignificant flux of mutants, allowing us to again approximate
the exponential rates as

λi = Nµ
s(xi)

1− (1− s(xi))N
, (C.74)

even though we are in the opposite parameter regime as the earlier case. To form the scaling factor
in this parameter regime, we need to calculate the expected maximum of M independent exponen-
tial processes. If we have M exponential random variables Xi for i ∈ [1,M ], we can calculate the
expectation value of X = max{X1, . . . , XM}. We first form the cumulative distribution function
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of X:

CDFX(x) = P (max{X1, . . . , XM} < x), (C.75)

= P (X1 < x)P (X2 < x) · · ·P (XM < x), (C.76)

using independence. Now this is expressed as the product of the cumulative distribution functions
for single exponential processes, so we can write

CDFX(x) =
(
1− eλ1x

)(
1− e−λ2x

)
· · ·
(
1− e−λMx

)
, (C.77)

allowing the expectation value to be calculated according to

EM(x) =

∫ ∞
0

[
1−

M∏
k=1

(
1− e−λkx

)]
dx. (C.78)

This integral can be expressed as

EM(x) =
M∑
k=1

(−1)k+1Σ
(k)
M , (C.79)

where

Σ
(k)
M ≡

1

k!

M∑
i1=1

∑
i2 6=i1

∑
i3 6=i1,i2

· · ·
∑

iM /∈{i1,...,iM−1}

1∑M
j=1 λj

. (C.80)

This is clunky to write but expresses a simple idea. If we were to write out the expected maximum
of three independent exponential processes, for instance, we have

E3(τf ) =
1

λ1
+

1

λ2
+

1

λ3
− 1

λ1 + λ2
− 1

λ1 + λ3
− 1

λ2 + λ3
+

1

λ1 + λ2 + λ3
, (C.81)

which is not dissimilar to the expression for the generalized recursion relation that we derived
above. Due to how unwieldy this expectation value is, we cannot further the scaling factor for the
system in the limit beyond

T Mmax ≡
τMmax

τM=3
max

, (C.82)

=

∑M
k=1(−1)k+1Σ

(k)
M∑3

k=1(−1)k+1Σ
(k)
3

. (C.83)
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Figure C.5: The estimated fixation time using the analytical scaling factor T Mmax match what is
obtained using Monte Carlo estimation for a system with M = 11 and µ = 0.01, β = 10−8,
〈s〉 = 0.2, and N = 25.

This scaling factor can again be calculated numerically. However, due to the combinatoric number
of terms, it is difficult to evaluate for very large M . We evaluate the validity of the bound by
again computing τMmax = T Mmaxτ

M=3
max and comparing the result to what we obtain by Monte Carlo

estimating the fixation times. This comparison performed in Figure C.5 for µ = 0.01, β = 10−8,
〈s〉 = 0.2, and N = 25 with M = 11 shows good agreement between the two calculations.

Although the scaling factor T Mmax is very complicated in general, it becomes rather simple if we
look at the homogeneous landscape. With insignificant migration and uniform selection values, all
of the microhabitats have the same exponential rate given by

λ = Nµ
〈s〉

1− (1− 〈s〉)N
. (C.84)

In our expression for Σ
(k)
M , all of the terms in the sum are then identical. By counting the number

of terms that appear in the sum, we see

(Σ)(k) =
M !

k!(M − k)!

1

kλ
, (C.85)
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so that our scaling factor is given by

T Mmax =

∑M
k=1(−1)k+1 M !

k!(M−k)!
1
kλ∑3

k=1(−1)k+1 3!
k!(3−k)!

1
kλ

, (C.86)

=
M !

3!

∑M
k=1

(−1)k+1

k!(M−k)!kλ∑3
k=1

(−1)k+1

k!(3−k)!kλ

. (C.87)

This equation can be simplified by identifying

M∑
k=1

(−1)k+1

k!(M − k)!k
=
HM

M !
, (C.88)

where HM is the M th harmonic number. Thus, our scaling factor is given by

T Mmax =
HM

H3

, (C.89)

=
6

11
HM , (C.90)

which is independent of all system parameters besides M .
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APPENDIX D

Kinetic Monte Carlo Simulation

D.1 Kinetic Monte Carlo Details

The kinetic Monte Carlo algorithm is quite straightforward for our system since the underlying
atomic transitions are very simple. At each timestep

1. One of the Ntotal cells is randomly chosen for the next event. The microhabitat and genotype
of the chosen cell are denoted by i and g, respectively.

2. The atomic rates are calculated according to Rmigration = β, Rgrowth = φg(c, Ti)(1−Ni/Ki),
and Rdeath = d, which dictate the rates at which migration, growth, and death occur, respec-
tively.

3. A uniform random number u ∈ [0, Rmax] is drawn, where Rmax is chosen to be larger than
Rmigration +Rgrowth +Rdeath to allow for the possibility of the state remaining unchanged.

4. The state of the system is updated according to the value of u. Upon replicating, a second
random number r is drawn, such that a mutation occurs if r < µ.

5. The simulation time is increased by an amount ∆t = 1/(NtotalRmax).

for migration rate β, mutation rate µ, carrying capacity Ki, growth rate φg(c, Ti), and death rate d.
Note that the simulation requires a large amount of random number generation, which we perform
using GSL for computational efficiency. In addition, we require a large number of independent
simulations to arrive at meaningful estimates of the dynamics occurring during evolution. We use
OpenMP to parallelize our implementation to distribute independent simulations across multiple
processors.

Although the simulation loop is very straightforward, there are a number of considerations im-
portant for selecting the parameter values of interest. Here we briefly consider the impact of several
of the parameters. First, we investigate µ, since this is a parameter common to the toy models of
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evolution. Our results have only assumed asymmetric mutations, so that genotype g can mutate
exclusively to genotype g + 1. We performed some simulations with symmetric mutations, so that
g → g ± 1. The main difference we observed is that symmetric mutations can significantly slow
the emergence of resistance. With asymmetric mutations, fixation is an absorbing state that will
be reached in finite time. It is possible to construct landscapes in which there is a stationary state
other than fixation with symmetric mutations for specific choices of MIC. This is similar to what
was observed in the toy model of evolution upon performing a system size expansion of the master
equation (Section 3.2.4. To reduce the computational burden, we have focused on the case with
asymmetric mutations. Additionally, it is worthwhile to think about the number of mutants that
arise per cell generation. If we make the simplifying assumption that each microhabitat has a large
enough φ to support the carrying capacity K, we can expect approximately µKL mutants per gen-
eration. This number, rather than simply µ, best characterizes the rarity of de novo mutations in
our system. We can perform a similar estimate for the number of migration events per generation.
However, there is a fundamental difference between mutation and migration in the atomic ruleset
of the kinetic Monte Carlo algorithm, in that mutation can only occur during replication. This dis-
tinction makes approximating the number of migration events for a general landscape challenging,
as the landscape of each particular genotype influences the number of timesteps required to replace
a full generation of cells.

Finally, A related parameter is the death rate d, which determines the degree of population
turnover. If d is very small, each microhabitat would very rapidly reach its carrying capacity K,
at which point very little reproduction, and thus evolution, could occur. Alternatively, if d were
very large, the number of cells would be far from the carrying capacity K. We tried a few different
values, and d = 0.1 seemed to avoid either of these two pitfalls.

Note that we chose the same standard values for Rmax and d as the authors of [32]. This was
by design, as we wanted to build upon this work by studying the system with the added constraint
of conserving 〈φ〉. This added constraint ensures that any effect of heterogeneity across different
landscapes is not the result of variable φ confounding the fixation times.

D.2 General Form of φ

If we assume that we have a monotonic temperature, chosen to be increasing without loss of gen-
erality, we can replace the temperature T with a spatial variable x that is monotonically increasing.
With this substitution, our φm is given by

φm(x) = ξ(x)

[
1− c2

ϕ(x)242(m−1)

]
(D.1)
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The maxima occur at

d

dx
φm(x) = 0 (D.2)

0 = ξ′(x)

[
1− c2

ϕ2(x)42(m−1)

]
+ ξ(x)

(
−c2

42(m−1)

)
−2ϕ′(x)

ϕ3(x)
(D.3)

dξ

ξ
= −2

[
ϕ′(x)

42(m−1)

c2
ϕ3(x)− ϕ(x)

]
dx (D.4)

log ξ = −2

∫ xf

xi

[
ϕ′(x)

42(m−1)

c2
ϕ3(x)− ϕ(x)

]
dx (D.5)

Note that we have implicitly assumed that at the extrema ϕ(x∗) 6= 0. Letting α ≡ 42(m−1)/c2 to
simply notation, we can analytically take this integral to get

log ξ = −2

[
−1

2
log
(
1− αϕ2(x)

)
− logϕ(x)

]∣∣∣∣∣
xf

xi

(D.6)

= −2

([
−1

2
log
(
1− αϕ2(x)

)
− logϕ(xf )

])
−

− 2

([
−1

2
log
(
1− αϕ2(xi)

)
− logϕ(xi)

])
(D.7)

= log

[
1− αϕ2(xf )

1− αϕ2(xi)

(
ϕ(xf )

ϕ(xi)

)2
]

(D.8)

so that we easily identify the local maxima at

ξ(x∗) =

(
ϕ(xf )

ϕ(xi)

)2
1− αϕ2(xf )

1− αϕ2(xi)
(D.9)

This result is remarkable in that the critical points x∗ are fully determined by the endpoints evalu-
ated with ϕ(x) and not on the form of the coefficient ϕ(x).

Let’s now turn to the biological constraints on the system. We are assuming that

1. ϕ(x) has one local maximum.

2. ξ(x) has one local maximum.

We can use these constraints to further limit the form that can be assumed by ξ(x∗).
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The first condition prevents ϕ(x) from having a bowl-shape, with both of the local maximum
at the edge of the domain. Interestingly, if we relax our assumption and allow ϕ(x) to have any
number of local maxima that aren’t at the endpoints, we don’t actually relax the form that can be
taken by ξ(x∗).

The second constraint is more useful for restricting the class of functions we are interested in.
For any set of endpoints, ξ∗ evaluates to a single number. For any form of ϕ(x), then, we can only
have local extrema at

x∗ = ξ−1

[(
ϕ(xf )

ϕ(xi)

)2
1− αϕ2(xf )

1− αϕ2(xi)

]
(D.10)

How many such extrema, particularly maxima, can exist given our constraints? Clearly, we
could have a symmetric form of ϕ(x), which would evaluate to the same argument of ξ−1. How-
ever, since ϕ(x) ∈ (0, 1], this does not lead to anything physical. If we imagine that ξ(x) were
symmetric, though, ξ would map two different values of x∗ to the same value ξ(x∗), leading to two
extrema for a single set of endpoints.

If we take ξ(x) to be flat for some x ∈ [xi, xf ], we would have an infinite degeneracy and
therefore an infinite number of local extrema. This is intuitive in the trivial case where both ϕ(x)

and ξ(x) have no spatial variation, since φm would be flat and every point would be a local extrema.
So if we assume that ξ(x) is never flat in our domain, we know we can have two maxima if

ξ : x∗1, x
∗
2 → ξ(x∗) (D.11)

Is it possible to have more? It is not. Since ξ can only have a single local maxima, it is not possible
for it to map more than two values of x to the same range.

Therefore, the limited constraints on the system are sufficient to guarantee that the generalized
form of φm has at most two peaks. It is obviously possible to have a single peak if ϕ(xi) = ϕ(xf )
as well. Since we have ruled out the case of the trivial forms of ϕ(x) and ξ(x), we must have at
least one peak in our φm for any form of the coefficients that are never flat in the domain.
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