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Supplementary Materials

Algorithm 1: Stopping Rules

Algorithm 1 Stopping Rules

if the node size is less than 2n0 then

the node will not be split

end if

if all possible splits of a node result in a child node with size smaller than n0 then

the node will not be split

end if

if the current tree depth reaches the user-specified maximum depth then

the node will not be split

end if

Calculate the best split by

ω̂opt = argmax
ω

[Psj(Ω, ω) : min{nPnI(Hsj ∈ ω), nPnI(Hsj ∈ ωc)} > n0] .

if the maximum purity improvement Psj(Ω, ω̂
opt)− Psj(Ω) < λ then

the node will not be split

else

Split Ω into ω and ωc

end if
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Algorithm 2: SAT-Learning Implementation Algorithm

Algorithm 2 SAT-Learning Implementation Steps

Stage s Start the algorithm with s = S Within Stage s:

(1.1) Set j = 2 and only use the data with dsj = 1

(1.2) Obtain AIPW estimates µ̂AIPW
sj,dsj

(Hsj), dsj = 1, . . . , Ksj

(1.3) Set m = 1 at root node Ωsj,m

(1.4) At node Ωsj,m, evaluate the Stopping Rules. If stop, assign a single

best treatment

arg max
dsj∈Dsj

Pn[µ̂AIPW
sj,dsj

(Hsj)I(Hsj ∈ Ωsj,m)]

to all subject in Ωsj,m. Otherwise, split Ωsj,m into child nodes Ωsj,2m

and Ωsj,2m+1 by ω̂opt.

(1.5) Set m = m+ 1 and repeat (1.4) until all nodes are terminal.

(2.1) Set j = 1 and use the full data and restrict the available nodes’

values according to Ps2(Ω, ω)

(2.2) Repeat Steps (1.2)-(1.5)

Next Stage: Set s = s− 1 and repeat Stage s:(1.1)-(2.2), stop if s = 1.
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Simulation Data Generating Process for 5.2

Three covariates, X1 to X3, generated as baseline covariates follow N(0, 1). Two correlated

covariates, X4 and X5, are generated as time-varying biomarkers which are measured just

before the decision time of the test step within each stage. (X4, X5)
′ ∼ N(µ,Σ), where

µ = (0, 0)
′

and Σ =

 1 0.1

0.1 1

. After the test step of each stage, the covariates X12 and

X22 mimic the test results that contribute to the treatment decision nested within each

test decision with other covariates. Typically, the test results, such as biopsy results, are of

great importance to the treatment decision making. X12 and X22 follow the distribution of

N(0, 1). To make the rates of taking the curative treatment equal to 5%, 15%, 20% and 25%

in both stages, we also modify the parameters in the data generating models. More details

of parameter setting are as follows:

Data Generation for Stage 1 The test decision variables, i.e., D11 and D21 are set to be

the values of {0, 1} at the first step of each stage. For stage 1 step 1, we generate D11 from a

Bernoulli(π11,1) distribution with π11,1 = exp(0.2X3 +X4−0.5)/(1+exp(0.2X3 +X4−0.5)).

The reward of the stage 1 step 1 is generated as Y11 = X2
4 + (0.5X3 + 4)2 × I[gopt11 (H11) =

D11]− 3|X1|I(D11 = 1) + ε11 with optimal regimes as

gopt11 (H11) = I(X1 > 0.3)I(X4 6 1.3)

and ε11 ∼ N(0, 1).

For patients who have been assigned the test, i.e., D11 = 1, we further generate the

treatment assignment D12 for them as D12 ∼ Bernoulli(π12,1) with

π12,1 =



exp(0.5X12 −X2 − 3.3)/(1 exp(0.5X12 −X2 − 3.3)) for Treatment rate=5%

exp(0.5X12 −X2 − 2.3)/(1 exp(0.5X12 −X2 − 2.3)) for Treatment rate=15%

exp(0.5X12 −X2 − 1.8)/(1 exp(0.5X12 −X2 − 1.8)) for Treatment rate=20%

exp(0.5X12 −X2 − 1.5)/(1 exp(0.5X12 −X2 − 1.5)) for Treatment rate=25%
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We generate stage 1 step 2 reward as Y12 = I[D12 = gopt12 (H12)](7 + 2X4) + 4X3 + Y11/3 +

3I(D12 = 1)[I(gopt12 (H12) = 1) − 1] + I(D12 = 1)(X2
12 + 4) + ε12 with ε12 ∼ N(0, 1). The

tree-type optimal regime at step 2 is specified as

gopt12 (H12) = I(X4 > 0.5)I(X12 6 0.3)

Data Generation for Stage 2: In stage 2, we generate the test decisionD21 ∼ Bernoulli (π21,1)

with π21,1 = exp(−0.7 + 0.1X2 +X5)/(1 + exp(−0.7 + 0.1X2 +X5)). The reward of stage 2

step 1 is generated as Y21 = X2
1 +2X2

2 +(8−X5)I[gopt21 (H21) = D21]−I(D21 = 1)+4.5I(D21 =

1)[I(gopt21 (H21) = 1)− 1] + ε21 with ε21 ∼ N(0, 1). The optimal regime is specified as

gopt21 (H21) = I(X2 < 0.8)I(X5 > 0.1)

Among the patients who have had the test in the first step of stage 2, i.e., D21 = 1 we

generate their treatment assignment D22 for the second step of the second stage. Specifically,

we generate treatment D22 ∼ Bernoulli(π22,1) with

π22,1 =



exp(0.5X22 −X2 − 3.3)/(1 exp(0.5X22 −X2 − 3.3)) for Treatment rate=5%

exp(0.5X22 −X2 − 2.3)/(1 exp(0.5X22 −X2 − 2.3)) for Treatment rate=15%

exp(0.5X22 −X2 − 1.8)/(1 exp(0.5X22 −X2 − 1.8)) for Treatment rate=20%

exp(0.5X22 −X2 − 1.5)/(1 exp(0.5X22 −X2 − 1.5)) for Treatment rate=25%

The reward of stage 2 step 2 is generated as Y22 = 3I[D22 = gopt22 (H22)](2X22−X5)
2+Y21/3+

(2X4 +X1) + ε22 and ε22 ∼ N(0, 1). The optimal treatment for stage 2 is specified as

gopt21 (H21) = I(X22 < 0.3)I(X5 > 0.5)
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Data Preprocessing for the active surveillance data

For the prostate cancer data the exclusion criteria were the following: patients who did not

have any PSA observations in the first 4 years were excluded and patients who were not

followed after year 4 are excluded. For the remaining patients if they did not have a biopsy,

the most recent PSA value that was used in the analysis was the last PSA within the time

window between year 0 and year 2 for stage 1 and the last PSA value between year 2 and

year 4 for stage 2. For patients who had a biopsy test, the most recent PSA for that test is

the PSA value right before the date of biopsy. If a patient had more than one biopsy within

a stage, we used the last biopsy result.

To assess the sensitivity of the estimated DTR tree in Figure 2 to modifications of the

reward, we included an additional discounting factor for the reward of patients who had an

especially high risk of future metastatic prostate cancer. Specifically, when a patient had his

Gleason score > 7 (4+3) during the first four years after diagnosis, his reward is reduced by

a factor of 95%. The new estimated trees were very similar to the estimated optimal DTR

shown in Figure 2, the only differences being small changes is the splitting thresholds at each

node.


