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ABSTRACT 

 Cancer is a complex, multi-faceted, and varied disease that comes with a substantial 

economic and health burden.  Due to this immense burden and its increasing prevalence, 

diagnostic tools capable of detecting cancer and aiding treatment, especially at an early stage, 

have grown into a major area of interest for researchers and clinicians alike.  There has 

especially been a growth in interest in liquid biopsies, which are assays that utilize biomarkers 

found in typical body fluids like blood and urine in order to diagnose cancer in the same way 

tissue biopsies normally do, but without the need for invasive procedures.  Although cancer 

biomarkers come in many different forms, two in particular that have received the attention of 

researchers for liquid biopsies are circulating tumor DNAs and microRNAs due to their stability 

in body fluids and differential expression in healthy individuals versus cancer patients. 

     Several technologies have arisen and established themselves as gold standards for 

detecting and analyzing nucleic acid biomarkers, in particular, Polymerase Chain Reaction 

(PCR) and Next Generation Sequencing (NGS).  While these techniques possess excellent 

sensitivity and throughput, respectively, they have drawbacks that include false negatives from 

amplification bias, primer mismatching causing false positives for short sequences like those of 

miRNAs, and laborious preparation for both techniques and extensive analysis for NGS.  Our 

group recently developed a kinetic fingerprinting-based detection method that counts single 

target molecules directly from sample with ultra-high specificity.  This amplification-free
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 approach, termed single-molecule recognition through equilibrium Poisson sampling 

(SiMREPS), immobilizes potential target molecules on a microscope slide surface and 

fingerprints them via binding and dissociation patterns of a freely diffusing fluorescent probe.  

This approach, however, had an upper limit on analysis speed as a higher probe concentration is 

necessary to accelerate binding speed and the associated background worsens the signal-to-noise 

ratio.  This dissertation focuses on the development of a kinetics-based biosensor design, termed 

iSiMREPS, which incorporates intramolecular Förster Resonance Energy Transfer (FRET) to 

rapidly identify nucleic acid targets through conformational changes in the biosensor. 

 Chapter 2 highlights the biosensor design including the three component strands that 

comprise it called the anchor, capture and query strands and the development of a standardized 

design capable of rapidly alternating between two conformations to generate a target-identifying 

FRET signal pattern.  In this chapter, I detail the optimizations necessary for the biosensor to 

perform effectively including capture probe modifications, optimization of the query probe and a 

competing sequence on the anchor for conformational flexibility and desirable kinetic behavior, 

and the introduction of the denaturant formamide to provide faster signal generation.  Chapter 3 

focuses on developing a full assay with the biosensor and details my optimizations to the 

imaging and slide preparation protocol, maximizing the effectiveness of formamide, improving 

sensitivity through toehold mediated strand displacement of target-unbound biosensors, and 

establishing limits of detection for a microRNA target as well a DNA target performed alongside 

a collaborator.  Chapter 4 addresses multi-target detection and shows my development and 

refinement of biosensors for additional targets, the establishment of design principles and 

guidelines for generalized target detection, and the development of a multi-target well setup for 

use in panel assays.  Combined, this thesis has developed a proof-of-concept and case for using a 
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biosensor-based assay for liquid biopsy detection, eventually in a spatially addressable 

microarray format. 
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Chapter 1. Introduction: Cancer Biomarker Detection, Relevant 

Technologies, and the Role of Biosensors and FRET 
 

1.1 Scope of Cancer and Value of Diagnostics 

 Cancer has become an increasingly prevalent disease with the American Cancer Society 

estimating there will be ~1.9 million new cases and over 600,000 deaths in 2021 for the US 

alone1.  Cancer carries an enormous financial burden on its patients with its direct medical costs 

estimated to be over 80 billion dollars in the year 20152.  Additionally, it carries a heavy toll in 

terms of physical and mental health as well as quality of life.  The scale and scope of cancer as a 

disease has thus generated significant interest and development of basic and translational 

research, treatments and therapies, and various types of diagnostics.   

The variation and complexity of cancer as a disease has also necessitated variation in the 

treatment modalities and diagnostics used in its assessment and treatment3-5.  Effective 

diagnostics play a critical role in cancer treatments because they can provide detailed, critical 

information necessary for treatment including cancer stage, characteristics, as well as response to 

treatments6, 7.  Early stage disease diagnostics are especially valuable because earlier diagnosis of 

cancer results in a better prognosis for patients; in fact certain cancers, such as pancreatic cancer, 

have particularly poor prognosis because early stage diagnosis is limited or unavailable 8-11. 

An effective cancer diagnostic must be able to definitively detect a biomarker, a 

biological substance that, when present at specific levels within a cell or fluid sample collected 

from a patient reliably gives an indication of a certain disease or health state.  To 



2 

 

accomplish this, there are several criteria that must be met.  Firstly, the biomarker must be a 

reliable and consistent indicator for the cancer it is used to diagnose.  Secondly, the diagnostic 

must show sufficient specificity so that it can detect its intended biomarker and establish a clear 

difference between a patient with and without the condition.  Lastly, the diagnostic must have 

sufficient sensitivity because its limit of detection and dynamic range must be consistent with the 

abundance of the biomarker in a real sample.  Speed is also desirable and even necessary in 

circumstances where there are large volumes of clinical samples for a certain disease.  In this 

chapter, I will provide an overview of the significance of cancer biomarkers and assess 

developments and promising of emerging cell-free nucleic acid biomarkers, evaluate existing 

detection technologies, assess single molecule kinetic fingerprinting approaches, and the value 

that can be provided by utilizing Förster Resonance Energy Transfer (FRET) and biosensors. 

1.2 Cancer Biomarkers and Emerging Developments 

 Biomarkers serve a critical role in the detection and treatment process for cancer.  

Potential biomarkers themselves come in many shape and forms and include cells, proteins, 

various types of DNA and RNA, and even epigenetic modifications like methylation12-14.  This 

breadth is reflective of the complexity and variation of cancer as a disease as well as the different 

characteristics of diverse cancer types.   Due to this variation and because each cancer has its 

own complexities, mechanisms, and characteristics, there is a large well of research done on 

cancer biomarkers that includes basic research studies, translational studies, and clinical studies 

that cover different aspects of biomarkers including their role and mechanisms within their 

disease state, their feasibility for diagnostic purposes, and their applicability to clinical use15, 16.  

Clinically, biomarkers can serve many different purposes.  Certain biomarkers, such as prostate-

specific antigen (PSA) and HER2 are used to aid in the detection of cancer and offer predictive 
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value in detecting certain cancer types17, 18.  Other biomarkers offer value in providing 

information about the cancer itself such as the tumor status, the nature of the tumor, the types of 

cancer cells, as well as even the responsiveness to different types of cancer treatment15, 16.  Some 

examples of these biomarkers include alfa-fetoprotein (AFP)19, Human chorionic gonadotropin-β 

(β-hCG)20, and Carcinoemybronic antigen (CEA)21.  One factor that is critical for adoption of 

biomarkers, due to variance in assay protocols, labs, and patient samples, is reproducibility 

where indications of disease are reliable and consistent22, 23. 

 Cell-free nucleic acids (cfNAs) have emerged as biomarkers of major interest because of 

their relative stability in common body fluids and ability to be detected directly from those 

fluids24, 25 (Anfossi et al., 2018; Schwarzenbach et al., 2011).  There is interest in using cfNAs 

for liquid biopsies, which are defined as cancer tests that diagnose by the detection of biomarkers 

from body fluids such as blood26, 27 (Crowley et al., 2013; Heitzer et al., 2015).  Liquid biopsies 

have garnered significant interest from clinicians because of their promise in achieving detection 

in a manner that is simpler and less invasive than tissue biopsies, whose invasive nature also 

precludes their use in certain patients (Figure 1.1)28, 29.  Among cfNA biomarkers, two in 

particular that have been especially notable are circulating tumor DNAs (ctDNAs) and 

microRNAs (miRNAs).  miRNAs are 21-25 nucleotide (nt) short, non-coding RNAs that are 

major regulators of gene expression and are thought to be involved in regulating over half of all 

human protein coding genes30-32.  After transcription and processes in the nucleus, they are 

exported, further processed and then incorporated into a complex called an RNA-induced 

silencing complex where they act on mRNAs for which they have some or complete sequence 

specificity so that they can reduce or silence the expression of the genes those mRNAs represent.  

miRNAs have demonstrated a strong connection to cancer with miRNA families such as the  
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Figure 1.1. A comparison of liquid biopsies to traditional biopsies in terms of typical 

biomarkers, procedures, availability and patient experience. 1 

 

miR-17/92 cluster being dubbed oncomiRs for their role in cancer pathways33, 34.  Additionally, 

many different miRNAs, have shown promise as biomarkers for cancer detection due to their 

                                                 
1 This figure is reproduced in full from Qi ZH, Xu HX, Zhang SR, Xu JZ, Li S, Gao HL, Jin W, Wang WQ, Wu CT, 

Ni QX, Yu XJ, Liu L. The Significance of Liquid Biopsy in Pancreatic Cancer. J Cancer 2018; 9(18):3417-3426 

under the Creative Commons Attribution-Noncommercial 4.0 International license as linked: 

https://creativecommons.org/licenses/by-nc/4.0/# 
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different abundances in healthy versus cancer patients35-37.  For example, miR-21 has shown 

promise for non-small cell lung cancer and breast cancer detection, whereas miR-141 has shown 

promise for prostate cancer38-41.  They have emerged as promising candidates for liquid biopsies 

because unlike many other RNAs, they are stable in biofluid due to their association with protein 

complexes24, 41.  ctDNAs are DNA strands that are found circulating in biofluid and are thought 

to have been secreted from cancer cells or released due to necrosis or apoptosis of said cells42.  

Interest has developed in using them as biomarkers because they are also suitable candidates for 

liquid biopsies as they, like miRNAs, also show different abundance in healthy versus cancer 

patients and stability in body fluids35-37.  Some examples of ctDNAs include EGFR exon 19 

deletion mutants and KRAS mutants43, 44.  

1.3 Nucleic Acid Detection Technologies 

Since these cfNAs have a low abundance that can be in the femtomolar range for 

miRNAs and even lower for ctDNAs, which are often <1% of total cfDNAs45-47, any detection 

technologies built for them must be extremely sensitive.  Additionally, high specificity is 

especially critical for miRNAs because their short length increases the odds of off-target 

interactions and rapid detection with high throughput is desirable in clinical settings with large 

numbers of samples.  Technologies to meet this need have arisen and they can be broadly 

divided into techniques that rely primarily on amplification, on direct hybridization of the target 

nucleic acid to a probe, or on some form sequencing often coupled with amplification as their 

main method of target identification.   While all of these technologies have their strengths and 

are effective for certain targets, they are not without their own sets of weaknesses. 

Amplification-based techniques primarily rely on Polymerase Chain Reaction (PCR) 

where the target nucleic acids are isolated, purified, sometimes reverse transcribed for RNAs and 
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then subject to continuous replication reactions to generate detectable levels of the original 

target.  Quantitative PCR (qPCR) in particular is an established gold standard technique for 

nucleic acid detection and is sufficiently sensitive to detect mutant DNA with a point mutation 

even at allelic frequencies below 1%48.  Droplet digital PCR (ddPCR) in particular is sensitive 

enough to detect down to a small copy number and provides absolute quantification, due to its 

compartmentalized droplet design and precise counting capabilities49, 50.  PCR-based techniques, 

however, have a few drawbacks that reduce their utility for cfNA detection.  They have issues 

with amplification bias which can result in false negatives if certain low-abundance sequences 

fail to amplify well51.  They also generate false positives from replication error and are 

vulnerable to mismatching of primers when the sequence is short like for miRNAs51.  Lastly, 

they can require considerable preparation due to a need for enzymatic reactions, isolation and 

purification.  These limitations subsequently hamper specificity, especially for miRNAs, which 

is detrimental for their utility in cancer detection. 

Hybridization-based techniques, such as microarrays, rely on complementary base 

pairing between their target and a complementary probe with one of the 2 being fluorescently 

labeled and have many amplification-free variants52-54.  These techniques are typically simple in 

design and preparation and are a useful way to gather information about relatively higher 

abundance nucleic acids within a sample quickly.  Single molecule array (SiMoA) for example, 

is able to achieve absolute quantification in a manner similar to ddPCR with minimal sample 

preparation and a simple workflow52.  However, there is an upper limit on the specificity of these 

techniques due to the thermodynamics of hybridization55.  This limitation can be quantified by 

the equation: Qmax,therm = e-G°/RT  where G° is the difference in free energy of target-probe 
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hybridization for two single nucleotide variants (SNVs) and the value of Qmax,therm can be as low 

as 2055, 56. 

Lastly, sequencing-based techniques, of which Next-Generation Sequencing (NGS) is 

considered a gold standard, use fluorescently labeled bases to track their addition into a newly 

formed strand allowing the target nucleic acid to be identified by the fluorescent pattern over 

time which is indicative of its sequence.  NGS has risen as another gold standard method because 

of its ability to identify and analyze a large number of different genetic targets at once as well as 

provide analysis at the level of the entire genome57-59.  However, NGS has difficulty with shorter 

sequences with strong adapter ligation bias which introduce additional sources of error and often 

require additional steps to address60.  NGS typically relies on pre-amplification as part of its 

workflow and thus has all of the same weaknesses that amplification techniques do.  Lastly, NGS 

also requires considerable preparation from libraries, to adapter ligation to complex 

bioinformatics analysis since fragment formation and analysis are of its workflow61-63.  While 

NGS has a significant edge in varied, large scale analysis, its drawbacks limit its utility for more 

targeted, specific analysis and in settings where fast, simple analysis with fewer resources is 

desirable.   

1.4 Single Molecule Kinetic Fingerprinting 

Single molecule kinetic fingerprinting, developed by the Walter group as Single Molecule 

Recognition through Equilibrium Poisson Sampling (SiMREPS)64 and conceptually related to the 

super-resolution fluorescence imaging technique DNA-PAINT65, is an approach aiming to 

address many shortcomings of the existing techniques outlined above.  SiMREPS was designed 

as a kinetics-based approach that identifies its target through its dynamic interactions with a 

fluorescent probe64.  Single molecule fluorescence microscopy (SMFM) allows for absolute 
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quantification because it can image individual molecules and interrogate them for their 

interactions with fluorescent probes through analysis by software, giving an exact digital count 

of the number of nucleic acid molecules found, which is directly correlated to their concentration 

in the sample.  This obviates the need for amplification and allows for more consistent detection 

of low concentrations of nucleic acids without the biases and errors that come with molecular 

amplification.  SiMREPS, currently implemented, utilizes a total internal reflection fluorescence 

(TIRF) microscope because this allows any signal from the target to be restricted to a surface 

where it is captured as excitation of fluorophores is only possible through evanescent waves that 

penetrate the surface and travel only a short distance.  This setup allows for single molecule 

observation as it provides a clearer field of view (FOV) without background from the sample 

bulk, permitting absolute quantification for SiMREPS. 

 As shown in Figure 1.2A, SiMREPS functions by capturing the target nucleic acid using 

a complementary probe that is surface-tethered, introducing fluorescent probes (FPs) 

complementary to a different target region and then imaging the signal over a time window to 

observe the fluorescent intensity as fluorescent probes bind and dissociate repeatedly over time.  

The surface of a coverslip or microscope slide is first coated with an adsorbent, which for 

SiMREPS is typically biotin-Polyethylene Glycol (PEG) mixed with methoxypolyethylene 

glycol (mPEG) which allows for binding of streptavidin, a protein with four biotin binding sites.  

A biotinylated DNA strand that is complementary to the target nucleic acid, called the capture 

probe, is then added which binds strongly to streptavidin and can bind to the target nucleic acid 

and effectively tether it to the surface of the microscope slide.  After the target is captured, a FP 

that is complementary to another region of the target and is labeled with a fluorophore for 

imaging can then bind to the surface-tethered target.  SiMREPS is designed so that the 
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association between the target and imager probe is weak and the probes will bind and dissociate 

repeatedly over time.  This creates an observed signal that shows a pattern of alternating between 

high intensity where the imager probe is bound and low intensity when there is no bound probe 

(Figure 1.2B).  In its simplest analysis, this signal pattern can be broken down into the number 

of transitions between the high intensity state, or bound state, and the low intensity or unbound 

state, as well as the dwell times for both.  Through software analysis, these measures can be 

distinguished from those of non-specific interactions and background and thus serves as a kinetic 

fingerprint for target identification. 

 SiMREPS is able to achieve near-perfect specificity even for two miRNA SNVs64 

because even two similar strands will have slightly different kinetics which will become more 

apparent after sufficient observation.  The probe kinetics can be modeled as a Poisson process 

and as the observation window is extended, the distribution of the number of binding and 

dissociation events (Nb+d) between the target and any non-targets becomes more and more 

distinct until it is clearly distinguished (Figure 1.2D).  It is thus possible to virtually eliminate 

false positives from measurements by using a sufficiently long observation window.  

Additionally, this technique demonstrates a limit of detection in the low femtomolar range which 

is sufficient for detection of many miRNA targets64, 66.  It also is usable with a direct sample and 

minimal preparation, allowing it to overcome several limitations previously described techniques 

often suffer from.  However, SiMREPS requires about 10 minutes of analysis per FOV and 

needs 30 minutes total for target detection as previously demonstrated64 and this analysis speed 

has an upper limit on how much it can be improved.  Increasing analysis speed requires either 

weakening the target-FP interaction or raising the probe concentration so that the time the target 

does not have a probe bound is shorter and Nb+d count increases faster so that the needed  
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Figure 1.2. The SiMREPS technique.  (A) The surface is passivated with Biotin-PEG and 

streptavidin which allows for a biotinylated capture probe to attach to streptavidin.  This probe 

binds the target strongly on one end and tethers it to the surface and a fluorescent probe that 

weakly binds is introduced.  The binding and dissociation of this fluorescent probe generates an 

on and off signal that is recorded and used to identify the target from the background, which 

rarely shows such signal transitions. (B) Signal in the presence of the nucleic acid target where 

there is frequent transitioning between bound and unbound states. (C) Signal in the absence of 

target which is much more static and lacks the characteristic transitioning. (D) As the imaging 
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time is increased, the number of binding and dissociation events observed in the presence of 

target increases and becomes more easily distinguished from the background.2 

 

observation window shortens.  However, increasing probe concentration also increases 

background noise due to increased non-specific surface proximity and interaction of unbound 

fluorescent probes.  Additionally, while the speed can also be improved by reducing the target-

FP binding region length or using a denaturant, this approach also has limits because shortening 

the target-FP binding region also reduces specificity.  Lastly, while both reducing the target-FP 

binding region length and using denaturant can reduce the lifetime of the bound state, the 

unbound state will remain unaffected and this limits the extent to which speed can be improved.  

Overcoming this limitation will thus demand some innovation. 

1.5 The Utility of Biosensors and FRET 

 Biosensors have been a major area of interest for researchers and industry alike because 

of their versatility and broad applicability to a variety of problems67.  Biosensors are defined as 

analytical tools that can provide information about their analyte through the use of a biomaterial 

that serves as a recognition element for the analyte, a transduction method that converts the 

recognition of analyte into an observable signal, and a detector that can pick up the signal, 

ideally in a form that can be correlated to the amount of analyte68, 69.  One aspect that allows 

biosensors to be extremely versatile is that they can be made from a variety of different 

biomaterials including DNA or RNA strands, proteins, and biological polymers67.  Additionally, 

this versatility can be expanded further by utilizing different transduction mechanisms which 

include but are not limited to be mechanical, electrochemical, or optical mechanisms to generate 

                                                 
2 This figure is adapted with permission in part from figures in Chatterjee, T*; Li, Z*; Khanna, K; Montoya, K; 

Tewari ,M; Walter, N; Johnson-Buck, A. “Ultraspecific analyte detection by direct kinetic fingerprinting of single 

molecules”. TrAC Trends in Analytical Chemistry. 2020, 123 (2), 115764. 



12 

 

signal67.  Due to the possibilities provided by this variation, biosensors have found attention and 

usage in a variety of different applications.  Environmentalists, for example, have utilized 

biosensors for detecting and quantifying contaminants in the environment70.  Clinicians have 

used them as the basis of assays or medical devices71, 72.  Given their flexibility, biosensors also 

possess the capability to be used as diagnostic or analytical tools for cancer biomarkers as well 

and there is already research that explores this application73. 

 Optical biosensors, which utilize light as their transduced signal have been used 

extensively in single molecule detection74.  These biosensors typically use fluorescent molecules 

that can be excited by a laser to release detectable photons or generate a product that naturally 

fluoresces when imaged.  Examples of the former include CRISPR-based methods like 

SHERLOCK or DETECTR which utilize a fluorescently labeled DNA strand, and examples of 

the latter include Single Molecule Arrays (SiMoA) which utilize a β-galactosidase reaction that 

only completes and generates a fluorescent product when the target is present52, 75, 76.  Optical 

biosensors also have the option to utilize FRET where a pair of fluorophores are used and the 

intensity of the signal is distant-dependent77, 78.  This occurs because when the emission spectrum 

of one fluorophore, the donor, overlaps with the absorption spectrum of another, the acceptor, 

and they are sufficiently close, energy from excitation of the donor can be transferred to the 

acceptor in a distant-dependent fashion.  FRET is useful in analytical systems for structural 

analysis because fluorophores can be placed in such a way that the change in intensity can be 

correlated to changes in structure where the structural change will shift the placement of the 

fluorophores resulting in a different distance between them and thus, a different signal79.  It has 

been previously used in the Walter lab for example, as a way to study riboswitch function and 

nanostructures80-82.  FRET can also be coupled with single molecule techniques to assess the 
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distribution of behaviors of a molecule through individual, rather than ensemble averaged 

observation83, 84. 

1.6 Overview of Dissertation 

 In the following chapters, I will discuss how FRET, single molecule microscopy, and 

biosensing came together as the basis for a new intramolecular, biosensor-based technique that 

expanded upon kinetics-based detection built by SiMREPS into a new technology, called 

intramolecular SiMREPS (iSiMREPS) that was built for accelerated detection, demonstrated its 

analytical and diagnostic utility, and showed a capacity for multi-target detection. 

 In Chapter 2, I describe the basic design and foundation of iSiMREPS that utilizes a 

single molecule FRET (smFRET) biosensor to allow rapid detection through changes in 

conformation, or state, that are made possible by close proximity of the target and all of the 

biosensor components.  By optimizing the sequence and placement of strand modifications 

within the biosensor, I demonstrate the feasibility of the technique for nucleic acid detection and 

by utilizing formamide, the feasibility for particularly rapid detection.  The prism-based TIRF 

(P-TIRF) microscopy methods and preparation that were utilized for this particular chapter are 

also outlined here. 

 In chapter 3, I, detail the optimization of this sensor for use as a liquid biopsy assay and 

demonstrate that it is capable of achieving low femtomolar sensitivity comparable to SiMREPS 

with only 10 seconds of analysis per FOV.  I demonstrate the importance of each optimization 

for speed, signal-to-noise (S/N), and sensitivity.  This chapter also provides a thorough guide to 

objective-type TIRF (O-TIRF) microscopy imaging, methods, experiment design, and 

preparation considerations that would become standardized for the utility of this assay.  It also 
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demonstrates the proof-of-concept that will be pivotal for this techniques utility in a clinical 

setting. 

 In Chapter 4, I delve into the expansion of iSiMREPS for multi-target detection and 

demonstrate more thoroughly the design principles and rules that are important when utilizing 

this technique for multiple targets.  I show the multi-target well design and demonstrate that with 

proper configuration of the wells and of the microscope settings, it is feasible to detect multiple 

targets with one single imaging run.  This will demonstrate iSiMREPS capability to further 

evolve into a multi-target technique capable of being used as a detection panel in research or the 

clinic. 

 These chapters serve to expand the unique utility offered by biosensors towards the 

detection of DNA and RNA biomarkers relevant for diagnostics and treatment of cancer, 

establish a new analytical technique that can serve as a research or clinical detection tool, and 

expand that technique for a multi-target configuration that will allow it more utility when used as 

a robust product.  My thesis serves to apply single molecule microscopy, FRET and the design 

principles of biosensors towards creating a biosensor-based analytical assay that is capable of 

detecting nucleic acids at clinically relevant concentrations and is expected to become a basis for 

the further development of a diagnostic or research tool for the rapid, targeted analysis of DNA 

and RNA molecules of interest, such as cancer biomarkers.   
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Chapter 2. Pioneering a Rapid, smFRET-based Biosensor for Nucleic Acid 

Detection3,4 

2.1 Introduction: The Rationale and Design of iSiMREPS 

 iSiMREPS was conceived as a meeting of kinetics-based single molecule detection 

outlined by SiMREPS, optical biosensing, and a FRET-based probe system.  As outlined in 

section 1.4, SiMREPS achieves two highly desirable qualities for a more specialized, targeted 

nucleic acid assay: near-perfect specificity that is not limited by probe thermodynamics and SNV 

discrimination for miRNAs64.  However, its upper limit on speed is an inherent limitation of its 

design because an increase in speed requires an increased probability of association of 

fluorescent probe to surface-bound target.  This can only readily be achieved by raising probe 

concentration which as mentioned above, has an upper limit as this increase also increases the 

frequency at which unbound probes are near the surface and adds noise to the signal.  As such, a 

different approach that can utilize kinetics-based identification like SiMREPS for specificity 

while having a design that is not as dependent on diffusion of probes to the surface would offer a 

significant step forward in designing a sensitive, highly specific and targeted assay for nucleic 

acids.

                                                 
3 This chapter is adapted in part from Mandal, S*; Khanna, K*; Johnson-Buck, A; Walter, N.G. “A guide to 

accelerated direct digital counting of single nucleic acid molecules by FRET-based intramolecular kinetic 

fingerprinting”, Methods, 2021, In press. and in part from Khanna, K*; Mandal, S*; Blanchard, A.T.; Tewari, M; 

Johnson-Buck, A; Walter, N.G. “Rapid Kinetic Fingerprinting of Single Nucleic Acid Molecules by a FRET-based 

Dynamic Nanosensor”, Biosensors and Bioelectronics, 2021, 190 113433.   *These first two authors contributed 

equally. 
4 All RNA experiments in this chapter were done by Kunal Khanna.  Shankar Mandal and Kunal Khanna both 

contributed to the writing of this paper and all authors contributed to editing. 
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 Biosensors more broadly offer a way to incorporate the strengths of SiMREPS without its 

drawback because they can be built to function like nanomachines on the binding of their target 

molecule74 and this approach allows for any dynamic behavior of the nanomachine based on the 

properties of the nucleic acid target to be more directly controllable as it can be adjusted with the 

design of the machine and has more options to overcome inherent design limitations like 

SiMREPS reliance on probe diffusion.  Additionally, a FRET-based probe system helps in 

achieving this result as such a probe system, when properly designed, can prevent  this unwanted 

background by requiring the proximity of two fluorophores for a detectable signal which unless 

they are bound to the same target, will not naturally occur when diffusing in solution.  

iSiMREPS thus combined all of these designed elements to create an assay that could achieve 

comparable sensitivity and specificity with much greater speed. 

 iSiMREPS, as depicted in Figure 2.1, is a SMFM, kinetics-based detection technique that 

uses a DNA-based biosensor that is tethered to the surface, captures its target nucleic acid, and 

then generates a signal from the switching between high- and low-FRET conformations, or 

states.  This sensor is composed of 3 strands which are called the anchor (A), the capture probe 

(CP), and the query probe (QP).  The anchor in iSiMREPS is biotinylated at one end, which 

allows it to bind to proteins that have an affinity for biotin binding, such as the avidin family85.  

The anchor as depicted in Figure 2.1A binds to a surface-tethered streptavidin protein and has 

sequences that are complementary to part of both the QP and CP which allows it to be a scaffold 

for assembly of the sensor on the slide surface.  The CP binds to the anchor and utilizes its other 

free end, which is complementary to the target, to capture it and incorporate it into the biosensor.  

The CP sequence must have sufficient length and binding affinity to maintain stable capture  
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Figure 2.1. Schematic of smFRET-based intramolecular SiMREPS for digital counting of single 

nucleic acid molecules.  (A) Schematic of iSiMREPS sensor assembly and target capture at the 

surface. iSiMREPS uses a surface immobilized and intramolecularly assembled FRET pair of 

fluorescent probes for surface tethering and imaging of single nucleic acid molecules. The 5´ 

Cy3-labeled capture probe contains several LNA residues for high-affinity, stable capturing of 

target miRNA or mutant DNA molecules.  (B) Mechanism of smFRET signal generation and 

schematic of data acquisition and processing to obtain single molecule kinetic fingerprints.  The 

A647-labeled query probe interacts transiently and reversibly with the target and competitor 

sequence and generates a single molecule kinetic fingerprint that represents donor (Cy3) or 

FRET-mediated-acceptor (A647) emission recorded by a TIRF microscope.  A representative 
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field of view (top right corner, not in scale) from TIRF microscopy analyzed with MATLAB 

programs to identify spots with potential smFRET signals in a field of view (bottom right corner, 

not to scale) and generate intensity vs time traces (bottom left, cyan).  Hidden Markov Model 

idealization (grey lines) for each intensity vs. time trace and application of kinetic thresholds like 

the Nb+d, dwell times, S/N, and signal intensity distinguishes target-specific signals (green circle) 

from nonspecific background signals (red rectangle).  

 

when under imaging conditions.  The QP also has a free end complementary to bind to another 

segment of the target sequence and this binding is weak.  The CP is labeled with a donor 

fluorophore, namely Cy3 as depicted here, and the QP is labeled with an acceptor fluorophore, 

namely Alexa Flor 647 (A647) depicted here.  iSiMREPS is designed so that the weakly bound 

QP will switch between being bound to the target and being bound to a complementary sequence 

on the anchor called the competitor (C) (Figure 2.1B).  When the QP is target-bound, the donor 

and acceptor fluorophores are in close proximity and FRET occurs, with the sensor in a high-

FRET state.  When it is bound to the competitor, the fluorophores are far apart and there is no 

FRET behavior observed, with the sensor in a low-FRET state.  This generates a signal pattern 

where you have high fluorescent intensity in the high-FRET state where there is detectable 

acceptor emission and a low fluorescent intensity in the low-FRET state where no detector 

emission can be picked up.  Just like with SiMREPS before it, the target can be identified by its 

kinetic fingerprint which is determined primarily by the Nb+d between the high- and low-FRET 

states as well as the dwell times in each state.  This identification, as with classical SiMREPS, is 

assisted by data analysis software which can estimate the Nb+d and dwell times and distinguish 

molecules through filtering based on signal characteristics. 

 This biosensor configurations affords several advantages that pave the way for rapid 

nucleic acid detection.  Using a biosensor configuration creates a high local concentration of 

probes at the slide surface which is helpful for eliminating the gaps of time spent without a 
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bound probe that SiMREPS suffered from.  Secondly, this biosensor design allows both states to 

be directly controllable through modification of the sensor design which grants it additional 

customizability that can grant it flexibility for different targets as well as the ability to fine tune 

kinetics towards more desirable behaviors.  Since this approach retains the benefits of using 

kinetics-based detection, I hypothesized that it should be capable of producing the near-perfect 

specificity of SiMREPS while also gaining much faster analysis speed because of the biosensor 

configuration.  In the remainder of this chapter, the development of the iSiMREPS biosensor 

design and the proof-of-concept demonstrating its ability to detect a nucleic acid target rapidly is 

shown as well as all relevant experimental procedures and optimizations necessary to obtain 

those results.    

2.2 Materials and Methods 

2.2.1 Materials and Nucleic Acid Strands 

 All single stranded nucleotides without any locked nucleic acid (LNA) modifications 

were purchased from IDT (Integrated DNA Technologies, Inc.) with PAGE purification.  All 

A647-labeled QPs were also purchased from IDT and purified via HPLC.  CPs were purchased 

either from Qiagen with a 5’ Amino modification usable for subsequent Cy3 labeling via a 

monoreactive dye pack (GE life sciences, catalog no. PA23001) or labeled with Cy3 directly 

from IDT with both being HPLC purified.  Table 2.1 below lists all of the nucleic acids used for 

this chapter.  Any relevant melting temperature, or Tm values were calculated using the IDT oligo 

analyzer at 1 μM nucleic acid and 600 mm Na+ concentration86 or the Tm prediction tool from 

Qiagen if the strands contained LNA87.  Biotinylated Bovine Serum Albumin (bBSA, 25mg 

ImmunoPure), Streptavidin (S-888), 10× Phosphate-buffered Saline (PBS, pH 7.2, 70-013-032), 

Trolox (MFCD00006846), 3,4-dihydroxybenzoate (), and Protocatechuate 3,4-dioxygenase 
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(PCD, AC218940050) were purchased from Thermo Fisher.  Tris base (77-86-1), boric acid 

(10043-35-3), and disodium EDTA (6381-92-6) were purchased from Sigma-Aldrich.  40% 

Acrylamide/Bis solutions of 19:1 and 29:1 were purchased from Bio-Rad (Catalog no. 1610146 

& 1610154).  SYBR Gold was purchased from Thermo-Fisher (S-11494). 

ID Sequence: 5´-3´ 

miR-141 UAACACUGUCUGGUAAAGAUGG 

Capture_miR-141 /5Cy3/C+A+GAC+A+GTGTTATTTGGCGGAGTGTCC 

Query_Q8QS3_mi

R-141 

CGCGGCCCAGGATTTCCATCTTT/3AlexF647N/ 

Query_Q8QS18_m

iR-141 

CGCGGCCCAGGATTTTTTTTTTTTTTTTTTCCATCTTT 

/3AlexF647N/ 

Query_Q8QS33_m

iR-141 

CGCGGCCCAGGATTTTTTTTTTTTTTT 

TTTTTTTTTTTTTTTTTTCCATCTTT/3AlexF647N/ 

Anchor_C6CS3_

miR-141 

TTAGATGGTTTTCCTGGGCCGCGGGACACTCCGCCTTTTTTTT/

3Bio-TEG/ 

Anchor_C7CS3_

miR-141 

TTAAGATGGTTTTCCTGGGCCGCGGGACACTCCGCCTTTTTTT

T/3Bio-TEG/ 

Table 2.1. All Oligonuleotides used in Chapter 2.  The relevant binding regions for each 

sequence are underlined. 

 

2.2.2 P-TIRF Microscopy 

iSiMREPS requires a TIRF microscope in order to execute single molecule analysis as that 

ensures only signal from surface-bound probes is recorded which allows for the resolution and S/N 

necessary for analyzing individual molecules with the technique.  In our studies, all experiments 

were carried out using either a prism-type or objective-type TIRF microscope.  This chapter 

utilizes a P-TIRF microscope based on an Olympus IX-71 frame equipped with a 60× water-

immersion objective (Olympus Uplanapo, 1.2NA) with an ICCD (I-Pentamax, Princeton 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/water-immersion
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/water-immersion
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Instruments) or sCMOS (Hamamatsu C13440-20CU) camera for recording movies.  A 640 nm red 

laser (Coherent CUBE 640-100C, 100 mW) and 532 nm green laser (CrystaLaser CL532-150mW-

L) was used at an illumination intensity of ~100W/cm2 in order to excite Alexa Fluor 647 (A647) 

and Cy3 fluorophores, respectively in order to execute 2 channel imaging studies.  A dichroic 

mirror with a cut-off wavelength of 610 nm (Chroma) was used to separate the Cy3 and Cy5 

emission signals with a full-frame acquisition rate of 10Hz. The Cy3 channel image was passed 

through a bandpass filter (HQ580/60m, Chroma) and the Cy5 channel was passed through a long-

pass filter (HQ655LP, Chroma).  This 2 channel setup was ideal for simultaneous observation of 

both the CP and QP during imaging and a more detailed analysis of changes in both signals.  

 

Figure 2.2. P-TIRF Sample Cell.  The slide above has 2 holes over which a coverslip is glued 

around its edges in order to create a sealed chamber.  Two cut pipette tips are glued onto each 

hole along with a piece of Tygon tubing so that sample or buffer can be injected into the chamber 

and exited out the other hand when in excess or removed when necessary.5 

 

                                                 
5 This figure is reproduced with permission in part from Chatterjee, T*; Li, Z*; Khanna, K; Montoya, K; Tewari ,M; 

Walter, N; Johnson-Buck, A. “Ultraspecific analyte detection by direct kinetic fingerprinting of single molecules”. 

TrAC Trends in Analytical Chemistry. 2020, 123 (2), 115764. 
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2.2.3 Preparation of P-TIRF Sample Cell 

iSiMREPS experiments utilize a sample cell that houses a chamber for the imaging solution 

containing the biosensor and an oxygen scavenger system that protects the fluorophores from 

oxygen exposure, which hastens photobleaching (Figure 2.2).  The flow sample cells used for the 

P-TIRF imaging experiments in this chapter were sandwiched between a microscope slide (fused 

silica) and glass coverslip (VWR Micro Cover Glasses 22 x 30 mm, catalog no. 48393-026) in a 

configuration that permitted easy setup of a prism for P-TIRF imaging.  Each microscope slide has 

a hole drilled on each of two ends that together allow for easy introduction and exchange of sample 

as well as buffer solutions using Tygon tubing (U.S. plastic corporation, 0.020" ID x .060" OD 

Tygon® ND 100-80, catalog no. 56515) that is connected to the holes.  The sample cell is prepared 

and recycled through a few preparation steps.  The preparation beings by gluing the 

aforementioned coverslip to one side of the slide with the drilled holes near a corner to provide a 

seal after drying and setting.  After this, a pipette tip cut on one end to fit in the hole is glued on 

the other side of the slide and a piece of Tygon tubing is glued into the other open end to provide 

a seal that allows for flowing of sample and buffer with a needle.   

After the first use, this slide is boiled to remove the glue, coverslip, tips and tubing for 

further cleaning and reuse.  When used for another experiment, it is then subject to a “base piranha” 

protocol66, 88.  In this protocol, slide is first carefully rinsed with water and then sonicated in 

acetone for 10 min.  This is followed by sonication in 1 M KOH for 20 min to remove aqueous 

and organic residues from the surface. Next, the slide or coverslip is treated with “base piranha” 

solution consists of 14.3% v/v of 28-30 wt% NH4OH, and 14.3% v/v of 30-35 wt% H2O2 that is 

heated to 70-80 °C for ~45 min.  After this is completed, the piranha is disposed of and the slide 

is again rinsed with water to clear any remaining solution.  It is then placed under a Bunsen burner 
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on both sides briefly to remove any remaining water and impurities that may impede imaging.  

Once this process is completed, the preparation procedure mentioned above can be used again to 

ready it for imaging. 

2.2.4 P-TIRF Assay Preparation 

As outlined in the previous section, P-TIRF imaging utilizes the slide sandwich sample cell 

for sample introduction, buffer exchange, and space above the sample chamber to seat a prism.  

This cell is first incubated with 150 µL of 1 mg/mL biotinylated Bovine Serum Albumin (bBSA) 

for 10 min which adsorbs to the slide surface and passivates it with a source of biotin can be used 

to help tether the biosensor to the slide surface.  After passivation is complete, unbound bBSA is 

washed out with T50 buffer (10 mM Tris-HCl pH 8.0 at 25 °C, 50 mM NaCl) and 1 mg/mL 

streptavidin is then injected into the chamber and incubated for 10 min where it binds to the biotin 

on bBSA using 1 of its 4 biotin-binding domains and enables capture and surface tethering of other 

biotinylated molecules.  Any unbound streptavidin is then washed out with 4× PBS (Phosphate-

buffered saline, pH 7.4 at 25 °C). iSiMREPS sensors were then assembled at ~200 nM initial 

concentration in 4× PBS buffer with miR-141 target at a 1.000:1.125:1.125:1.250 ratio for A, CP, 

QP, and target respectively.  This solution was heated at 70 °C for 7 min in a metal bath and then 

cooled by holding at ambient room temperature for 20-25 min.  This solution was then diluted to 

~100 pM final concentration and injected into the chamber at 150 µL volume for 10 min incubation 

to allow surface capture by binding to open streptavidin sites established by prior steps.  Finally, 

a 4× PBS imaging buffer containing an oxygen scavenging system (OSS) made of 1 mM Trolox 

5 mM 3,4-dihydroxybenzoate (PCA), and 50 nM protocatechuate dioxygenase (PCD) was added 

to provide protection from oxygen and the system was ready for imaging. 
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2.2.5 P-TIRF Imaging 

The P-TIRF microscope outlined in Section 2.2.2. has 2 channel recording which allows 

for collection of detailed kinetic information as both donor and acceptor signals can be observed 

and inspected for FRET-based anti-correlation.  Longer acquisition times were beneficial for the 

P-TIRF imaging studies outlined in this thesis as they allowed for thorough and accurate 

information on FRET states and kinetic behavior of the iSiMREPS biosensor and the establishing 

of a much stronger initial demonstration of feasibility.  Brief direct excitation of the acceptor at 

low power (~3 mW) at the beginning and end of the imaging time window was helpful in selecting 

high quality traces to evaluate biosensor kinetics (See Section 2.2.6 for more details).  Additionally, 

a bead slide was imaged prior to the sample because a short movie with easily identified spots in 

both channels was necessary to allow the data processing software to effectively pair signals from 

the same molecule in both channels when processing FRET movies.  When ready, the cell was 

placed on the objective with a prism seated above the sample chamber, focused, and imaged. The 

signal integration time (exposure time) per frame was 100 ms, and up to 9000 movie frames were 

acquired per FOV as needed to obtain detailed kinetic information. 

2.2.6 Processing and Analysis of P-TIRF data 

 P-TIRF data analysis utilizes MATLAB scripts and software to identify spots of high 

fluorescence, map out spots in both channels, process signals from both channels for each molecule, 

and manually select traces that show FRET signal which can be saved and further analyzed for 

kinetic information.  Firstly, a MATLAB script was used to find regions with intensity higher than 

background in one or both detection channels, to use the bead map movies to pair these regions 

with the corresponding regions of the other channel, and then generate two-channel (donor-

acceptor) time-intensity traces.  The traces were then manually viewed and selected based on 
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demonstration of FRET behavior.  Consistent selection criteria to choose traces with clear, readily 

interpretable kinetic behavior for the target is was established to ensure high data quality and 

accurate representation of iSiMREPS biosensor kinetics.  The criteria used for the manual trace 

picking with their respective rationales are listed in Table 2.2.  Once the traces were selected, 

several MATLAB scripts were used to clean up and organize the selected traces’ data.  That 

cleaned data was placed into the software QuB89 where each trace was fitted to a 2-state Hidden 

Markov Modeling (HMM) to determine the FRET state the sensor was in at a given time, idealized 

and then saved with detailed data.  These idealized traces were then further processed with 

additional MALTAB scripts to generate transition occupancy density plots (TODPs) that gave 

detailed information about FRET transition behavior across all traces, and to extract the dwell 

times for each event that occurred for both FRET states90.  This information was used to evaluate 

whether or not a particular biosensor was capable of the necessary analytical performance. 

Criterion Rationale 

Clear anti-correlation in donor and 

acceptor signal when FRET states switch 

In genuine FRET, only one signal is active at a 

time and it always decreases while the other 

increases when states switch. 

Acceptor signal is present Filters out traces with a bleached acceptor or no 

QP. 

No multistep transitions It is hard to distinguish genuine FRET 

transitions from noise in such traces 

No signal drifting into the baseline Worsening S/N renders some FRET states 

indistinguishable from noise 

Very low high-FRET or very high low-

FRET values and very weak S/N 

These traces are susceptible to incorrect FRET 

assignments in HMM modeling 

Only the longest segment or the one with 

the best S/N is chosen 

Prevents data bias by a few traces with a large 

number of transitions 
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Low-FRET last events in segment 

accepted only if acceptor is present after 

that event. 

Prevents acceptor photobleaching from tainting 

kinetic data 

Traces must have distinction between 

signal and baseline 

A static signal and an unusually intense 

baseline cannot be distinguished 

Table 2.2. Selection criteria for P-TIRF traces with rationales 

 

2.2.7 Determination of Average Dwell Times 

A MATLAB script (version 2019a or later) was used to first place the data into bins ranging 

from the minimum to maximum dwell time that are incremented by the length of the camera 

exposure.  It then calculates the cumulative frequency of the range of dwell times in the data and 

fit it with a single- (Equation 1) or double-exponential (Equation 2) function. 

y = a𝑒−𝑥/τ + 𝑐                                                                                                            (1) 

 y = a𝑒−𝑥/τ1 + 𝑏𝑒−𝑥/τ2 + 𝑐                                                                                    (2) 

The variables 𝑎, 𝑏, 𝑐, τ, τ1 and τ2 are the fit parameters.  The coefficients a and b provide the 

weight or influence of their population of molecules in the double-exponential.  The coefficient τ 

describes the average event dwell time for the single-exponential function.  The coefficients τ1 

and τ2 describe the average event dwell times for shorter- and longer-lived populations of events, 

respectively. The coefficient c is a constant that gives the y-intercept for the equation.  The sum 

squared error (sse) and R2 values for the fit, which describe the residuals or deviation from the fit 

and goodness-of-fit, respectively, are used to decide whether a single- or double-exponential fitting 

is best used.  At an sse < 0.05 and R2 > 0.98 for miR-141 detection, a single-exponential was 

considered a good fit and used.  When this criterion was not met, a double-exponential fit was 

used. The average dwell time for double-exponential fits was calculated as τ = (𝑎τ1 + 𝑏τ2)/(𝑎 +
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𝑏).  This equation calculates a weighted average of both populations that was reported as the 

average dwell time for the entire dataset. 

2.2.8 Gel Electrophoresis Characterizations 

 Polyacrylamide Gel Electrophoresis (PAGE) was run to help in evaluating the binding and 

structural integrity of iSiMREPS biosensors.  Gels were run at 175V for 60-90 minutes using a gel 

solution that was 17% polyacrylamide.  The samples were prepared in 4× PBS buffer containing 

10% glycerol and 5 μL of sample were inserted into their respective lanes.  These gels were then 

imagined using the GE Amersham Typhoon imager on the Cy3 and Cy5 settings to obtain images 

of Cy3- or A647-labeled strands and the biosensors which contained these strands.  Optionally, 

some gels were stained after Cy3 and Cy5 imaging with 1× SYBR gold to image strands without 

fluorophores. 

 

Figure 2.3. iSiMREPS design for the detection of miR-141 with the capture probe, query probe, 

competitor, and query spacer depicted.  The underlined residues contain LNA modifications to 

improve binding stability that allows for improved target capture.  The competitor and query 

spacer length vary as indicated in the figure for the design experiments and the exact sequences 

for all strands can be found in Table 2.1. 
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2.3 Developing and Establishing the iSiMREPS Design 

 The first iSiMREPS biosensors were designed with miR-141, a promising miRNA for 

prostate cancer detection40, 41, as the target (Figure 2.3).  The naming convention used for these 

biosensors is described as QaCbQScCSd where each number is a coefficient representing the 

number of nucleotides in that sequence and Q, C, QS, and CS represent the query-target binding 

sequence, competitor sequence, query spacer sequence length, and the length of the spacer near 

the competitor (CS) respectively.  CS is omitted from biosensor names in this chapter as it is always 

CS3 for miR-141 biosensors and does not vary.  The first biosensors tested were Q8C6,7QS3.  The 

CP was designed to have a higher melting temperature (Tm, 45.3ºC) for a strong, stable capture of 

the target and the QP was designed to have a Tm closer to room temperature (30.2ºC) to allow for 

binding and dissociation to occur regularly so that a kinetic fingerprint could be readily generated.  

The competitor length was varied to evaluate if it offered improvement in kinetic fingerprint 

generation, improved analysis speed, and to ascertain which length translated into relative parity 

between high- and low-FRET states when generating the fingerprint.  This parity was necessary 

for designing a good sensor as transitions are necessary for the signal to be differentiated from 

noise (Figure 2.1B) and a biosensor without parity between states will not transition frequently 

enough to generate a usable fingerprint.  These initial lengths were chosen on the basis that they 

offered similar binding affinity as the QP-target binding and accounted for the low-FRET being 

an easier conformation to access due to it not requiring significant bending of the QP strand.  The 

QS was designed to be a 3 nt stretch as even such a short length is above the persistence length for 

oligonucleotide polymers and would not impede its flexibility in switching between states91.  I 

hypothesized that this design, combined with the intramolecular biosensor design localizing the 
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probes, should have sufficient flexibility, binding stability, and parity between states to achieve 

rapid kinetic fingerprint generation for miR-141. 

 

Figure 2.4. Non-denaturing page gels for Q8C7QS3.  For both panels, the lane on the left has the 

anchor, capture probe, and query probe added without miR-141 while the lane on the right has all 

3 biosensor strands with miR-141.  (A) Without LNA-modified capture probe. (B) With LNA-

modified capture probe. 
 

To evaluate the assembly of the biosensor, a non-denaturing polyacrylamide gel was run 

with lanes for each individual strand of the biosensor, miR-141, and then all the strands assembled 

into a biosensor in the presence and absence of miR-141.  As shown in Figure 2.4A, the biosensor 

components effectively assembled as noted by the crisp, defined shape of the band with all of them 

together.  However, the target capture was not sufficiently strong for stable fingerprint generation 

as noted by the smeared band when miR-141 was added to the rest of the sensor.  This result was 
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corroborated by an inability to collect any FRET signal when imaged under the microscope.  To 

correct this issue, a new CP was designed so that the CP-target binding region would have several 

LNA residues, which are known to raise the melting temperature of duplexes92, that would 

strengthen the CP-target binding and permit more effective target capture.  The new CP had a Tm 

of 73 ºC and was successful in stably capturing target as demonstrated by the sharp, crisp band for 

the biosensor with RNA and an LNA-containing CP (Figure 2.4B). 

Figure 2.5. Transition occupancy density plots for initial iSiMREPS biosensors with competitor 

and 2 without any competitor to show FRET state distribution. (A) Q8C7QS3 (B) Q8C6QS3 (C) 

Q8C0QS18 (D) Q8C0QS33 

 

 The two biosensors as outlined previously with variable competitor lengths and LNA-

modified CPs were then evaluated for their kinetic behavior and target identification.  The 

biosensors with a competitor did not show any FRET signal and show only a static low-FRET state 

(Figure 2.5A-B).  Three additional biosensors Q8C0QS3,18,33 were also tested to evaluate if this 

design was capable of assuming a high FRET state without a competing interaction. When the 

competitor was removed there was a domination of static high-FRET signals without any 
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transitions between states (Figure 2.5C-D).  These results indicated that the sensor was capable of 

assuming a high-FRET state as it was able to achieve it without the competitor.  However, the 

results also demonstrated that the biosensor was not usable in its current design because the QP-

competitor interaction was far more favorable than the QP-target interaction as indicated by the 

low-FRET state dominance of those designs.  Additionally, this problem could not be solved by 

just removing the competitor as the results indicate that this translates to a dominance of the high-

FRET state.  This prompted evaluation of the structural assembly through using NUPACK93, 94 

modeling.  This modeling confirmed that these designs do not assume the high-FRET 

conformation and that lengthening the QS shifts the biosensor further towards that conformation 

with an 18 and 33 nt QS providing better parity according to the model for 6- and 7 nt competitor 

lengths respectively.  The modeling information suggests that this result could not be readily 

predicted by QP-target or QP-competitor interactions (Table 2.3) where the ∆G values are 

consistent despite the varying QS length predicted to have a different result. 

Sensor ID Complementary (bp) ∆G (kcal/mol) Tm (°C) 

Q-T Q-C Q-T Q-C Q-T Q-C 

Q8C6QS18 8 6 -13.56 -9.67 30.2 7.5 

Q8C6QS33 8 6 -13.56 -9.67 30.2 7.5 

Q8C7QS18 8 7 -13.56 -11.62 30.2 18.1 

Q8C7QS33 8 7 -13.56 -11.62 30.2 18.1 

Table 2.3. The free energy (∆G) and melting temperature (Tm) of query-target (Q-T) and query-

competitor (Q-C) duplexes in different iSiMREPS sensors used for detection of miR-141.  ∆G 

and Tm were calculated using IDT oligo analyzer86 as outlined in Section 2.2.1 using the 

complementary segments that form the duplex.    

 

The four biosensors Q8C6,7QS18,33 were then evaluated for the same kinetic behavior and 

target identification utilizing dwell time data and both TODP plots.  The dwell time data was 
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calculated as described in Section 2.2.7 and shown in Figure 2.6, which was unavailable for 

previous designs due to their lack of dynamic behavior.  The TODP plots were used to evaluate 

FRET state distribution for parity as shown in Figure 2.7.   

 

Figure 2.6. Representative single molecule kinetic trace and estimation of average dwell times of 

FRET states for different iSiMREPS sensors for detecting miR-141. (A) Representative intensity-

time trace fitted with tan HMM to extract the dwell times of miR-141 target bound (τ̅ on) and 

unbound states (τ̅off). (B-E) Exponential fitting to dwell time cumulative frequency for miR-141 

target bound (high-FERT) (τ̅on) and non-target-bound (low-FRET) (τ̅off) states for various sensors. 

All experiments were performed without formamide in the imaging buffer. Single exponential 

fitting was chosen when sum squared error (sse) <0.05 and R2 > 0.98 and double exponential fitting 

was used otherwise.  The time listed reflects the dwell time calculated from the best-fit curve using 

all accepted traces, and the time in parenthesis is the reported average when the data was split into 
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3 populations and is the one seen in the main text.  The ‘N’ represents number of accepted traces, 

and ‘n’ represents the total number of dwell time events used for the fitting. 

 

 

Figure 2.7. Design and optimization of iSiMREPS for detection of a miRNA. (A) Design of the 

optimized Q8C6QS18 smFRET-based iSiMREPS sensor for detection of miR-141. The CP stably 

binds with the miRNA target with the assistance of locked nucleic acid residues (black and 

underlined) that increase the stability of the DNA-RNA duplex. The query (8 nt) switches 

between being bound to the 8 nt overhang of the target or to a 6 nt competitor sequence that 

extends from the anchor, resulting in dynamic kinetic smFRET fingerprints. (B-F) TODP plots 

and representative traces for different iSiMREPS sensor designs that have fixed query (8 nt), 

varying competitor (6 and 7 nt), and varying query spacer (3, 18 and 33 nt) lengths in the 

presence of miR-141, as well as control without miR-141. The smFRET dynamics of each sensor 
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is indicated. (G) The average dwell times of the high-FRET (τ̅on) (red) and low-FRET (τ̅off) 

(green) interactions for each sensor design. All data are presented as mean ± s.d., where n = 3 

populations of a split data set for each condition. 

 

Among the four candidate biosensors, Q8C7QS18 and Q8C6QS33 demonstrated a significant 

bias for low- and high-FRET respectively (Figure 2.7D-E).  This was further demonstrated by the 

average dwell times for the high-FRET (τ̅on) and low-FRET (τ̅off) states where Q8C7QS18 had a τ̅on 

of 6.3 ±1.6 s and τ̅off of 13.3 ±2.2 s and Q8C6QS33 had a τ̅on of 2.5 ±0.8 s and τ̅off of 0.5 ±0.1 s 

(Figure 2.6B, 2.6E, and 2.7G).  By contrast, Q8C7QS33 and Q8C6QS18 showed a much more parity 

between FRET states (Figure 2.7C and 2.7F) and this was reflected in their dwell times where 

Q8C7QS33 had a τ̅on of 6.8 ±1.6 s and τ̅off of 5.2 ±0.9 s and Q8C6QS18 had a τ̅on of 4.7 ±0.7 s and τ̅off 

of 3.5 ±0.4 s (Figure 2.6C-D and 2.7G).  Based on the results, the dwell times and FRET 

distribution generally shifted in favor of the high FRET state as the QS length increased and this 

is reflected both in the changes of the TODP plot and the average dwell time values of the QS18 vs 

QS33 biosensors for both C6 and C7 designs as the QS length was increased (Figures 2.5 and 2.7).  

This can be explained by the increased length of the QS providing sufficient conformational 

flexibility for the QP to make contact with the target and this increased length increasing the 

entropic cost of the QP-competitor interaction.  It also confirms that the ∆G value between the QP-

target and QP-competitor interaction does not predict behavior alone (Table 2.3).  Monte-Carlo 

simulation that evaluated the biosensor structural dynamics is outlined in Section 3.3.2 which 

offers greater insight into the observed behavior seen here.  Q8C6QS18 was chosen as the final 

design because it offered the necessary parity between both FRET states to generate a distinct 

fingerprint and a shorter average dwell time for both states and was cheaper due to the shorter QP 

when compared to Q8C7QS33.  This design was chosen as the standard as it was hypothesized that 
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a change in the complementary nucleotides for the biosensor strands and positioning of base pairs 

would suffice to adapt this technique to multiple targets. 

 

Figure 2.8. Dwell time data for the Q8C6QS18 biosensor for miR-141 with the v/v% of 

formamide varied from 0-10%.  The graphs show both high-FRET (Red) and low-FRET (Green) 

states.  The total number of traces considered for the dwell times, N, is shown above the dwell 

time values.  All data are presented as mean ± s.d., where n = 3 populations of the total number 

split into 3 data sets. 

 

 Once the iSiMREPS design was chosen, the next step was optimizing the assay for speed.  

This would necessitate reducing the dwell times in both conformations without distributing the 

FRET state parity established in the standardized design.  One way this was possible was by 

reducing the number of base pairs in the query-target and query-competitor duplexes. However, 

this has the undesirable consequence of reducing the specificity of this interaction and thus limiting 

the general applicability of the technique.  Additionally, such an approach would require additional 

design work in order to preserve FRET state parity.  Another, potentially simpler route, is to use a 

denaturant which can reduce duplex stability in general and will thus act on both duplexes.  
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Formamide was chosen for this route because it is known to reduce the melting temperature of 

nucleic acid duplexes of ~2.4-2.9 °C /mol L-1 depending on the GC content, helix conformation 

and hydration state95.  This biosensor was then tested at 0, 2, 5, and 10% v/v formamide in the 

imaging buffer to evaluate its effect on the high- and low-FRET state dwell times as well as binding 

stability.  It showed a decrease in the dwell times for both states as expected as the formamide 

percentage increased and did not show a measurable loss in stability (Figure 2.8).  Additionally, 

the dwell times were reduced to <1s at 10% formamide which provided a possibility of achieving 

detection with a time window on a scale of seconds as opposed to 10 minutes per FOV as it was 

for classical SiMREPS. 

2.4 Discussion and Summary 

   In this chapter, the proof-of-concept for iSiMREPS was demonstrated.  It was possible to 

successfully combine the kinetics-based detection of SiMREPS with the customizability of a 

biosensor and a FRET signal design to detect miR-141 at a significantly faster speed than classical 

SiMREPS.  The high local concentration of probes achieved its intended effect in removing the 

dependency on high probe concentrations to increase speed by eliminating the long gaps of time 

spent without a probe bound to target.  Additionally, iSiMREPS benefitted from the biosensor 

design as placing both high- and low-FRET conformations under direct control permitted the dwell 

times to be more readily customized as noted by the different performances of the various designs 

and the acceleration of fingerprinting by formamide was possible because both dwell times are 

directly dictated by a different duplex formed per conformation.  Insight was also obtained into 

the fundamentals that go into designing a good biosensor including a strong capture, a sufficiently 

long QS to obtain necessary flexibility for both conformations, and the correct sequence content 

and length to get parity between FRET states which gives the most distinct kinetic fingerprint for 
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detection.  The Q8C7QS18 biosensor demonstrated all of these qualities and was amenable to 

acceleration through formamide, making it an ideal choice to standardize for further studies.
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Chapter 3. Rapid Kinetic Fingerprinting of Single Nucleic Acid Molecules by 

a FRET-based Dynamic Nanosensor6,7 

3.1 Introduction: Moving Towards iSiMREPS Assay Development 

iSiMREPS, as established in the previous chapter, demonstrated the ability to detect 

nucleic acids with the same near-perfect specificity offered by SiMREPS at a significantly faster 

analysis speed than SiMREPS64.  However, iSiMREPS required further development, 

optimization, and demonstration on multiple targets to truly reach its full potential as a liquid 

biopsy assay.  To achieve this, iSiMREPS needed a limit of detection (LOD) and linear dynamic 

range (LDR) suitable for its target nucleic acids and optimizations and best practices that achieve 

these analytical benchmarks and allow the technique to reproduce them consistently.  

Additionally, demonstration of its utility beyond miR-141 was necessary.  To this end, a LOD in 

the lower femtomolar range was desirable as it is a typical range for lower-abundance miRNA 

targets45 and adding EGFR exon 19 deletion mutant (EGFR∆exon_19) as an additional target would 

demonstrate its more general applicability.  This chapter will address iSiMREPS’ development 

into a full assay including transitioning from P-TIRF microscopy to objective-TIRF (O-TIRF), 

                                                 
6 This chapter was reproduced in part from Khanna, K*; Mandal, S*; Blanchard, A.T.; Tewari, M; Johnson-Buck, 

A; Walter, N.G. “Rapid Kinetic Fingerprinting of Single Nucleic Acid Molecules by a FRET-based Dynamic 

Nanosensor”, Biosensors and Bioelectronics, 2021, 190 113433.  *The first two authors contributed equally. 
7 Kunal Khanna performed all early development and optimization experiments on RNA as well as RNA 

quantification experiments.  Shankar Mandal performed all DNA experiments and assisted with collecting RNA 

quantification data.  Both Shankar Mandal and Kunal Khanna performed various optimization experiments and 

contributed to the writing and editing of the manuscript.  Aaron Blanchard performed the Monte-Carlo simulation.  

All other authors aided in editing and revision of the manuscript and offered advice or input on experiment design. 
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optimizing the preparation and protocol for an O-TIRF-based assay, improving sensitivity to 

obtain the desired LOD through best practices and the use of toehold-mediated strand 

displacement (TMSD) to improve signal-to-noise (S/N), and demonstrating proof-of-concept for 

both miR-141 and EGFR∆exon_19. 

3.2 Methods 

3.2.1 Materials and Nucleic Acids 

 All nucleic acid strands used in this chapter are those mentioned in Section 2.2.1 and 

Table 2.1 as well as new strands used in this chapter as highlighted in Table 3.1 below.  Any Tm 

values in this chapter were determined as outlined in Section 2.2.1.  Capture probes containing 

LNA and pre-labeled with A488 were purchased from IDT with HPLC purification.  The 

chemicals and other materials mentioned in Section 2.2.1 were also used here and the PEG 

preparation chemicals are all mentioned in Section 3.2.2 with their sources. 

ID Sequence: 5´-3´ Usage 

CImis for miR-

141 

TCCGCCATATAACACTGTCTG Removes capture 

probe from non-

target-bound sensor.  

Sequence has 

mismatch in area that 

binds to capture 

linker. 

CIfull for miR-

141 

TCCGCCAAATAACACTGTCTG Removes capture 

probe from non-

target-bound sensor.  

Sequence is fully 

complementary to its 
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target on the capture 

probe. 

QI for miR-

141 

GAGTGTCCCGCGGCCCAGGA Removes query 

probe from non-

target-bound sensor 

Capture_ 

Exon 19 

/5AmMC6/AG+CG+ACG+GG+AATTTGGCGGAG

TGTCC 

All sensors 

Query_Q8QS1

8_Exon 19 

CGCGGCCCAGGATTTTTTTTTTTTTTTTTTATG

TTTTG/3AlexF647N/ 

All sensors with 

Q8QS18 

Anchor_C6CS

4_Exon 19 

TTAAACATCTTTTCCTGGGCCGCGGGACACTC

CGCCTTTTTTTT/3Bio-TEG/ 

Sensor Q8C6QS18CS4 

Anchor_C6CS

12_Exon 19 

TTAAACATCTTTTTTTTTTTTCCTGGGCGCGGG

ACACTCCGCCTTTTTTTT/3Bio-TEG/ 

Sensor 

Q8C6QS18CS12 

Anchor_C6CS

19_Exon 19 

TTAAACATCTTTTTTTTTTTTTTTTTTTCCTGGG

CCGCGGGACACTCCGCCTTTTTTTT/3Bio-TEG/ 

Sensor 

Q8C6QS18CS19 

Anchor_C7CS

19_Exon 19 

TTAAAACATCTTTTTTTTTTTTTTTTTTTCCTGG

GCCGCGGGACACTCCGCCTTTTTTTT/3Bio-

TEG/ 

Sensor 

Q8C7QS18CS19 

Anchor_C8CS

19_Exon 19 

TTACAAACATCTTTTTTTTTTTTTTTTTTTCCTG

GGCCGCGGGACACTCCGCCTTTTTTTT/3Bio-

TEG/ 

Sensor 

Q8C8QS18CS19 

EGFR exon 

19 del MUT_ 

FW 

TTCCCGTCGCTATCAAGACATCTCCGAAAGCC

AACAAGTAGGAC 

FW and Rev strands 

were annealed to 

prepare dsDNA. 

FW strand was 

detected 

EGFR exon 

19 del 

MUT_Rev 

GTCCTACTTGTTGGCTTTCGGAGATGTCTTGA

TAGCGACGGGAA 

 

EGFR exon 

19 WT_FW 

TTCCCGTCGCTATCAAGGAATTAAGAGAAGC

AACATCTCCGAAAGCCAACAAGTAGGAC 
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EGFR exon 

19 WT_Rev 

GTCCTACTTGTTGGCTTTCGGAGATGTTGCTT

CTCTTAATTCCTTGATAGCGACGGGAA 

FW and Rev strands 

were annealed to 

prepare dsDNA. 

FW strand was 

detected 

CI20_Exon 19 TCCGCCAAATTCCCGTCGCT Removes non-target-

bound capture probe 

CI15_Exon 19 ACTCCGCCAAATTCC Removes non-target-

bound capture probe 

CI17 ACTCCGCCATATTCCCG Removes non-target-

bound capture probe 

CI18 ACTCCGCCTTTTTCCCGT Removes non-target-

bound capture probe 

CI22 ACTCCGCCATATTCCCGTCGCT Removes non-target-

bound capture probe 

QI GAGTGTCCCGCGGCCCAGGA Removes non-target-

bound query probe 

Table 3.1. All strands used for EGFR∆exon_19 experiments and any new strands used for miR-141 

experiments for Chapter 3 in addition to those listed in Table 2.1. 

3.2.2 O-TIRF Microscope & Imaging 

iSiMREPS experiments in this chapter were performed using an O-TIRF setup that meets 

the same requirements outlined in Section 2.2.2.  This setup uses an Olympus IX-81 objective-

type TIRF microscope equipped with a 60× oil-immersion objective (APON 60XOTIRF, 1.49 

NA) with CellTIRF and z-drift control modules. An ICCD (I-Pentamax, Princeton Instruments, 

MCP Gain 60) or sCMOS (Hamamatsu C13440-20CU) camera was used to record movies for 

the prism-TIRF while an EMCCD camera (IXon 897, Andor, EM gain 150) was used for the 

objective-TIRF. For recording smFRET signal, the Cy3-Alexa Fluor 647 fluorophore pairs were 

excited by light from a 532 nm laser at a power of 15–30 mW.  For reliably detecting FRET 
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signals with satisfactory S/N, an illumination intensity of ∼50 W/cm2 is typically used, and the 

TIRF angle adjusted to achieve a calculated evanescent field penetration depth of ∼70-85 nm.  

The exposure time per frame was 60-100 ms, and typically 200-600 movie frames were acquired 

per FOV. 

3.2.3 O-TIRF Sample Cell Preparation 

O-TIRF experiments utilized a coverslip with cut pipette tip wells glued to it as the 

sample cell (Figure 3.1).  O-TIRF coverslips and imaging cells were prepared by following three  

 

Figure 3.1. O-TIRF Sample Cell.  The slide above has 4 cut pipette tips that are glued in place to 

form wells that sample can be pipetted in and out of.  This design is suitable for O-TIRF 

microscopy since a PRISM is not needed and the height and reduced surface area within the 

wells allow for greater concentration of molecules and higher sensitivity.8 

 

basic steps: cleaning the coverslip to remove organic residues from surface, passivating the 

surface with affinity tags, and preparing the sample cells by attaching cut pipette tips as 

described in previous works56, 66.  To summarize, VWR No. 1.5, 24×50 mm coverslips (VWR, 

catalog no. 48393-241) were cleaned following either one of two procedures.  In one cleaning 

                                                 
8 This figure is reproduced in part from Chatterjee, T*; Li, Z*; Khanna, K; Montoya, K; Tewari ,M; Walter, N; 

Johnson-Buck, A. “Ultraspecific analyte detection by direct kinetic fingerprinting of single molecules”. TrAC 

Trends in Analytical Chemistry. 2020, 123 (2), 115764. 
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procedure, the coverslips were cleaned by applying plasma for 3 min and then washed two times 

with acetone.  In the second cleaning procedure, the coverslips were first sonicated for 10 min in 

acetone, then sonicated in 1M KOH for 20 min, and finally were treated with “base piranha” 

solution consisting of 14.3% v/v of 28-30 wt% NH4OH, and 14.3% v/v of 30-35 wt% H2O2 that 

was heated to 70-80°C before immersing the slide in it as previously described56, 66.  Following 

either cleaning procedure, coverslips were then modified to present surface amines by mounting 

them in a coplin jar and submerging them in a 2% v/v solution of (3-aminopropyl) 

triethoxysilane (APTES) (Sigma-Aldrich, catalog no. A3648-100ML) in acetone for 10 min, 

sonicating the jar for 1 min, incubating for another 10 min, rinsed twice with acetone, rinsed five 

times with water, and dried with nitrogen.  Slides were then functionalized by sandwiching a 

1:10 or 1:100 mixture of biotin-PEG-succinimidyl valerate and methoxy-PEG-succinimidyl 

valerate (Laysan Bio, Inc. catalog no. BIO-PEG-SVA-5K-100MG & MPEG-SVA-5K-1g) in 

0.1M NaHCO3 with a final mPEG concentration of 0.25 mg/µL and a final biotin PEG 

concentration of 0.0025 or 0.025 mg/µL for 1:100 or 1:10 mixtures, respectively, between pairs 

of coverslips.  To reduce nonspecific binding of nucleic acids to the surface, the remaining 

surface amines were quenched by sandwiching ~80 µL of 0.03 mg/µL 

disulfosuccinimidyltartrate (Soltec Ventures, catalog no. CL107) in 1M NaHCO3 between pairs 

of coverslips.  Finally, the coverslips were dried completely under nitrogen flow and stored in the 

dark under air for further use for up to 3 weeks.  

The sample cells were prepared prior to the single-molecule experiments using 20 μL 

pipette tips (ART low retention, Thermo Scientific).  Specifically, a razor blade was used to cut 

through the diameter of a pipette tip ∼2 cm from the wide end of the pipette tip and the noncut 

base was attached to the functionalized coverslip via epoxy (Ellsworth adhesives, hardman 
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double, catalog no. 4001)66.  Four pipette tips were generally attached to each coverslip in this 

manner.  The 1:10 PEG ratio coverslips were used for objective-TIRF miR-141 optimization 

experiments and the 1:100 PEG ratio was used for all optimization and quantification 

experiments for EGFR exon 19 deletion mutant DNA (EGFR∆exon_19) and quantification 

experiments only for miR-141 RNA.  These ratios were chosen to ensure desirable field density 

at low and high sensor concentration for 1:10 and 1:100 respectively.  Additionally, all objective-

TIRF miR-141 quantification experiments used plasma cleaning while all EGFR∆exon_19 

experiments used piranha cleaning and miR-141 optimization used mostly piranha with some 

plasma cleaning.  Both cleaning protocols had comparable analytical performance (Figure 3.2). 

 

Figure 3.2. Comparison of the performance of coverslip cleaning protocols for detecting miR-

141.  Base piranha cleaning protocol used a solution consisting of 14.3% v/v of 28-30 wt% 

NH4OH, and 14.3% v/v of 30-35 wt% H2O2 that was heated to 70-80°C, whereas plasma 

cleaning protocol used application of plasma for 3 min to clean glass coverslip. The experiments 

were performed using a glass coverslip passivated with biotin-PEG: m-PEG at a ratio of 1:100, 

10 nM sensor, 0.5 and 1.0 pM miR-141, and 2 µM invaders (CImis + QI). All imaging was 

performed with 10% v/v formamide.  See Section 3.3.4 and 3.3.5 for more information on 
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Formamide and Invader optimizations.  All data are presented as mean ± s.d. where n = 3 

independent experiments. Single asterisk indicates the statistically insignificant differences at 

95% confidence levels as assessed using a two-tailed, unpaired t test. 

3.2.4 O-TIRF Assay Preparation 

The Biotin-PEGlayed sample cells were first treated with 45 µL of 0.1-0.5 mg/mL 

streptavidin in T50 (10 mM Tris-HCl pH 8.0, 50 mM NaCl) for 10-20 min. The subsequent steps 

for this assay followed one of two procedures.  One procedure similar to the P-TIRF protocol 

outlined in Section 2.2.4 was followed for the initial optimization of iSiMREPS assay 

parameters and conditions for detecting miR-141.  The anchor, capture, query strands and miR-

141 target were combined at 200, 225, 250 and 5 nM final concentrations, respectively in 4× 

PBS (40 mM Na2HPO4, 7.2 mM KH2PO4, pH 7.4, 548 mM NaCl, 10.8 mM KCl), heated at 70˚C 

for 7 min in a metal bath, and then cooled at room temperature for 25 min.  Unless otherwise 

noted, all nucleic acid samples preparation were performed in GeneMate low-adhesion 1.7 mL 

micro centrifuge tubes in 4× PBS.  The sensor was diluted 1000-fold, and 100 µL of the sensor 

solution was added to the cell for 45 min to tether the sensor on the surface via streptavidin-

biotin affinity linkages.  After removing non-surface-bound sensors and washing the cell 3 times 

with 4× PBS, a 100 µL solution of a pair of invader strands (see Table 3.1 and Section 3.3.4), 

each at 2 µM, was added to the cell and incubated for 20 min to remove non-target-bound 

fluorescent probes from the imaging surface.  Next, the invaders solution was removed, the cell 

was washed 3 times with 4× PBS, and 200 µL imaging buffer containing the same oxygen 

scavenger system (OSS) outlined in Section 2.2.4, and the desired w/w% formamide in 4× PBS 

was added in the cell which was then imaged by TIRF microscopy.  

The other procedure was followed for all experiments for detecting EGFR∆exon_19 as well 

as miR-141 quantification. Unless otherwise noted, a synthetic forward strand of EGFR∆exon_19 
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was used for optimizing the sensor parameters and assay conditions, while all experiments for 

quantifying concentration and determining sensitivity and specificity used duplex EGFR∆exon_19.  

The anchor, capture, and query strands for miR-141 or EGFR∆exon_19 was combined in a PCR tube 

at 400-500 nM final concentrations in 4× PBS, heated at 95˚C for 3 min, 72˚C for 7 min and 25˚C 

for 25 min and 4˚C for 10 min using a thermocycler to form a stable intramolecular complex.  The 

sensor was then diluted to the desired concentration of 10 nM miR-141 sensor or 10-50 nM 

EGFR∆exon_19 sensor and 100 µL of the diluted sensor was added in the cell and incubated for 30 

min to tether the sensor to the surface.  Next, 100 µL of a solution containing either miR-141 or 

EGFR∆exon_19 target of the desired concentrations in 4× PBS was applied in the cell for 90 min for 

efficient capturing of the target by surface-tethered sensors. EGFR∆exon_19 target solution 

containing 100 nM of auxiliary probe and 2 µM of dT30 were heated at 90˚C for 3 min in a metal 

block and cooled in a water bath at room temperature for 3 min prior to cell application.  The non-

target-bound probes were removed by invaders before imaging under an objective-type TIRF 

microscope in the presence of OSS as outlined above.  

Parameter Default 0%F 10s 0%F 30s 5%F 10%F 15%F 20%F 

Frames 1-166 1-166 1-500 1-166 1-166 1-166 1-166 

Exposure Time (s) 0.06 0.06 0.06 0.06 0.06 0.06 0.06 

Intensity Threshold 200 200 200 200 200 200 200 

Max Intensity Inf Inf Inf Inf Inf Inf Inf 

S/N Event 

Threshold 

2 2 2 2 2 2 2 

S/N Trace 

Threshold 

3.5 4.5 3.8 4.5 3.4 3.4 1.4 

Minimum Nb+d 5 2 4 4 3 5 6 

Maximum Nb+d Inf Inf Inf Inf Inf Inf Inf 
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Minimum τon, median 

(s) 

0.06 0.24 0.18 0.06 0.06 0.06 0.06 

Maximum τon, median 

(s) 

10 9.9 19.98 7.38 7.44 1.38 2.7 

Minimum τoff, median 

(s) 

0.06 0.12 0.18 0.06 0.06 0.06 0.06 

Maximum τoff, median 

(s) 

0.9 3.3 6.06 2.82 2.1 1.2 0.6 

Maximum τon, event 

(s) 

5 Inf 22.5 8.82 3.96 9.78 9.54 

Maximum τoff, event 

(s) 

4 Inf 15 5 4 4 2.34 

Minimum τon, CV Inf Inf Inf Inf Inf Inf Inf 

Maximum τon, CV Inf Inf Inf Inf Inf Inf Inf 

Table 3.2. Acquisition parameters and default kinetic filtering criteria for different iSiMREPS 

sensors, with and without formamide, for detecting miR-141.  All experiments other than the 

ones indicated specifically in this table use the settings listed under “default”.  The formamide 

variance filtering settings shown here represent data from 1 trial and were obtained using the 

SiMREPS kinetic parameters optimizer, which gives a starting point of filtering settings to 

maximize counts and minimize false positives using real and control data sets.  The exact 

filtering settings vary from day to day for formamide experiments, as they were selected using 

the optimizer to gauge each condition’s best possible performance. The τon and τoff indicate target 

bound (high-FRET) and non-target-bound (low-FRET) states, respectively. 

 

Sensors Q8C6 

QS18

CS4 

Q8C6 

QS18

CS12 

Q8C6 

QS18

CS19 

Q8C7 

QS18

CS19 

Q8C8 

QS18

CS19 

Q8C6 

QS18

CS19 

Q8C6 

QS18

CS19 

Q8C6 

QS18

CS19 

Formamide (%) 0 0 0 0 0 0 5-10 15-20 

Start-to-end frame 1-200 1-200 1-200 1-200 1-200 1-100 1-100 1-100 

Exposure time per frame (s) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

Acquisition time (s) 20 20 20 20 20 10 10 10 

Intensity threshold per trace 500 500 500 500 500 500 500 500 

S/N threshold per event 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 
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S/N threshold per trace 1.7 3.7 2.6 2.9 4.5 1.5 1.5 1.5 

Minimum Nb+d 5 5 5 5 5 5 6 8 

Maximum Nb+d Inf Inf Inf Inf Inf Inf Inf Inf 

Minimum τon, median (s) 0.1 0.3 0.1 0.1 0.1 0.1 0.1 0.1 

Maximum τon, median (s) 10 10 10 10 10 6 6 6 

Minimum τoff, median (s) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

Maximum τoff, median (s) 10 10 10 10 10 6 6 6 

Minimum τon, CV Inf Inf Inf Inf Inf Inf Inf Inf 

Maximum τon, CV Inf Inf Inf Inf Inf Inf Inf Inf 

Maximum τon, event (s) 12 12 12 12 12 8 8 8 

Maximum τoff, event (s) 12 12 12 12 12 8 8 8 

Maximum Ilow FRET state per 

trace 

Inf Inf Inf Inf Inf Inf Inf Inf 

Number of intensity states 2 2 2 2 2 2 2 2 

Ignore post photobleaching 

(s) 

12 12 12 12 12 8 8 8 

Table 3.3. Acquisition parameters and default kinetic filtering criteria for different iSiMREPS 

sensors with and without formamide for detecting EGFR exon 19 deletion mutant DNA 

(EGFR∆exon_19).  The default kinetic filtering criteria was determined by used in thour newly 

developed machine learning based SiMREPS optimizer, which used data sets with multiple 

FOVs (e.g.., ≥ 10) from at least three independent experiments with and without the target as 

training data.   For each individual experiment, the default kinetic filtering criteria were 

optimized slightly to minimize false positives in the negative control without rejecting true 

positive counts in the positive sample. The τon and τoff indicate target bound (high-FRET) and 

non-target-bound (low-FRET) states, respectively. 

 

3.2.5 Processing and Analysis of O-TIRF Data 

MATLAB scripts were used to identify areas of high average FRET acceptor intensity 

within each field of view, generate intensity-versus-time traces from these areas, and save these 

traces for further analysis.  These traces were then analyzed using a two-state HMM96 algorithm 

to generate idealized (noise-less) intensity-versus-time traces to identify transitions between high- 

and low-FRET states.  Thresholds of a minimum intensity of FRET transitions as well as a 
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minimum S/N for the FRET signal were applied to each trace to distinguish genuine FRET 

transitions from baseline noise96 (Tables 3.2 and 3.3).  Those traces passing the initial intensity 

and SNR thresholding were subjected to kinetic analysis to extract the number of FRET transitions 

per trace (Nb+d), the median dwell time in the high-FRET (τon, median), and low-FRET states (τoff, 

median), the intensity of the low-FRET (Ilow-FRET) and high-FRET (Ihigh-FRET) states, the longest 

individual dwell times in the high- and low-FRET states, and the coefficients of variation (CVs) 

of the dwell times in the high- and low-FRET states.  These extracted parameters were subjected 

to minimum and maximum thresholding as indicated in Tables 3.2 and 3.3 to identify target-bound 

sensors based on their distinct kinetic and intensity behavior and to count the number of such 

target-bound sensors (“accepted counts”) observed in each movie.  In addition, the cumulative 

frequencies of the dwell times in the high- and low-FRET states were fit to a single or double 

exponential function (see Section 2.2.7, and Figure 3.5) to obtain the average dwell time in each 

state and generate Nb+d histograms for each sensor.  The Nb+d histograms and average dwell times 

were used to evaluate the sensor’s performance in terms of separation from background and 

capacity for rapid detection.  The accepted counts were used for quantification and assessment of 

sensitivity.  

3.2.6 Monte-Carlo Simulation 

Simulations were performed using a Monte Carlo simulation method described by Becker, 

Rosa, and Everaers97.  In this method, each ssDNA nucleotide (nt) or dsDNA base pair (bp) was 

represented as a point at fixed distance from its neighbors, ℎ (0.6 nm/nt for ssDNA98 or 0.34 nm/bp 

for dsDNA99), and then a series of 107 iterations were applied to the construct via the Metropolis-

Hastings algorithm.  Each iteration consisted of a pivot attempt, which entails selection of a 

random point in the construct, followed by a counterclockwise rotation of all downstream points 
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(where upstream means closer to the point at which the construct is anchored to the surface) around 

a random axis by an angle randomly sampled from the range ±50°.  The construct’s post-pivot 

free energy, 𝐺, was calculated as the sum of the bending energy of all non-terminal points.  The 

bending energy for the 𝑖𝑡ℎ non-terminal point (e.g., a point that is bound to at least two additional 

points), 𝑔𝑖, with 3D coordinate vector 𝒓𝒊 is: 

𝑔𝑖 = −𝑘𝑠,𝑖

(𝒓 
𝒊

− 𝒓𝒊←) ∙ (𝒓𝒊 − 𝒓𝒊→)

|𝒓𝒊 − 𝒓𝒊←||𝒓𝒊 − 𝒓𝒊→| 
                                                   (𝑆3)  

where 𝑘𝑠,𝑖 is the point’s bending spring constant, which is related to the persistence length, 𝐿𝑝 (1.4 

nm for ssDNA100 or 53 nm for dsDNA99, via the relation 

𝐿𝑝 =
−ℎ

ln (𝑐𝑜𝑡ℎ(𝑘𝑠) −
1
𝑘𝑠

)
                                                                         (𝑆4)

 

and 𝑟𝑖← and 𝑟𝑖→ are the 3D coordinate vectors for the nearest upstream and downstream points, 

respectively. (Note that for single-stranded RNA in the miR-141 design, we used 𝐿𝑝 = 0.8 𝑛𝑚 

and ℎ = 0.67 𝑛𝑚)101.  Next, 𝐺  was calculated as 𝐺 = ∑ 𝑔𝑖  and the change in 𝐺  from the last 

iteration, Δ𝐺, was used to determine whether the pivot is accepted. Specifically, the pivot was 

accepted if Δ𝐺 < 0 or, in the scenario that Δ𝐺 > 0, if exp(−Δ𝐺) > 𝑅, where 𝑅 is a randomly 

generated number sampled from the range of 0 to 1.  To reflect attachment of the construct to a 

surface, 𝐺 was set to ∞ if any point in the construct exhibited a z-position below 0.  Regardless of 

whether or not the pivot was accepted, the inter-strand distance was calculated at the end of each 

iteration as the average of the distances between the pairs of nucleotides that pair together to form 

the query-target duplex or the competitor-query duplex. 
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3.3 Results 

3.3.1 Transitioning to O-TIRF System and Protocols 

As outlined in section 2.2.3, P-TIRF experiments utilized a slide sandwich sample cell 

for sample introduction and imaging.  This sample cell is a limiting factor for sensitivity because 

its larger surface area allows for the molecules to be more spread out in any given FOV which 

limits sensitivity.  Additionally, the P-TIRF protocols for imaging and data processing and 

analysis outlined in sections 2.2.5 and 2.2.6 required considerable manual preparation for 

imaging by the user to seat the prism and prevent drift since that setup did not come equipped 

with drift correction.  It also required long, arduous manual trace selection which made the entire 

process less consistent and less efficient.  Given the counts obtained per FOV in the formamide 

experiments for section 2.4 peaked at ~400 for ~100 pM of miR-141, the setup established in 

section 2 was also not capable of the low femtomolar LOD necessary to match classical 

SiMREPS and function effectively as a liquid biopsy assay.  An O-TIRF workflow as outlined in 

more detail in Sections 3.2.2-3.2.5 was thus transitioned to as it was demonstrated to be a 

superior option because of its sample cell design and superior workflow.  The cut pipette tip 

sample cell offers a significant advantage over the slide sandwich for sensitivity because of its 

smaller surface area and taller height which allows for a higher concentration of target within the 

same field of view, allowing detection of lower concentrations than was possible previously.  

Additionally, the O-TIRF workflow is easier to use because of features like automatic drift 

correction on the microscope and the tools to automate movie collection, processing of data, and 

analysis of data.  Additionally, a shift from using bBSA to Biotin-PEG as the surface adsorbent 

was made because bBSA preparations had some problems that negatively impacted the 

sensitivity.  Surface adsorption by bBSA was inconsistent and aggregates were a common 
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occurrence.  This is shown by the variation in the N values for counts in Figure 2.8 where the 

full observation window was available where the CV after calculating average and standard 

deviation was 0.41.  This difference may be attributed to the preparation procedure for bBSA 

lacking T50 buffer which is known to provide stability for proteins102 and may have helped 

address some of the issues observed.  Nonetheless, this variance would be a significant problem 

for iSiMREPS because diagnosis through liquid biopsies necessitates quantifying the targets of 

interest26, 27 and a high CV will reduce the reliability of quantification and hurt the overall 

sensitivity and viability of iSiMREPS for liquid biopsies.  PEG was chosen for the final, 

standardized assay because of its better results in terms of FOV, density, and counts.  Once the 

switch to PEG and an O-TIRF protocol was completed, the method of preparing the target with 

the sensor was kept as it was desirable for optimization experiments because it was easier to 

prepare and faster than introducing the target after the biosensor and was thus used for all miR-

141 optimizations.  However, this was not carried over to the final assay design as actual samples 

would already have low target concentration and this approach would create additional problems 

by further diluting them. 

3.3.2 Understanding iSiMREPS Dynamics via Monte-Carlo Simulation 

To better understand the effect of spacer length on iSiMREPS probe kinetics, we 

developed a coarse-grained Monte Carlo simulation model (see section 3.2.6 for details).  Our 

simulation results (Figure 3.3) show that at very short spacer lengths such as those used for the 3 

nt biosensors described in Section 2.3, the distance between the target and query strands is large 

due to conformational rigidity of the stiff anchor duplex and this inhibits pairing of the strands to 

form the target-query interaction. Increasing spacer length up to 10 nt allows the target and query 

strands to interact without bending the anchor duplex. Beyond 10 nt, increasing the spacer length  
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Figure 3.3 Simulations support finding that iSiMREPS kinetics scale non-monotonically with 

query spacer length. (A) Initialized simulated iSiMREPS construct with labels showing the three 

main regions of the probe (anchor, query, and target) as well as the distances between the target 

and query segments (dt−q) and the query and competitor segments (dq−c) for the miR-141 

construct. All points are represented as circles with color denoted by polymer type as shown in 

the legend. (B) Six representative snapshots of a 2D version of the Monte Carlo simulation 

method, separated by at least 10,000 iterations each. (C) Probability density functions of dt−q for 
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simulations with query spacers lengths (depicted by color) ranging in length from 0 nt to 39 nt. 

(D) Three plots are shown. The top plot shows the probability (denoted pt−q) that dt−q is less 

than a close contact cutoff of 3 nm, as measured from the cumulative output of the Monte Carlo 

simulation, as a function of the query spacer length. The middle plot is similar, but for dq−c. The 

bottom plot shows the ratio pt−q/pq−c. Because the activation energy for base pairing should be 

largely independent of spacer length and is also expected to be the rate-limiting step due to the 

high rate of diffusion, the strand association rate should scale linearly with pt−q. Arrows in the 

top plot show that there are two roughly linear trend regimes. At query spacer lengths shorter 

than 9 nt, decreasing the spacer length decreases pt−q by what we expect is a hindrance imposed 

by the long, stiff anchor duplex. In this regime, it is expected that this hindrance will also 

increase the rate of unbinding. In contrast, pq−c decreases monotonically with increasing spacer 

length. This finding is consistent with the conformational rigidity model, as there are no dsDNA 

regions separating the competitor and query segments. At spacer lengths exceeding ~10 nt, 

increasing the spacer length mildly decreases pt−q due to what we expect is an increased radius 

of diffusion. This trend is seen for pq−c across the entire range of spacer lengths tested. 

However, while both pt−q and pq−c decrease monotonically with long spacer lengths, the ratio 

pt−q/pq−c increases monotonically across the entire range, suggesting that increasing spacer 

length monotonically increases the preference for the target’s association with the target over the 

competitor. These findings hold true for cutoffs that are reasonably larger or smaller than 3 nm 

(not shown). Notably, this simulation method is limited in that it does not account for long-range 

repulsive interactions between non-neighboring regions of the probe. We expect that if we did 

incorporate such long-range interactions, different branches of the iSiMREPS probe would be 

further repelled by each other, potentially steepening the correlation observed in the long-spacer 

length regime. (E) Initialized simulated iSiMREPS EGFR exon 19 deletion mutant DNA 

(EGFR∆exon_19) construct with labels showing the three main regions of the probe (anchor, query, 

and target + auxiliary complex), like that shown in A.  (F) Results for a simulation of the 

EGFR∆exon_19design show similar trends to those shown in D. 

 

causes the target-query distance to gradually decrease due to the query strand’s increased radius 

of diffusion.  By contrast, the query-competitor distance decreases monotonically across all 

spacer lengths.  These findings (Figure 3.3) are in qualitative agreement with the experimental 

results for detecting miR-141 using the 6 nt competitor (Figures 2.5-2.6); the QS3 sensors 

showed that query-target interactions were unfavorable, while the QS18 sensors showed near-

parity between the two states and the QS33 sensors favored query-target binding. 
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3.3.3 Optimization of iSiMREPS for EGFR∆exon_19, a ctDNA 

To test for generality of the iSiMREPS approach, we next targeted a different class of 

nucleic acid biomarker: ctDNA. We chose an EGFR exon 19 deletion mutation DNA 

(EGFR∆exon_19) commonly found as fragmented ctDNA in biofluids of NSCLC patients44.  The 

optimized iSiMREPS sensor features the same fundamental components and architecture as the 

sensor design for miR-141 detection.  However, it deals with the greater length and dsDNA nature 

of the ctDNA through two additional features.  First, we added a short auxiliary probe that stably 

binds the extended 3’ end of the forward strand of the duplex mutant target DNA (Figure 3.4A) to 

prevent reannealing of the complementary strand once melted during sample preparation. The 

auxiliary probe also aims to minimize any potential secondary structure of the target strand88. 

Additionally, we noticed that the DNA-based architecture of iSiMREPS sensors permitted 

selective removal of the CP and QP of biosensors without a target after the target capture step and 

before imaging (Figure 2.1).  We hypothesized that we could achieve a desirable S/N 

improvement by removing these probes from target-less sensors and eliminating the unwanted 

signal at its source. To this end, we developed a two-step process that employs a 2 ssDNA strands 

we call invader strands that selectively bind and remove the QP and CP from target-less biosensors 

via TMSD, a strategy often displayed in dynamic DNA nanotechnology103.  In the first step, a 

capture invader (CI) binds to a toehold exposed on the CP in the absence of target. Via TMSD, the 

CI disrupts the capture-anchor duplex to remove the CP from the surface (Figure 3.4B). This first 

step reveals a second toehold where the CP was previously bound to the anchor and this new 

toehold is then bound by a query invader (QI) in the second step.  The QI disrupts the query-anchor 

duplex to remove the QP from the biosensor (Figure 3.4B).  The end result is the removal of any 

fluorophores on from which signal can be generated on target-less biosensors.  Although these  



56 

 

 

Figure 3.4. Design and optimization of iSiMREPS for detection of a ctDNA biomarker mutant 

DNA sequence. (A) Design of optimized smFRET-based iSiMREPS sensor for the detection of 

EGFR exon 19 deletion mutant DNA (EGFR∆exon_19). Two invaders, which are used to remove 

non-target-bound fluorescent probes from the surface, are also shown. (B) Schematic depiction of 

the removal of non-target-bound fluorescent probes (top) using CI and QI, and the much slower 

side reaction that removes target-bound probes (bottom). Each non-target-bound sensor has an 

exposed 9 nt toehold on the CP that binds with CI (cyan) and initiates the toehold displacement 

cascade. A 3 nt toehold on the CP in target-bound sensors can also bind with CI and ultimately 

prevent detection of a target molecule, but this reaction occurs much more slowly due to the shorter 

toehold. (C) Comparison of single-molecule FRET traces of iSiMREPS sensor in the presence 

(top) or absence (bottom) of the target sequence containing the EGFR∆exon_19. Background signals 

are significantly reduced with the application of invaders (right panel) compared to samples 

imaged without invader treatment (left panel). (D) Comparison of signal-to-noise (S/N) ratio with 
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(cyan) and without (grey) invaders. (E) The average dwell times spent in the high-FRET (τ̅on) 

(light red) and low-FRET (τ̅off) (green) states for different iSiMREPS sensors designs. All data are 

presented as mean ± s.d., with n = 3 independent experiments. 

 

invaders are designed to work on non-target-bound probes to reduce background signals 

significantly, the 3 nt spacer region on the CP is also capable of functioning as a toehold104 and 

this can lead to unwanted removal of probes from target-bound sensors.  Section 3.3.4 will detail 

the optimization of this protocol in more detail. 

We performed proof-of-concept studies for detecting EGFR∆exon_19 using a Q8C6QS18CS19 

sensor, where CS, as stated in Section 2.3, denotes the length of the spacer near the competitor 

sequence or the competitor spacer, (Figure 3.4A).  This sensor was modelled after the optimized 

sensor for miR-141 (Figure 2.1), but used a longer competitor spacer (CS19 versus CS3) to further 

improve parity between the FRET states.  We used a query specific to EGFR∆exon_19 (Tm = 

23.9˚C,Table 3.1) that was designed to maximize discrimination between EGFR∆exon_19 and the 

off-target wild type sequence (Figure 3.4A), as predicted using NUPACK 93, 94.  For optimization 

of sensor designs, we used a synthetic forward strand of EGFR∆exon_19.  A pair of CI and QI strands, 

as shown in Figure 3.4A, were designed to remove non-target-bound fluorescent probes from the 

surface (Figure 3.4B).  However, the initial design of CI contains a single mismatch in the spacer 

region to prevent the use of the capture spacer as a toehold (Figure 3.4A).  

To examine the performance of Q8C6QS18CS19 for detecting EGFR∆exon_19 and to assess 

the efficacy of the invader strands, the preassembled sensor was first tethered to the glass coverslip 

and the mutant DNA target was introduced to bind the sensor probes on the surface.  Next the 

samples were (or were not) incubated with invaders and imaged with O-TIRF.  We found that 

invader treatment significantly reduced background signal in single-molecule intensity-time traces, 

resulting in a 3-fold higher S/N ratio relative to samples that were not treated with 
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Figure 3.5. Estimation of average dwell times of smFRET states for different iSiMREPS sensors 

for detecting EGFR exon 19 deletion mutant DNA (EGFR∆exon_19). (A-E) Calculation of the 

average dwell time for the target bound (high-FRET) (τ̅on) and non-target-bound (low-FRET) 

(τ̅off) states for different iSiMREPS sensors for detecting EGFR∆exon_19. All experiments were 

performed without formamide in the imaging buffer. For all the sensors except the one with an 8 

nt competitor, the target bound state dwell times were fitted with a single exponential.  Single 

exponential fitting was chosen when sum squared error (sse) <0.08 and R2 > 0.96, and double 

exponentials were used otherwise. All non-target-bound dwell times were fitted with a double 

exponential. All data is from 1 of 3 independent experiments. The ‘N’ represents number of 

accepted traces, and ‘n’ represents the total number of dwell time events used for the fitting. 

 

invaders (Figure 3.4C and 3.4D). Exponential fitting of dwell time distributions (see Section 2.2.7 

and Figure 3.5) showed a τ̅on and τ̅off of 1.7 ± 0.1 s and 0.8 ± 0.2 s respectively, indicating some 
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bias for the high-FRET state (Figure 3.4E).  These τ̅on and τ̅off are shorter than those measured for 

miR-141 detection under similar salt concentration and temperature.  This change likely arose 

because the query-mutant DNA duplex (Tm = 23.9°C) was less stable than query-miR-141 duplex 

(Tm = 30.2°C).  Moreover, the presence of the extra 3´ sequences in the EGFR∆exon_19 target may 

destabilize the interaction with the query strand slightly by introducing more electrostatic repulsion 

from the nearby phosphates. 

 To modulate the dwell times of high-(τon) and low-FRET (τoff) states, we designed several 

additional iSiMREPS sensors. Firstly, we decreased the length of competitor spacer of 

Q8C6QS18CS19 to CS12 and CS4 (Figure 3.6).  We expected that decreasing the CS length would 

1) increase the rate of the query–competitor interactions because of higher local effective 

concentrations, and 2) increase τoff, making it more closely resemble the high-FRET state (τon). 

However, the results showed that varying the CS length had an insignificant effect on the dynamics 

of FRET transitions in iSiMREPS sensors (Figure 3.4E).  This result may be because of the 

relatively long QS (dT18) present in this series of designs introduced substantial flexibility to all 

constructs, thus undercutting attempts to finely tune effective local concentrations. Secondly, we 

ran experiments where we increased the length of competitors of Q8C6QS18CS19 to C7 and C8 to 

raise the thermodynamic stability of the query–competitor interaction (Table 3.4).  Indeed, 

increasing the competitor length from 6 to 8 nt increased τ̅off significantly (Figure 3.4E), further 

confirming that competitor length is one of the most important parameters in iSiMREPS sensor 

design.  Overall, the Q8C6QS18CSd = 4, 12, 19 design, where d is the number of nucleotides in CS, 

worked well for EGFR∆exon_19.  Given the insignificant effect of CS length, Q8C6QS18CS19 was 

chosen for further assay optimization. 
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Figure 3.6. Schematic of different iSiMREPS sensors and representative single molecule kinetic 

traces in the presence of EGFR exon 19 deletion mutant DNA (EGFR∆exon_19).  (A)  Designs of 

iSiMREPS sensors for detecting EGFR∆exon_19with various competitor spacer and competitor (C) 

lengths. (B) Representative single-molecule kinetic traces (red) for different iSiMREPS sensors 

with or without EGFR∆exon_19 with an idealized hidden Markov model (HMM) fit (blue). All 

experiments were performed using 10 nM preassembled sensors consisting of anchor, capture 

and query probes, and 10 pM EGFR∆exon_19 forward strand.  Imaging was done in 4x PBS (pH 

7.4) at room temperature under an objective-type-TIRF microscope.  The donor fluorophore 

(Cy3) was excited at 532 nm and the acceptor fluorescence (Alexa Fluor 647) was recorded as 

FRET signal.   
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Sensor ID Complementary (bp) ∆G (kcal/mol) Tm (°C) 

Q-T Q-C Q-T Q-C Q-T Q-C 

Q8C6QS18CS4 8 6 -11.7 -9.1 23.9 0 

Q8C6QS18CS12 8 6 -11.7 -9.1 23.9 0 

Q8C6QS18CS19 8 6 -11.7 -9.1 23.9 0 

Q8C7QS18CS4 8 7 -11.7 -10.6 23.9 11.7 

Q8C8QS18CS4 8 8 -11.7 -11.7 23.9 23.9 

Table 3.4. The free energy (∆G) and melting temperature (Tm) of query-target (Q-T) and query-

competitor (Q-C) duplexes for different iSiMREPS sensors used for detection of EGFR exon 19 

deletion mutant DNA (EGFR∆exon_19).  ∆G was predicted using NUPACK93, 94 and Tm was 

calculated using IDT oligo analyzer86 as outlined in Section 2.2.1.  The single stranded regions 

(spacers) flanking the complementary segments of query, target and competitor probe were 

considered to calculate ∆G using NUPACK93, 94, but only complementary segments were 

considered to calculate Tm using IDT oligo analyzer.    

3.3.4 Optimization of iSiMREPS S/N improvement via TMSD 

 Once the O-TIRF setup was established, improving S/N for sensitivity was an important 

step, especially for protocols that would require introducing the target after the sensor.  This was 

necessary because at sufficiently high probe concentrations, there are enough biosensors within a 

given area that when any individual molecule is examined, there will be bleedthrough of donor 

signal along with a modest excitation of acceptors and subsequent noise from nearby biosensors 

that lack a bound target.  This hurts sensitivity as it reduces S/N and limits the usable probe 

concentration.  One option to address this was to use a different fluorophore pair where there was 

more distance between the donor and emission spectra of the fluorophores to reduce the 

possibility of bleedthrough or unwanted acceptor excitation.  Alexa Fluor 488 (A488) and 647 

were one such pair where the excitation wavelength overlaps poorly with A647’s excitation and 

emission wavelengths105.  We hypothesized that despite the lower FRET efficiency this pair had 

when compared to Cy3-A647, there would be enough signal in order to get a clear, crisp field.  

However, this strategy proved ineffective because the field was far too dim when we were 
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observing for FRET signals vs for direct excitation.  As a result, there was not a sufficient 

enough change in signal intensity for the individual fluorescent areas to be distinguished from 

noise and increasing the laser power did not provide substantial improvement and placed the 

system at risk for rapid photobleaching.  As such, a new approach was needed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7. Optimization of the invaders for increased sensitivity of iSiMREPS assays for 

nucleic acids. (A) Schematic of target bound and non-target-bound iSiMREPS sensors, depicting 

the toehold available for invader binding as well as capture invaders (CIs) of variable lengths. 

Cyan segments of the invaders are complementary to the exposed toeholds, while orange 

sequences represent the nucleotides that are mismatched between invaders and toeholds in the 

CP. (B) Number of accepted counts per FOV in the presence of EGFR∆exon_19 after application of 

different CIs. (C) S/N ratio in the candidate target bound molecules after application of different 

CLs. All data are presented as the mean ± s.d. of n = independent experiments. 
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As mentioned in Section 3.3.3, we noticed that the DNA-based architecture of 

iSiMREPS sensors permitted selective removal of the CP and QP of biosensors without a target 

after the target capture step and before imaging and demonstrated that this results in an 

improvement in S/N (Figure 3.4B).  We decided to thoroughly test and optimize the effect of 

this TMSD strategy by initially performing five experiments with a biosensor customized for 

EGFR∆exon_19 detection that was built on the standard design of the miR-141 biosensor and 

modified in terms of sequence length and placement for EGFR∆exon_19 (Figure 3.7) each pairing 

the identical query invader (QI) with one of five different capture invaders (CIs) shown in 

Figure 3.7A.  These CIs have different toehold and pairing region lengths. Some contain 

mismatches to the spacer region of the CP, which are intended to mitigate undesired 

displacement of target-bound sensors.  We also performed a control experiment without 

invaders.  These experiments showed that all five CIs increase the number of detected counts per 

FOV and decrease the number of false positives in a control without mutant DNA (Figure 3.7B). 

However, treatment with CIs that contain one or more mismatches (CI17, CI18, and CI21) with the 

capture probe’s 3 nt spacer showed more accepted traces and, surprisingly, improved S/N 

compared to treatment with fully complementary CIs (CI20 and CI15) (Figure 3.8).  These results 

suggest that fully complementary CIs cause unwanted removal of target-bound probes. Overall, 

treatment with CI17 and QI performed the best, increasing the number of accepted traces ~4.5-

fold compared to assays without invaders (Figure 3.7B).  This strategy was also tested and 

optimized for the detection of miR-141 (Figure 3.9); the best-performing CI had a mismatch and 

exhibited a ~3.5-fold increase in accepted traces and improved S/N (Figure 3.9).  Interestingly, 

there was only a modest improvement in S/N for miR-141 vs EGFR∆exon_19 and this is likely 

because accepted miR-141 traces possess high intensity values and S/N for both conditions and 



64 

 

without invaders, too many traces lack this characteristic intensity due to noise and are rejected 

as a result. 

 

Figure 3.8. Effect of different invaders on the background signals to detect EGFR exon 19 

deletion mutant DNA (EGFR∆exon_19). (A-C) Representative single-molecule kinetic traces, 

images of a field-of-view (FOV) and  histograms of the number of candidate molecules per FOV 

showing a given number of binding and dissociation events (Nb+d) detected in 10 s per FOV, after 

applying thresholds for FRET intensity, S/N, and dwell times of bound and unbound states 

without invaders (A), with invaders CI20+QI (B), and with invaders CI17+QI (C) in the presence 

and absence of EGFR∆exon_19 target (see Figure 5A for invaders sequences). All experiments 

were performed using 0.2 mg/mL streptavidin (incubation: 10 min), 10 nM sensor (incubation: 

30 min), 10 pM forward strands of EGFR∆exon_19 (incubation: 90 min), 1 µM invaders 

(incubation: 20 min). Objective-TIRF imaging was performed in the presence of 10 % v/v 

formamide in the imaging buffer. All data are presented as the mean ± s.d. of n = independent 

experiments. 
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Figure 3.9. Schematic of the design of iSiMREPS sensor for detecting miR-141 and 

representative single molecule kinetic traces in the presence and absence of different invaders. 

(A) Design of the optimized miR-141 sensor and different invaders tested. (B-D) Representative 

single-molecule kinetic traces and images of a FOV without invaders (B), with invaders CIfull+QI 

(C), and with invaders CImis+QI (D) in the presence and absence of miR-141. (E) Number of 

accepted counts per FOV in the presence of miR-141 after application of different capture 

invaders. (F) S/N ratio in the candidate target bound molecules after application of different 

capture invaders. Overall application of invaders improved the background signals as well the 

signal-to-noise ratio of single molecule traces as well as accepted counts compared to without 

invaders application. For all experiments shown, sensors were assembled at 200 nM in the 

presence of 5 nM miR-141. The pre-assembled sensors were then diluted it 1,000-fold and added 
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to the surface.  Imaging was performed in 4× PBS at pH 7.4.  All data are presented as the mean 

± s.d. of n = independent experiments. 

 

3.3.5 Full Evaluation and Optimization of Formamide Use 

Having optimized iSiMREPS designs for both miRNA and mutant DNA as well as a 

strategy for clearer S/N, we next sought to fully characterize and optimize the acceleration of 

sensor kinetics to increase the speed of kinetic fingerprinting via formamide addition initially 

established in Section 2.4.  As predicted, adding formamide (10% v/v) to the imaging buffer 

resulted in intensity-time traces with much shorter τon and τoff for both miR-141 and 

EGFR∆exon_19 (Figures 3.10A and 3.10D, left panels).  With a standard acquisition time of 10 

s per FOV and image processing (see Tables 3.2 and 3.3), histograms of the number of binding 

and dissociation events (Nb+d) for both miR-141 and EGFR∆exon_19 targets showed good 

separation from background with, but not without, 10% formamide (Figures 3.10A and 3.10D, 

right panels). 

Next, we varied the formamide volume fraction from 0% to 20% (v/v) to minimize data 

acquisition time while retaining sensor function and high sensitivity.  The single molecule kinetic 

traces showed that the τon and τoff decreased with increasing formamide (Figures 3.10B and 

3.10E).  The τ ̅on and τ ̅off gradually decreased with increasing formamide from 0-10% for both 

targets but stayed roughly constant from 10-20% for EGFR∆exon_19 and 15-20% for miR-141 

(Figs. S8, S9, 4B and 4E).  Specifically, shifting from 0% formamide to 10% formamide 

decreased τ o̅n and τ ̅off by factors of 7 and 4.5 respectively, for miR-141 (Figure 3.10B) and 

3.5 and 2.5, respectively, for EGFR∆exon_19 (Figures 3.10E). The differences between the two 

sensors are consistent with the fact that DNA-RNA duplexes are more sensitive to destabilization 

by formamide than DNA-DNA duplexes106.  The target bound signals separated well from 
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background at ≥10% formamide and poorly or inconsistently at 0 and 5 % formamide (Figures 

3.11-3.12). The standard acquisition of ~ 10 s per FOV obtained in iSiMREPS as assisted by 

10% formamide is approximately 60-times faster than intermolecular SiMREPS approaches64, 66. 

 

Figure 3.10. The effects of formamide on iSiMREPS sensors for rapid detection of miRNA and 

ctDNA. (A) Representative single- molecule kinetic fingerprints and histograms of the number 

of candidate molecules per FOV showing a given number of binding and dissociation events 

(Nb+d) after applying thresholds for FRET intensity, S/N, and dwell times of bound and unbound 

states in presence of 5 pM miR-141, without (top) and with 10% (v/v) formamide (bottom). The 

Q8C6QS18CS3 sensor as depicted in Figure 2A was used for this study and pre-treated with a 

capture invader (5´TCCGCCATATAACACTGTCTG 3´) and query invader 

(5´GAGTGTCCCGCGGCCCAGGA 3´) to remove non-target-bound sensors from coverslip 

before imaging under an objective-TIRF microscope. (B) The average dwell times for miR-141 

bound state (high-FRET) (τ̅on) and non-bound state (low-FRET) (τ̅off) as a function of formamide 

(0-20%, v/v). (C) The number of candidate miR-141 bound molecules per FOV as a function of 

formamide after applying an optimized kinetic parameter (see SI, and Table S6). (D) 

Representative single- molecule kinetic fingerprints and Nb+d histograms per FOV in presence of 

10 pM EGFR∆exon_19 without (top) and with 10% formamide (bottom). Q8C6QS18CS19 sensor and 

invaders as depicted in Figure 3A were used for this study. (E) The τ̅on and τ̅off for EGFR∆exon_19 

as a function of formamide (0-20%, v/v). (F) The number of candidate EGFR∆exon_19 bound 

molecules per FOV as a function of formamide after applying optimized kinetic parameters (see 

Tables S6 and S7). All data are processed at a standard data acquisition of 10s. All data are 

presented as mean ± s.d., where n ≥ 3 independent experiments. 
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Figure 3.11. Effects of formamide on the iSiMREPS sensor for detecting miR-141. (A) 

Representative traces for the Q8C6QS18CS3 miR-141 sensor at 0, 5, 10, 15, and 20% v/v 

formamide.  The signal is in red while the idealized trace obtained from hidden Markov model 

(HMM) fitting is in blue.  (B) Histograms from 1 of 3 independent experiments for each 

formamide condition that show the distribution of Nb+d among the accepted traces.  These 

histograms reflect the distribution after application of filters for parameters such as signal-to-

noise, intensity, and min and max average dwell times.  The red bars represent traces accepted 

while the grey bars represent traces rejected.  (C) The average intensity difference between the 

high and low FRET states in the idealized hidden Markov model for each formamide condition.  

(D) The average signal-to-noise for a trace for each formamide condition.  For all experiments 

shown, sensors were assembled at 200 nM in the presence of 5 nM miR-141. The pre-assembled 

sensors were then diluted it 1,000-fold and added to the surface.  Imaging was performed in 4× 

PBS at pH 7.4.  All data are presented as mean ± s.d. of 3 independent experiments. 
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Figure 3.12. Effects of formamide on the iSiMREPS sensor for detecting EGFR exon 19 

deletion mutant DNA (EGFR∆exon_19).  (A) Representative single-molecule kinetic traces (red) 

with an idealized hidden Markov model (HMM) fit (blue) of the Q8C6QS18CS19 sensor for 

detecting EGFR∆exon_19 at different formamide conditions.  (B) Histograms of the number of 

candidate molecules per field-of-view (FOV) showing a given number of binding and 

dissociation events (Nb+d) after applying thresholds for FRET intensity, signal-to-noise, and 

dwell times of target-bound and non-target-bound states for each formamide condition. Red bars 

represent accepted traces while grey bars represent rejected traces.  (C, D) The average signal-to-

noise ratio (C), and difference in intensity of high- and low-FRET states (D) of the accepted 

traces for each formamide condition. All experiments were performed using 10 nM 

preassembled sensor consisting of anchor strand, capture and query probes, and 10 pM forward 

strands of EGFR∆exon_19.  Imaging was performed in 4x PBS (pH 7.4) at ambient room 

temperature under an objective-TIRF microscope. All data are presented as mean ± s.d. of 3 

independent experiments.  

 

We next evaluated the formamide dependence of sensitivity. For miR-141 and 

EGFR∆exon_19, the number of accepted traces per FOV (a measure of assay sensitivity) increased 
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with increasing formamide up to 10%, then decreased at higher formamide concentrations 

(Figures 3.10C and 3.10F).  The accepted counts for 0 and 5% formamide likely 

underrepresented the number of true molecules because many target-bound sensors could not be 

effectively differentiated from the background in the 10 s data acquisition period (Figures 3.11-

3.12).  The lower number of counts observed in 15 and 20% formamide likely occurred because 

the reduced stability of the duplexes at these percentages decreases S/N and shortens some 

events to below the camera exposure time (Figures 3.11-3.12).  We thus used 10% formamide 

during subsequent sensor optimization for maximizing sensitivity and specificity. 

3.3.6 Establishing iSiMREPS Sensitivity and Specificity 

To further improve EGFR∆exon_19 detection sensitivity, we next optimized iSiMREPS 

preparation procedures and assay conditions (e.g., sensor concentration, invaders, target incubation 

time) (Figure 3.13).  Since EGFR∆exon_19 exists in double-stranded (ds) DNA form in biofluids, 

the target was thermally denatured at 90˚C for 3 min and cooled at room temperature in the 

presence of an auxiliary probe that binds stably to the forward strand of mutant DNA (Figure 3A). 

During this step, the poly-dT (dT30) was included in high molar excess as a carrier66.  The auxiliary 

probe and dT30 help keep the capture region of the target DNA in an ssDNA form, permitting 

efficient and specific capture.  Experiments using mutant ssDNA and dsDNA treated with the 

above denaturation steps showed similar results (Figure 3.14A).  The iSiMREPS assay for the 

EGFR∆exon_19 dsDNA was found to have a LOD of 3.2 fM in buffer (Figure 3.14B) and a linear 

dynamic range spanning ~4 orders of magnitude (Figure S13A), a ~1.5-fold improvement over 

conventional SiMREPS66.  EGFR∆exon_19 detection in the presence and absence of a large (105-6-

fold) excess of wild-type DNA showed 99.9996-99.9999% specificity for, permitting mutant 

detection at an allelic fraction of 0.001-0.0001% (Figure 3.13, 3.14C and Table 3.5).  The  
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Figure 3.13. Optimization of iSiMREPS assay conditions to enhance sensitivity for detection of 

EGFR exon 19 deletion mutant DNA (EGFR∆exon_19).  (A) Effect of sensor concentration on 

signal-to-noise ratio (S/N) and the number of accepted traces. The experiment was performed 

using 10, 25, and 50 nM sensor (incubation: 30 min), 10 pM forward strands of EGFR∆exon_19 

(incubation: 90 min), and 2.5 µM invaders (incubation: 20 min). (B) Effect of invaders 

incubation times on accepted traces. The experiment was performed using 25 nM sensor 

(incubation: 30 min), 5 pM forward strands of EGFR∆exon_19 (incubation: 90 min), and 2.5 µM 

invaders (incubation: 5, 10, 20, 25, 30 min). (C) Effect of target incubation times on accepted 

counts. This experiment was performed using 25 nM sensor (incubation: 30 min), 10 pM forward 

strands of EGFR∆exon_19 (incubation: 30, 60, 90, and 120 min), and 2.5 µM invaders (incubation: 

25 min). All experiments were performed using the sensor Q8C6QS18CS19. All data are presented 

as mean ± s.d. of 2 independent experiments.   
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Figure 3.14. Standard curve and specificity of detecting EGFR exon 19 deletion (EGFR∆exon_19) 

and miR-141.  (A) Effect of short thermal denaturation on the accepted counts of EGFR∆exon_19 

duplex DNA (dsDNA).  (B) Standard curve for EGFR∆exon_19 showing a LOD of 3.2 fM. Linear 

fits were constrained to a y-intercept of accepted counts at 0 fM. (C)  Comparison of counts from 

low MUT allelic fraction and WT only conditions for determining specificity. Triple asterisks 

indicate the significant differences at 95% confidence levels as assessed using a two-tailed, 

unpaired t test and showed a specificity of 99.9996-99.9999% over the MUT fraction of 0.001-

0.0001%.  (D) Standard curve for miR-141 showing a LOD of approximately 3.4 fM. Linear fits 

were constrained to a y-intercept of accepted counts at 0 fM. All data are presented as mean ± 

s.d., where n ≥ 3 independent experiments. 

 

Mutant 

allele (%) 

MUT 

(fM) 

WT 

(nM) 

CWT/

CMU

T 

Counts ± s.d. 

in MUT +WT 

(n = 4) 

Counts ± 

s.d.  

 in WT-

only 

(n = 4) 

Specificity (%) =  

[1 - 
𝐹𝑃

𝑇𝑃×(𝐶𝑊𝑇/𝐶𝑀𝑈𝑇) 
] × 100  

0.001 500 50 105 4.0 ± 1.2 1.2 ± 0.3 99.9996 

0.0001 500 500 106 3.9 ± 0.7 1.3 ± 0.3 99.9999 

Table 3.5. Calculation of specificity for detecting EGFR exon 19 deletion mutant DNA 

(EGFR∆exon_19). 
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miR-141 assay exhibited an LOD of 3.4 fM (Figure 3.14D) with a dynamic range of 

approximately 3.2 orders of magnitude (Figure S13B), a 1.2-fold improvement over conventional 

SiMREPS64 ,with similar sensitivity in one 60th of the time. Overall, iSiMREPS shows slightly 

lower sensitivity than some existing technologies for detecting nucleic acids like droplet digital 

PCR48, 107 and NGS108.  However, it exhibits superior specificity, comparable or better dynamic 

range than existing single-nucleic acid detection techniques109 and achieves rapid detection with 

lower risk of cross-contamination, an elimination of sequence bias or inhibition due to enzymatic 

amplification, and a lack of need for purification, complex  sample preparations or enzymatic 

reactions compared to existing techniques.  

3.4 Discussion and Summary 

 

In this chapter, iSiMREPS was developed into a full assay with the ability to detect both 

a DNA and RNA target with a limit of detection ~3fM, linear dynamic range of 3.2-3.5 orders of 

magnitude, and only 30 s of imaging time, a 60fold improvement over the original SiMREPS.  

This was accomplished by implementing a TMSD strategy to improve signal to noise by 

removing noisy signal from biosensors without a bound target and utilizing formamide in the 

imaging buffer in order to achieve the desired sensitivity within the short imaging time.  This 

chapter showed that it was possible to adapt the standardized design utilized for miR-141 more 

generally as detection for a completely different target was possible with it and that further 

development into a diagnostic assay for targeted, quick results for nucleic acids of interest was 

possible for this iSiMREPS.  This chapter also further cemented the benefit of using a biosensor 

approach as the formamide optimization was only possible because both states were directly 

controllable via the sensor design and the TMSD strategy was also a viable option for similar 

reasons. 
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When compared to existing technologies, iSiMREPS shows slightly lower sensitivity 

than some existing technologies for detecting nucleic acids like droplet digital PCR48, 107 and 

NGS108.  However, it exhibits superior specificity, comparable or better dynamic range than 

existing single-nucleic acid detection techniques109 and achieves rapid detection with lower risk 

of cross-contamination, an elimination of sequence bias or inhibition due to enzymatic 

amplification, and a lack of need for amplification, purification, complex sample preparations or 

enzymatic reactions compared to existing techniques.  With further development on actual 

clinical samples and a polished and well-refined scheme for detecting multiple targets, it is 

conceivable for it to become a clinically useful liquid biopsy tool.

 

  



75 

 

Chapter 4. Multi-target iSiMREPS Detection 
 

4.1 Introduction: Multi-target Assay Rationale 

 

 iSiMREPS as demonstrated in the previous chapter has the sensitivity, specificity, and 

speed necessary to be effective as a liquid biopsy assay.  Additionally, Chapter 3 demonstrated 

that iSiMREPS can be adapted and modified for the detection of 2 very different nucleic acid 

targets individually and was capable of more general utility in detecting many different kinds of 

nucleic acid targets.  The next step in order to maximize its potential for liquid biopsy 

applications is developing a deeper understanding of design considerations for iSiMREPS so that 

a biosensor can be readily created for any nucleic acid of interest as the ability to detect multiple 

targets of interest a will be necessary for it to be an effective assay in a diagnostic setting and 

desirable in a research setting.  Additionally, multi-target detection in a single assay run would 

be a desirable quality since biomarker panels are commonly used in clinical settings and since 

there is also variance in miRNAs levels between different patients both healthy and with disease, 

a multi-target, panel design would also be desirable 110, 111.  To this end, perfecting the design for 

additional targets and devising a setup that allows for multiple targets to be detected in a single 

round of imaging was needed.  In this chapter, the design of sensors for members of the miR-

17/92 cluster, also known as oncomiR-1, will be demonstrated in detail alongside the process of 

developing and optimizing those designs.  The design decisions necessary for effective 

performance, the influence that certain design choices in the biosensor have on performance, and 
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the design guidelines for creating an effective design are outlined here.  Additionally, this 

chapter will outline the results obtained for each design and the implications for multi-target 

detection as well as outline a 3D printed well multi-target detection approach. 

4.2 Methods 

4.2.1 Materials and Nucleotides 

 The same materials outlined in Section 2.2.1 are also used in this chapter and Tm 

calculations are done in the same manner outlined in Section 2.2.1.  The nucleic acid strands 

utilized in this chapter are listed below in Table 4.1. 

ID Sequence: 5´-3´ Usage 

miR-17 CAAAGUGCUUACAGUGCAGGUAG hsa-miR-17-5p 

miR-18a UAAGGUGCAUCUAGUGCAGAUAG hsa-miR-18a-5p 

miR-19a UGUGCAAAUCUAUGCAAAACUGA hsa-miR-19a-3p 

CP1_ miR-17 /5AmMC6/T+G+TAAG+CACTTTGTTTGGC

GGAGTGTCC 

CP for 1st generation 

miR-17 biosensor 

CP2_ miR-17 /5Cy3/+TG+TA+AGCACT+TTTTTGGCGGA

GTGTCC 

CP for 2nd and 3rd 

generation miR-17 

biosensors 

QP1_ miR-17 CGCGGCCCAGGATTTTTTTTTTTTTTTTTT

CTACCTGC/3AlexF647N/ 

Standard CP for 

miR-17 biosensors 

QP2_miR-17 CGCGGCCCAGGATTTTTTTTTTTTTTTTTT

CTACCTG/3AlexF647N/ 

CP for miR-17 

biosensors with 7 nt 

target binding region 

and one less G-C 

base pair 

Anchor1_miR-17 TTAGGTAGTTTTCCTGGGCCGCGGGACA

CTCCGCCTTTTTTTT/3BioTEG/ 

Standard Anchor for 

miR-17 biosensors 
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Anchor2_miR-17 TTCAGGTAGTTTTCCTGGGCCGCGGGAC

ACTCCGCCTTTTTTTT/3BioTEG/ 

Anchor for miR-17 

biosensors with extra 

base to give 7 nt 

query binding region 

CP1_ miR-19a CCTGTGAGGCGGTTTTC+A+GTT+TTGC/3

Cy3/ 

CP for 1st generation 

miR-19a biosensor 

CP2_ miR-19a CCTGTGAGGCGGTTTTC+A+GT+T+TTGC/

3Cy3/ 

CP for 2nd and 3rd 

generation miR-19a 

biosensors built for 

SNV discrimination 

CP2_miR-19a CCTGTGAGGCGGTTTTC+A+GT+T+TTGC

AT/3Cy3/ 

Standard CP for 2nd 

and 3rd generation 

miR-19a biosensors 

QP1_ miR-19a /5Alex647N/AGATTTGCTTTTTTTTTTTTTT

TTTTAGGACCCGGCGC 

QP for miR-19a 

biosensors built for 

SNV discrimination 

QP2_miR-19a /5Alex647N/ATTTGCACTTTTTTTTTTTTTT

TTTTAGGACCCGGCGC 

Standard CP for 

miR-19a biosensors 

Anchor1_miR-19a /5Biosg/TTTTTTTTCCGCCTCACAGGGCGC

CGGGTCCTTTTGCAAATTT 

Standard Anchor for 

1st and 2nd generation 

miR-19a biosensors 

Anchor2_miR-19a /5Biosg/TTTTTTTTCCGCCTCACAGGGCGC

CGGGTCCTTTAGCAAATTA 

Anchor for 3rd 

generation miR-19a 

biosensors adjusted 

for unwanted base 

pairs 

CP_miR-18a /5Cy3/AG+A+TGCA+C+CTTATTTGGCGGA

GTGTCC 

CP for miR-18a 

biosensors 

QP_miR-18a CGCGGCCCAGGATTTTTTTTTTTTTTTTTT

TATCTGCA/3AlexF647N/ 

QP for miR-18a 

biosensors 
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Anchor_18a ATCAGATATTTTCCTGGGCCGCGGGACA

CTCCGCCTTTTTTTT/3BioTEG/ 

Anchor for miR-18a 

biosensors 

CImis for miR-17 TCCGCCATAAAAGTGCTTACA Capture Invader for 

miR-17 CP with 

spacer mismatch 

QI for miR-17 and 

miR-18a 

GAGTGTCCCGCGGCCCAGGA Query Invader for 

miR-17 and miR-18a 

biosensors 

CImis for miR-19a ATGCAAAACTGAATACCGCCT Capture Invader for 

miR-19a CP with 

spacer mismatch 

QI for miR-19a AGGACCCGGCGCCCTGTGAG Query Invader for 

miR-19a biosensors 

CImis for miR-18a TCCGCCATATAAGGTGCATCT Capture Invader for 

miR-18a CP with 

spacer mismatch 

Table 4.1. Sequence of all nucleotides used in this chapter with their intended purpose.  Binding 

regions are underlined. 

4.2.2 Assay Preparation and Imaging 

 The assay preparation protocol outlined in Section 2.2.4 that utilized bBSA for P-TIRF 

was utilized here for all experiments outlined in Section 4.3.1-4.3.3 using the O-TIRF 

microscope and imaging protocol as outlined in Section 3.2.2 on an Oxford Nanoimager (ONI, 

ONI Inc.) O-TIRF setup.  All of these experiments used bBSA, 100 pM sensor, 5 pM target, and 

no formamide or invaders if run on the ONI setup.  The ONI imaging was done with a 60 ms 

exposure time on a setup with a z-drift correction module, autofocusing, and a laser intensity at 

around 10% with varying levels of power at a temperature of 26-28°C.  Due to the poor control 

of the laser intensity and temperature variance, the ONI configuration was used more for 

observations and qualitative data.  All O-TIRF experiments in Section 4.3.5 utilized the 
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procedures outlined in Sections 3.2.2-3.2.5 for adding target separately from the biosensors with 

2 pM target concentration. 

4.2.3 Non-denaturing Polyacrylamide Gel Electrophoresis 

 Non-denaturing gel experiments in this chapter were performed in the same way outlined 

in Section 2.2.8 with a Biometra multigel setup (846-010-200). 

4.2.4 3D Printing of Multi-Target Wells 

 The wells in Section 4.4 were 3D printed using a Stratasys J750 polyjet 3D printer with 

veroclear as the material.  The wells were designed in CAD Fusion Autodesk with exact 

specifications for height, length, and width for all parts including the thickness of outer wall, the 

length of the inner well chamber, the placement of 2 dividers to separate the inner chamber into 4 

well compartments and the divider thickness and height to determine the firmness of the design 

and the maximum sample volume.  The dimensions of the 2 wells described in Section 4.3.6 

with the general design depicted there are detailed in Table 4.1 below.  The wells were glued to 

a coverslip using epoxy (Ellsworth adhesives, hardman double, catalog no. 4001) while being 

pressed down on from the top by a PanaVise base with a self-centering, extra wide opening head 

attachment (Models 300 and 376) to ensure a stronger seal and no leaking of sample to the 

outside of the wells. 

Dimension Well Design 1 Well Design 2 

Outer wall thickness (mm) 0.2 0.5 

Total base length/width (mm) 9.52 8.9 

Outer wall height (mm) 12 8.4 

Divider Thickness (mm) 0.12 0.5 

Well length/width (mm) 4.5 3.7 

Well height (mm) 10 8 
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Well surface area (mm2) 20.25 13.69 

Well volume (μL) 202 109 

Table 4.2. Dimensions and specifications for 3D-printed well designs 

4.3 Results and Discussion 

4.3.1 Developing miR-17 iSiMREPS Biosensor and Clarifying Design Principles 

The miR-17/92 cluster was chosen for clarifying design considerations and optimizations 

for iSiMREPS sensors across additional targets for a few different reasons.  The first is that this 

cluster would be a viable target for a panel assay because all 6 of its member miRNAs are 

collectively called oncomiR-1 because of their strong involvement in cancer pathways and their 

biomarker potential for B-Cell lymphoma112.  Another reason is that this clusters miRNAs have 

relevant differences that translate into design differences and would make this cluster a good test 

case for multi-target detection.  Two major ones include varying GC content that translates into 

changes in dwell times for both states, a pair of single nucleotide variants (SNVs) and sequence 

similarities that pose challenges in specificity and design for binding sequences that will come up 

more generally when designing iSiMREPS assays.  Thus, miR-17, miR-19a, and miR-18a were 

chosen among the cluster as targets for further development with miR-17 having a higher GC 

count, miR-19a being one of a pair of SNVs, and miR-18a being more complex in terms of 

design specification as will be outlined below. 

 The first design chosen for the detection of miR-17 as outlined in Figure 4.1A was 

selected based on the standardized design outlined for miR-141 and EGFR∆exon_19 in the previous 

chapter in terms of QS length and the lengths of the QP-target, CP-target, and CP-competitor 

binding regions.  The CP chosen for this design had only 3 LNA residues and was chosen as the 

CP-target region had a Tm of 64°C which would be sufficient to bind it strongly under room 

temperature imaging conditions and had a mismatch in the spacer region for the invaders which, 
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as outlined in Chapter 3, would allow for more effective removal by the invader strands.  The 

QP-target interaction was kept at the same length as was the length of the query spacer as these  

 

 

Figure 4.1. The initial, 1st generation miR-17 iSiMREPS design and data used for 

troubleshooting it.  (A) The miR-17 iSiMREPS sensor is as depicted and shares the same basic 

design elements as the biosensor for miR-141 with the respective bases for miR-17 

complementarity. (B) NuPACK93, 94 simulation of the CP which reveals secondary structure and 

has both the bases and the LNA-modified residues marked. 

 

choices were found previously to be effective and standardizable and changes from sequence 

content would require further experimental determination to assess their effect.  This design, 

however, did not function properly as almost no molecule spots were detected when this was 
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imaged under the ONI using the preassembly protocol and 100 pM sensor concentration as 

outlined in Section 4.2.2.  This indicated that there could be potential issues with the assembly or 

RNA capture as these conditions do not permit significant crowding and noisy signals and a lack 

of spots indicates that FRET does not occur rendering spot finding poor.  Any gels run on this 

biosensor did not show stable assembly and capture, indicating that there could be issues with 

unexpected secondary structure in the CP.  Upon evaluating the CP using NUPACK93, 94 for the 

full CP sequence, it was shown that the CP for this design had an 8 nt hairpin structure that 

overlapped with an LNA residue (Figure 4.1B) and did not show disassembly until reaching a 

temperature within the 50-55°C range.  Since this NUPACK93, 94 model could not account for the 

additional strength afforded by LNA residues, it indicated a need for redesigning the CP entirely 

as a higher temperature was insufficient to preempt this problem.   Additionally, when the CP-

target sequence was evaluated in Qiagen’s LNA Oligo Optimizer87, it obtained a hybridization 

score of 33 which indicated a vulnerability to binding to other strands of itself and some of the 

residues responsible for this contained LNA. 

 To address these problems with secondary structure, the CP was redesigned as shown in 

Figure 4.2A.  The G-C base pair on the 5’ end of the miR-17 was eliminated entirely because 

this pair contributed significantly to the secondary structure observed in Figure 4.1B and its 

removal reduced the secondary structure to only a 4 nt hairpin as seen in Figure 4.2B.  This new 

design had a hybridization score of only 25 as the change in LNA placement and removal of the 

extra G-C residue mitigated the self-binding issue the first design had.  The LNA residue 

placement was also changed to prevent any overlap with the secondary structure in order to 

ensure that it remained weak and could readily be denatured during the heating step of regular 

sample preparation.  This new CP segment had a Tm of 63°C and was expected to have sufficient 
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Figure 4.2. The revised, 2nd generation miR-17 design created to alleviate secondary structure 

issues with the CP and allow for signal generation.  (A) The revised miR-17 iSiMREPS sensor is 

as depicted and removed the 5’ GC base pair with miR-17 in order to alleviate secondary 

structure problems and added 1 LNA with LNAs being spaced out for strong capturing of the 

miR-17 RNA. (B) NUPACK93, 94 simulation of the CP which shows changes in secondary 

structure and is marked with LNA-modified nucleotides. (C) Example trace seen for this 

biosensor when imagined under the ONI O-TIRF microscope at 5 pM miR-17 and 100 pM 

sensor without formamide at an elevated temperature around 27-28°C. 

  

binding strength for capture.  This new design was tested on the ONI O-TIRF setup as outlined 

in Section 4.2.2 and the traces observed showed a very strong high-FRET bias (Figure 4.2C).  

This result can be explained by the high number of GC residues for this QP-target sequence (5) 

vs that of the QP-target sequence for the miR-141 biosensor (3).  Additionally, the Tm for the 
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QP-target sequence for this biosensor was 36.3°C vs 30.2°C for the miR-141 QP-target 

sequence.  These differences would translate to a strong QP-target interaction and thus a stronger 

preference for the high-FRET state. 

 Given the issues of high FRET dominance described for the miR-17 redesign, changes to 

the QP-target and QP-competitor interactions to achieve parity were needed.  This could be 

accomplished by weakening the strength of the QP-target interaction or strengthening the QP-

competitor interaction so that there was less bias in favor of the high-FRET state.  A redesign of 

the miR-17 biosensor for each approach is depicted in Figure 4.3.   In the design on the left 

(Figure 4.3A), the competitor strand length was increased from 6 nt to 7 nt to raise the Tm from 5 

to 11.4°C in order to increase the strength of the QP-competitor interaction and bring the dwell 

times of both states closer to each other.  For the design on the right (Figure 4.3B), a GC base 

pair on the 3’ end of the CP was removed in order to reduce the Tm of that target-QP interaction 

from 36.3 to 21.8°C so that this interaction was weaker and easier to transition away from.  

While the lengthening of the competitor strand did lengthen low-FRET dwell times, it did not 

effectively address the high-FRET bias and only served to create long overall dwell times 

(Figure 4.3C).  On the other hand, shortening the length of the QP-target sequence dramatically 

reduced the high-FRET binding dwell time and resulted in traces with significantly improved 

parity as well as very short binding dwell times that would be ideal for quick fingerprint 

generation (Figure 4.3D).  Reducing the target-QP interaction was thus preferable because it 

achieved the parity alongside lower overall dwell times and this choice fixed the problem of long 

high-FRET dwell times which increasing the competitor did not have a strong effect on.  Thus, 

the biosensor depicted in Figure 4.3B was chosen as the design for further detection. 

 



85 

 

  

Figure 4.3. The 3rd generation miR-17 designs created in order to address the overwhelming 

high-FRET bias of the previous design in Figure 4.2. (A) This design adds an extra nucleotide to 

the competitor to give a 7 nt competitor. (B) This design removes the 3’ C that was in Panel A in 

order to weaken this interaction and achieve greater parity between FRET states.  (C) Trace from 

imaging of the sensor depicted in Panel A.  (D) Trace from the imaging of the sensor depicted in 

panel B.  Both of the traces shown in Panels C and D were from imaging experiments that used 

the ONI O-TIRF microscope with 5 pM miR-17 and 100 pM sensor without formamide or 

invaders at an elevated temperature around 27-28°C. 

 

4.3.2 Developing miR-19a Biosensor and Solidifying Design Guidelines 

 The initial design chosen for the detection of miR-19a is depicted in Figure 4.4A and 

similarly to the initial miR-17 design, was based on the standardized design outlined in chapter 3 

for miR-141 and EGFR∆exon_19.  The CP for this design was chosen because it had a Tm value of 
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64°C which appeared to be more than enough to ensure a strong capture of the target strand at 

the imaging temperature and just like with miR-17, had a mismatch in the invader strands 

designed for this biosensor to achieve best S/N improvement.  This design, however, changed the 

placement of the QP-target sequence to coincide with the final A-U base pair on the 5’ end of the 

CP because this is the only base pair difference that distinguishes miR-19a from miR-19b and 

this design would allow the QP sequence to differ for that nucleotide and allow these SNVs to be 

distinguished.  The 5’ and 3’ ends of all the strands in this design were also inverted compared to 

the designs for miR-141 and miR-17 in order to more reasonably accommodate this shifting of 

the QP sequence to coincide with that A-U base pair and maintain the same distance between 

fluorophores as well as an anti-parallel configuration.  The competitor length was left unchanged 

for this initial design given that this length was sufficient for 3 different target designs 

previously.  When imaged, however, this biosensor could not be focused at all under the O-TIRF 

microscope outlined in Section 3.2.2 and when imagined under the ONI O-TIRF microscope as 

outlined in Section 4.2.2, it showed only low-FRET behavior if at all and when directly excited, 

molecules could be immediately seen in the Cy3 channel (Figure 4.4B).  This indicated that the 

biosensor was able to assemble as signals from direct excitation were present but that there were 

problems preventing FRET from occurring.  Since these observations would be consistent with 

problems specifically in the target interactions with the biosensor, a gel was run to determine the 

strength of capture and structural assembly of the biosensor and miR-19a.  This gel showed 

demonstrably poor capture of the target by the CP as shown by smeared bands both with only 

target and CP and with all sensor components combined in Lanes 5 and 7 (Figure 4.4C-D).  

These results indicated that the CP needed to be redesigned and that the calculated Tm value was 

not necessarily a guarantee of good capture. 
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Figure 4.4. 1st generation miR-19a design with initial result and troubleshooting of performance. 

(A) The initial miR-19a design which was based on the standardized design for miR-141 and had 

a shifted placement of its QP to coincide with the italicized uracil which is the only residue that 

differs between miR-19a and miR-19b (B) Field when Cy3 channel was directly excited when 

imaged under ONI O-TIRF microscope with 5 pM miR-17 and 100 pM sensor without 

formamide or invaders at an elevated temperature around 27-28°C. (C) Cy3 imaging of Gel for 

miR-19a biosensor component assembly and target binding (D) Cy5 imaging of Gel for miR-19a 

biosensor component assembly and target binding. 

 

 



88 

 

 

Figure 4.5. 2nd generation miR-19a designs.  (A) The new design added an extra LNA residue to 

the CP in order to strengthen the binding to the target. (B) This design was closer to the miR-141 

original and also had the CP modification and was not designed for distinguishing single 

nucleotide variants like the Panel A design.  (C) Panel A sensor trace. (D) Panel B sensor trace. 

Two redesigned biosensors were created with an extra LNA residue added to the 

biosensor to improve target capture and a second design with the CP lengthened and the QP 

moved back to the standardized design position it held previously were made to assess the 

feasibility of the SNV discrimination and see if target capture was meaningfully improved 

(Figure 4.5).  The new CP for the design on the left had a Tm of 71°C (Figure 4.5A) while the 

design on the right had one of 70°C (Figure 4.5B).  While both designs showed FRET signal 

indicating the improvement in target capture was successful and the high-FRET dwell times 
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looked similar to those expected from miR-141 (Tm of 21.1 for Figure 4.5A and 23.3 for Figure 

4.5B), they also showed unnaturally long low-FRET dwell times (Figure 4.5C-D).  Upon closer 

examination of the biosensor structure, this result was due to unwanted complementarity of QP 

nucleotides outside the QP-competitor region as indicated in Yellow on Figures 4.5C-D for both  

 

Figure 4.6. Final miR-19a designs.  Both designs changed the anchor to add adenine residues in 

place of thymines at the yellow highlighted spots on the anchor in Figures 4.5A-B (A) The single 

nucleotide variant design.  The residues in yellow indicates an unexpected base pair with the QS 

thymine. (B) Final design closer to the miR-141 original with modified bases and no unwanted 

complementarity.  (C) Panel A sensor trace. (D) Panel B sensor trace. 
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designs which resulted in the low-FRET state being more stable than expected and it have a 

longer, less optimal dwell time. 

Given these problems, the anchor strand for these biosensors was redesigned so that the 

thymine bases on the anchor at the positions highlighted in yellow in Figure 4.5A-B were 

replaced with adenines to prevent unwanted base pairing of those nucleotides with the QP 

binding sequence (Figure 4.6A-B).  While the new design from Figure 4.6A still demonstrated 

long low-FRET states like the prior experiments (Figure 4.6C), the new design from Figure 

4.6B showed the desired behavior (Figure 4.6D) and was thus chosen as the design of choice for 

detecting miR-19a.  Upon closer examination, the behavior observed for the design from Figure 

4.6A was because changing the base to an adenine created an additional unwanted base pair with 

a thymine residue from the QS which resulted in stronger than usual QP-competitor binding and 

thus a longer dwell time.  While the SNV design was not pursued further for multi-target 

detection, it would have been possible to correct this problem by changing the adenine to a 

cytosine or guanine to remove any possibility of unwanted base pairing with the QS.  That 

design could then be tested on both miR-19a and miR-19b to determine its ability to distinguish 

both targets. 

4.3.3 miR-18a Biosensors and Limitations Clarified  

The design for miR-18a as depicted in Figure 4.7A was chosen based on similar considerations 

as the miR-17 and miR-19a designs.  The LNA placement was chosen as this CP binding 

sequence was highly susceptible to self-structure and this particular placement was one of few to 

give a hybridization score (28) below the threshold of 30, which considered to be indicative of 

self-binding problems.  The Tm of this CP was also 75°C which was more than strong enough to 

ensure effective capture.  The QP placement and competitor length was chosen as depicted 
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Figure 4.7.  miR-18a biosensor and results.  (A) miR-18a biosensor design which had the QP 

shifted to avoid a high number of GC pairs which create significant bias for high-FRET states as 

seen in Figure 4.2 for miR-17.  LNA placement and CP give minimal secondary structure and 

self-binding which was issue for other possibilities.  (B) Gel to evaluate the target capture and 

the efficacy of the invaders designed for this biosensor. 

 

in Figure 4.7A to keep a number of GC residues for the QP-target sequence comparable to the 

chosen designs for miR-141 and miR-17 as well as maintain similar competitor strength in order 

to achieve similar binding kinetics for both states as observed for those 2 biosensors.  When 

imaging this biosensor to evaluate its performance using the O-TIRF setup outlined in Sections 

3.2.2-3.2.5, a low number of molecules was detected, there were almost no counts, and the field 

was extremely crowded.  Since there results were replicated twice, it indicated the possibility that 

the invader strands did not effectively remove the background noise from target-less sensors or 

that there were unforeseen issues with the target capture or biosensor assembly.  To further 
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investigate this, a gel was run to evaluate not only the sensor assembly and target capture, but 

also the effectiveness of the first invader for this biosensor design.  As shown in the gel results 

(Figure 4.7B), the CP does not effectively capture its RNA target as there are 2 clear bands in 

lane 3 where both are present.  Additionally, the CI is shown to successfully bind to the CP as 

shown by its higher height and a lack of a CP only band in lane 4 where they are both together.  

This is further corroborated by the lane 7 where the biosensor is combined with miR-18a and it 

shows 2 bands indicating poor capture of the target.  Lastly, when the CI is added along with the 

miRNA in lane 8, the only band present is in the same area as the CP-invader band in lane 4.  

This indicates that because the CP’s capture of the target is poor, the CPs on all of the miR-18a 

biosensors assembled at the surface are vulnerable to removal by the invader because their CP-

target sequence is far more exposed.  Given the difficulties in designing this CP, it was decided 

that it would be simpler to move forward with multi-target detection using miR-17 and miR-19a 

in addition to the 2 targets already outlined in Chapter 3.  The limitations observed in designing a 

biosensor for miR-18a, however, reveal that a deeper, more predictive understanding of the 

interactions within the biosensor would be helpful in creating more effective designs and 

concrete rules as well as improve design capabilities for difficult targets like this one. 

4.3.4 Discussion of iSiMREPS Design Discoveries 

 These experiments conducted on these various biosensors gave insights into the factors 

that are important for effective iSiMREPS assay design and general guidelines that should be 

followed to ensure good design.  One set of factors to consider is for the CP.  One important 

factor revealed by all 3 experiments is that the LNA placement on the CP as well as how many 

nucleotides are LNA-modified is critical in order to minimize any unwanted influence from 

secondary structure as well as ensuring that there is a sufficiently strong capture.  Selecting LNA 
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placement to avoid nucleotides within hairpins is thus one guideline for iSiMREPS biosensor 

design.  Additionally, the experiments on miR-18a and miR-19a revealed that the Tm was not a 

sufficient predictor of capture strength of the CP binding sequence on its own as both of these 

designs had an ineffective capture despite being predicted to be bound strongly.  Given the 

results, at least 4 LNA-modified nucleotides are recommended for the CP-target sequence.  

Another factor to account for in the CP was its potential for self-binding and secondary structure 

as this is important for ensuring that the binding regions are accessible to the anchor and target 

and this was evident in the initial miR-17 design where a large secondary structure interfered 

with the CPs ability to capture target and a nucleotide had to be removed to correct the problem.  

This was further evident in the miR-18a design where it was not developed further because of the 

difficulties incurred in designing a CP without major self-binding problems.  Given these results, 

LNA placement and selection of the CP-target sequence should also account for self-structure 

and seek to keep the hybridization score within the 20-30 range for a stable structure that is also 

accessible. 

 Another important set of factors for the design of iSiMREPS biosensors are the QP and 

its interactions with the target and competitor.  As demonstrated by both the miR-17 and miR-

18a experiments, the GC content and length of the QP-target interaction is an important design 

choice because high GC sequences without a short length demonstrate significantly stronger 

dwell times and based on the data, 3 GC pairs for an 8 nt QP-target sequence work effectively as 

do 4 GC pairs for a 7 nt sequence.  It is suggested to shift the sequence if this balance cannot be 

obtained.  Secondly, the competitor sequence and nearby nucleotides are a vital consideration as 

noted in the miR-19a designs because unwanted complementary in this region can artificially 

lengthen low-FRET dwell times and hinder quick fingerprint generation.  It is thus 
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recommendation to stick to 6 nt competitors to obtain desirable kinetics and monitor nearby 

nucleotides with base pair substitutions as needed for any unwanted complementarity.  With 

these design rules clarified and more firmly established, iSiMREPS could be further developed 

for multi-target detection. 

4.3.5 miR-17 and miR-19a Biosensor Performance Test 

 With the finalized designs selected, miR-17 and miR-19a were then tested using the 

standard protocol for assay preparation outlined in Section 3.2.4 at 2 pM concentration to 

ascertain the performance and relatively sensitivity of both designs.  As shown in Figure 4.8, 

miR-19a demonstrated exceedingly high sensitivity and consistency with an average of 1371 

counts and a CV of 0.08 while miR-17 had much lower sensitivity and consistency as noted by 

its average of only 76, CV of 0.19, and difficulty in reliably obtaining results.  These results 

cannot be attributed entirely to experimental variations as some of the miR-19a experiments that 

were successful were run on the same coverslip as miR-17 sensors where the field was too 

crowded to be focused.  Additionally, the averages collected for the miR-17 data in Figure 4.8 

varied the invader strand incubation from 20-40 minutes.  Although this varied, this should not 

invalidate any comparisons because we know that beyond 20 minutes, there is no significant 

difference in counts as seen in prior data on EGFR∆exon_19 from Figure 3.13B.  These results, 

especially when paired with the data from miR-141 and EGFR∆exon_19 suggest that there is 

variability in the efficiency of capture for different biosensors that is not readily predicted by 

simple modeling or Tm values and may involve more complex intramolecular or imaging 

environment interactions.  Nonetheless, these experiments served to illustrate that broad 

detection using iSiMREPS can be accomplished. 
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Figure 4.8. Results demonstrating the counts for the new miR-17 and miR-19a biosensor designs 

shown in Figures 4.3B and 4.6B respectively.  Both experiments utilized the protocol for miRNA 

quantification outlined in Section 3.2.4 with 2 pM RNA target.  The miR-17 data varied in 

Invader incubation time from 20-40 min.  All data are presented as mean ± s.d., with n = 3 

independent experiments. 

 

4.3.6 3D-Printed Well for Multi-target Detection and Discussion 

 For multi-target detection, the sample well design depicted in Figure 4.9A was created to 

allow for spatial separation of 4 different iSiMREPS biosensor and detection of their respective 

targets in a single run of the assay.  This design was chosen because it was simple, customizable, 

and readily usable for detection of multiple targets through implementation of automated stage 

shifting.  By using this well design, it was easy to separate different biosensors without any need 

for manual spotting or a microarray printer which is more typically used for spatially separated 

sample113 as the well itself provides separation and eliminates any need for spotting at specific 
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Figure 4.9. 3D Printed well design and PanaVise device to press well for gluing.  (A) The 3D 

printed well design made using CAD Fusion Autodesk and printed with a Veraclear material on 

a Stratasys J750 Polyjet 3D printer.  This design has 4 different compartments which can each fit 

their own biosensor separated by a divider. (B) This PanaVise device, as outlined in Section 

4.2.4 was used to press down on the top of the wells when using epoxy to glue them to the 

coverslip to strengthen sealing of the well to prevent leakage. 

 

spaces.  Additionally, the well dimensions could be readily altered and customized to allow for a 

specific volume of sample, a specific surface area for imaging to ensure a given density and 

sensitivity of detection, and a specific size or configuration suitable for different workflows or 

samples such as introducing a single sample into all chambers.   

The dimensions utilized for the first design are shown in the 2nd column of Table 4.2 and 

these were designed so that the wells would have sufficient surface area and volume to be 

adapted to the existing imaging protocols outlined in Section 3.2.4 without significant 
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disruptions in protocol or surface density when imaged and be comparable to the pipette tip wells 

which had a surface area of 21.65 mm2 and a volume capacity of ~256 μL.  The outer wall and 

the inner divider were made relatively thin as they were above the 3D printer resolution of 0.1 

mm and were sufficient to provide separation of the well chambers.  This initial design was 

problematic, however, because it demonstrated leakage upon gluing and suffered from a brittle 

construction due to the thin walls and inconsistent print quality despite being above the 

advertised resolution.   

This design was thus modified to have the dimensions in the 3rd column of Table 4.2 

with the biggest difference being thicker walls to reduce printing inconsistencies and to create a 

sturdier, more robust well.  This change in the thickness resolved the printing inconsistency 

problem and resulted in well-constructed, sturdy wells.  Additionally, a PanaVise base and 

attachment as outlined in Section 4.2.4 and depicted in Figure 4.9B was introduced as part of 

the preparation procedure because imposing pressure on the top of the well while gluing would 

allow it to be completely pressed onto the coverslip and leave no openings for leaking.  This 

redesign, however, still proved ineffective for 2 different reasons.  The first was that although no 

leakage to the outside occurred, there was still leaking laterally within the chambers, but only in 

1 direction.  The second was that the PanaVise system necessitated a taller well design not as 

well suited for smaller sample volumes because gluing with a short height was unreasonably 

difficult and error-prone due to poor accessibility of the area around the well when short.  Upon 

closer examination, this problem occurs because the design created in CAD Fusion Autodesk has 

a slight difference in height between the 2 dividers, which would permit transfer of sample 

between lateral wells and explains the leaking behavior observed.  Additionally, 3D printing is 
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known to have surface inconsistencies which can create additional complications with leaking as 

this technique requires an absolute seal to avoid contamination114.   

Given these limitations, one possible method may be to use acetone vapor baths which 

are commonly used for the smoothening of plastic surfaces and have been previously used for 

the same purpose on 3D-printed parts114.  However, a design incorporating microfluidics and 

automation of separation of biosensors may prove a more effective and consistent procedure 

given additional development time despite its complexity as they have been frequently utilized in 

such a way and would offer the additional benefit of removing a need for precise movements 

when imaging if designed to spot consistently in certain areas of the coverslip115.  While further 

development of multi-target detection and clinical samples is necessary, I anticipate that 

iSiMREPS can be a viable detection tool for miRNAs as it possesses the needed sensitivity for 

miRNAs and its near-perfect specificity, rapid analysis speed, simple preparation, and lack of 

drawbacks limiting techniques for shorter sequences such as amplification bias in PCR or a need 

for extension for NGS would allow it to be an assay well suited for miRNA targets of interest.
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Chapter 5. Summary & Outlook 
 

5.1 Summary of Dissertation 

 Through an ageing population and better detection, cancer has risen to become a 

prominent disease with enormous health and financial burdens and a great deal of complexity 

and variation.  The prevalence of cancer and the improvement of prognosis the earlier it is 

detected has created a need for diagnostic tools, especially early stage diagnostics.  An effective 

diagnostic requires a biomarker that can reliably provide a diagnosis or characterization of the 

cancer being detected.  Biomarkers come in many different shapes and forms including proteins, 

DNA, RNAs, and cells and they are capable of offering both diagnostic and prognostic 

information for the cancer they are biomarkers for17, 18.  Cell-free nucleic acids in particular have 

garnered significant attention recently due to their ability to be part of liquid biopsy assays26, 27 

where detection can be done from collection and analysis of body fluids like blood without a 

need for invasive, sometimes contraindicated tissue biopsies.  ctDNAs and miRNAs have been 

especially notable among these cfNAs since they show notable differences in expression but 

healthy and cancer patients and miRNAs have a high level of stability in biofluids thanks to 

protein complexes37, 45, 116. 

 Technologies that have risen to meet detection needs for cfNAs, which typically possess 

a low abundance at femtomolar level for miRNAs and even lower for ctDNAs, focus primarily 

on amplification, hybridization of sequencing methods to identify their targets.  Amplification 

techniques rely primarily on PCR to increase concentration of targets to detectable levels and are
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 an established gold standard with the ability to detect point mutations below 1%;  ddPCR in 

particular, is sensitive enough to attain low copy number sensitivity49, 117.  PCR-based techniques 

do, however, suffer from amplification bias that can give false negatives for low abundance 

targets and false positives from replication errors and primer mismatches, the latter of which is 

especially problematic for miRNAs51.  Hybridization-based techniques achieve detection by base 

pairing the target nucleic acid to a probe with one being fluorescently labeled52-54.  While they 

are simple, easy to prepare and work well on high-concentration targets, they suffer from hard 

limits on specificity due to the nature of binding thermodynamics55.  Lastly, NGS, the new gold 

standard for sequencing-based techniques, is very effective for large scale genomic analysis and 

high throughput analysis, but has the weaknesses of amplification techniques, several complex 

preparation steps with their own errors, a need for complex bioinformatics analysis, and 

challenges for shorter sequences due to requiring adapter extension for usability57-60.  SiMREPS 

addresses many of these weaknesses through a kinetics-based approach that identifies the target 

based on binding-dissociation behavior of a fluorescent probe and the signal pattern generated 

from the changing presence and absence of the probe at the surface64.  This setup simplifies 

sample preparation, obviates any need for amplification, and achieves near-perfect specificity 

because kinetic behavior becomes increasingly differentiated from background as imaging time 

is extended64.  It does, however, possess an inherent weakness in analysis speed as probe 

concentration must be increased to reduce time gaps where no probe is bound to target and this 

cannot be readily increased without a reduction in signal-to-noise.  This places a hard limit on 

speed and necessitates a fundamental redesign as the speed limitations are inherent to SiMREPS’ 

design. 
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 Chapter 2 introduced iSiMREPS, which combines the kinetics-based detection of 

SiMREPS with a biosensor design that would capture the target and switch conformations to 

generate the same type of signal pattern as SiMREPS.  This redesign overcame the speed 

limitations of SiMREPS because it allowed both states to be directly controlled and created an 

environment of high local concentration of probes that eliminated the time gaps between 

diffusing probes in SiMREPS.  In this chapter, basic design requirements for iSiMREPS 

biosensors were established and they included a need for LNA modification in the CP to ensure 

strong capture, a competitor sequence on the anchor strand to ensure transitions between states 

actually occur, and a longer QS length to permit sufficient flexibility and access to both states to 

allow for generation of an effective fingerprint.  Additionally, several different designs that 

varied the competitor length and the QS length were tested to determine which was the most 

effective for further development and standardization and the Q8C6QS18 biosensor showed the 

best performance as it had the shortest dwell times while maintaining parity between low- and 

high-FRET states, enabling fast generation of a distinct fingerprint.  Finally, rapid target 

detection through the use of formamide was demonstrated as an effective way to achieve rapid 

target detection with state dwell times below 1s for 10% formamide by reducing the duplex 

stability of the QP-target and QP-competitor interactions thus allowing faster transitions between 

states and quicker fingerprint generation.  This chapter demonstrated the capacity of iSiMREPS 

for rapid nucleic acid detection. 

 Chapter 3 developed iSiMREPS into a full-fledged liquid biopsy assay.  This began with 

the transition from a P-TIRF slide sandwich cell apparatus using bBSA for surface capture to an 

O-TIRF cut tip apparatus using Biotin-PEG.  This change allowed for improvement in sensitivity 

as the cut tip apparatus had a taller height and smaller surface area allowing for greater 
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concentration of biosensors and target molecules within a given FOV.  It also improved 

experiment reproducibility as PEG was less prone to forming aggregates.  The iSiMREPS design 

established for miR-141 in Chapter 2 was then adapted for detection of EGFR∆exon_19 with some 

minor modifications such as the use of auxiliary probe to account for the longer strand length and 

modifications to the sequence to fit EGFR∆exon_19.  The sensitivity was further improved and the 

counts improved 3-4fold through the use of a TMSD strategy that improved S/N by removing the 

QP and CP to reduce noise and unwanted signal bleedthrough from sensors without a target that 

were near to one with it.  Formamide concentration variations were also tested to determine 

which was most effective at accelerating the fingerprint generation without compromising sensor 

integrity or sensitivity.  10% v/v formamide was demonstrated to be capable of generated a 

useful fingerprint within only 10 seconds of imaging.  With these optimizations in place, 

iSiMREPS was capable of achieving detection for both miR-141 and EGFR∆exon_19 within only 

30 seconds of imaging time total and with a LOD of ~3fM, which is more than sufficient for 

miRNAs45. 

 With assay development completed, Chapter 4 shifted the focus to multi-target detection 

since iSiMREPS would require effectiveness against a broad range of targets to be a useful assay.  

This would create a need for clear, well defined design considerations and guidelines to adapt to 

any target of interest as well as a multi-target design as a panel of multiple biomarkers would be 

a more feasible clinical strategy and a desirable feature for iSiMREPS.  From extensive testing, 

tweaking and optimization of biosensors for 3 different miRNAs in the miR-17/92 cluster, key 

design considerations and guidelines became much more apparent.  For the CP, the CP-target Tm 

was not entirely predictive of binding strength and it was important to have at least 4 LNA 

modifications for sufficiently strong binding.  Additionally, modeling to account for potential 
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secondary structure and self-binding was necessary to avoid complications with capture and 

LNA placement needed to consider these factors as LNA-modified residues can significantly 

contribute to such complications.  For the QP and competitor, the number of GC residues in 

additional to length in the CP binding region is critical for obtaining a biosensor with desirable 

kinetic behaviors as high-GC QP sequences have longer dwell times which can impede 

fingerprint generation.  3 GC pairs is suggested for 8 nt CP-target sequences and 4 GC pairs for 7 

nt CP-target sequences.  Additionally, the sequence placement of the CP-target and QP-target 

interactions is important to ensure proper FRET signal generation and optimize both the QP-

target length and GC content as well as the CP-target capture strength.  Lastly, the 

complementarity of the sequence around the competitor must also be accounted for to avoid 

unwanted complementarity outside the competitor region artificially lengthening dwell times for 

the low-FRET state.  All of these factors needed to be addressed to successfully develop working 

designs for miR-17 and miR-19a.  However, miR-18a proved difficult to design effectively and 

showed that these guidelines have limitations and iSiMREPS would benefit from more 

sophisticated modeling that better estimates the interactions within the biosensor and allows for 

more deliberate, calculated design choices.  Additionally, while the 3D-printed well setup for 

detecting multiple targets in a single run of imaging is promising and useful for demonstrating 

multi-target detection, there is insufficient printing resolution and consistency to allow for the 

well compartments to be properly sealed from leakage as well as ample room for human error in 

preparation and microscope handling to produce inconsistent results.  A more sophisticated, 

consistent design that can readily reproduce results is thus a desirable future direction. 

 iSiMREPS overall looks well suited as a liquid biopsy tool for miRNAs.  Due to the 

complexity and variance that cancer presents, liquid biopsies have also taken many different 
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shapes and forms and many different assays with a focus on different cancers and targets have 

been studied and developed28, 118.  While iSiMREPS currently lacks the sensitivity needed for 

ctDNA targets due to their extremely low copy numbers46, 47 and need for even greater 

sensitivity, it possesses ample sensitivity for miRNAs, which are a growing area of interest as 

liquid biopsy targets.  Additionally, iSiMREPS offers advantages for miRNA detection as it 

retains the near-perfect specificity of the original SiMREPS, offers much faster detection and 

simplified preparation compared to the complexity of NGS or the longer, half hour run times of 

PCR, the preparation of both techniques, and does not have an inherent weakness for shorter 

sequences like NGS or PCR51, 61-64, 117.  While it requires further development for multi-target 

detection so that it can be utilized in panels and additional testing on clinical samples to solidify 

its clinical utility, it has the potential to join the toolkit of liquid biopsy assays used by clinicians 

and researchers as a highly specific, simple, and rapid assay for miRNAs.  

5.2 Outlook & Future Directions 

 

 There is ample room for iSiMREPS to be developed further beyond the original proof-of-

concept demonstrated in Chapters 2 and 3 along the lines of multi-target detection and clinical 

utility that was explored in Chapter 4.  Chapter 3 established that iSiMREPS could be applied 

more generally to multiple targets as a successful proof-of-concept was shown for miR-141 and 

EGFR∆exon_19 and this was further confirmed with successful designs for miR-17 and miR-19a in 

Chapter 4.  However, it was clearly apparent from the results in chapter 4 that the extent of target 

capture and by extension, sensitivity for the target, is not consistent between different biosensors 

even when they are designed with the same template.  Additionally, while basic modeling and Tm 

values provide useful information and necessary guidelines for effective design, they are not 

always predictive of actual behavior and have difficulty accounting for all possible interactions 
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within the biosensor as seen by miR-18a’s biosensor being unable to capture properly and 

generate FRET signal and the original miR-19a design having weak capture in spite of a 

predicted CP-target Tm of 64°C.   

Thus, a more in-depth and sophisticated modeling system that can more thoroughly take 

into account the various interactions within the biosensor as well as with the surrounding 

environment would be a welcome addition as it would allow for more deliberate, carefully 

chosen biosensor design and allow for much clearer, well-defined criteria for adapting 

iSiMREPS to any target of interest.  One potential avenue for this is building a new model that 

focuses on the capture of the target at the surface using a contact-focused model similar to the 

coarse-grained Monte-Carlo simulation utilized in Section 3.3.2 which utilized contact between 

strands as a means of estimating distribution between low- and high-FRET states and the QS 

length was varied.  Coarse-grained models have been previously utilized for assisting with 

problems related to both DNA and RNA structure as well as for research focused on creating and 

developing DNA or RNA nanotechnology119-121.  These models can expand on the nearest 

neighbor model frequently used to calculate Tm by incorporating factors such as base-pairing, 

stacking interactions, contact, coaxial interactions, and buffer conditions such as the 

concentration of salt used119-121.  Additionally, this type of model is suitable for iSiMREPS 

biosensors as coarse-grained models are currently optimized for use with shorter strands 

typically less than 100 nt long which is consistent with a wide range of targets that iSiMREPS 

would be used for and with the strands that compose iSiMREPS biosensors.  This model could 

be developed concurrently with experiments on a variety of different targets and sensor 

configurations in order to provide a more consistent, quantifiable, and predictive measure of 

design parameters for target capture such as capture efficiency, LNA modification and 
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placement, and secondary structure and how well they translate into effective performance for 

target detection.  If successful, this model could be packaged as an additional part of software 

already used for iSiMREPS such as the trace analysis and filtering software in order to assist 

with the design process and allow its user to modify iSiMREPS for any target of interest.  An 

automation of this process using machine learning optimization developed with real data sets 

similar to the trace parameter optimizer would also be helpful to improve the efficiency of 

iSiMREPS detection development and evaluate viability of designs.  This software expansion 

and optimization of behavior using machine learning with real data could also be taken a step 

further where optimization recommendations could also be given for all other iSiMREPS 

parameters including the query-target length, placement, and the competitor.  Since these 

parameters follow a more predictable pattern as shown in Section 2.3 and the Monte-Carlo 

modeling for the QS in Section 3.3.2, developing an optimization algorithm similar to the trace 

optimizer would be within reach and would be helpful in simplifying biosensor design for new 

targets and allowing the technique to be more easily adopted by new users.    

In addition to modeling for improving design, further expansion of iSiMREPS to clinical 

samples beyond the initial proof-of-concept and a completion of multi-target detection started in 

Chapter 4 would also be desirable directions for iSiMREPS.  Since one long term use of 

iSiMREPS would be for panel detection of nucleic acids for patient diagnostics, extending the 

testing of iSiMREPS to actual clinical samples or conditions like was demonstrated for classic 

SiMREPS for let-7a and let-7c64 would be necessary.  The choice of the miR-17/92 cluster in 

Chapter 4 was in part because of this clusters strong connection to cancer pathways and it 

showing promising diagnostic value for B-Cell lymphoma and potentially for colorectal 

cancer112.  This cluster, as mentioned in Chapter 4, was also desirable to test iSiMREPS ability to 
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work on many different targets and even SNVs.  Demonstrating detection of members of this 

cluster from a B-cell lymphoma patients sample would thus provide a strong proof-of-concept 

for iSiMREPS’ utility as a diagnostic tool directly on clinical samples.  Completion of this proof-

of-concept would open the door to testing on other types of samples and targets of interest such 

as urinary miRNAs for bladder cancer122.  Additionally, the rapid detection achieved by 

iSiMREPS can translate into other benefits for clinical use.  In addition to high throughput when 

sample volumes are large, the number of FOVs recorded from a sample can be greatly expanded 

to allow for potential improvements of LOD from finding additional targets in the extra FOVs or 

analysis of multiple targets that are spatially separated in a single run of the assay by shifting to 

FOVs containing biosensors for different targets. 

iSiMREPS also has room to grow in both scope for nucleic acids and beyond as well as 

sensitivity.  Single molecule technology similar to iSiMREPS developed by the Walter group has 

previously been shown to be able to evaluate nucleic acids with secondary structures that can 

undergo conformational changes123.  Thus, detection of nucleic acid targets that could undergo 

such changes would be another potential application of iSiMREPS provided FRET pairing is 

possible and a region where the QP shows different behavior from differences such as structure 

alterations or sequence availability.  iSiMREPS will also be a suitable technique for other 

biomarkers where FRET pairing is possible and especially for those that cannot be amplified.  

One such target for further development would be proteins where amplification cannot be done 

and being able to detect directly from sample rapidly and with high sensitivity would be very 

beneficial.  There is precedent for using kinetic fingerprinting for this purpose as SiMREPS has 

been demonstrated for protein detection previously and was able to achieve a much better LOD 

over ELISA-based techniques124.  Given this successful demonstration, it is conceivable that 
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iSiMREPS could be similarly adapted for protein detection using a primary and secondary 

antibody labeled with fluorophores that are capable of FRET pairing similarly to how SiMREPS 

utilized a capture antibody and a fluorescently labeled antigen-binding fragment.  Pursuing this 

direction will require deliberate consideration of antibodies or fragments as the size variance of 

proteins and the position the antibodies bind to will dictate the FRET efficiency and 

subsequently, the observed signal.  Furthermore, the sensitivity also has room for further 

improvement if combined with pre-concentration techniques were the area covered by target 

molecules is further reduced.  One way this might be accomplished is utilizing an Aqueous Two 

Phase System (ATPS) which has used previously for the concentration of biomolecules125.  Since 

the biopolymer, typically PEG, and the salt concentration of these systems is primarily what 

separates biomolecules125, this could readily be adapted to an iSiMREPS workflow as nucleic 

acids are negatively charged and would be amenable to this type of concentration.  Implementing 

this would require careful consideration of the ATPS makeup and an evaluation on what effects it 

has on the sample and if those effects translate to differences in detection and quantification.  

Completion of these future directions would greatly improve the range of targets iSiMREPS can 

be used for. 

There is also the possibility of further improvements to the assay and design to enhance 

its capabilities.  One design change would be to run the assay at slightly above room temperature 

to ensure minimal temperature fluctuations.  This would grant the data better reproducibility and 

shrink some of the larger error bars observed in Figures 3.14B and 3.14D, which were the result 

of the data collection being spread out over a longer time period and the temperature of the room 

varying from 19-23°C.  Performing the imaging at a temperature of around 27-30°C consistently 

would potentially obviate the need for formamide as the additional temperature would achieve a 
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similar effect.  We can observe this in Figure 4.3D where the experiment was done at a 

temperature of 28°C without formamide and the trace transitions very rapidly.  Another design 

enhancement could be further improving analysis speed by lowering the camera exposure time 

below the 60 ms used for miR-141 in Chapter 3 and utilizing the higher formamide percentages.  

Given the generally high intensity of traces relative to background for iSiMREPS as seen in 

Figures 3.9C-D and even with high formamide percentages as seen in Figure 3.12A, it should 

be possible to lower the exposure time while retaining sufficient intensity to distinguish the 

signal from background.  This would allow for lifetimes shorter than the 60 ms exposure to be 

more readily picked up and may allow higher formamide percentage traces to be more easily 

distinguished from background due to the traces looking cleaner and better distinguished as 

shorter transitions can now be more accurately observed.  Given that the lifetimes at 15% 

formamide for miR-141 are already <0.2 s and can go even lower at 20% (Figure 3.11C), 

detection in 3-4 seconds could realistically be achieved.  Lastly, another modification that can be 

used to modulate the biosensor behavior is to introduce mismatches within key sequences in 

place of length alterations.  Since sufficiently long sequences can maintain duplex formation 

even with mismatches but see decreases in Tm from it126, mismatches within the sequence to tune 

kinetic behavior can be utilized.  They are well suited for situations where changes in sequence 

length or placement may be difficult to implement like they were for the miR-18a biosensor in 

Section 4.3.3 or where utilizing them can remove unwanted interactions like the capture spacer 

toehold interaction with the fully complementary invaders in Section 3.3.4. 

Lastly, creating a well-tested, substantive multi-target setup for iSiMREPS would be 

another future direction since multiple biomarkers can be helpful to either improve the reliability 

of detection where single biomarkers can be insufficient for diagnostic accuracy or to obtain a 
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greater breadth of information about the patients’ disease state or condition110, 111.   Multiple 

biomarkers can be especially helpful for miRNAs and cancer since cancers have layered, 

complex characterization and the regulation of miRNAs is very intricate, complex, and tied to 

many different processes with expression levels and regulation also varying for individual 

miRNAs and different people127, 128.  Given this complexity and variation, profiles of multiple 

miRNAs can be more informative than a single one128.   Other methods of spatially separating 

sample may be worth pursuing as a future direction in lieu of the 3D-printed well design in 

Section 4.3.6 given the issues observed for it.  One approach for example may be a modified 

sample introduction setup that utilizes microfluidics as a way of introducing a single sample to 

multiple areas while separating and segmenting different sensor components on the slide over 

coverslip used for microscope imaging115.  While this setup is potentially more complex and 

would require longer development times, it would allow for some degree of automation and 

reproducibility in sample preparation as well as simple, consistent segmentation of different 

biosensors to the imaging surface.  Another potential approach may be utilizing phase separated 

cells or compartments where different biosensors can be segmented into individual cells and 

imaged simultaneously as well as analyzed by spatial segment for the number of counts for each 

target within each segment129.  While this approach may require a more deliberate, thorough and 

involved design for multi-target detection, it also has the potential to be better adapted for 

iSiMREPS as simple, color-based multiplexing would be limited by a need for different FRET 

pairs and hampered by potential overlap in emissions between different fluorophores130. 

Overall, while this dissertation has demonstrated iSiMREPS and what it is capable of, 

there is still room for further growth and development and only a fraction of the potential of the 

technique has been tapped into.  I anticipate iSiMREPS becoming part of the liquid biopsy assay 
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toolkit as a fast, highly specific tool well suited for miRNA panels.  This thesis demonstrates 

building an assay from the ground up and will be a worthwhile experience for creating new 

techniques for other scientific problems in my future work.
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