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ABSTRACT

In this dissertation, we present two lines of research that investigate value-based deci-
sions. The first focuses on value-based decisions in multi-attribute choices. Specifically,
we investigate contextual preference reversals in multi-attribute decisions. These rever-
sals occur when the choice preference between two options changes in the presence of a
third unchosen decoy. We demonstrate for the first time that these reversals also occur
in ethical dilemmas involving both quantitative and qualitative attributes. However,
these reversals do not arise to the same extent across ethical dilemmas. We use a gen-
erative computational model to show that the variation of reversals across dilemmas
can be partly explained by individual differences in rankings of ethical features.

The second line of work focuses on value-based decisions in the Value Learning
Task (VLT; Raymond & O’Brien, 2009), a paradigm where people learn values as-
sociated with options in win and loss conditions through trial-and-error while trying
to maximize accumulated reward. The VLT has a symmetric outcome structure for
wins and losses. However, people consistently learn wins better than losses (Lin et
al., 2020). We investigate the nature of this asymmetry with a simple reinforcement
learning model. The model predicts the learning asymmetry observed in empirical data
regardless of whether the parameters are set to maximize empirical fit or total payoff
in the task. This asymmetry arises as a result of the interaction between a neutral
initial value estimate and a choice policy that exploits while exploring, leading to more

poorly discriminated value estimates for loss stimuli. We also illustrate that the final

Xiv



value estimates produced by the model can provide a simple account of a post-learning
explicit value categorization task. Lastly, we also investigate how differences in esti-
mated individual learning rates help to explain individual differences in the observed
win-loss asymmetries.

Together, these two lines of research investigate some complicated aspects of value-
based decisions such as value learning through experience and attribute-value integra-
tion and evaluation in multi-attribute choices. However, beyond the complex phenom-
ena, our two lines of work integrate the same simple theory — the bounded rational-
ity framework. In this dissertation, we also discuss how our research connect to the

bounded rationality framework.
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CHAPTER I

Introduction

Suppose that you drive an old used car. One day while driving on the highway, you
notice that the gear has suddenly slipped. You know that this indicates a transmission
issue and takes your car to a car mechanic. The car mechanic checks your car, tells you
that the car is safe to drive and gives you three options: a partial fix of the troubled
parts that leads to a good probability of fixing the issue and costs you a moderate
amount of money, a full fix that guarantees fixing the issue and costs you an extremely
high amount of money, or not fixing the issue — which saves your money. Presented
with these alternatives and their attributes (or dimensions), you consider which option
yields the highest (subjective) value for you — for example, if you want to save money,
then you might go with the third option. Such a decision is an example of a wvalue-
based decision, where the decision maker (in this case, you) processes the information,
learns the value of the alternatives, evaluates the options, and makes a choice on the
basis of subjective value (Rangel, Camerer, & Montague, 2008). Everyone encounters
situations that require making value-based decisions in their daily life — such decisions
could be as small as buying a product in the store or as significant as choosing a career
or a life partner.

Value as a specific concept could be defined in multiple ways. We distinguish two

main definitions in order to present our work: a typical understanding of value is the



economic value of an option, which refers to the amount of benefit one could gain from
choosing that option (Brosch & Sander, 2013). One example is the expected value
(EV) — in a gamble where one is presented with options that have known probability
of winning and the amount of money to win, the decision maker could decide whether to
play the gamble by simply calculating the EV (probability * amount); another example
is the subjective expected utility (Savage, 1972) — in the car problem above, the
decision maker may combine the two attributes in the options with some subjective
utility function, allowing all options to be on the same scale for evaluation. Economic
value could also be linked together with personal values concerning personal belief
related to social relations, cultural background, etc (Brosch & Sander, 2013). Another
definition of value is specified in the reinforcement learning (RL) theory (Sutton &
Barto, 2018), where the value or value function of a state-action pair is its expected
cumulative future rewards (Gershman & Daw, 2017; Sutton & Barto, 2018).

In this thesis, we present our empirical and computational modeling work investi-
gating value-based decisions in two domains: ethical dilemmas where individuals make
choices among multi-attribute options while making some tradeoff among the attributes
and the Value Learning Task (VLT; Raymond & O’Brien, 2009; Lin et al., 2020) —
a common paradigm where individuals make choices between a pair of neutral stimuli
associated with either win or loss while trying to maximize total earned reward. We
also discuss the connection between our work and the framework of bounded rationality
— specifically how context effects in multi-attribute ethical decisions can potentially
be explained in the bounded rationality framework given recent work, and how we
apply the framework of computational rationality to analyze human performances in
the VLT.

In this introduction, we first provide some relevant background on value learning,
multi-attribute choice, and the bounded rationality framework. We then provide an

overview of this dissertation.



1.1 Learning Values from Experience

Value-based decision making provides a common framework for analyzing decisions
in both humans and other animals across various domains (e.g., how humans choose
consumer goods, trade stocks, make plans, and animals’ foraging behaviors, etc; Rangel
et al., 2008). Ome important process in making a value-based decision is to identify
the available actions/options and learn the values of them (Rangel et al., 2008), and a
prominent way to learn the values is from experience (Kahneman, 2003; Gershman &
Daw, 2017). In the car example above, you may decide which fixing option to choose
based on previous experience with how you have used your car and communicated with
car mechanics.

Learning values from experience can be modeled within the reinforcement learning
(RL; Sutton & Barto, 2018) framework, which not only provides explanations for the
processes of value-based decisions with a formal computational theory, but also provide
theoretical foundations for understanding the underlying neural mechanisms of value
learning (Montague, Hyman, & Cohen, 2004; Daw, Niv, & Dayan, 2005; Brosch &
Sander, 2013). The RL theory formally defines the problem where the agent learns the
association between state-action/observation pairs and rewards through trial and error
while aiming to maximize cumulative rewards. In the RL problem, an agent starts
with some initial value for each option or state-action pair. The initial value could be
zero, random, or estimates based on past experience. At each time step, given a state
or observation, the agent chooses an action/option to take. Consequently, the agent
receives a reward at the following time step and updates the value of the chosen option
with some value-updating function. As the agent gains more experience through trials
and error, the value estimates for the options approach the true values, which would
yield better actions (Sutton & Barto, 2018).

The RL theory could be applied to both repeated one-shot decisions and sequential



decisions. In later chapters, we apply the RL theory to the domain of the Value
Learning Task (VLT; Raymond & O’Brien, 2009; Lin et al., 2020) — a simple case of
the RL problem that involves only repeated one-shot decisions in three independent
conditions (win, loss, and control). We also investigate the individual differences in
the VLT.

Furthermore, in the RL theory (Sutton & Barto, 2018), the processes of learning,
evaluation, and decision, rely on various external and internal factors relating to the
decision problem and the decision maker — external factors include the environment of
the decision problem and internal factors include memory (Gershman & Daw, 2017),
how fast the decision maker learns, how much the decision maker cares about im-
mediate reward, etc. This indicates that the decision maker often aims to make the
(subjectively) best possible choice without perfect information and with various risks
and uncertainty:.

Different from typical economic models that focus on decisions based on description,
the RL theory emphasizes learning from experience, where the structure of the decision
problem must be learned rather than told explicitly (Gershman & Daw, 2017). Re-
search has shown that decisions made with values learned from experience and those
learned from description often diverge (Erev, Ert, & Yechiam, 2008; Hau, Pleskac,
Kiefer, & Hertwig, 2008; Hertwig & Erev, 2009; Gershman & Daw, 2017). Our work
presented in this thesis does not directly address the differences between decisions based
on description and decisions based on experience, but our work spans both: value-based
decisions in the VLT (Chapters IV, V) are decisions from experience whereas value-
based decisions in the ethical domain (Chapters II, III) are decisions from description,
where decision makers are presented with multi-attribute options in various ethical sce-
narios. In the following section, we will provide a brief introduction to multi-attribute

decisions.



1.2 Multi-attribute Choice

Multi-attribute decisions require the decision maker to combine the different attributes
(or dimensions) of each option given some subjective utility function. Thus, the values
of options can be compared on the same scale. While comparing the options in multi-
attribute decisions, one often needs to make some tradeoff among attributes. In the
car example at the beginning, the decision maker must make a tradeoff between how
much the car can be fixed and the cost of service: all three options in this case result
in a certain level of goodness of the car accompanied by some cost — on one end, the
goodness is high and the cost is also high; on the other end, both attributes have low
values; in the middle is the option that results in a potentially satisfactory level of
goodness and a medium cost. Given this specific context, decision makers often choose
the compromise option in the middle (Huber & Puto, 1983b; Simonson, 1989).
Researchers have extensively studied how choices in multi-attribute decision prob-
lems are affected by various choice contexts like this (Wollschlaeger & Diederich, 2020).
These effects are known as context effects. In a typical multi-attribute choice set that
produces context effects, there are often three options with two attributes — two op-
tions that have the same (or roughly equal) expected utility but require a tradeoff
between the two attributes. The decision maker’s preference between the two equal
options may depend on how the decision maker weights each attribute. However, the
third option (also known as the ”"decoy”) is placed strategically by the experimenter
in the choice space, providing a context that affects the expressed choice preferences
of decision makers. Three typical context effects are the attraction effect (also known
as contextual preference reversals, or contextual choice reversals; Huber, Payne, &
Puto, 1982; Wedell, 1991; Trueblood, 2012; Trueblood, Brown, Heathcote, & Buse-
meyer, 2013; Simonson, 1989), the similarity effect (Tversky, 1972; Trueblood, 2012;

Trueblood et al., 2013; Berkowitsch, Scheibehenne, & Rieskamp, 2014; Liew, Howe, &



Little, 2016), and the compromise effect (Huber & Puto, 1983a; Simonson, 1989). We

summarize the three typical context effects in Table 1.1 below. These context effects

are observed both between subjects and within subjects.

Contexts Effects Illustrations
Attraction Decoy: domi- causes the dominating op- A
nated by one of the op- tion, A, to be selected
tions, the target; close to more often
the target in the decision
« A

space; expected utility is
close to, but lower than ei-
ther option

Stmilarity Decoy:  simi-
lar to one of the options
(both in terms of decision
space and expected util-

ity);

Compromise Decoy: has
similar expected utility to
both options and turns
one of the options into
a compromise option be-
tween decoy and the other
option

. Attraction Decoy

« B

causes the similar option,
B, to be selected less often

\j

. B
Similarity Decoy ,

causes the intermediate
item, A, to be selected
more often

A

»
|

« Compromise Decoy

o« A

Table 1.1: Summary of Three Typical Context Effects

(Wollschlaeger & Diederich, 2020)

According to rational choice theory, the values of options should be independent of

other options in the set (Luce, 2012). In other words, the choice preference between two

options shouldn’t be affected by the decoy. This indicates that context effects violate



the assumptions in rational choice theory and rationality based on utility maximiza-
tion. However, the framework of bounded rationality (Simon, 1955) motivates models
of utility-maximizing strategies adapted to cognitive bounds. These models (Howes,
Warren, Farmer, El-Deredy, & Lewis, 2016) provide explanations for context effects
while retaining rationality given external and internal influences. We will provide an
introduction to this framework in a later section.

The work presented in this dissertation mainly focuses on the attraction effect. The
attraction effect has been found in various domains such as choosing gambles (Wedell,
1991) and buying consumer goods (Huber et al., 1982). Our empirical experiments
extend the effect to the domain of ethical decisions, where the tradeoffs are more com-
plicated, posing ethical dilemmas to the decision makers. We also explore individual

differences in the context effects in multi-attribute ethical decisions.

1.3 Individual Differences

From value learning in value-based decisions to making multi-attribute choices, ques-
tions naturally arise about the nature of individual differences. In this section, we
discuss individual differences in value learning and in multi-attribute decisions related

to our work.

1.3.1 Individual Differences in Learning Values from Experience

Past work on how values can be learned from the decision maker’s individual experi-
ences and how value-based decisions are connected to individual memories (Gershman
& Daw, 2017) naturally indicates that the differences in experience and memory could
lead to different learning results and decisions.

However, it is possible that experience is not the only thing that drives the differ-

ences in decisions. The RL computational theory provides us with a method to model



value-based decisions on an individual, trial-by-trial level (Daw, 2011) and gives us in-
sights on each individual’s learning rate and how each individual balances exploration
vs. exploitation.

In our work on value-based decisions in the VLT, we explore whether the individual
differences in value learning are experience driven or are related to further individual
characteristics captured by the RL model. To preview our main result, we find that
the individual differences in value learning are not purely experience driven, but also

affected by individual characteristics such as learning rate.

1.3.2 Individual Differences in Multi-attribute Choice

Although context effects arise in multi-attribute choice in a variety of domains, pre-
vious studies have focused on establishing the effects but have not made comparisons
across choice domains. Some studies have also shown individual differences across three
context effects (participants who show the similarity effect rarely show attraction and
compromise effects; Berkowitsch et al., 2014; Liew et al., 2016).

Furthermore, when the attributes in a decision problem are qualitative, there is not
a straightforward way to combine and compare them on the same scale (unlike expected
values in gambles). Individuals may weigh or evaluate the attributes differently and
have different subjective utility functions to combine the attributes, affecting how they
compare the options, and in turn affecting the patterns of context effects.

In our work that explores contextual choice reversal in the ethical domain, we in-
vestigate several aspects of individual differences. We compare the performances and
choice reversal rates between ethical and non-ethical economic decisions. We also use
a simple computational model to provide explanations for the differences in the rates
of choice reversals among various ethical scenarios by taking into account individual

differences in ranking the different levels of ethical attributes.



In both learning values from experience and making decisions among multi-attribute
options, individuals face various environmental constraints (e.g., the structure of the
tasks, choice contexts) and internal cognitive constraints (e.g., how fast one learns

value) when they make decisions.

1.4 Bounded Rationality

Neoclassical economics assumes such decision makers to be homo economicus, i.e.,
the perfectly rational agents who behaves in a way that maximizes utility. Contrary
to classical economic theory, bounded rationality (Simon, 1955) offers a perspective
where decisions and actions are adapted to the task environment and the mind — as
in real life, humans often do not have perfect information and must act while facing
uncertain or risky situations.

In the face of uncertainty and risks, decision makers often use a variety of heuris-
tics and are prone to certain biases in making judgments and decisions (Kahneman,
2003). Part of Kahneman and Tversky’s main research program provides a compre-
hensive picture of various heuristics and systematic biases in human decisions such as
representativeness, availability, and anchoring heuristics (Kahneman & Tversky, 1972;
Tversky & Kahneman, 1973, 1974). Kahneman (2003) summarizes how these heuristics
are often useful, but can also lead to sub-optimal consequences and judgment errors
compared to optimal choices given by utility maximization.

An alternative to heuristics and biases approach is ecological rationality. Instead
of focusing on how heuristics could lead to limitations and biases that violate rational-
ity based on utility maximization, Todd et al. (1999) state that heuristics ought to be
viewed together with the environment such as time pressure, the availability of informa-
tion, limitation of resources, etc. With certain environmental and cognitive constraints,

fast-and-frugal heuristics could even lead to better choices compared to more deliber-



ative or comprehensive decision strategies. Gigerenzer & Selten (2001) conceptualize
heuristics that individuals use in various environments as an adaptive toolbox, which
is an example of Simon’s procedural rationality (Simon, 1978). Procedural rationality
is closely associated with bounded rationality — under this framework, the evaluation
of the effectiveness of actions takes into account environmental uncertainties and the
limited information processing capacities individuals have.

Bounded rationality (Simon, 1955) studies how an individual’s rationality is com-
patible with the characteristics of the environment and the cognitive limitation of the
mind. In other words, a decision making agent is not absolutely rational by definition
based on traditional economic theory, but is ”approximately rational” or at least ”in-
tends to be rational” under the influence of the environment and the choosing agent’s
limited knowledge and ability.

One approach to work in artificial intelligence has formalized bounded rational-
ity as the concept of bounded optimality, which states that a bounded agent should do
whatever the best program running on its information-processing architecture would do
(Russell & Subramanian, 1995). Lewis, Howes, & Singh (2014) applied bounded opti-
mality to psychology with the framework of computational rationality. This framework
provides a method to take into account the environment bounds as well as the bounds
of the agent’s cognitive system in rational analyses (Lewis et al., 2014; Gershman,
Horvitz, & Tenenbaum, 2015). A similar framework, resource rationality, provides a
method to analyze and understand how human decision strategies and planning could
be optimal given limited cognitive resources (Lieder & Griffiths, 2018; Callaway et al.,
2018).

The current dissertation investigates value-based decisions in two different domains
using empirical experiments and computational models. We discuss how phenomena
in both domains can be connected to the framework of bounded rationality, specifically

computational rationality, later in this dissertation. In the following section, we provide
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an overview of this dissertation and the specific topics relevant to each line of our

research.

1.5 Dissertation Overview

In Chapter II, we present three empirical experiments that demonstrate, for the first
time, that contextual choice reversals also arise in decisions involved in ethical dilem-
mas. Some ethical dilemmas involve attributes such as probability and numbers of
lives to save, which allow the decision maker to calculate expected values of options
directly. However, some dilemmas contain qualitative attributes, indicating that the
decision maker would combine the attributes in certain ways to evaluate options. Our
empirical results in Chapter II suggest that contextual choice reversals vary across dif-
ferent scenarios/dilemmas. Thus, in Chapter III, we present a simple computational
model that account for some of this variation by predicting choices based on individual
decision maker’s different ranking of levels in ethical features.

Chapters IV and V focus on behaviors in the Value Learning Task (VLT; Raymond
& O’Brien, 2009), a task paradigm developed by psychologists to understand how ac-
quired value impacts how people perceive and process stimuli. The task consists of a
series of trials in which participants attempt to maximize accumulated gains as they
make choices from a pair of presented neutral images associated with probabilistic win,
loss, or no-change outcomes. Despite the task having a symmetric outcome structure
for win and loss pairs, people learn win associations better than loss associations (Lin
et al., 2020). This asymmetry could lead to differences when the stimuli are probed
in subsequent tasks, compromising inferences about how acquired value affects down-
stream processing. In Chapter IV, we present our investigation of the nature of this
asymmetry using a standard error-driven reinforcement learning model with a softmax

choice rule. Despite having no special role for valence, the model yields the asymme-
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try observed in human behavior, whether the model parameters are set to maximize
empirical fit, or task payoff. This asymmetry arises from an interaction between a
neutral initial value estimate and a choice policy that exploits while exploring, lead-
ing to more poorly discriminated value estimates for loss stimuli. In Chapter V, we
further illustrate how differences in estimated individual learning rates help to explain
individual differences in the observed win-loss asymmetries, and how the final value
estimates produced by the model provide a simple account of a post-learning explicit
value categorization task.

Finally, Chapter VI provides a brief summary of the main findings of this disserta-
tion (Table 6.1). We also discuss the connections between our work and the bounded
rationality framework, and open questions for research in relevant domains of value-

based decisions.
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CHAPTER II

Choice Reversals in Ethical Decisions

Understanding the systematic ways that human decision making departs from nor-
mative principles has been important in the development of cognitive theory across
multiple decision domains (Wedell, 1991; Huber et al., 1982; Trueblood et al., 2013;
O’Curry & Pitts, 1995). Our focus in this work is on ethical or moral decisions—
decisions concerned with the welfare of others (Yu, Siegel, & Crockett, 2019). The
primary contribution of our work is the first clear empirical evidence that systematic
contextual choice reversals and attraction effects arise in ethical decisions. Such effects,
arising in many choice domains and in many decision-making organisms, are among the
most striking apparent violations of axioms of rational choice theory, which demand
consistency.

Ethical or moral decision making has been studied in a variety of ways. These in-
clude incentivized choices that involve harm or reward (Crockett, Kurth-Nelson, Siegel,
Dayan, & Dolan, 2014; Rand, Greene, & Nowak, 2012; van Baar Jeroen, Chang, &
Sanfey, 2019) (e.g. decisions involving a trade-off between some monetary reward and
the number of painful electric shocks directed to either self or another agent), and
judgments about the moral appropriateness of actions involving the welfare of others
(e.g., using hypothetical dilemmas such as the Trolley Problem; Foot, 1967; Thomson,
1976; Awad, Dsouza, Shariff, Rahwan, & Bonnefon, 2020; Kim et al., 2018; Barak-
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Corren, Tsay, Cushman, & Bazerman, 2018; Merlhiot, Mermillod, Jean-Luc, Dutheil,
& Mondillon, 2018).

A common feature of these paradigms and much other work on ethical decisions
is that the choices involve a tradeoff between the welfare or interests of different indi-
viduals or groups (often, but not always, including the decision maker). When these
tradeoffs are particularly difficult, we refer to the choice problems as dilemmoas.

Through careful experimental manipulation of features of these choice problems,
behavioral scientists and moral philosophers have discovered many ways that ethical
decisions depart from normative ethical theories or other normative decision and behav-
ioral principles. A prominent example is moral luck (Nagel, 2012; Williams & Bernard,
1981), where judgments of moral blame or praise are based on consequences of actions
where the consequences are out of the control of the actor (such judgments are thought
to be inconsistent with a normative principle that morality should not be affected by
luck; Kant, 1998; Williams & Bernard, 1981). Another example is considering only a
subset of the ethically-relevant attributes of a decision, or making judgments or choices
based in part on non-relevant attributes (Nadurak, 2018; Sinnott-Armstrong, Young,
& Cushman, 2010).

One explanation for these and other departures from normative theory is that
people use moral heuristics or "mental short-cuts” (Sunstein, 2005) to make decisions.
These heuristics may be understood as adaptive in that they strike a balance between
cognitive effort and decision quality (Gigerenzer, 2010), but the practical concern is
that they may also lead to undesirable consequences in law, politics, and other areas
of public and private life (Nadurak, 2020; Sunstein, 2002).

Our concern in this work is whether ethical decisions also exhibit violations of some
of the most fundamental principles of axiomatic rational choice theory: consistency and
independence. More specifically, our empirical question is whether contextual preference

reversals arise in ethical choices, where a choice between two options or courses of action
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systematically varies as a function of properties of an unchosen option in the choice
set. Such contextual reversals have been shown to arise in multiple choice domains, e.g.
economic gambles, consumer goods, political candidates, perceptual size judgements
(Wedell, 1991; Huber et al., 1982; O’Curry & Pitts, 1995; Trueblood et al., 2013) and in
multiple decision making organisms, including humans, monkeys, slime molds (Huber
et al., 1982; Parrish, Evans, & Beran, 2015; Latty & Beekman, 2011). We will refer to
these phenomena as contextual choice reversals rather than preference reversals, using
a theoretically more neutral term that refers to the behavioral data rather than an
internal cognitive construct (preferences).

In the remainder of the chapter we first review the formal structure of decision prob-
lems that give rise to choice reversals, and summarize how we create ethical dilemmas
with this formal structure. We then provide the details of our three main experiments.
Experiment 1 constructs ethical dilemmas that are isomorphic to a seminal study
demonstrating choice reversals in economic gambles (Wedell, 1991), using variants of
a single scenario (a choice among rescue plans after a natural disaster). This study
yield ethical choice reversals with a pattern nearly identical to the original economic
experiment. Experiments 2 and 3 use a set of multiple distinct scenarios, including
some that involve attributes without clear objective rankings. These scenarios also
yield choice reversals, but to varying degrees.

We conclude with a summary and a discussion of limitations of the studies. We also
reconsider the question of rationality in light of new computational and mathematical
models of multi-attribute decision-making that predict contextual choice reversals as

a consequence of boundedly rational utility maximization.
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2.1 Contextual Choice Reversals and the Attraction Effect

Consider the following decision problem. You are choosing among three video games
to purchase, and are weighing price against quality, here assessed as user experience
of the game. The choices are a console-version video game that is very expensive
and provides you with a great experience, a PC-version of the same video game that is
cheaper but a lower quality experience, and a smartphone version that is the same price
as the PC-version, but an even lower quality experience. Suppose that you opt here
for the PC-version. But now consider a choice set with the same console-version and
PC-version, but with a tablet version that provides the same great user experience as
the console version but is more expensive. And suppose that faced with these options,
you choose the console version.

You have exhibited a contextual choice reversal: you have switched your expressed
preference between the console and PC-version of the game, dependent upon features
of a third unchosen option. No matter how you tradeoff or weight price and user
experience, your choice behavior is inconsistent. Under a standard account, you either
do not have stable preferences, or if you do, you do not choose rationally.

The structure of this example is a classic three-option two-attribute choice problem
in which two options, termed target and competitor, are of roughly equal expected
value but differ on both attributes: the target is superior to the competitor on one
attribute but inferior on the other. The third option is a decoy and is dominated by
the target, by being either inferior on both dimensions (2-dimensional dominance), or
equal one one and inferior on the other (1-dimensional dominance). By changing the
position of the decoy in attribute space, it is possible to change which of the other two
options is the dominating option (and therefore the target). The empirical finding that
moving the decoy in this way systematically changes expressed preferences is known

as the attraction effect, because the decoy positioning ”attracts” additional choices.
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Figure 2.1 (a, left) illustrates possible placements of decoy options using choice
among economic gambles (Wedell, 1991) as an example, where each option or gamble
is a probability and value pair (p,v). Selecting option (p,v) means playing ae gamble
which pays out v with probability p and 0 with probability 1 — p. The expected value
of each option is thus pv. Figure 2.1 (b, middle) shows the choice proportions reported
by Wedell (1991) for both 1-dimensional (1D) and 2-dimensional (2D) variants of the
decoy placement. Both the control and 1-D and 2-D problems involve the same set of
A and B options; there is an overall preference for the A options (corresponding in the
Wedell, 1991 stimuli to a risk-related preference for higher probability gambles). The
decoy placement systematically yields the attraction effect for both A and B options,
in both 1D and 2D decoy placements. Figure 2.1 (c, right) shows the within-subject
choice reversal rates for pairs of decision problems reported by Wedell (1991) for 1D
and 2D decoy placements. A pair of decision problems consist of identical A, B options,
with the decoy separately dominated by A and B. If a participant always selects the
target option in a pair, then there is a within-subject choice reversal. In most trials,
participants choose consistently (see Figure A.1, Appendix A.3), and within-subject
choice reversal rates are around 15% to 20%.

To investigate contextual choice reversals in ethical decisions, we use three exper-
iments that use ethical dilemmas that have the same formal structure as that shown
in Figure 2.1. The challenge in designing such dilemmas is finding scenarios in which
there is a trade-off between two attributes that impose the ethical dilemma, each of
which admit of three clearly distinct levels. Our first experiment addresses this chal-
lenge by creating ethical scenario isomorphs of the (Wedell, 1991) stimuli, using the

same probabilities and values as those stimuli.
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Figure 2.1: Decoy placement and attraction effect in Wedell (1991).

(a) Decoy placements illustrated with an example from Wedell (1991). When choosing
among sets of gambles, the decision maker makes a trade off between two attributes:
probability and the amount of money to win. Options A and B vary in both attributes
but have the same expected value. As shown above, decoys R, F, and RF are domi-
nated by A; decoys R’, F’, and RF’ are dominated by C. When the third option, the
decoy, is dominated by A, then A is the target and B is the competitor, and vice versa.
(b) Choice proportions showing the attraction effect in both 1-dimensional (1D) and
2-dimensional (2D) dominance problems. The effect may be seen in the higher propor-
tions of choices for the A options when the decoy is at A compared to when it is at B,
and higher proportion of choices for the B options when the decoy is at B compared to
when it is at A. There is an overall preference for option A. (¢) Within-subject choice
reversal rates in both 1D and 2D dominance problems reported in Wedell (1991).
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2.2 Materials & Data Availability

Experiment 1. All survey materials, data, and R analysis scripts are available from

Open Science Framework: https://osf.io/9eqga/

Experiment 2 & 3. All survey materials, data, and R analysis scripts are
available from Open Science Framework: https://osf.io/w8nrm/?view_only=
7a1d4608190742c6a188ce036e43d29d. Experiment 2 is pre-registered at https://

osf.io/4n9f7 and Experiment 3 is pre-registered at https://osf.io/7fdw8.

2.3 Experiment 1

We created ethical dilemmas by transforming the tasks in (Wedell, 1991) into isomor-
phic problems. The isomorphs were created by preserving the numerical values of the
(p,v) attributes of the original stimuli, but creating dilemmas from a forced choice
among disaster rescue plans with different probabilistic outcomes for saving lives. The
dilemma arises when choose between a plan with relatively moderately high probability
of success but saving fewer lives, and a plan with a lower probability success but saving
more lives. The tradeoff thus pits the lives of an imagined smaller group against the

lives of a larger group.
2.3.1 Method

2.3.1.1 Participants

Sixty participants were recruited from undergraduate psychology subject pool at the
University of Michigan. Nine participants were excluded due to either: 1) not finishing
the survey, or 2) failing the attention check question. In total, 51 participants (24

female; age M(SD) = 19(1.19) years) were included in the data analysis.
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2.3.1.2 Materials

In our experiment, decoy position (dominated by A/target versus dominated by
B/competitor) and decoy type (1D, 2D, and control) were manipulated as within-
subject variables.

We constructed experimental materials that contains 40 pairs of ethical dilemmas
(80 dilemmas in total), 10 pairs for each type of decoy. Each pair of dilemmas con-
tained two questions with the same target and competitor choices but different decoys
(dominated by A/at A and dominated by B/at B). Each participant completed a task
that contains 10 random pairs of dilemmas and all questions were displayed in a ran-
dom order. The task was implemented as a questionnaire using Qualtrics software
(Qualtrics, Provo, UT).

Our ethical dilemmas are isomorphic to the Wedell (1991) tasks while using a
scenario of choosing among disaster rescue plans (Figure 2.2): all numerical stimuli
(probability and numbers) are identical to Wedell (1991). We created the control (R’
decoys) by altering the values of a type of 1D decoy (R decoys) so that the R’ decoys
were dominated by both targets. Here is an example of a a pair of our task problems:

Decoy at A: A hurricane hits a small town causing most houses to be destroyed.
Three emergency rescue plans have been proposed. Assume that the exact scientific
estimates of the consequences of the programs are as follows, which program would

you choose?
A. A program that leads to a 40% chance of saving 25 people.
D. A program that leads to a 40% chance of saving 22 people.
B. A program that leads to a 30% chance of saving 33 people.

Decoy at B: A hurricane hits a small town causing most houses to be destroyed.

Three emergency rescue plans have been proposed. Assume that the exact scientific
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Figure 2.2: The illustration of the task structures of Wedell (1991) decision problem
(left) and our ethical dilemmas (right).

estimates of the consequences of the programs are as follows, which program would

you choose?
A. A program that leads to a 40% chance of saving 25 people.
D. A program that leads to a 25% chance of saving 33 people.

B. A program that leads to a 30% chance of saving 33 people.

Attention Check. We gave participants one attention check question. This question
was always presented at the end of the survey so that it did not interfere with other
scenarios. The question stated that the participant can only have time to save people
from one out of the three rooms in a burning house and asks the participant to choose

from saving 1, 3, or 5 people.
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Demographic Survey. Participants answered a short demographic survey at the
end. The questions included age, gender (male/female/other), age began to learn

English, language used mostly at home, and highest grade completed.

2.3.2 Results
2.3.2.1 Descriptive Analysis

In this section we show the descriptive results for our Experiment 1. As we focus on
the contrast between 1D and 2D decoy, we take the mean response rates for R and F
decoys as the response rates for 1D decoy in the following analyses. Similar to what we
see in Wedell (1991) results (Figure 2.3a), we can observe fairly clear attraction effects
across subjects in this experiment (Figure 2.3c) as well as the Wedell (1991) replication

study (Figure 2.3b).
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Figure 2.3: Attraction effect across subjects
(a). Attraction effect in Wedell(1991) with economic gambles; (b). Attraction effect in
our replication study of Wedell (1991) with economic gambles; (c). Attraction effect
in Wedell-isomorphic ethical dilemmas in Experiment 1.

To gain insights on how participants choose the alternatives and to visualize the
results, we also show the proportion of within-subject choice reversal for 1D and 2D
decoy. In our descriptive analysis, we coded the response data in terms of each partic-

ipant’s choice patterns for each pair of questions (Table A.5) for a clearer comparison
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between our results and the original ones in Wedell (1991). For this analysis, in each
question, we focused on the pairs presented to subjects and coded the four types of
response patterns: 1) choosing the same option for both questions in each pair (both
As or both Bs); 2) choosing targets for both questions in each pair (exhibiting a clear
choice reversal); 3) choosing opposite non-target options for both questions (i.e., B
when decoy is at A and A when decoy is at B); and 4) choosing the decoy at least once.

Decoy selection rates were low (< 10%) and the majority participants had consistent
choice with in each pair regardless of decoy type. Thus, we focus on the target choice
reversal rates and competitor reversal selection rates here (Figure 2.4, full results see
Appendix A.3). Generally, within-subject choice reversals occur around 10% to 15%
(see Table A.6, Appendix A.3 ). The proportions of choice reversals and choosing the
competitor in both questions in a pair (”competitor reversal”) in our ethical decision
making study are very similar to Wedell (1991) original results (Figure 2.4a). A clear
and strong choice reversal effect can be observed for the 1D decoy type, whereas the
preference reversal effect is less strong for the 2D decoy. In the control (R’) condition,

we observe the lowest choice reversal rates.

2.3.2.2 Bayesian Statistical Analysis

Statistical analysis was conducted in R (R Core Team, 2013) using a Bayesian logistic

regression model with RStan (Stan Development Team, 2017).

Statistical Models We used a Bayesian logistic regression model to estimate the
main effects and interactions of two predictors: decoy type (1D, 2D, control/R’) and
decoy position (atA, atB).

We set choosing B when the one-dimensional (1D) decoy is dominated by B (atB)
as the reference category. Thus, we let P(Y;;; = A) denote the probability that the

i-th participant’s choice is A (where i € {1,2,..., N} is the index of subjects, j €
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Figure 2.4: Within-subject response patterns.
Within-subject response patterns (competitor reversals & target choice reversals) are
shown in (a) for Wedell(1991) original study with economic gambles, (c) for Wedell
(1991) replication study and (d) for ethical decisions. The posterior estimates for our
main parameter of interest from the Bayesian logistic regression model, 8%, is shown
in (b). When this parameter is above zero, it indicates that the logodds of choosing
A to choosing B increases when decoy is changed to be dominated by A, suggesting a

choice reversal effect.
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{0,1} is the index of decoy positions, k£ € {0,1,2} is the index of decoy types, and

Zme{A,B} P(Yije =m)=1).

The full model is given as:
lOglt P(Y;Jk = A) = Bgm + BffpeXik + 6iecoyX7;j + ﬁﬁ/pe*decoyXinik’ (21)

where logit P(Y;;, = A) is the log probability of i-th participant choosing A, and
Bgm estimates the log odds for the baseline category. 3%V our main parameter of
interest, estimates the within-subject decoy position effect. Given the baseline, this
parameter indicates the change in log odds of choosing A over B when decoy is moved

from at B to at A. For example, a 8% of log(1.3) indicates a 30% increase in the log

Y

odds of choosing A over B. In other words, a positive 8% indicates within-subject

choice reversal.

Parameter ﬁiyp “ estimates the effects of decoy types on the rate of choice reversals

when it is considered together with the interaction term, 5" erdecoy  (Given our model
baseline, this parameter, together with the interaction term, informs us whether there
is a change in log odds of choosing A over B when decoy is 2D compared to 1D, as
the decoy is changed from at B to at A. For example, a coefficient of log(1.3) for the
combined two terms indicates a 30% increase in the log odds of choosing A over B.
Besides the full model, we also ran two other models (details in Appendix A.3):
the first model (Model 1) was a simple model excluding the control/R’ decoy or the
interaction between decoy position and decoy type. The model was consistent with the
data structure in Wedell (1991)’s original Experiment 1. In the second model (Model
2), we added decoy type control/R’ and estimated the interaction between decoy type

and decoy position.
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Priors Given that we did not have much prior information regarding our model
parameters, we chose to select prior distributions that were neither fully informative

nor flat. For the s, we used weakly informative priors: normal(0, 5).

Chain Convergence Evaluation For our full model, we ran four independent
chains and each of the four chains contains 2000 samples of each parameter. First
800 samples were part of the warmup (or burn-in period). This period allowed the
sampling process to converge to the posterior distribution, and we analyzed the sam-

ples after this period.

Posterior Statistics The posterior estimates for means and 95% credible intervals
(CI) for the parameters in all three models are shown in Table A.7, Appendix A.3.
For our full model, the central tendencies and 95% credible intervals of the posterior
distributions are shown in Figure A.2, Appendix A.3.

oY

All estimates and 95% CIs for our parameter of interest, beta’”, are positive,

suggesting a clear contextual choice reversal. Particularly, in the full model, the mean
estimate for beta® is 0.74, showing a choice reversal effect (Figure 2.4b). There is
109% increase in log odds of choosing A to B when decoy is moved from B to A. By
adding the interaction, we can also see that when decoy is moved from B to A, compared
to baseline category (1D), 2D decoy has a reversed effect (0.12 + (—0.30) = —0.18,
i.e., log(.83) = log(1 — 0.17), indicating 17% decrease in log odds of choosing A to
B). However, control decoy (R’) has a reversed effect (0.26 + (—0.98) = —0.72, i.e.,
log 0.49 = log(1 — 0.51), indicating 51% decrease in log odds of choosing A to B).
The results from this model also show that 1D decoy has a stronger effect than 2D

decoy (RF), and control/R’ decoy has a reversed effect. We will elaborate more on this

in the discussion.
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2.3.3 A Comparison between Ethical Decisions and Economic Gambles

We conducted an exploratory analysis to compare participants’ performances and tar-
get reversal rates in economic gambles (i.e., Wedell, 1991 replication, see Appendix
A.2) and in ethical decisions (i.e., the Wedell, 1991 isomorphic problems in Experi-
ment 1). All trials with R’/control decoy were excluded from the analyses as these
decoys were not expected to produce choice reversals in the first place.

The ethical decisions in Experiment 1 are essentially ethically-significant gam-
bles. This allows us to measure task performance based on expected utility. Each
participant’s performance is measured by the mean expected value (EU) of their
choices throughout the experiment. We found that participants in Experiment 1
(ethical decisions;N = 51, M = 9.96,SD = 0.06) performed significantly better
compared to participants in economic gambles (N = 150, M = 9.83,SD = 0.22),
t(195.85) = 6.335, p = .00 (Figure 2.5). Participants in Experiment 1 (N = 51,
M = 0.20,SD = 0.20) did not differ significantly from participants in economic
gambles (N = 150, M = 0.15,SD = 0.16) in terms of overall target reversal rates,
t(72.03) = 1.43, p = .157, despite of having larger mean target reversal rates (Figure
2.6b).

We also investigated the relationship between participants’ performances and their
within-subject target reversal rates in economic gambles and ethical decisions with a
simple Bayesian regression model using rstanarm (Goodrich, Gabry, Ali, & Brilleman,

2020):

performance =3° + 3'target reversal + 5%(experiment=1)
(2.2)

+ [*target reversal * (experiment=1),

where "target reversal” is the centered values of an individual’s target reversal rate
and "experiment” is a grouping variable indicating whether the values correspond to

Wedell (1991) replication study (experiment=0, i.e., the reference group) or ethical
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Figure 2.5: Distributions of performances (mean EV) in ethical decisions from Experiment
1 and in economic gambles from Wedell, 1991 replication.
decisions (experiment=1).

We used the default non-informative priors and ran four independent chains (4000
samples each, with the first 200 samples as the warmup). The posterior estimates
for model parameters and their 95% Cls are fully reported in Table 2.1 below. The
predicted mean performance for the reference group, economic gambles, is 79.78 +
0.60 target reversal”, whereas the predicted mean performance for the ethical decisions
group is 79.78 + 0.60 target reversal 4+ 0.20 — 0.63 target reversal”.

We show individual data points, fitted lines constructed from 500 samples from
the total 15200 posterior samples, and fitted lines constructed from medians (of each
experiment) of the posterior distributions of model parameters in Figure 2.6a. This
result indicates an interaction between type of decision tasks and target reversal rates.
In other words, the relationships between performance and target reversal rates are

different for ethical decisions and economic gambles. Specifically, in economic gambles,
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Parameter Rhat nefl mean sd  2.5% 50% 97.5%
BY (Intercept) 1.00 17139 9.78 0.02 9.73 9.78 9.82

St 1.00 11098 0.60 0.17 0.26 0.60 0.93
32 1.00 17954 0.20 0.05 0.10 0.19 0.29
33 1.00 12372 -0.63 0.32 -1.26 -0.63 0.01
mean_PPD 1.00 17054 9.83 0.03 9.77 9.82 9.88
log-posterior 1.00 6523 -42.62 1.61 -46.59 -42.29 -40.49
o 1.00 16642 0.29 0.01 0.27 0.29 0.32

Table 2.1: Experiment 1 — posterior statistics for parameters in the regression model
in equation 2.2. Intercept (3°) represents the effect of the reference group, economic
gambles (i.e., Wedell, 1991, replication), on performance.

higher reversal rates predict better performances.

2.3.4 Discussion

Our study is the first study that investigates and observes contextual choice reversals
in the domain of ethical decision making by using rigorously designed tasks with the
same structure as classic contextual choice reversal studies. By providing participants
with ethical dilemmas that require them to make a trade off between two attributes —
probability of saving lives and numbers of lives to save — while choosing among three
options: a target, a competitor (both of which have the same expected value), and a
decoy option, we found evidence for choice reversals when the decoy was either one-
dimensional (R, F) or two-dimensional (RF). One-dimensional decoys had a slightly
stronger effect than two-dimensional decoys.

We also compared performance in economic gambles and ethical decisions. The per-
formance in ethical decisions are better, and higher target reversal rates predict better
performance in economic gambles but not in ethical decisions. In ethical decisions, the
relationship between performance and target reversal rate is difficult to see due to the
overall high performance in the ethical decision tasks, which create a ceiling effect.

Although we found evidence for contextual choice reversals in the ethical domain,

we acknowledge several drawbacks of this Experiment. First, this task only involves
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Figure 2.6: Relationship between performance and target reversal rate and distribution
of reversal rates in Experiment 1.

(a) Relationship between performance and target reversal rate — each dot represents
one subject. The light-color lines are constructed from 500 random samples from the
total 15200 posterior samples and the dashed lines are medians from the posterior
distributions of model parameters; (b) Distributions of target reversal rates in ethical
decisions (Experiment 1) and economic gambles (Wedell, 1991, replication). The lines
show overall target reversal rates in two experiments, and the blue dashed line shows
the overall target reversal rates in Wedell (1991).
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two attributes (the probability of saving lives and numbers of lives that can be saved).
Both of these attributes can be measured on continuous scales, making it simple to
compare the levels within each attribute (e.g., saving more lives is preferred and higher
probability is preferred). Second, this task only involves one scenario — choosing a
rescue plan following a natural disaster. In reality, people face various types of ethical
dilemmas in all kinds of scenarios — some could be high-level, big decisions such as
determining rescue plans, but some could also be more immediate, personal decisions
such as whether one should spend more money on a product that is fair-trade and
environmental friendly. Based on our current task, we cannot directly generalize our
findings to other ethical domains without further investigations, as ethical choices in
other domains involve very different scenarios and attributes.

Lastly, the sample size in this study is fairly small (N = 51). This inevitably leads to
low precision for estimated posterior distributions of our statistical model parameters.
We believe it is necessary to increase sample size in the following studies to achieve
higher precision for parameter estimation.

In our following studies, we explore contextual choice reversals in ethical decisions
further by creating tasks spanning various ethical domains. These domains include
both personal choices such as whether to buy a product from a company that charges
more money but provides better health benefits to its employees and choices that are

connected to policies that influence groups of people such as choosing a rescue plan.

2.4 Experiment 2

In our previous experiment, we found empirical evidence for contextual choice reversals
in a domain that involves ethical decision making. However, the previous study only
involved repeated tasks that contained the same two attributes (probability of saving

lives and numbers of lives saved, both of which could be expressed numerically) in a
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rescue-plan-selection scenario. Therefore, our new study aims to:

1. replicate our existing finding that contextual choice reversals can be observed in

ethical decisions.

2. follow the design of the previous study and expand the decision tasks to various

domains that involve ethical decisions.

One of the most challenging aspects of designing this experiment is to map the
structure of contextual choice reversal tasks to ethical decisions in a greater variety of
scenarios (rather than just the probability of saving lives and numbers of lives saved).
To create the structure of contextual choice reversal tasks with a dominating target,
a competitor, and a decoy option, we need three options with two attributes, and two
to four levels in each attribute. This allows us to have the structure where the target
and the competitor each is a dominating option on only one attribute, and the target
dominates the decoy on both attributes (Figure 2.7). If one of the two attributes have
only two levels, then the target only dominates the decoy on one attribute. The target
and competitor options also need to be equally attractive. The ranking of the levels in
each attribute needs to be clear (e.g., the fourth level is always preferred to the first
level) among decision makers for the assumed dominance relationship in this structure
to hold.

While number of lives saved have a clear objective rank as an attribute (i.e., larger
numbers of lives saved are better), some specific ethical scenarios require us to use
attributes whose levels do not have clear objective ranks. For example, in a dilemma,
participants need to decide which prisoner to release while making a trade-off between
the age of the victim and crime motivation. All prisoners in this dilemma robbed
victims of different age and their crime motivations range from ”to pay off gambling
debt” to "to buy medication for their sick parent” or "to buy medication for their sick

child”. Although we may assume that it is more permissible to commit a robbery to
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Figure 2.7: The structure for a pair of dilemmas that have the structure of a classic
contextual choice reversal task.

If both attributes have four levels, then we can create two-dimensional decoys. If one of
the attributes have two levels, we can create a pair of dilemmas with one-dimensional
decoys. For example, if attr; only has level 2 and level 4, the required relationships
among target, competitor, and decoy still hold, with the decoy being one-dimensional.

save a loved one than to pay off gambling debt, there is no objective standard on which
motivations are more permissible, especially considering that each decision maker has
their own individual experience and ethical values. Thus, we need to gather data to
know that, given the sample we have, how the levels in an attributes should be ranked.

To find the majority-preferred rankings of levels in each attribute, we conducted a
small study with 57 participants from the psychology undergraduate subject pool at
the University of Michigan.

In this study, we investigated individuals’ preferences among four levels of each
attribute that we would use to construct ethical dilemmas subsequently. The attributes

and each attribute’s four levels are shown in Table 2.2.
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Attribute

Levels

Car crash victim age
Crime

Crime (theft) location

Crime (theft) victim’s age
Crime (theft) motivation

Pollution
Emergency delivery speed
Responsibility

Employment duration
Car crash injury level
Shoe cost

Computer cost

Shoe salary

Computer salary

baby, child, teenager, adult

stealing a laptop from an unattended room, physical
assault without a weapon, physical assault with a
gun, rob a person at gun point
warehouse, local pharmacy,

someone’s home

child, teenager, middle-aged person, old person

for a sick child, for a sick parent, for a friend’s sick
pet, to payoff gambling debt

low, medium, high, very high

overnight, 3 days, 5 days, 7 days

often miss work but finish most tasks, often late to
work but finish most tasks, finish tasks, very loyal
and do an excellent job

6 months, a year, 2 years, 3 years

lose a leg, lose both legs, total paralysis, death

low ($55), medium ($68), high ($86), highest ($113)
low ($192), medium ($258), high ($532), highest
($1131)

use child labor, pay the workers poorly, pay the
workers fairly, pay the workers well and provide
health benefits

use child labor, pay the workers poorly, pay the
workers fairly, pay the workers well and provide
health benefits

elementary school,

We constructed six pairwise comparisons among the four levels of each attributes

We found that there were consistent preferences among participants in some at-

Table 2.2: Experiment materials for constructing ethical dilemmas: attributes and
their four levels.

and all subjects were asked to make a choice in each pairwise comparison. An example
of a set of questions that are pairwise comparisons among the four levels of the attribute

”crime motivation” is included in Appendix A.4.2.

tributes (such as speed of delivery) but not in all attributes. There were individual
variations in the preferences for ranking of the levels within an attribute. To create

materials for our tasks, we kept the attribute for which more than half of the par-
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ticipants provided the same ranking orders. For example, for the ”crime motivation”
attribute, > 50% participants ranked the levels as ”stealing prescription drugs for a
sick child” > 7stealing prescription drugs for a sick parent” > ”"stealing prescription
drugs for a friend’s sick pet” > "stealing prescription drugs to pay off gambling debt”.
With such information, we were able to construct tasks for Experiment 2.
Experiment 2 involves three parts. Part 1 aims to check that participants’ prefer-
ences are consistent with the rankings from the pilot study. Part 2 and Part 3 are the
9 ethical dilemmas with Wedell(1991)-like structures. Details of the three parts are

provided below in the Method section.

2.4.1 Method
2.4.1.1 Participants

After completing a power analysis (Appendix A.4.1), we recruited 502 U.S. participants
(256 female; age M(SD) = 33(12.26) years) from Prolific (www.prolific.co) to complete
this study in three sessions. We included the 475 participants (242 female; age M(SD)

= 33(12.19) years) who completed all three parts in the data analyses.

2.4.1.2 Materials

This experiment follows a 2x2 mixed design with one between-subject variable and one
within-subject variable. The between-subject variable is decoy type (1D vs. 2D) and
the within-subject variable is decoy position (atA, atB). We have 9 items/scenarios
in total. The scenarios and their two attributes/dimensions are shown in Table 2.3
below. In the following section, we provide a brief ethical content analysis of the
scenarios. The complete descriptions of the scenarios are in Table A.8, Appendix A.4.3.
7 scenarios ( emergency delivery, jail overcrowding, rescue plan, rescue a survivor,

firing an employee, worker welfare, worker welfare 2) have both 1D and 2D decoys
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whereas 2 ( jail overcrowding 2, inevitable injury) have only 1D decoys. Thus, as each
participant sees all 9 items, decoy type is only between-subject for the 7 scenarios that

have both 1D and 2D decoys. Each item is a pair of questions: in one question, decoy

is at A, and in another, at B.

Scenario

Attribute 1

Attribute 2

emergency delivery

speed of an emergency
drug delivery

the amount of pollu-
tant produced by the
vehicle

jail overcrowding

motivation for com-
mitting a robbery

probability — of  re-
committing the same
crime

jail overcrowding 2

motivation for com-
mitting a robbery

age of the victim

inevitable injury

type of injury in an in-
evitable car accident

probability of the in-
jury

rescue plan

number of lives to save
n a rescue

probability of saving
the lives successfully

rescue a survivor

age of the survivors in
a natural disaster

probability of saving
each survivor

firing an employee

how much sense of
responsibility an em-
ployee has

how many years an
employee has worked
at the company

worker welfare

price of the laptop

how well the company
that sells the laptop
treats its workers

worker welfare 2

price of a pair of boots

how well the company
that sells the boots
treats its workers

Table 2.3: The nine scenarios we created for Experiment 2 and their two at-
tributes/dimensions.

Ethical Content Analysis of the Scenarios. Recall that we follow the definition
in Yu et al (2019) that ethical decisions are decisions that affect others’” welfare (Yu et
al., 2019). In this section, we provide a content analysis of the scenario by explaining

how each scenario poses a dilemma in which the welfare of different parties is at stake.
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1. emergency delivery: In this scenario, the decision maker needs to select a vehicle
to complete an emergency drug delivery to a remote village while making a trade-
off between the speed of the vehicle and the amount of pollutant that the vehicle
produces. The speed of the vehicle directly affects the welfare of the villagers
who are in need of the emergency medication, however, the faster vehicle also
produces more pollutants, which would further threat the environment, posing a

long-term threat to all people.

2. jail overcrowding: In this scenario, the decision maker needs to decide which
prisoner to release due to overcrowding issue in a small town. The trade-off is
between deciding based on the original motivation of the crime and the proba-
bility of the prisoner to recommit the same crime after being release. This poses
a dilemma because even though it is more permissible for someone to commit
robbery to buy drugs for their sick child (compared to the motivation of paying
off gambling debt), this act is associated with higher probability of recommitting
the same crime — which damages the welfare of the robbery victim. Essentially,
the welfare of the released prisoner or their family is pitted against the welfare

of potential victims and the society in general.

3. jail overcrowding 2: In this scenario, the decision maker needs to decide which
prisoner to release due to overcrowding issue in a small town. The trade-off
is between deciding based on the original motivation of the crime and deciding
based on the age of the victim. This poses a dilemma because even though it
could be permissible for someone to commit robbery to buy drugs for their sick
child, it could be less permissible to rob an old person or a child at the same
time. Essentially, the welfare of the released prisoner or their family is pitted

against the welfare of potential victims.

4. inevitable injury: In this scenario, the decision maker takes over the automatic
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car that is lost control and must make a decision of which pedestrian to run into
— otherwise all passengers in the car dies. Running into different pedestrians
cause different injury to them with different probabilities — and weaker injury
is associated with higher probabilities. This decision directly affects the welfare

of the pedestrians involved.

. rescue plan: This scenario is taken from Experiment 1, where the decision maker
must decide on a rescue plan after a hurricane — each plan leads to saving
different numbers of people, but saving more people is associated with lower
probability of a successful rescue. In this decision, the survival of the few people

is pitted against the survival of many people.

. rescue a survivor: In this scenario, the decision maker also needs to decide on
who to rescue after a hurricane — but this scenario focuses on the welfare of
single survivors. The younger survivor is less likely to be successfully rescued.

Here, the survival of individuals are pitted against the survival of each other.

. firing an employee: In this scenario, the decision maker needs to decide which
employee in a company to fire due to low sales. The employees involved in the
decisions have worked at the company for different numbers of years (i.e., some
employees have more experience), but the ones who have worked at the company
for longer may have less sense of responsibility (e.g., they may often miss work or
come to work late). This decision also directly impacts the welfare of the involved

employees.

. worker welfare and worker welfare 2: In these two scenarios, the decision maker
decides on which product to buy. The scenarios involve different types of prod-
ucts. However, in both scenarios, some products are cheaper, but they may be

produced by companies that do not treat their employees well (or use child la-

38



bor); some products are more expensive, but they are produced by companies
that pay their employees well and provide health benefits. In these scenarios, the
welfare of the decision maker is directly involved — and it is pitted against the

welfare of the companies’ employees.

Demographic Survey. At the end of Part 1 of this experiment, all participants also
answered a short demographic survey at the end. The questions included age, gender
(male/female/other), age they began to learn English, language used mostly at home,

and highest grade completed.

2.4.1.3 Procedures

Participants completed Part 1, Part 2, and Part 3 of the experiment in three separate
sessions, each session activated on Prolific (www.prolific.co) the day after the previous
session.

Part 1 of the experiment contains 16 sets of decision tasks. Each set contains four
questions and each question is a decision task with three multi-attribute options. One
attribute is the same among the four options and another attribute varies on four
different levels. Each participant was randomly presented with one question from each
set. In total, each participants completed 16 decision tasks in the first part. We show
an example of a question in Table 2.4. In this example, the attribute pollution is the
same among the options whereas the attribute speed varies. An example of the full set
of questions corresponding to the speed vs. pollution dilemma is given in Appendix
A4.4.

Materials of Part 2 and 3 of the experiment contain the 9 items in pairs. Each part
has 9 two-attribute multiple choice decision tasks. To manipulate decoy position and
decoy type, we created four different versions of the tasks in Part 2 and 3. The task

versions of Part 2 and Part 3 are presented in Table 2.5 below.
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Decision problem:

You are responsible for an emergency delivery of medical supplies to
a small village to prevent some serious illness. There are different
vehicles that you may choose from. They all cost the same and pro-
duce the same amount of pollutants but vary in the delivery speed
(overnight, 3 days, 5 days, 7 days). Which of the following vehicles
do you choose?

Options:

Pollution Emergency Delivery Speed
Produces a low amount of pollu- Delivers overnight

tants

Produces a low amount of pollu- Delivers in 3 days

tants

Produces a low amount of pollu- Delivers in 5 days

tants

Table 2.4: An example of a question with the attributes pollution and emergency
delivery speed.

Part Version Decoy Position Decoy Type

2 1 atA 1D
2 atA 2D
3 atB 1D
4 atB 2D
3 1 atB 1D
2 atB 2D
3 atA 1D
4 atA 2D

Table 2.5: The four task versions in Part 2 and 3 of Experiment 2.

Each participant was randomly assigned one of the four versions of tasks. If a
participant completed version 1 in Part 2, then they would also complete version 1 in
Part 3. For each task version, Part 2 and Part 3 differ in decoy position, but not in
decoy type. In other words, for the 7 items that have both 1D and 2D decoys, each
participant saw either 1D or 2D version of the items but not both. For each item, each
participant saw both when the decoy was "atA” and when the decoy was ”atB”.

All decision tasks were implemented in Qualtrics software (Qualtrics, Provo, UT).

The assignment was done as participants signed up for one out of four separate 3-part
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studies on Prolific (www.prolific.co). All participants received the same link to the
Part 1 questionnaire, and each participant received corresponding links to Part 2 and

Part 3 questionnaires depending on which study they signed up for.

2.4.2 Results
2.4.2.1 Descriptive Analysis

Part 1 results showed that participants mostly made consistent choices when they were
asked to choose among three options representing three of four levels in an attribute.

In the following analyses, we exclude the firing an employee item due to an exper-
imental error and the rescue a survivor item due to its extremely high decoy selection
rates (1D decoy: .45; 2D decoy: .42). The exclusion of the rescue a survivor item
in statistical analyses does not change any of the following conclusions, and the full
results with the rescue a survivor item are included in Appendix A.4.5. We also focus
on the aggregated data across items. For the complete descriptive results by each item,
see Appendix A.4.5.

Asin Experiment 1, we present the attraction effect across subjects first. During the
first session, participants saw all the scenarios for the first time. The choice proportions
in the first occurrences of the scenarios allow us to explore the attraction effect exhibited
in the data. If we see that the target is preferred over the competitor under the
presence of the decoy, then we observe an attraction effect across participants. In
this experiment, we observe an attraction effect at the first occurrences of scenarios
(Figure 2.8). However, the effect is not present in the second session, potentially due
to memories of the scenarios from the first session, considering all scenarios are fairly
distinctive.

We then analyze the within-subject choice reversals. Given how choices are made

within each pair of dilemmas presented to participants, we code four types of response

41



1D 2D 1D 2D

-
=}
S
-
Q
S

o
~
o

decoy decoy
position position

50~ M ata ) I aa
. N . . N
0.00- e 0.00- e e —
A B ) A B A B D A B D

)
choice choice

o
)
&

choice proportion
g
°
B

choice proportion
)
@
8

(a). Attraction effect from data in the (b). No attraction effect from data in
first session the second session

Figure 2.8: Aggregated choice proportions during the first and second session in Ex-
periment 2 (N=475).
We observe an attraction effect across subjects in the first session, but the effect is
not present in the second session.

patterns: 1) choosing the same option for both questions in each pair (both As or
both Bs), i.e., choosing consistently; 2) choosing targets for both questions in each
pair (exhibiting a clear choice reversal); 3) choosing competitors for both questions in
each pair (competitor reversal); 4) choosing decoy at least once. Again, as expected,
participants most frequently selected the option consistently (although less compared
with the results in Wedell, 1991), we present only response rates for decoy selection
("decoy selected”), choosing the competitors for both questions in a pair (”competi-
tor reversal”), and within-subject choice reversals ("target reversal”). For complete
proportions of choice patterns in Experiment 2, see Figure A.4, Appendix A.4.5.

As the aggregated data show, choice reversal rates (1D decoy: 0.22; 2D decoy: 0.23)
in Experiment 2 are higher than those in Wedell (1991). However, the rates for decoy
selection (1D decoy: 0.07; 2D decoy: 0.04) and competitor reversals (1D decoy: 0.15;
2D decoy: 0.23) are slightly higher than those in Wedell (1991) as well. We do not

observe a different between 1D and 2D decoys.
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Figure 2.9: Response patterns (competitor reversals & target/choice reversals) aggre-
gated over all items in Experiment 2 (N=475).
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2.4.2.2 Bayesian Statistical Analysis

Data analysis was conducted in R (R Core Team, 2013) using a Bayesian multinomial

logistic regression model with RStan (Stan Development Team, 2017).

Statistical Models The model setup is very similar to that in Experiment 1. We
used a Bayesian multinomial logistic regression model to estimate the decoy type effect
(1D vs. 2D), the decoy position effect (atA, atB), and their interactions.

We set choosing B, decoy dominated by B, and decoy being 1D as the reference
category. Let m € {1,2,3} denote the responses D, A, and B. Let P(Y,;, = m)
denote the probability that the i-th participant’s choice falls in the m-th category
(1 € {1,2,..., N} is the index of subjects, j € {0, 1} is the index of decoy positions.
k € {0,1} is the index of decoy types). > P(Yix = m) = 1. We set choosing B
as a baseline and use the logistic regression to compute the log probability of i-th
participant choosing m.

We used two models to analyze the data from this experiment. The full model
estimates the decoy position and type effects, the interaction between decoy type and

position, as well as an item variance:

categorical P(Yij, = m) = BI™ + Witempy + B2 Xy, + BV Xy + Blperdecoy X, X

(2.3)
B~ N(0,5), (2.4)
w ~ N(0,0,), (2.5)

where categorical P(Y;j; = m) is the log probability of i-th participant choosing
m, and 9" estimates the log odds of choosing m to the baseline. When m = A, our
decoy

main parameter of interest, 5, ° estimates the within-subject decoy position effect

— the change in log odds of choosing A over B when decoy is moved from at B to at
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A. Parameter i‘yp “ estimates the effects of decoy types on the rate of choice reversals

when it is considered together with the interaction term, §YP<*%.
Besides the full model, we also ran a simple model without item variance on each

of the item separately:

Categorical P(Y;jk = ’ITL) = B}Qnm + BigpeXik + ﬁgfcoyXij + Bzgpe*decoyXinik (26)

B~ N(0,5) (2.7)

Priors We used weakly informative priors for all s: normal(0,5); the prior for item

variance was normal(0,1).

Chain Convergence Evaluation For our full model, we ran four independent
chains and each of the four chains contains 4000 samples of each parameter. First 800
samples were part of the warmup (or burn-in period). This period allowed the sampling
process to converge to the posterior distribution, and we analyzed the samples after
this period. To interpret posterior distributions more cautiously and accurately, we
first checked chain convergence through traceplots and Rhat (Sorensen, Hohenstein, &
Vasishth, 2016). The traceplots for parameters (not included) suggest that the chains
have converged for all parameters. The Rhat values from Table A.9 in Appendix A.4.5,

have shown convergence as well.

Posterior Statistics The posterior estimates for means and 95% credible intervals
(CI) for the parameters in the full model are shown in Table A.9 and Figure A.9 in
Appendix A.4.5. Full results for the simple model applied to separate items are also
included in Appendix A.4.5.

decoy

The posteriors for our main parameter of interest, 5,7, for the aggregated data

with the full model as well as for each scenario with the simple model are shown in
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Figure 2.10: Posterior estimates for means and 95% Cls of the main parameter of

interest, %, for the full model (aggregated data) and for each scenario analyzed

with the simpler model.

For the aggregated data, the estimated mean for the parameter 89°Y is 0.29 and
its 95% CI is entirely above 0 (95% CI = [0.16, 0.41]), suggesting that we have a clear
overall choice reversal effect in aggregate. By adding an interaction between decoy
position and decoy type, we also see that contrary to what we expected, when decoy is
moved from B to A, compared to the baseline category (1D), 2D decoys have a slightly
stronger effect (0.69 — 0.28 = 0.41).

Results from the simple model applied to individual items provide us with more
insights on the variations among items. For items without 2D decoy, we simply ap-
plied the model to those individual items without S%%P¢ and interaction terms (i.e.,
categorical P (Y, =m) = 9™ + Bdecov X;.). We observe very clear choice reversals for

four items: inevitable injury, jail overcrowding, rescue plan, and emergency delivery.

46



2.4.3 Discussion

This study focuses on exploring contextual choice reversals in decisions in various
ethical domains. Similar to Experiment 1, our experiment follows the same structural
design for the ethical dilemmas to create a choice environment commonly used in
tasks that investigate contextual choice reversals. Different from Experiment 1, this
study extends the ethical domains beyond where the decision maker needs to choose
a rescue plan. We created various scenarios that touch on environmental concerns
(e.g., emergency delivery) and human rights concerns (e.g., worker welfare). We also
moved beyond using task stimuli that are isomorphic to Wedell (1991) tasks. Instead,
the attributes in these dilemmas are often qualitative — not all attributes are on a
continuous scale — thus, the decision maker cannot calculate expected values directly
by multiplying the attribute values together.

We found evidence for contextual choice reversals in aggregate, and we observed
variations among individual items — we found very clear contextual choice reversals
in some items, but not in all. First, we found preference reversals in the rescue plan
item, an item taken directly from Experiment 1 and isomorphic to Wedell (1991)
tasks. This result replicates Experiment 1. Other items that produced clear contextual
choice reversals include inevitable injury, jail overcrowding, emergency delivery. In the
following discussion, we put more focus on the items that did not produce contextual
choice reversals and consider why they didn’t work as we expected. The between-
subject choice proportions for each item (Figure A.8 in Appendix A.4.5) can provide

us with insights.

Using probability as a guide. For the items that involve probability as an at-
tribute, people often use probability as a guide. And we often observe a risk preference
effect where people prefer higher probabilities. Item rescue a survivor has extremely

high decoy selection rate in both 1D-decoy version and 2D-decoy version, especially for
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the decoy dominated by option B (Figure A.8a). Such high decoy selection rate (as
high as target options) indicates that there is overwhelming preference for the decoy
option when the decoy is dominated by B. In this item, people make a trade-off between
age of people being rescued and probability of rescuing. When the decoy is dominated
by option B, the decoy and target have the same age attribute (65-years-old) and differ
in probability (55% and 60%) whereas the competitor shows a 40% probability of res-
cuing a 35-year-old person. The overwhelming decoy selection rate could be due to a
strong preference for high probability in this context. The same general preference for
higher probability of rescue can even be seen in the dilemma that produced preference
reversals as well — rescue plan (Figure A.8f). Similarly, in the inevitable injury item

(Figure A.8b), we could see a general preference for low probability of injury.

Unbalanced target and competitor. The item jail overcrowding 2 had slightly
high decoy selection rates and very consistent selection rates. In this item, the decision
makers have to choose which prisoner to release — all prisoners committed robbery
but for different reasons. There was an overwhelming preference for option B (one who
robbed a teenager to buy medication for his sick child; Figure A.8d). In other words,
the two options are not equally attractive.

The unbalance could be explained on two levels. First, it is possible that one
attributed is weighed more than the other during the decision making process — in
this case, people could be generally more forgiving for those who try to save their child.
Second, such unbalance is closely related to the challenges of mapping the structure of
contextual choice reversal tasks to ethical decisions with attributes that have discrete
levels. Although we did a pilot study to construct attributes with levels that have a
majority-preferred ranking, we do not know if the difference between two levels are
equal across attributes. This could suggest that the differences between target’s and

competitor’s levels for victim age attribute (middle aged person, teenager) are not
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distinctive enough. Thus, the options may seem to be closer together on the victim
age attribute, pushing people to focus more on the motivation attribute.

Similar unbalance could be observed in worker welfare and worker welfare 2 (Figure
A8 ¢ & g). Tt is possible that the prices of the products are not distinguished enough,

pushing people to focus more on the employee payment attribute.

Finding contextual choice reversals in aggregate and in some items in Study 2
suggests that there is potential to generalize our finding of contextual choice reversals
to more ethical domains. However, we also face many challenges. The main challenges
are: 1) despite finding attributes in various scenarios that have levels with a majority-
preferred ranking, not everyone have the same ranking in the given context; 2) we only
have ordinal information on the discrete levels of an attribute, but we cannot know to
what extent the levels differ from each other. Lastly, the items we used in our scenarios
could be memorable. It is possible that people could remember the scenario even as
they completed Part 2 and Part 3 one day apart.

In the following study, we revise the items accordingly to address these potential

1ssues.

2.5 Experiment 3

Our Experiment 2 found empirical evidence for contextual choice reversals in a variety
of ethical domains, providing us with potential to generalize our results in the ethi-
cal domain. However, we also found that item/scenario variations where some items
produced contextual choice reversals and some did not.

In this experiment, we made four main changes to Experiment 2:

1. Item revisions. We excluded the previous rescue a survivor item due to its

extremely high decoy selection rates. We included the firing an employee item
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correctly. We modified the three items worker welfare, worker welfare 2, and
motivation & victim age separately to make the differences among price attributes

and victim age attribute larger.

2. Randomization for decoy types. Instead of having three sessions, we put
previous Part 2 and Part 3 together into one session. We manipulated decoy
type as a within-subject variable. This allowed us to randomly present the 1D

or 2D version of each item to each participant.

3. Manipulation of task instructions. We explored whether the knowledge of
the existence of the dominance relationship between the target option and the
decoy would increase contextual choice reversals by pushing the participants to
look for the direct comparison between a dominating option (i.e., the target)
and a dominated option (i.e., the decoy). Thus, we added the new between-
subject manipulation of instruction, where participants will be randomly given

an instruction that introduces the dominance of the target over the decoy.

4. Fillers. We introduced 16 fillers to make the critical items that we constructed

less distinguishable.

This experiment involves two parts. As in Experiment 2, Part 1 aims to check that
participants’ preferences are consistent with ranks of various levels of the attributes that
we used to construct the dilemmas. Part 2 contains the 8 critical items with Wedell
(1991)-like structures. Details of the two parts are provided below in the Method

section.
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2.5.1 Method
2.5.1.1 Participants

We recruited 500 U.S. participants from Prolific (www.prolific.co) to complete this
study in two sessions (demographic data were collected during the second session) and
480 participants (260 female; age M(SD) = 32(11.32) years) finished both sessions. We
included the 456 participants (251 female; age M(SD) = 32(11.38) years) who passed

the attention check in the data analyses.

2.5.1.2 Materials

This experiment follows a 2 x 2 x 2 mixed design with 1 between-subject variable
and 2 within-subject variables. The between-subject variable is whether the partici-
pant receives the instruction explaining dominance or not. The within-subject vari-
ables are decoy type (1D vs. 2D) and decoy position (atA, atB). We have 8 critical
items/scenarios (Table 2.6) and 16 filler items/scenarios. The specific descriptions of
the critical items can be found in Table A.8, Appendix A.4.3. Among the 8 critical
items, 6 items (emergency delivery, jail overcrowding, rescue plan, firing an employee,
worker welfare, worker welfare 2) have both 1D and 2D decoys whereas 2 items (jail
overcrowding 2, inevitable injury) have only 1D decoys. Fillers do not have decoys, but
they have a structure that imitates that of critical items. In other words, each filler
also has two versions where two out of the three options are the same and the third

option varies in the two versions. All participants will see all 24 items (48 questions).

Attention Check. We created eight multiple-choice questions asking about vari-
ous details in the scenarios, such as "which of the following is not a motivation for
committing a robbery in the decision problems”. Each participant was randomly pre-

sented with five out of eight questions. If a participant answers at least three questions
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Scenario

Attribute 1

Attribute 2

emergency delivery

speed of an emergency
drug delivery

the amount of pollu-
tant produced by the
vehicle

jail overcrowding

motivation for com-
mitting a robbery

probability  of  re-
committing the same
crime

jail overcrowding 2

motivation for com-
mitting a robbery

age of the victim

inevitable injury

type of injury in an in-
evitable car accident

probability of the in-
jury

rescue plan

number of lives to save
In a rescue

probability of saving
the lives successfully

firing an employee

how much sense of
responsibility an em-
ployee has

how many years an
employee has worked
at the company

worker welfare

price of the laptop

how well the company
that sells the laptop
treats its workers

worker welfare 2

price of a pair of boots

how well the company
that sells the boots
treats its workers

Table 2.6: Critical scenarios in Experiment 3.

correctly, they pass the attention check.

Demographic Survey. Between the two blocks in Part 2 of the study, participants
answered a short demographic survey at the end. The questions included age, gender
(male/female/other), age began to learn English, language used mostly at home, and

highest grade completed.

2.5.1.3 Procedures

Participants completed Part 1 and Part 2 of the experiment in two separate sessions,
each session activated on Prolific (www.prolific.co) the day after the previous session.
Part 1 of the experiment is the same as the Part 1 of Experiment 2. This part

contains 30 sets of decision tasks. Each set contains four questions and each question
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is a decision task with three multi-attribute options. One attribute is the same among
the four options and another attribute varies on four different levels. Each participant
was randomly presented with one question from each set. The attributes in this part
includes both attributes that appear in critical items and attributes that appear in
fillers. In total, each participant completed 30 multiple-choice decision tasks in this
part.

Before participants started Part 2 of the experiment, they received an instruction
about the decision tasks. The instruction is either a task instruction asking the partic-
ipants to follow the instructions in the question carefully and choose the action they
would be most likely to take in the given scenario or an instruction with additional
explanations on what a dominating option and a dominated option is using an example
from Huber et al. (1982). In the latter instruction, participants were also be told that
some of the scenarios they see in the task will have a dominating option and a domi-
nated option. Each participant was randomly presented with either a task instruction
only or with the instruction that has explanations on dominance.

Part 2 of the experiment contains 24 pairs of multiple-choice questions (48 questions
in total). 8 pairs are critical items and the other 16 pairs are fillers. All 24 pairs of
questions were presented in 2 blocks, with a demographic survey separating them. To
manipulate decoy position, we created two different versions of the tasks in Part 2,

presented in Table 2.7 below.

Block Version Decoy Position Fillers

1 1 atA filler version 1
2 atB filler version 2
2 1 atB filler version 2
2 atA filler version 1

Table 2.7: The two task versions in Part 2 of Experiment 3.

Each participant was randomly presented with one of the two versions of tasks. If

a participant completed version 1 in block 1, then they would also complete version
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1 in block 2. Each block contains 24 questions, presented in a random order. Block
1 and 2 differ in decoy position and filler versions. When each item is presented to a
participant for the first time, its 1D or 2D decoy version is presented randomly. If
an item’s 1D decoy version is presented in block 1, then its 1D decoy version will be
presented in block 2 as well.

At the end of Part 2, all participants completed a section of attention check ques-
tions, asking them details about the scenarios in the decision tasks.

All decision tasks were implemented and randomized in Qualtrics software

(Qualtrics, Provo, UT).

2.5.2 Results
2.5.2.1 Descriptive Analysis

Part 1 results (not included) showed that participants were mostly consistent when
they were asked to make a choice among three options representing three of four levels
in an attribute.

In the following analyses, we excluded the firing an employee item due to its dis-
tinctively high decoy selection rate (1D decoy: .26; 2D decoy: .18). The exclusion of
the firing an employee item does not change any of the following conclusions, and the
full results with the firing an employee item are included in Appendix A.4.6. We also
focus on the aggregated data across items. The complete descriptive results by each
item are in Appendix A.4.6.

As in previous experiments, we first report the attraction effect across subjects
(Figure 2.11). Although participants completed the pairs of items in one session, they
still saw the different versions of items (decoy-at-A and decoy-at-B for critical items)
in two separate blocks. Similar to Experiment 2, we observe attraction effect across

subjects at the first occurrences of scenarios. The attraction effect is not present in
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the second block, potentially due to memories of the scenarios from the first block.

1D 2D 1D 2D
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(a). Attraction effect from data in the (b). No attraction effect from data in
first block the second block

Figure 2.11: Aggregated choice proportions during the first and second blocks in Ex-
periment 3 (N=456).

We observe a clear attraction effect across subjects in the first block, but not in the
second block.

We also show the proportions of choice patterns in Experiment 3 in Figure 2.12
below, excluding rates for consistent choices (see Figure A.11, Appendix A.4.6 for
full results). The consistent-selection rates are extremely high (1D decoy: .78; 2D
decoy: .82), indicating that participants mostly chose consistently between the pair of
questions corresponding to the same item. The rates for contextual choice reversals
(1D decoy: .10; 2D decoy: .09) and competitor reversal selections (1D decoy: .05 ; 2D

decoy: .04) are fairly low from Experiment 3.

2.5.2.2 Bayesian Statistical Analysis
Data analysis was conducted in R (R Core Team, 2013) using a Bayesian logistic

regression model with RStan (Stan Development Team, 2017).

Statistical Models, & Priors: see Experiment 2. We did not find any effect of
whether subjects received instruction or not with the full analysis model (Appendix

A.4.6.2). Thus, we collapsed the with-instruction and no-instruction group together,
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Figure 2.12: Aggregated response patterns for all items (excluding firing an employee)
in Experiment 3 (N = 456).
and used the full model from Experiment 2. We have also applied the simple model

from Experiment 2 to each item separately.

Chain Convergence Evaluation For our full model, we ran four independent
chains and each of the four chains contains 4000 samples of each parameter. First
800 samples were part of the warmup (or burn-in period). This period allowed the
sampling process to converge to the posterior distribution, and we analyzed the sam-
ples after this period. The traceplots for parameters (not included) suggest that the
chains have converged for all parameters and the Rhat values from Table A.12 in

Appendix A.4.6 have shown convergence as well.
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Posterior Statistics The posterior estimates for mean and 95% CIs for the param-
eters in the full model and the simple model are shown in Table A.12 and Figure A.16
in Appendix A.4.6. Full results for the simple model applied to separate items are
included in Appendix A.4.6.

The posteriors for our main parameter of interest, 35", for the aggregated data

analyzed with the full model and for each item analyzed with the simple model are

shown in Figure 2.13 below.
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Figure 2.13: Posterior estimates for means and 95% CIs of the main parameter of
interest, ﬂiecoy, for the full model (aggregated data) and for each scenario analyzed

with the simple model.

For the aggregated data, the estimated mean for %Y is 0.19 and its 95% CI is
entirely above 0 (95% CI = [0.07, 0.31]), suggesting that we have a clear overall within-
subject choice reversal effect. By adding an interaction between decoy position and
decoy type, we can also see that results suggest that when decoy is moved from B to
A, compared to the baseline category (1D), 2D decoys have a slightly stronger effect
(0.22 + 0.02 = 0.24). However, the effect of decoy type remains inconclusive as the

95% CI for the estimated interaction is ambiguous (577°*%“¥ 95% CI = [-0.19, 0.23]).
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Similar to Experiment 2, results for individual items (Figure 2.13) show that choice
reversals are present for some items (worker welfare, worker welfare 2, inevitable injury,
rescue plan, emergency delivery), but not present in jail overcrowding item and jail

overcrowding 2 item.

2.5.3 Discussion

In this section, we briefly discuss the results of Experiment 3. We will add the com-
parison between Experiment 2 and Experiment 3 in the general discussion.

This study builds upon Experiment 2 to investigate whether contextual choice re-
versals arise in ethical domains. We also explored whether we observe stronger con-
textual choice reversal effects by providing participants additional information about
the potential existence of the dominating and dominated options in the tasks. We
improved the materials from Experiment 2 by revising the items, improving our ran-
domization for decoy types, and adding fillers as an attempt to make the critical items
less distinctive and memorable.

Similar to Experiment 2, we found evidence for contextual choice reversals in aggre-
gate. But we also again found item variations — we did not observe contextual choice
reversals in all items. In addition, we also found very high consistent selection rates.
This could due to the fact that the participants did all pairs of questions within one
session, making them more likely to remember their choices when they encountered
the item for the first time in block 1. We also did not find any difference in the effects
of 1D and 2D decoys on contextual choice reversals. Nor did we find any increased
or decreased contextual choice reversals rates when participants were given additional
information about the relationship between the dominating option and the dominated
option.

We hope to explore further how item variations could be affected by individual

participants’ ranking of levels in the attributes. As discussed in Experiment 2, we
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constructed the items based on the study where we found attributes with levels that
majority of participants had a preferred ranking. This suggests that there still remains

individual variations in terms of preferred ranking for the levels in attributes.

2.6 Combined Analyses

To appropriately combine the items and compare results from Experiment 2 and Ex-
periment 3, we present the following combined analyses.

First, we present the results of between-subject attraction effect. Table 2.14 below
contains the between-subject aggregated choice proportions for the first and second oc-
currences of the scenarios that are identical in experiment 2 & 3 (emergency delivery,
jail overcrowding, inevitable injury, rescue plan; the choice proportions for each sce-
nario are provided in Appendix A.4.7). Experiment 2 shows a stronger attraction effect
across subjects among these items compared to Experiment 3 in both first and second

occurrences. During the second occurrence, the effect is not present in Experiment 3.
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Figure 2.14: Attraction effect across subjects shown as aggregated choice proportions
for first and second occurrences of shared items (emergency delivery, jail overcrowding,
inevitable injury, rescue plan) in Experiment 2 (N=475) and 3 (N=456).
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Besides the attraction effect, we also show the choice patterns (excluding consistent-
selection rate) of the four shared items in aggregate (N=931) below in Figure 2.15a,
where the rates of choice reversals in 1D and 2D decoy conditions are quite high. We
ran the full model (Equation 2.3) on the combined data from the shared items in
Experiment 2 and 3. The results suggest a clear aggregated choice reversal (Figure
2.15b, %Y mean: 0.50, 95% CI = [0.38,0.62]). The estimate of the interaction
between decoy type and decoy position is extremely small (57 mean: -0.21, 95% CI
= [-0.41, -0.01]). Combined with the estimate of decoy type, results show a slightly
stronger effect for 2D decoy compared to baseline category (0.51-0.21=0.30). Full
descriptive and statistical results for the aggregated data can be found in Figure A.19,
Appendix A.4.7.

We also present the results of attraction effects across subjects for the revised
scenarios (worker welfare 2, worker welfare, jail overcrowding 2, Figure 2.16). We
observe an attraction effect in Experiment 3 after the revision of items, especially in
the first occurrences of items.

We have also investigated how much time on average participants spent on a ques-
tion during each session in Experiment 2 and Experiment 3 (Table 2.8). On average,
participants spent less time on a question (at least for critical items) in Experiment 3
than either session in Experiment 2. In both experiments, participants spent less time

when they see the same item for the second time.

2.7 Summary

To explore the contextual choice reversals in the ethical domain, we created various
ethical dilemmas that have the strict structure of multiple-choice problems with two
distinctive attributes. These tasks differ from previous studies of ethical decisions not

only in their underlying structure, but also in their content: we moved away from
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Figure 2.15: Descriptive and statistical results for shared items in Experiment 2 and
3. Data from these items from Experiment 2 and 3 are combined (N=931).

(a). Response patterns aggregated over shared items in Experiment 2 and 3 from
both experiments. (b). Posteriors from the full model analysis of these items from
Experiment 2 and 3 for Bffcoy. This result indicates that within-subject choice reversals
are present.

trolley problems as an attempt to ground the decisions in more realistic scenarios and
to address more specific concerns.

In Experiment 1, we focused on choices in ethical dilemmas under a single scenario
and isomorphic to Wedell (1991) tasks. Through these tasks, we found very clear
choice reversals. As the ethical dilemmas in Experiment 1 are essentially ethically-
significant gambles, we were able to calculate task performance based on expected

utility and compare the performance in ethical decisions and economic gambles. We

found that general performances in ethical decisions were better than those in economic
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Figure 2.16: Attraction effect across subjects shown as aggregated choice proportions
for first and second occurrences of revised items (worker welfare 2, worker welfare, jail
overcrowding 2) in Experiment 2 (N=475) and 3 (N=456).

Experiment 2 session 1 23.47s
session 2 20.97s
Experiment 3 critical items 20.59s

first-seen critical  24.55s
second-seen critical 16.58s

Table 2.8: Average time spent per item

gambles. Higher target reversal rates predict better performances in economic gambles
but not in ethical decisions. In Experiment 2, we included ethical scenarios that involve
qualitative attributes, where we found choice reversals but also variations of reversal
rates among different ethical scenarios. In Experiment 3, we made an attempt to revise
the scenarios, improved the randomization procedure on Experiment 2, and added
fillers. Similar to the results in Experiment 2, we found choice reversals in aggregate
but item variations still remained. Through all three experiments, the effect of 1D
versus 2D decoys remained inconclusive.

Given that Experiment 2 and 3 had 4 shared items and 4 different items, we con-
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ducted further analyses to compare the results from Experiment 2 and 3. Generally,
we observed smaller effects of choice reversals in Experiment 3 in aggregate, especially
among the 4 shared items. This could be partially due to that participants completed
the pairs of items in separate sessions during Experiment 2 but in the same session in
Experiment 3. In other words, participants remembered the items well — even with
16 fillers added in Experiment 3. This is also consistent with the result that the rates
of choosing the same options within a pair were extremely high in Experiment 3. The
time participants spent on these decisions also provide some insight into the lowered
rates of choice reversals in Experiment 3, as some studies have suggested that choice
reversals tend to diminish as time pressure increases (Pettibone, 2012).

In our experiments, the time participants spent on each item on average in Ex-
periment 2 was longer than the time participants spent on critical items on average
in Experiment 3, consistent with previous studies’ findings. However, we acknowledge
that the time recorded by us via Qualtrics software (Qualtrics, Provo, UT) was the
time participants clicked the last time on a choice and thus included at least their
reading time and cannot be viewed as equal to decision time. Among the four unique
items in Experiment 2 and 3, we could see a clear change: contextual choice reversals
were found in the changed items after we revised them according to our analyses in
Experiment 2.

In Experiment 3, we found that variations in different items still remained. This
suggests that it is necessary to further investigate how individual differences may affect

the variations of choice reversals among items.

2.8 Discussion

This work, for the first time, demonstrates contextual choice reversals in the ethical

domain with the common paradigm used in studies of contextual choice reversals —
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first with tasks isomorphic to economic gamble tasks, then with tasks spanning multiple
ethical scenarios with qualitative attributes.

In general, these reversals are seen as violations of human rationality in expected
utility maximization. Based on rational choice theory, a rational choice should max-
imize expected utility. In a task such as Wedell (1991), one’s preference shouldn’t
change when the decoy is switched from being dominated by A to dominated by B.
This is because that the selection between target and competitor is a matter of risk
preference, such as the observed preference for higher probability options among some
participants. Similarly, in a choice reversal task that involves ethical features, as long
as the basic ranking assumption (i.e., decision makers have the same rankings for lev-
els in attributes) holds, one’s expressed preference shouldn’t change when the decoy
position changes. Here we discuss a perspective allowing us to bring contextual choice
reversals in ethical decisions into contact with the framework of bounded rationality
(Simon, 1955).

In the bounded rationality framework (Simon, 1955), a decision making agent is
not absolutely rational by definition based on traditional economic theory, but is ”ap-
proximately rational” or at least "intends to be rational” under the influence of the
environment and the choosing agent’s limited knowledge and ability.

An account on the bounded rationality of contextual choice reversals given by a re-
cent model (Howes et al., 2016) shows that these reversals are inevitable when people
maximize expected values given the assumed perceptual and cognitive bounds. Specifi-
cally, the model combines two noisy observations of each option: the first one is a noisy
ordinal observation of its attributes (i.e., partial orderings for each attribute) and the
second one is a noisy calculation of its subjective expected utility. Given these two noisy
observations, the model makes a choice that maximizes expected value and predicts
choice reversals. This suggests that the types of systematic choice reversals observed

in human choice are a signature of boundedly rational expected utility maximization.
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Given that we observed contextual choice reversals in ethical decision tasks that
have the same structure as a classic choice reversal task (Wedell, 1991), we can ex-
tend the same theoretical model to the choice domain of ethical decisions. In other
words, contextual choice reversals naturally arise in multi-attribute ethical decisions
as the decision maker makes the utility maximizing choice given noisy observations of
the attributes in each option and noisy calculations of each option’s expected utility
based on the decision maker’s subjective expected utility. This opens the possibility
for rigorous accounts of the bounded rationality of ethical decision making that are
consistent with — instead of conflicting with — rational choice theory. It also pro-
vides us with the possibility of finding the similarities between the principles under
which ethical decision making operates and the principles under which other types of
decisions operate.

The boundedly rational account of contextual choice reversals is also consistent with
our exploratory finding in Experiment 1 where higher target reversal rates predict bet-
ter task performances in economic gambles. Although we did not find this relationship
between target reversals and performance in Wedell (1991)-isomorphic ethical decisions
due to the ceiling effect, we observed that the overall reversal rates in ethical decisions
are just as high as those in choices in economic gambles (if not higher). This suggests
that we need future investigations to systematically compare the differences between
context effects in economic gambles and ethical decisions and provide explanations for
these differences.

Finally, this work also has some potential broader implications. We believe that
understanding context effects in ethical decisions may help us understand decision
making in medical situations and the domain of public policy better, as they often

include complex multi-attribute and multi-option decisions.
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CHAPTER III

Explaining Variation in Contextual Choice
Reversals across Ethical Dilemmas: An Individual

Differences Account

Contextual preference reversals, or choice reversals, refer to the change of choice pref-
erence between two options in the presence of a third unchosen decoy. They have been
studied in various domains (Huber et al., 1982; Wedell, 1991; Trueblood, 2012; True-
blood et al., 2013; O’Curry & Pitts, 1995) in the past. Through our previous empirical
experiments (presented in the previous chapter), we have demonstrated that these re-
versals also occur in ethical decisions. In total, we presented nine scenarios across two
experiments: emergency delivery, jail overcrowding, jail overcrowding 2, inevitable in-
Jury, rescue plan, rescue a survivor, firing an employee, worker welfare, worker welfare
2 (Table A.8, Appendix A.4.3). Among these scenarios, five were identical in the two
experiments. Despite observing within-subject choice reversals (i.e., choosing target
options in a pair of items that have the same scenario, with decoy position switched)
in the aggregate in both experiments, we also observed variation among these scenar-
ios. More specifically, the rates of within-subject choice reversals differ significantly
across scenarios.

These scenarios include both ones that are isomorphic to economic decisions —
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where the decision makers make a tradeoff between probability and some numeric
value — and ones that involve qualitative attributes — where the decision makers
have to combine the attributes in certain ways to evaluate the options.

As different individuals have different subjective ways to evaluate the attributes, the
individuals would have potentially different scales to evaluate the options. This poses
challenges to the assumptions made for the task structure of the classical paradigm
used to investigate choice reversals, which is that all decision makers have the same
ranking of the features involved in the attributes. This assumption is not problem-
atic for probability and value. Even when the individuals differ in risk preference, or
in how probability and value are combined, or in the shape of the subjective value
curve, a higher value is still a higher subjective value for everyone (plausibly) as is for
probability.

However, for the ethical dilemmas, this is not the case. Individual participants’
different rankings for levels in attributes in a scenario could affect our task structure,
and further affect the preference reversal rates in a scenario. Consider the example
below (illustrated in Figure 3.1).

In a jail overcrowding 2 dilemma, the decision maker needs to make a trade off
between victim’s age and the crime motivation for committing a robbery. The victim
age attribute has two levels: ”child” and "middle-aged”, and the crime motivation
attribute has four levels: ”to pay off gambling debt”, "to help a friend’s sick pet”, ”to
help a sick parent”, and "to help a sick child”. Our original construction of the task
assumes the ranking ”robbing middle-aged person” > (i.e., is more permissible than)
"robbing a child” on the victim age attribute, and the ranking "help sick child” >
"help sick parent” > "help friend’s sick pet” > "pay off gambling debt” on the crime
motivation attribute. This assumption is based on our data investigating people’s
ranking for levels in various ethically-involved attributes and yields three options: a

competitor, A ("robbing a middle-aged person to help a friend’s sick pet”), a target,
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B ("robbing a child to help a sick child”), and a decoy, D ("robbing a child to help a
sick parent”).

However, as our data on individuals’ ranking on levels in various attributes only
indicate a majority preference, it is possible that some participants may have a different
ranking for the same levels. One different yet possible ranking on the crime motivation
attribute could be "help sick parent” > "help sick child” > "help friend’s sick pet”
> "pay off gambling debt”. If the participant has such a ranking, then our originally
intended target, B ("robbing a child to help a sick child”) becomes a decoy, and our
originally intended decoy, D ("robbing a child to help a sick parent”), becomes the
target for this participant. Thus, if this participant chooses the target option in their
perspective, the choice would be reflected as a choice of decoy based on our original
task structure. Thus, we believe that variation in choice reversal rates across scenarios

could be systematically related to variations in people’s ranking of the levels in the

attributes.
victim victim
age age
middle middle
aged [ aged ®
A A
child e o child e o
D B B D
crime crime
gambling help help  help motivation gambling help help  help motivation
debt  sick sick  sick debt  sick sick  sick
pet parent child pet  child parent

Figure 3.1: Task structures for the jail overcrowding 2 dilemma according to our as-
sumed ranking for levels in the crime motivation attribute (left) and according to a
different yet possible ranking for levels in the crime motivation attribute (right).

In this chapter, to show how the individual differences in ranking of the levels in
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the attributes systematically affect the variation in choice reversal rates, we present a
generative model that takes into account the individual preferences of feature rankings
in different attributes while generating choices for each ethical dilemmas. Our model
predictions show that the variation among scenarios can be partly explained by the

individual differences in the feature rankings.

3.1 A Generative Model of Choices in Ethical Dilemmas

The model makes three assumptions: 1) individuals choose consistently within a pair
(regardless of which option dominates the decoy) most of time; 2) there is noise in in-
dividual decisions, which causes individuals to choose the inferior options occasionally;
3) the distribution of the decision makers’ feature rankings is based on the results from
our study where we discovered the attributes for constructing ethical dilemmas.

The model takes as input an individual’s rankings for levels in all attributes and
then simulate choices for all 16 ethical dilemmas from Experiment 3. Recall that the 16
dilemmas correspond to the 8 critical scenarios from Experiment 3 (Table 2.6). Each
scenario includes two questions. The difference between these two questions is decoy
position.

Given the individual’s ranking for levels in an attribute, the dominating and dom-
inated relationship among the three options in a question may be different from our
initial assumptions when we constructed the questions. Consequently, what is intended
to be a target may become a competitor or even a decoy given some individual’s rank-
ings, changing the structure of the decision problem completely. Thus, given an input
of individual’s rankings for levels in all attributes, the model re-creates the struc-
tural relationships among the options in each dilemma — in other words, the model
identifies the target, competitor, and decoy in each dilemma given the individual’s

rankings. Then, the model generates choices based on that individual’s rankings and
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the re-created structures of the decision problems.

The possible structures given all possible rankings of levels in attributes are sum-
marized in Table 3.1. Given the structures of dilemmas based on individual’s rankings,
the model generates choices for all ethical dilemmas in Experiment 3.

The model requires two parameters: an error rate, € € [0, 1], and a rate of choosing
consistently, Peonsistent € [0, 1]. When a question has a best option given some indi-
vidual’s rankings, the model selects randomly between the other two non-dominating
options with p = . When a question has a worst option given some individual’s rank-
ings, the model selects the worst option with p = €. When either question in a pair
does not have a Wedell (1991)-like structure, the model selects the same options in the
questions in that pair with Pconsistent-

After generating choices for all questions, for each question, we map the choice
back to the option in the original Attraction Configuration of that same question. The
original Attraction Configuration contains the target, the competitor, and the decoy
that we initially constructed given our assumptions on the feature rankings. In the
next section, we present the general algorithm for generating the decision problem’s
structure/configuration given a possible ranking and the method to generate choices

given the problem structures.

3.2 Algorithm for Generating Decision Problems’ Structures

Given Feature Rankings

Here we describe a general algorithm to generate the decision problem’s structure given
any possible ranking.

When we constructed decision problems in Experiment 3, we constructed options
(A, B, D) whose rankings of levels in each attribute were our assumed rankings. How-

ever, in reality, decision makers do not have the same rankings of levels in each at-
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Structure/Configuration

Illustrated example

Best  Option  Configura-
tion: a best option dom-
inates the other two op-
tions in both attributes

Worst Option Configura-
tion: a worst option is
dominated by the other
two options in both at-
tributes

Attraction Configuration:
a target, competitor, and
decoy can be clearly iden-
tified

Similarity Configuration:
this configuration com-
monly produces a similar-
ity effect

Compromise  Configura-
tion: this configuration
commonly produces a
compromise effect

Best Option
. A
.B
. A

Worst Option .B

. A
. Attraction Decoy

. B

.B
Similarity Decoy ,

. Compromise Decoy

Table 3.1: Possible structures/configurations given all possible feature rankings.

tribute.
Therefore, our first step is to generate all 24 possible rankings of four levels in an at-

tribute (a1asasa4, a1asa4as, a1asa2a4, a1a30402, A1040203, A1040302, A2010403, U2010304,

71



A2G304071, 2030104, A20401G3, A204G0301, 3010402, 3010204, a30204401, 3020104,
A3G40109, A3040201, A4010302, G4010203, G4020103, A4A20301, 04030102, A40302a01). These
rankings are strict total order sets. We do not exclude the possibility that there are
intransitive orders.

Second, given a ranking for one attribute and a ranking for another attribute, we
reconstruct which of the original options (A, B, D) is the target, competitor, and decoy
in the current decision problem. However, not all rankings allow us to yield a mapping
between original options (A, B, D) and an Attraction Configuration (i.e., a target, a
competitor, and a decoy). We describe how we discover all possible structures below.

For each question, we assume 2 attributes with four levels in each attributes and we
are able to construct options with 2 attributes (16 possible options). To choose three
options out of 16 possibilities without repetition, there are 560 sets given (Z) = ﬁlw
We plot each set of the three options in a 2D space and match them to the 5 possible

configurations (Table 3.1):
1. Best Option Configuration: 316 out of 560 sets have this configuration.
2. Worst Option Configuration: 100 out of 560 sets have this configuration.
3. Among the rest 144 pairs, 128 pairs have an Attraction Configuration.
4. The rest pairs have either a Similarity Configuration (10 pairs) or a Compromise

Configuration (6 pairs).

3.3 Generating Choices Given Decision Problems’ Structures

Recall that in Experiment 3, each subject sees all 8 scenarios, among which 6 scenarios
have both 1D decoy and 2D decoy, and 2 scenarios only have 1D decoy. Thus, each

subject randomly sees a total of 16 questions — the 1D-decoy or 2D-decoy version of
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the 6 scenarios and the other 2 scenarios, and the manipulation of decoy position (i.e.,
dominance) is within subject.
We use the following choice function to generate choices for 16 ethical dilemmas in

Experiment 3:

1. Each subject does 8 pairs of questions, corresponding to 8 scenarios. For each

scenario, we look at the structure of the 2 questions in a pair.

2. If both questions have an Attraction Configuration, then we sample a choice
pattern given the Wedell (1991) data. We have chosen to use the distribution of
response patterns (Table 3.2) given Wedell (1991) data as Wedell (1991) tasks
use gambles as decision problems, where both attributes involved in the decision
— probability of winning and the amount of money to win have a clear ranking
across individuals (i.e., higher probability and higher amount are desirable) —
resulting in less noisy responses. However, we have adjusted the decoy selection
rate to match the mean decoy selection rate from our empirical results (0.08) in

Experiment 3 and re-normalized the distributions.

3. If only one question has an Attraction Configuration, then for the single question
with an Attraction Configuration, we sample a choice given the Wedell data (also

adjusted the decoy selection rate, see Table 3.3).

4. For the questions that do not have an Attraction Configuration, we sample 2
choices sequentially (given the randomly assigned order in which subject sees the
question).

e If seeing a scenario for the first time:

a. this question has the Best Option Configuration: select best option with

l-error ( €)
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b. this question has the Worst Option Configuration: select worst option
with error e

c. this question has the Similarity Configuration: sample a choice given
the pattern in Trueblood (2012) data (Table 3.4).

d. this question has the Compromise Configuration: sample a choice given
the pattern in Trueblood (2012) data (Table 3.5). Since we don’t have
decoy options in this case as defined in Trueblood (2012), both options

other than the compromising option are considered as extreme options.

e [f seeing a scenario for the second time: with peonsistent, S€lect the same
option as before; with (1 — Pconsistent), Select an option that is not the same

option as before.

Lastly, we map the choices back onto the original A, B, D in the decision problem.

decoy type pattern prob
1D consistent choice .64
target reversal 19

competitor reversal | .06

decoy selected .08

2D consistent choice .69
target reversal .16

competitor reversal | .06

decoy selected .08

Table 3.2: Distribution of Choice Patterns in Wedell (1991) after re-normalizing.

3.4 Explaining variation in attraction effects across scenarios

We simulated 500 subjects in eight scenarios (with 1000 runs per subject). Each sim-
ulated subject had rankings for attributes that match a randomly sampled empirical
subject in our study (N = 57) where we discovered the attributes for constructing eth-

ical dilemmas. For each simulated subject, all 16 questions were generated in random
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decoy position | decoy type | option | prob

atA 1D .65
.25
.08
.52
.38
.08
.66
.24
.08
.56
.34
.08

atB 1D

atA 2D

atB 2D

OwWrOWwW»0OWw=»>0w»>

Table 3.3: Marginal Distributions of Choices Wedell (1991) after re-normalizing.

option prob
decoy 2
focal option D
non-focal option | .3

Table 3.4: Distribution of choices in Trueblood (2012) — similarity effect. Focal option
refers to the option that is enhanced by the decoy.

option prob
compromise A48
extreme options | .26

Table 3.5: Distribution of choices in Trueblood (2012) — compromise effect.

order.

In the simulation, we set the decoy selection rate for questions with an Attraction
Configuration as the same from our empirical data (mean decoy rate: .08). The error
rate (€) was set to a low and reasonable value (0.05) and the probability of choosing
consistently (Peonsistent) Was set to 0.7, as people choose consistently in about 70%
trials with an Attraction Configuration empirically.

The simulation generally produced the pattern of choice patterns from the empirical
data (Table B.1, Appendix B). However, our simulation generally predicted ” consistent

choice” pattern rates lower than empirical data and ”competitor reversal” choice pat-
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tern rates higher than empirical data (Figure B.1, Appendix B). The complete results
including the firing an employee item can be found in Appendix B. We focus on the
results of simulated and empirical decoy selection rates and choice reversal rates in
Figure 3.2 below.

We observe that the simulations of choice patterns based on individual ranking for
levels in attributes predict choice reversals not perfectly but quite well. The model
predicts reversal rates better in dilemmas with 1D decoys than in dilemmas with 2D
decoys. Besides reversal rates, the model also predicts decoy selection rates well for
both dilemmas with 1D decoys and dilemmas with 2D decoys. This suggests that some
item variations can indeed be accounted for by the variations of people’s individually

varying rankings.

3.5 Discussion

In this chapter, we show how a generative model that takes individual differences in
feature rankings can partly account for the variation of choice reversal rates among
ethical scenarios.

Our model seems complex, yet it is driven by a simple theoretical idea that indi-
vidual differences in feature rankings may pose challenges to the structure of multi-
attribute choice problems. This model provides some insights into the assumption of
the classical choice reversal paradigm and how the structure of multi-attribute choice
problems can change given subjective rankings. Classical choice reversal paradigm
assumes that decision makers have the same feature rankings on the attributes in-
volved in the tasks. This assumption may not be problematic when the attributes
have clear numeric values such as probability, the amount of money to win, or the
quality rating of a restaurant. However, this assumption may not hold when the at-

tributes are qualitative and concern different individual ethical values. In our ethical
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Figure 3.2: Simulated and Experiment 3’s empirical decoy selection rates (left) and
choice reversal rates (right) for each scenario and decoy type.

decision tasks, individuals’ rankings directly affect their subjective representation of
the multi-attribute ethical dilemmas — making the structure of the choice reversal
tasks different from our intended structure in many cases. As a consequence, a target
option may become the decoy option, and a structure with an attraction decoy may
become one with a similarity decoy instead.

To make our model complete, we have made a few assumptions such as the distri-
bution of the feature rankings among decision makers, and the inclusion of error rate
and consistent-choice rate. The distribution is based on our study with a somewhat
small sample size, and the other two parameters are reasonable values. These decisions

could potentially contribute to the reason why our model results only partly account
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for the observed choice reversal pattern. One possible future direction is to implement
higher-level subjective utility functions that capture how different individuals make
tradeoffs among options that involve qualitative attributes. This, of course, requires
deeper investigations of subjective utility functions in value-based decisions.

Finally, this generative model provides the foundation of a method to understand
better context effects in domains with wide variation in attribute rankings, especially

domains that involve qualitative attributes.
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CHAPTER IV

Explaining Valence Asymmetries in Value

Learning: A Reinforcement Learning Account

Learning that certain objects or actions are associated with value can impact many
aspects of human behavior, including what we pay attention to, what we desire, and
what we learn. To understand how acquired value influences behavior, laboratory tasks
have been developed to establish associations between otherwise neutral items and win
or loss outcomes. The impact of value on subsequent processing has been examined in
a variety of cognitive processing domains such as attention (Della & Chelazzi, 2009;
Raymond & O’Brien, 2009), motor control (Painter, Kritikos, & Raymond, 2014), and
memory (Aberg, Miiller, & Schwartz, 2017). We focus here on a task which we refer to
as the Value Learning Task (VLT; Raymond & O’Brien, 2009). The VLT has been used
to examine how learned value impacts the cognitive processing (e.g. visual attention,
perceptual and motor processing) of stimuli that were previously associated with wins
or losses that occurred with low or high probability.

Research adopting the VLT has largely focused on examining the cognitive pro-
cessing of stimuli previously associated with wins or losses, and not the learning itself
or possible valence asymmetries in the learning. But a recent meta-analysis of several

VLT experiments (Lin et al., 2020) provides evidence that people learn win associa-
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tions better than loss associations. Furthermore, in two new empirical studies, Lin et
al. (2020) demonstrated that this learning asymmetry was evident with both monetary
earnings and non-monetary points, and was evident regardless of whether participants
received explicit instructions about the outcome contingencies. However, the underly-
ing cognitive basis for this learning asymmetry remains unclear. The aim of the present
computational study is to provide a clear explanation of the observed asymmetries. We
next describe the VLT and key empirical findings in more detail before introducing the

computational learning model.

4.1 The Value Learning Task

The Value Learning Task (VLT) involves a choice game where a pair of images is
presented on each trial, and participants select one image from each pair, receiving a
probabilistic positive, negative, or zero reward as feedback. The participants’ goal is
to maximize earnings (points or money) by learning and exploiting the expected value

of each stimulus.

Condition Stimulus Outcomes and Probabilities Expected Value

Win pair A +5 (p=0.8),0 (p=10.2) 4
Win pair B 0(p=038),+5(p=0.2) 1
Loss pair C -5 (p=0.8),0(p=0.2) -4
Loss pair D 0(p=0.8),-5(p=0.2) -1

Table 4.1: The standard symmetric payoff structure used in the VLT
The high probability win (A) and high probability loss (C) stimuli have the same
absolute rewards and expected values, as do the low probability win (B) and low
probability loss (D) stimuli.

An example of the probabilistic structure of a typical VLT paradigm is given in
Table 4.1. There are pairs of images in win, loss, or no-change conditions. In the win

condition, a selection between a pair of images results in a win of 5 points 80% of time,
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and 0 points 20% of time; in the loss condition, a selection between a pair of images
results in a loss of -5 points 80% of time and 0 points 20% of time; in the no-change
condition, a selection between a pair of images always results in 0 points (Table 4.1).

The structure of the task is symmetric in that corresponding stimuli from each
valence condition have the same absolute expected values, as a consequence of the
symmetry of the probabilities and rewards. To maximize earnings, participants must
learn to select the image associated with the highest expected value within each pair.
In other words, the optimal choice for the win pair is the high probability win image
(80% win), whereas the optimal choice for the loss pair is the low probability loss
stimulus (20% loss).

The VLT has been adopted by many researchers to examine the impact of learned
value on perceptual and attentional processing by presenting the VLT stimuli in a va-
riety of secondary tasks where the reward schedule is discontinued and no longer task
relevant. Despite numerous studies using the same VLT, the conclusions drawn from
the secondary tasks have varied. For example, Raymond and O’Brien (2009) reported
two effects of acquired value on old versus new recognition of faces when attentional
capacity was limited. First, stimuli previously associated with high probability out-
comes (either win or loss) showed a processing advantage (i.e. greater recognition
accuracy) regardless of available attention (reduced versus full) compared to stimuli
previously associated with low probability outcomes. Second, win-associated stimuli
showed processing advantages (versus loss-associated stimuli) when available attention
was reduced. In another example, a reach-to-grasp task showed faster reaches toward
stimuli previously associated with high probability outcomes (versus low probability)
but more efficient reaches toward stimuli previously associated with wins (versus loss

or no-change; Painter et al., 2014).
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Asymmetries in learning wins and losses. But inferences about asymmetric
valence effects on subsequent processing depend, at least implicitly, on the assumption
that the values of win and loss stimuli have been learned equally well—otherwise the
subsequent processing differences may be due to learning differences rather than valence
per se.

Lin, et al. (2020) conducted a meta-analysis of studies adopting the VLT to compare
learning for win and loss outcomes. In each study, the probabilistic structure was
symmetric as in the example in Table 4.1 above. Nevertheless, the results of the
meta-analysis showed that the probability of optimal choice was significantly higher
for win-associated stimuli compared to loss-associated stimuli, suggesting a valence-
based asymmetry. Furthermore, when Lin et al. (2020) conducted new experiments
using the VLT, they found that the learning asymmetry was observed regardless of
whether the outcome led to monetary or point earnings, and was also observed when
participants were provided with a description of the task structure (with information
about the specific probabilities and payoffs but not the association between stimuli and

outcomes).

Asymmetries in explicit memory for wins and losses. One approach that Lin et
al. (2020) have pursued to further understand the nature of the learning asymmetry is
to probe participants’ explicit knowledge of the outcomes associated with each stimulus
by using a post-learning memory task. In the studies conducted by Lin et al. (2020)
participants completed a forced choice recognition memory task in which participants
indicated the outcome most likely associated with each image from the VLT (e.g. ”very
likely to win” for the 80% win scene). Performance on the post-learning memory task
was consistent with the learning asymmetry in the VLT: memory accuracy was superior

for optimal win scenes versus optimal loss scenes.
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4.2 The Computational Reinforcement Learning Model

We apply computational reinforcement learning (RL) theory (Sutton & Barto, 2018)
to build models of the VLT in order to provide new insights and possible explanations
for the observed win-loss asymmetry. Our model is simple, but it yields interesting
explanations of qualitative phenomena from the results of trial-level simulations, and
it also provides some insights into performance on the subsequent outcome memory
task described above.

RL theory (Sutton & Barto, 2018) provides a formal definition of the problem of
learning from experience and insights on how to act so as to maximize cumulative
rewards. In the standard RL problem formulation, a decision-maker, or an agent, de-
termines at each time step ¢ what action, a;, to take at a given state, s; (or observation),
and at the next time step receives some reward 7;,; and transition to a new state or
observation. The agent’s goal is to maximize the expected cumulative future rewards.
For example, in the VLT, the actions that result in maximum total reward are those
actions that select the high probability win scene in the win condition and the low
probability loss scene in the loss condition.

The Value Learning Task is a special case of the general RL problem in that it does
not involve sequential decision making; i.e., each choice affects only immediate reward
and not future rewards. The win and loss pairs in the VLT are thus each equivalent
to a two-armed bandit task. Despite their simplicity, bandit tasks are nevertheless
interesting in RL theory and algorithm development because they are the minimal
setting which imposes the challenge of learning value from probabilistic outcomes along
with the need to balance exploration and exploitation.

Sutton and Barto (2018) provide a number of algorithms for solving bandit tasks,
including sophisticated methods that approach optimal exploration strategies. We

adopt here a simple incremental algorithm that learns expected values via an error-
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driven learning rule. The form of the rule is shared by many RL algorithms and
theoretical approaches to human and animal learning.

We denote the estimated value of action a at trial ¢t as Q;(a). In the VLT, the value
of an action is its expected reward. For example, the value for the high probability win

scene (80% win with a reward of 5) is 5% 0.8 + 0% 0.2 = 4. The error-driven update is:

Qrr1(a) = Qi(a) + alry — Qi(a)) (4.1)

where « is the agent’s learning rate; o € [0, 1]. When « is 0, there is no learning, and
when « is 1, the agent only takes into account the feedback from the previous trial,
giving rise to a win-stay-lose-shift strategy.

At each trial, the agent makes a selection according to a choice rule that converts
current action value estimates into choices while balancing exploration and exploitation.
There are several common choice rules, including greedy (always choose the action
with the highest estimated value) and epsilon-greedy (choose a random action with
probability e otherwise choose greedily). We adopt here another standard choice rule
for balancing exploitation and exploration: the softmaz rule. According to the softmax
rule, at trial ¢, the probability of choosing an action A given the value estimates for

action A and B is:

exp(fB * Q:(A))

P(A|Q:(A),Qi(B)) = exp(f * Q:(A)) + exp(B * Q¢(B))

(4.2)

where [ is the inverse temperature parameter, and larger [ corresponds to greedier
choices (e.g., Daw, 2011). The computed probabilities thus define a multinomial dis-
tribution from which an action is sampled; actions with higher value estimates are
sampled more frequently, but lower-valued actions always have a nonzero probability.

Table 4.2 provides an example of how the model updates action values, converts the
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t Condition P(C) P(D) Model choice Reward Q(C) Q(D)
0 0 0

1 Loss 0.5 0.5 C -5 -1.15 0

2 Loss 0.09 091 D 0 -1.15 0

3 Loss 0.09 091 D - -1.15 -1.15
4 Loss 0.5 0.5 D 0 -1.15 -0.886
D D

Loss 0.37  0.63 0 -1.15  -0.68

Table 4.2: Model simulation example of a sequence of trials at the start of the Loss
pair condition with a = 0.23, § = 2.

The model chooses between stimulus C and stimulus D in the pair. Value estimates
for both choices, denoted Q(C') andQ(D) start at 0. On each trial, the model converts
value estimates for choices into choice probabilities P(C') and P(D), makes a selection
by sampling a choice according to these probabilities, receives a reward, and updates
its value estimates using the error-driven update rule.

values into choice probabilities, and samples an action choice for several trials in the
loss condition given a specific pair of parameters (a = 0.23, 5 = 2).

Adopting the softmax rule has the analytic advantage of directly giving a nonzero
probability for each choice on each trial conditioned on the learners value estimates,
which allows us to use maximum likelihood estimation to find the best fitting param-
eters to our data. The ability of RL models to make contact with human data at the
individual trial level is a significant theoretical benefit of their use (Daw, 2011). In the
following section we provide details on how we select model parameters and modeling
learning and choice in the VLT at the trial level.

Error-driven learning rules with fixed learning rates such as the rule we adopt
in Eq. 4.1 may be contrasted with the simple method of keeping a running average of
experienced rewards as value estimates. Rules such as Eq. 4.1 are effectively computing
a weighted average of experienced rewards, where more recent rewards are weighted

more than rewards in the distant past. Such rules have the advantage that they allow

the agent to adapt to non-stationary environments where the probabilistic payoffs may
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be changing over time. They also require an initial value estimate, which can be a
locus of prior knowledge about the environment. In the absence of prior knowledge,
common initial value estimates are zero, very small random values with mean zero, or
random values with a small positive mean; positive initial values estimates build in an
optimism that is one method for encouraging exploration (Sutton & Barto, 2018). For
our model we fix the initial value estimate to be zero and explore its implications.
The model thus has two free quantitative parameters that correspond to learning
rate () and the balance between exploration and exploitation (). These parameters
influence how Q;(a) is updated and how the agent makes the selection at each trial. In
our simulations below we explore two methods for setting the parameters: maximizing

empirical fit to human data, and maximizing reward in the task.

4.3 Data and material availability

Data and source code are available at https://osf.io/4vc3p/?view_only=

78c4e692a08649a9abb68640£154166a.

4.4 Simulating the Value Learning Task

Experiment structure. We simulate first the VLT in Lin et al. (2020). This task
has three pairs of stimuli: one pair in the win condition, one pair in the loss condition,
and one pair in the no-change condition, with payoffs and probabilities as in Table 4.1.
The task has 300 trials across 5 blocks: 100 win pair trials, 100 loss pair trials, and
100 no-change trials.

Over these 300 trials the model thus estimates six values: the win-correct option,
the win-incorrect option, the loss-correct option, the loss-incorrect option, and the two
no-change options. (We focus here only on the values for the win and loss pairs as

no learning happens for the no-change pair.) All initial values were set to zero in our
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analyses. On each trial, the model makes a choice given the condition and the softmax
choice rule (Eq. 4.2), receives a reward probabilistically according the parameters in
task (Table 4.1), and updates the value of the corresponding choice according to the
incremental update rule (Equation 4.1).

Because the point schemes and monetary currencies vary arbitrarily across VLT
experiments, and any such points or currencies must be transformed by humans into
an internal reward signal (Singh, Lewis, Barto, & Sorg, 2010), we use a standardized

reward (1 and —1) in all of our subsequent analyses.

Setting model parameters. We simulated the VLT with parameters set in two
ways: in the data-driven approach we estimate «a, 8 for each individual participant to
maximize fit to their choice data (details below). In the theory-driven approach we
find optimal settings of o and f—settings that maximize expected reward in the task.
This represents a simple bounded optimality analysis to find computationally rational
(Lewis et al., 2014) parameter settings that determine the upper bound on performance
given the constraints of the learning algorithm.

We use maximum likelihood estimation to find the pair of parameters that yields
choices that best fit each human participant’s choices. The likelihood is given directly
by the softmax rule (Daw, 2011), and the likelihood or probability of the entire observed
sequence of choices from one participant is the product of the probabilities of their

choices on all trials:

HP(Ct = A|Q:(A), Q:(B)). (4.3)

The product in Eq.4.3 is often an extremely small number and so it is usually better
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to compute the summed log-likelihood instead, which is

Zlog(P(Ct = A|Q:(A), Q:(B)))
t (4.4)
= BxQu(A) = log(exp( * Qu(A)) + exp(B x Qu(B))).

To find «,8 that maximize the quantity in Eq. 4.4 we use a simple randomized
grid search, sampling 100 «’s from a uniform distribution, ¢/(0,1), and 100 5’s from
a uniform distribution, (0, 10), which resulted in 10,000 pairs of parameter settings.
For each pair we computed the log-likelihood for each individual participant’s data
given each pair of parameters and the model. Finally, we chose the pair of parameters
that produced the largest log-likelihood as the maximum likelihood estimation of each
individual’s learning rate and selection strategy (Daw, 2011).

We found an approximation of the optimal pair of parameters for the task with the
same randomized grid search: we sampled 100 «’s from a uniform distribution ¢/(0, 1),
and 100 f’s from a uniform distribution ¢(0, 10), yielding 10000 pairs of parameters.
For each pair of parameters, we calculated the mean sum of rewards in the task over 500
simulated runs (thus 5M total simulations). Finally, we chose the pair of parameters
that produced the largest mean sum of rewards as an approximation to the optimal
parameters. Simulating the VLT with these parameters allows us to see whether the
qualitative empirical effects—in particular any win-loss asymmetries—persist when us-
ing the best possible parameters for the learning algorithm. The optimal parameter
values also provide some insight into the nature of the task itself—what the task struc-
ture is demanding of the learner. The simple randomized grid search method also

allows us to visualize the 2-D payoff surface (Figure 4.1, described below).

Main results. We simulated the VLT for all N=191 participants in Lin et al. (2020)

who exceeded a minimal learning threshold, defined as achieving at least 65% correct
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Figure 4.1: Total payoff given different values of o and 5 (model simulations).
The pair of parameters that produce the highest reward is o* = 0.27,3* = 9.02,
shown as a red dot. We have applied an exponential transform (1.07¢total reward+5) ¢q
the simulated accumulated rewards to make the visualization clear.

selection in the final block; we discuss the remaining poorly-performing participants
below. The model was run 200 times for each participant and so the aggregated results
represent a mean of 191x200=38,200 model runs.

Figure 4.2b shows the aggregate results of the model simulating the 191 participants.
The results are very similar to the empirical results (Figure 4.2a), and in particular,
there is a clear asymmetry in performance on the win and loss stimuli: the win pairs
are learned better than the loss pairs. This difference diminishes with learning but
persists through the final block.

We also simulated learning with optimal parameters—the settings of o and [ that
maximize expected reward. Figure 4.2c, shows the performance averaged over 5000
runs of the optimal parameter setting. The payoff surface is shown in Figure 4.1,
which plots the total expected reward earned in the task given different values of «
and (. The optimal values are o* = 0.27, * = 9.02, indicating that the best strategy is
to update value estimates aggressively from recent past trials and accordingly exploit

the learned better option in each condition. This is the result of the structure and

89



g
o
=}

1.00- 1.00-

B
g — —
gors g 0.75- ) 0.75-
® % %
5 £ £
B 0.50- < 0.50- T 0.50-
< c {=4
=) £ £
: : :
'% 0.25- conditions ;_3/0 25- conditions %_)/0-25' conditions
_g ~ e - loss == loss
S No Change . .
o == Win
0.00- 0.00- 0.00-
1 2 3 4 5 0 25 50 75 100 0 25 50 75 100
block trials trials
(a) Humans (b) Model with (¢) Model with
Lin et al. (2020) individual best-fit parameters  optimal parameters

Figure 4.2: Human (from Lin et al., 2020) and model performances in the VLT.
(a) Human participant results (N = 191) from Lin et al. (2020): Mean probability
of selecting the correct stimulus from win pairs and loss pairs, across the 5 blocks
(100 trials total), showing better performance for win pairs than loss pairs. (b) Model
simulation of probability of correct selection for the 191 participants using best-fitting
parameters for individuals. (¢) Model simulation of probability of correct selection
using optimal parameters; the asymmetry persists in this model, though it is quanti-
tatively diminished.
setup of the task, and is a function of the probabilities (0.8 and 0.2) and number of
trials. Probabilities closer to 0.5 (say 0.65 and 0.35) would impose a more difficult
learning task and result in lower optimal « levels.

Even at optimal learning and exploration rates, the simulation results show that
win trials are learned better than loss trials, though the asymmetry is quantitatively

diminished. This suggests that the explanation of the win-loss asymmetry cannot be

simply that participants have adopted suboptimal learning or exploration rates.

Simulation of three other VLT studies. In this section we show that the learning
asymmetry exhibited by the model of the VLT in Lin et al. (2020) also occurs when
simulating three other studies that use the same general paradigm, but with different
numbers of stimuli pairs and number of trials (Raymond & O’Brien, 2009; Rothkirch,

Tonn, Kéhler, & Sterzer, 2017; Painter et al., 2014). Because we did not have access
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to individual participant data from these studies, we simulated the tasks using approx-
imately optimal settings for a and S, using the method described above for find the
optimal parameters.

In Raymond and O‘Brien (2009) the VLT consisted of of six pairs of faces: two win
pairs, two loss pairs, and two control pairs. Each pair was presented 100 times randomly
in each block for a total of 6 blocks, yielding a total of 600 trials. On each trial, a
choice led to a monetary outcome for win and loss trials (5 pence) with a probability of
either 0.8 or 0.2 (Raymond & O’Brien, 2009). We simulated the probability of correct
choice (mean of 10000 runs with optimal parameters: o = 0.32 5 = 9.62) within ten
10-trial bins to match the data display in Raymond and O’Brien (2009) (Figure4.3 (a)
and (b)). Both model and human participants show the win-loss asymmetry, though
the model’s performance with optimal parameters is much higher than the humans.

Painter et al. (2014) used twelve pairs of flute glasses as stimuli, six of which were
win pairs and the other six were loss pairs. Each pair was presented 10 times in each
block for a total 5 blocks, yielding a total of 600 trials. The monetary outcome for win
and loss trials (20 cents in AUD) occurred with a probability of either 0.8 or 0.2. During
the last block, participants no longer received any feedback, indicating that participants
only learned during the first 4 task blocks and were tested for their learning during the
last block (Painter et al., 2014). The empirical results and optimal-parameter model
simulation (mean of 10000 runs) is shown in Figure 4.3 (c¢) and (d). Again, both the
empirical and simulated results show that the win condition was learned better than
the loss condition, and in this experiment the human participants are much closer to
the performance of the optimal model.

The final study that we simulated was Rothkirch et al. (2017). Their task consisted
of four pairs of stimuli, two of which were win pairs and the remaining two were loss
pairs. Each pair was presented 10 times in each block for a total of 5 blocks, yielding

a total of 200 trials. The monetary outcome for win and loss trials (5 cents) occurred
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with a probability of either 0.8 or 0.2 (Rothkirch et al., 2017). The empirical results
and optimal parameter model simulation (mean of 10000 runs) are shown in Figure
4.3 (e) and (f). There were no differences in participants’ learning of the two pairs of
stimuli within the win condition (called "Reward” in Rothkirch et al. (2017)) and the
loss condition (called ”Punishment”). But again, both the empirical and simulated

results show win pairs were learned better than loss pairs over the blocks.

4.5 Explaining the Win-Loss Asymmetry

The VLT paradigm in Lin et al. (2020) and the three experiments above each have
seemingly symmetric payoff structures (Table 4.1). But our model predicts that asym-
metric learning of wins and losses will occur across all the experiments. What gives
rise to the asymmetry?

An examination of the evolving value estimates in the model reveals that they ex-
hibit a different pattern for win and loss pairs over the course of the simulated experi-
ment. The mean trial-by-trial value estimates for all choices in win and loss conditions
for the 191 models with o and g fit to individual participants is shown in Figure 4.4a,
and Figure 4.4b shows the corresponding differences in values between stimuli in the
win and loss pairs. These differences are key because they are monotonically related
to differences in probability of choice for each option. It is clear that the stimuli in the
win pair are more sharply discriminated than the stimuli in the loss pair.

Why is this the case? In the win condition, the value estimates for the win-correct
option approach the true expected value of 0.8 within the first 150 trials; this is not
surprising because the choice is sampled frequently. The win-incorrect option has still
not approached the true expected value of 0.2 by the end of the experiment because it
is sampled much less frequently and the initial estimate of zero still has its influence.

Similarly, the loss-incorrect option is more slowly approaching the true expected value
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of —0.8 because it is sampled less frequently than the loss-correct option, which is
approaching the true expected value of —0.2. But the result is that the value estimates
of the loss pair stimuli are closer together, leading to comparatively greater choices of
the incorrect loss option than the incorrect win option; put differently, model choices
in the loss pair are noisier. The asymmetry persists when « and § are set to their
optimal values (Figure 4.4c). In short, throughout the task, the loss stimuli remain

more poorly discriminated than win stimuli.

4.6 Modeling a Learning Outcome Memory Task

Following the VLT, Lin et al. (2020) administered a post-learning memory task that
aims to probe participants’ explicit knowledge of the outcome associated with each
stimulus (scenes) that appeared in the VLT !. The task included the 6 VLT scenes

and 12 new scenes. VLT scenes were presented 4 times each and 12 new images each

'Lin et al. (2020) reported memory task performance for all participants who met learning criteria
(N=191).
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appeared twice. Participants indicated the outcome associated with each image as
follows: 1) very likely to win, 2) occasionally win, 3) no change, 4) occasionally lose, 5)
very likely to lose, 6) none (indicating a new image).

Figure 4.5, left panel, shows the human results. There is a clear interaction: the
Win-80 stimulus was very accurately categorized but the Win-20 stimulus was catego-
rized poorly. Each of the two Loss stimuli were categorized about equally well, better
than Win-20 but not as accurately as Win-80. In short, there is a clear valence differ-
ence but also an interesting interaction. And given this interaction, when collapsing
across the paired stimuli, accuracy on the loss stimuli is slightly overall higher than
win stimuli—a counter-intuitive result given the choice performance asymmetry.

We extended the learning model to also provide an account of the performance
on the memory probe task, for those stimuli that were part of the VLT. The simple
hypothesis we pursued is the following: participants would make the categorical judg-
ments based on their learned values estimates for each stimuli, using a set of reasonable
thresholds over these estimates to yield the five categories.

In our initial exploration, we hand-picked the following intuitively reasonable ranges
for the thresholds or breakpoints for mapping value estimates into the five categories
(we also found empirical best-fit thresholds, described in Table 4.3). Recall that the
observed rewards for the model were +1, —1, or 0.

Note that when these thresholds are applied to the true values of stimuli, they yield
the intuitively correct categorizations of stimuli that were used as the definition of the
correct responses for computing the empirical accuracy scores reported in Lin et al.
(2020).

We then took the value estimates for win and loss stimuli from the models for each
of the 191 participants who reached our learning criterion and sampled 1000 sets of
thresholds from their plausible ranges to create simulated responses to the memory

task.
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Category Definition Threshold & Range

very likely win value estimates highest threshold € [+0.50, +0.70]
> highest thresh-
old

occastonal win value estimates high threshold € [+0.17,40.23]
> high threshold

no change value estimates low threshold € [—0.23, —0.17]
> low threshold

occasional loss value estimates lowest threshold € [—0.70, —0.50]
> lowest thresh-
old

very likely loss value estimates lowest threshold € [—0.70, —0.50]
< lowest thresh-
old

Table 4.3: Thresholds for mapping value estimates into the five categories.

Figure 4.5, middle panel, shows the probability of categorizing stimuli correctly
based on the cutoffs above for the simulated value estimates. Figure 4.5, right panel,
shows the results with cutoff thresholds chosen to maximize empirical fit (minimize
mean-squared error between predicted and observed accuracies). It is clear that the

modeling results recover the key qualitative patterns in the human data.

4.7 Discussion

The value learning task (VLT) developed by Raymond and O’Brien (2009) is a simple
and popular paradigm for studying value learning and the effects that learned value
have on subsequent processing of valued stimuli. But the standard paradigm, despite
the apparent symmetry in payoff structure, yields a contrast between wins and losses:
choice performance on win stimuli is better than loss stimuli (Lin et al., 2020; Rothkirch
et al., 2017), and this pattern holds whether participants receive points or monetary
rewards, and even when they are explicitly instructed about the structure of the task.

We developed a simple model of the VLT based on a standard error-driven learning
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Figure 4.5: Memory task results (left) from human participants (N=191) and catego-
rization of stimuli given simulated value estimates for the participants.

Simulation data (middle) show the mean probability of correct categorization based
on 1000 sets of plausible cutoffs. Simulation with best-fit cutoffs (right) shows the
probability of correct categorization based on the set of cutoffs that fit empirical data
the best. The best-fit set (1: very likely win (value estimates > +0.51), 2: occasional
win (value estimates > +0.17), 3: no change (value estimates > —0.17), 4: occasional
loss (value estimates > —0.51), and 5: wvery likely loss (value estimates < —0.51)) are
decided by the minimum mean squared error between P(correct categorization) from
simulation and empirical data.

rule, soft-max choice, and neutral (zero) initial value estimates. This model produces
the asymmetry in learning gains and losses that is evident in human performance. This
is the case despite (a) the task itself having a symmetric design; (b) the learning and
choice rules having no special role for valence; and (c) allowing the learning and choice
rule parameters to vary widely and include optimal settings for the task. The model
furthermore yields an explanation: the asymmetric learning pattern arises from an in-
teraction of incremental learning, exploitation while exploring, and neutral initial value

estimates. As a consequence the learned values of the loss stimuli are discriminated

less well than the win stimuli. We have shown this asymmetric learning pattern arises
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in three other experimental tasks that have a very similar structure to the VLT in (Lin
et al., 2020).

A simple extension of the model that uses the learned value estimates to simulate a
post-learning outcome memory task provides further evidence for the asymmetric value
estimates that the model naturally produces, and thus indirectly for our assumption
of an initial neutral value estimate.

It is worth noting that, for this model, valence is relevant insofar as exploitation
wants to pursue greater reward. But valence in the sense of positive/negative does not
play a special role. Therefore, such a computational model is very useful for researchers
to have as a baseline model for any value learning task, to draw out the implications of
the simplest set of assumptions that don’t assume a special role for positive/negative
valence. In this sense, it is also a way to put into sharper focus any real valence-related
differences that do emerge.

The model-based analysis provides some insights into what we could do to reduce
the asymmetry in learning in the VLT, without compromising the task’s symmetric
design. Again, the asymmetric pattern is a result of the interaction of incremental
learning, the balance between exploration and exploitation, and zero initial values.
One clear way reduce the asymmetry in learning is to adjust the initial values for
the actions by allowing an extra block at the beginning of the experiment as a purely
exploration phase, where participants are instructed to learn as much about each option
as possible, without concern for exploitation. Adjusted initial values could lead to a
smaller difference in learned value estimates between win and loss conditions, and may
subsequently produce smaller differences in performance for categorizing win and loss
stimuli. This solution needs to be tested with further empirical work.

Finally, the asymmetric learning pattern for win and loss stimuli in the VLT does
not arise uniformly across participants: a subset of the participants learn wins and

losses nearly equally well. This suggests that a natural next step is to investigate
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the individual differences in performances in the VLT. In the following chapter, we
present and discuss the individual differences in the VLT and how our model may help
explain the variation in terms of individual variation in the learning and exploration

parameters.
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CHAPTER V

Individual Differences in Value Learning

We have shown that a simple RL error-driven learning model provides an explana-
tion of win-loss learning asymmetries in the superficially symmetric VLT paradigm,
and have shown that this asymmetry persists whether the learning and exploration
parameters are set to maximize empirical fit to individual participants, or are set to
the computationally rational optimal setting to maximize task reward. We have also
demonstrated how final value estimates of the stimuli from this simple RL model can
provide explanations for the results in the post-learning explicit value categorization
task in Lin et al. (2020). However, empirical data from Lin et al. (2020) suggest that
the striking asymmetric learning pattern does not characterize all individuals: a subset
of participants learned both conditions nearly equally well.

In this chapter, we examine the extent to which the asymmetry persists for all
participants, and whether variation in the model’s learning parameters can account for
individual differences. We also examine whether the same individual differences occur

in the post-learning categorization task and discuss its indications.
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5.1 Individual Differences in Performances in the VLT

Despite of the consistent win-loss learning asymmetry observed in aggregate (Lin et al.,
2020), empirical data also suggest that this pattern does not arise in all participants.
To help visualize this participant variation, we characterized the learning asymmetry
for each participant (in the N=191 who achieved at least 65% correct selection in the
last block) by computing the difference between mean probabilities of correct selection
of win and loss stimuli across the 5 blocks. We then separated participants into two
groups using a median split on this difference measure. We refer to the group with
lower win-loss differences as the Nearly Fqual Learner Group, and the group with
greater win-loss differences as the Unequal Learner Group.

Figure 5.1 shows the empirical (left panel) and best-parameter-fit model-simulation
(right panel) learning curves for the Nearly Equal Learners (top row) and Unequal
Learners (bottom row). Note that these model simulations are identical to the ones
presented in the previous chapter for the N=191 participants in Lin et al. (2020) !;
we are simply splitting those results into the two different groups. The key result here
is that the asymmetry is diminished in the simulation of the Nearly Equal Learners,
though not to the extent observed in the empirical means. This suggest that variation in
« and [ provides a partial account of the individual variation in the win-loss asymmetry.

We also explored the effect of the individual parameter variation on predicted es-
timated values for participants in the two groups (Figure 5.2). Consistent with the
analysis presented above, the mean differences in value estimates for win and loss con-
ditions from models of participants in the Nearly Equal Learner group are smaller than

those from the models of participants in the Unequal Learners’ group.

!This individual difference analysis was not included in Lin et al. (2020)
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Figure 5.1: Human data and model simulations for two groups of participants created
by a median split on the learning asymmetry; see text for details.
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Figure 5.2: Value differences by trial for Nearly Equal and Unequal Learners.
(a) Evolving mean differences in value estimates for win and loss conditions from the
95 models of the Nearly Equal Learner participants. (b) Evolving mean differences in
value estimates for win and loss conditions from the 96 models of Unequal Learners.

5.2 Effect of Experience on Individual Performances

Each individual participant also differed in the specific experiences on each trial. Al-
though it seems unlikely that these experience differences could account for the indi-
vidual differences we observed, we also ran simulations of the model using the actual
experience of each individual participant—that is, forcing the model to experience the
exact same trial conditions in the same order as the participants. We then computed
optimal learning parameters for these individual experiences to assess whether experi-
ence alone might lead to upper bounds on performance that vary enough to account
for some of the observed performance differences. We did not observe any differences
in the optimal model simulations, suggesting that random experience differences can-
not account for the observed variation in individual performance (Simulation results

in Appendix C).
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5.3 Model Simulations of Poor Performers

Finally, the model simulates the performance of most participants who did not achieve
the 65% correct selection threshold (some of whom were operating nearly at chance).
Setting either «. or § to very low levels yields poor performance. It is possible to further
divide the poor performing participants into subgroups who learned neither win or loss
associations (N=23), or who learned wins slightly better than losses (N=17), or losses
slightly better than wins (N=8). Only the latter small group of participants (8 of 287)
cannot be accounted for by the model. Simulation results of these four subgroups are

in Appendix C).

5.4 Individual Model Parameters

Figure 5.3 shows the best-fitting o and [ parameters for each of the 287 participants,
color coded for each of the three groups: Unequal Learners, Nearly Equal Learners, and
Poor Performers. What is clear from this plot is that the Nearly Equal Learners have
parameter values closer to the optimal parameters. The model thus predicts that these
participants will have the highest overall performance, a prediction that is confirmed

empirically (See Appendix C).

5.5 Individual Differences in the Outcome Memory Task

Recall that Lin et al. (2020) administered a post-learning memory task that aims to
probe participants’ explicit knowledge of the outcome associated with each stimulus
that appeared in the VLT. Participants indicated the outcome associated with each
image as follows: 1) very likely to win, 2) occasionally win, 3) no change, 4) occasionally
lose, 5) very likely to lose, 6) none (indicating a new image).

Here we present and discuss the empirical and simulation results from the catego-

104



rization task by two sub-groups of participants: Nearly Equal Learners and Unequal
Learners. Note again that the data and simulation are both the same as those in Lin
et al. (2020) and the previous chapter — we are simply dividing the results into the
two groups.

Figure 5.4, top panel, shows the human results for the two groups of participants.
We observe the same interaction as shown in aggregated data from before in both
sub-groups: both Nearly Equal Learners and Unequal Learners categorized the Win-
80 stimulus very accurately but categorized the Win-20 stimulus poorly. Both groups
categorized each of the two Loss stimuli almost equally well.

We applied the same set of thresholds for mapping value estimates into the five cat-
egories (Table 4.3). Figure 5.4, second row, show the probability of categorizing stimuli
correctly based on the thresholds for the two groups of simulated value estimates. Fig-
ure 5.4, third row shows the results with thresholds chosen to maximize empirical fit for
each group separately (minimize mean-squared error between predicted and observed
accuracies). The modeling results recover the qualitative patterns in the human data
for both groups. We observe that despite differences in learning of the win- and loss-
stimuli in the VLT, the qualitative effects on subsequent memory performance are the

same.

5.6 Discussion

The asymmetric learning pattern for win and loss stimuli in the VLT does not arise
uniformly across participants. In this chapter, we show how the model partially ex-
plains this variation in terms of individual variation in the learning and exploration
parameters. From simulating each participant’s individual task experience with both
the optimal parameters and best-fitting parameters, we are also able to rule out random

variations in task experience as the source of the individual differences.
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We also show the learned value estimates from the VLT predicts the performance
in the post-learning outcome memory task for both human Nearly Equal Learners
and Unequal Learners. The simulation yields the observed win-loss interaction in the
human data in both groups and even accounts for the surprising finding that accuracy
in categorizing outcomes of loss-stimuli is slightly better than win-stimuli (Results of
overall correct categorization for win- and loss-stimuli in Appendix C). However, despite
nearly equal or unequal learning of the win- and loss-stimuli in the behavioral task, the
qualitative effects on subsequent memory performance were the same. This suggests
that the win-loss asymmetry in learning does not directly drive effects on subsequent
tasks. Instead, the learned value estimates were better predictors of the subsequent
memory task. Thus, a promising avenue for future work is to quantitatively model
value learning as we have done here, and use the learned value estimates as parameters
of computational models of downstream tasks.

Finally, the individual differences in the VLT provide us with insights on some
limitations of our model. First, although the model simulations reflect the general
characteristics of human performances by people in different groups, the model can-
not account for the performance of the small percentage (< 3%) of individuals who
performed better in the loss condition than the win condition. It is possible that indi-
viduals who learned losses better than wins have a different internal reward function
that transforms point or monetary observations into an internal reward signal, but this
could be very challenging to estimate. Second, our model does not take into account
the possibility that humans may also learn the structure of the task in ways that allow
them to update value estimates for the stimulus in the pair other than the one that is
chosen. In other words, in the VLT, feedback on one stimulus in a pair does provide
information about the value of the other stimulus. It is possible that this more efficient
task structure learning accounts for some of the performance differences of participants

in the Nearly Equal Learners group.
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CHAPTER VI

General Discussion

In this dissertation, we present work on value-based decisions in two different domains:
multi-attribute ethical dilemmas (Chapters II and III) and the Value Learning Task
(VLT; Chapter IV and V; Raymond & O’Brien, 2009). Key results in this dissertation
are summarized in Table 6.1 below. In the ethical decision tasks, the values are sub-
jective utilities of each available option calculated through combining the attributes
given certain subjective utility functions. In the VLT, the values are estimates of ex-
pected reward associated with novel stimuli, updated through hundreds of trials of
learning. Both domains require the decision maker to represent the decision problem
(i.e., identify available options, attributes, etc.), evaluate the alternatives, and make

the decision.

In Chapter I1I, our work established for the first time that contextual choice reversals
(or the attraction effect) occur in the domain of ethical decisions. Our empirical stud-
ies built on a classical paradigm in contextual preference reversal studies. We started
with dilemmas isomorphic to economic gambles, and then extended the choice tasks
to multiple specific ethical dilemmas that include qualitative attributes. We found
both between-subject and within-subject choice reversals in both ethical dilemmas iso-

morphic to economic gambles and ethical dilemmas that involve qualitative attributes.
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Chapter Key Results

Chapter II 1. We established for the first time that both between-
subject and within-subject contextual preference rever-
sals can be found in ethical decisions with either quan-
titative or qualitative attributes.

2. Performance in ethical decisions is better and higher
target reversal rates predict better performance in eco-
nomic gambles but not in ethical decisions.

Chapter III 1. We used a computational model that predicts choices
in ethical dilemmas while taking into account individ-
ual differences to show that the individual differences
in rankings of ethical features can affect the original
configurations of the ethical dilemmas designed to pro-
duce context effects. This partly explains the variation
of within-subject choice reversal rates across specific
ethical dilemmas.

Chapter IV 1. We used a simple reinforcement learning model with
the softmax choice rule to provide explanations for the
win-loss learning asymmetry in the VLT. The asym-
metry occurs as the result of an interaction between a
neutral initial value estimate and a choice policy that
exploits while exploring, leading to more poorly dis-
criminated value estimates for loss stimuli.

2. We also recovered the key qualitative patterns in the
human data by mapping final value estimates from the
models to categories of stimuli.

Chapter V 1. The win-loss learning asymmetry diminished in the
simulation of the Nearly Equal Learners, though not
to the extent observed in the empirical means.

2. Individual differences in the learning asymmetry does
not affect the qualitative patterns of the subsequent
memory performance.

Table 6.1: Summary of Key Results in this Dissertation.

However, we also discovered that within-subject contextual choice reversals do not arise
to the same extent across specific ethical dilemmas.
In Chapter III, we used a simple computational model to show that the variation

of contextual choice reversals across dilemmas are partially explained by individual
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differences in the representation of the decision problem. Specifically, decision makers
differ in how they rank the levels of attributes (especially qualitative ones). As a
result, the original configurations of the ethical dilemmas change according to the
decision maker’s feature rankings. The configuration from a classical paradigm in
contextual choice reversal studies (Table 1.1) has three multi-attribute options in the
two-dimensional feature space. There is a target option, a competitor option that
is as attractive as the target option, and a decoy option that is dominated by the
target. When the decision maker’s feature rankings differ from the assumed rankings,
an attraction effect configuration could change to a similarity effect configuration, for
instance. These changes further affect within-subject choice reversal rates.

While our results demonstrate the commonality between decisions in economic gam-
bles and in ethical domains, our exploratory findings also suggest that there are also
differences in contextual choice reversals between choices in economic gambles and eth-
ical decisions. We found that the performance in ethical decisions is better and that
higher target reversal rates predict better performance in economic gambles but not in
ethical decisions.

A further direction along this line of research is to investigate whether other es-
tablished context effects: similarity effect and compromise effect; (Wollschlaeger &
Diederich, 2020) can be found in ethical decisions as well. Furthermore, it is worth
to explore whether the differences in performance and differences in the relationship
of reversal rates and performance between choices in economic gambles and ethical
dilemmas also arise in other context effects. This direction will allow us to explore
individual differences across context effects and choice domains (economic vs. ethical)
in more depth. Specifically, we can explore how individuals’ subjective utility, or deci-
sion strategies affect context effects in multi-attribute choices in economic and ethical

domains.
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In Chapters IV and V, we investigated decisions in the VLT — a paradigm devel-
oped for studying how people learn values associated with neutral stimuli and the effects
that learned value have on subsequent processing of the valued stimuli (Raymond &
O’Brien, 2009). The VLT consists of a series of trials in which participants are pre-
sented with a pair of neutral images associated with win, loss, or no-change outcomes
with certain probabilities. Participants attempt to maximize accumulated winnings as
they make choices and learn how the images associate with wins or losses. Despite the
symmetrical structure of the VLT, results from various studies show a clear contrast
between wins and losses, where wins are consistently learned better than losses (Lin
et al., 2020). In Chapter IV, we provide an explanation for the asymmetry in learning
wins and losses using a simple reinforcement learning model: the asymmetry arises
from an interaction between a neutral initial value estimate and a choice policy that
exploits while exploring, leading to more poorly discriminated value estimates for loss
stimuli. We also show that the final value estimates produced by the model provide
a simple account of the subsequent explicit value categorization task. Specifically, we
recovered the key qualitative patterns in the empirical data by mapping final value
estimates from the models to categories of stimuli with a set of thresholds.

In Chapter V, we show that individual differences in learning rates and exploration
rates help explain individual differences in the observed win-loss asymmetries. We
first separated human participants into two groups: the Nearly Equal Learner Group
(where participants showed lower win-loss differences) and the Unequal Learner Group
(where participants showed greater win-loss differences). Then, we divided the model
simulation results of all participants in the same way, and we found that the asymmetry
diminished in the simulation of the Nearly Equal Learners, though not to the extent
observed in the empirical means. This key result suggests that individual differences
in learning rates and exploration rates partly explains individual differences in the

observed win-loss asymmetries. Furthermore, we found that individual differences in

112



the learning asymmetry does not affect the qualitative patterns of the subsequent
memory performance. Instead, performance of the explicit value categorization task is
affected by the final value estimates of stimuli.

Our results suggest that researchers should use this computational model for any
value learning task before drawing inferences about how learning asymmetries affect
subsequent tasks. This model can help draw out the implications of the simplest set
of assumptions that don’t assume a special role for positive/negative valence.

We propose two potential future directions in this line of work. First, our model
does not take into account how learning the task structure may help the individuals
to update the value estimates of the non-chosen option. Thus, it is natural to consider
the development of a more sophisticated structured Bayesian RL model to account for
such learning. For example, in such a Bayesian RL model, each participant’s learning
parameter and exploration parameter are drawn from a common population distribu-
tion (Daw, 2011). Second, as the asymmetric pattern is a result of the interaction of
incremental learning, the balance between exploration and exploitation, and zero initial
values, one potential way to reduce the asymmetry in learning is to adjust the initial
values for the actions by allowing a purely exploration phase for the participants. This
naturally suggests a further empirical direction to test this solution for reducing the

learning asymmetry.

Our two lines of work investigate decisions in different domains, but they both
touch on the basic processes involved in value-based decisions (Rangel et al., 2008) —
our empirical studies on multi-attribute ethical decisions explore how decision makers
combine attributes and evaluate choices based on subjective utilities and our com-
putational work on the VLT focuses on how the decision makers learn values from
experiences and make decisions based on learned value estimates.

In addition, our studies in both domains of decisions reflect the various issues
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present in value-based decisions that pose challenges to neoclassical economic theory
which assumes perfect rationality yet can be explained or modelled in the framework
of bounded rationality (Simon, 1955). Below, we briefly summarize and discuss how
each line of work is informed by the framework of bounded rationality.

Our work on context effects in ethical decisions is conceptually tightly connected
to the framework of bounded rationality. Context effects like contextual choice re-
versals are traditionally considered as violations to human rationality based on utility
maximization. However, recent computational models explore the underlying processes
of multi-attribute choices predict contextual choice reversals while retaining bounded
rationality. Howes et al. (2016) show that these reversals are a natural consequence
of utility maximization given observation and calculation noise. Given our results of
finding these reversals in ethical decision tasks, we hope to extend the same theoreti-
cal model to the domain of ethical decisions and to provide the possibility of rigorous
accounts of the bounded rationality of ethical decisions. A challenge in extending
the theoretical model to the domain of ethical decisions is identifying individual deci-
sion maker’s subjective utility functions. To establish a subjective utility function, we
need to make assumptions about how the decision maker weighs and combines different
pieces of information. This is particularly difficult given the qualitative nature of many
ethical dilemmas and the individual differences in rankings of specific ethical features.

In our work on decisions in the VLT, we apply the framework of computational
rationality to analyze to what extent are human performances affected by the task
structure. One of the ways that we simulate the VLT with our RL model is to use
the pair of parameters that maximizes total rewards, i.e., the optimal parameters.
Essentially, the optimal parameters represent the computationally rational (Lewis et
al., 2014) parameter settings that yield the optimal performance in the VLT given the
learning algorithm, i.e., our RL model. As a result, the model still produces the win-loss

asymmetry, albeit the asymmetry is smaller than that observed empirically in Lin et al.,
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(2020). This analysis allows us to rule out the possibility that the empirically observed
win-loss asymmetry is fully due to sub-optimal learning by the task participants.
Furthermore, the optimal parameter settings provide us with a new perspective to
explore individual differences and what affects those differences — besides compar-
ing the learning asymmetries between individuals who learned wins and losses nearly
equally well and those who learned wins better than losses, we are able to compare
the model parameter values and performances of two groups of individuals with the
optimal parameters. Individuals who learned wins and losses nearly equally well have

parameter values closer to the optimal parameters, and higher overall performance.

Our work illustrate that simple theoretical ideas often lead to complex phenom-
ena. The ethical choice model that reflects individual differences is a simple generative
model, yet it provides partial explanations of the variation of context effects across
specific ethical dilemmas, and insights on how ethical decisions differ from economic
gambles: individual differences in feature rankings challenge the configuration of con-
text effects tasks in ethical dilemmas. The reinforcement learning model of the VLT
is also a simple computational model, yet it explains the win-loss learning asymme-
try observed in the VLT empirically. On the other hand, theoretical ideas also help
unify complex phenomena across specific domains. Models of boundedly rational multi-
attribute decision making provide us with a common ground to investigate economic
and ethical decisions, and the reinforcement learning theory allows us to explore learn-
ing and memory together.

I would like to end this dissertation with a reminder from Allen Newell’s last lecture
in 1991: all of ultimate scientific questions are so deep about the universe that one can
be held by them for an entire life and still be just a little ways into them (Anderson,
2007). Our work in no way comprehensively explores the intricate area of value-based

decisions. However, we still hope that our new empirical findings and computational
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work in the domains of ethical decisions and value learning can provide novel perspec-
tives on the environmental and cognitive factors that influence value-based decisions,

and that our results will motivate further research in the area of value-based decisions.
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Supplemental Materials for Choice Reversals in

Al

APPENDIX A

Ethical Decisions
Background
Behaviors Heuristics Type
Preference over government’s policy Framing effect Substitution

to save more lives or more life-years
depends on the framing when the

expected utility is the

same (Sunstein, 2004).
People are willing to punish com-
panies’ ethical decisions that are
based on cost-benefit analysis
when the companies’ liability is
unclear under the law (Viscusi,
2000)
Objections to emission trading led
to the delay and reduction of the
use of a pollution reduction tool
that is, in many contexts, the best
available (Sunstein, 2002).

Rejecting  cost-
benefit analysis
in decisions
affecting lives

Do not allow
moral wrong-
doing for a
fee

Rules-of-thumb

Rules-of-thumb

Continued on next page
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Continued from previous page
Behaviors Heuristics Type
People are averse to risks of Betrayal risk  Substitution
death from products that are aversion
designed to promote safety, e.g.,
airbags (Koehler &  Gershoff,
2003).
Punishment judgments towards Outrage heuris- Substitution
corporations are a product of tic (Kahneman &
outrage and leads to decreased Frederick, 2002)
wages, increased prices, lost
jobs (Kahneman, Schkade, &
Sunstein, 1998) or less benefi-
cial products such as vaccines
and birth control pills on the
market (Baron & Ritov, 1993).
People overestimate the carcino- Do not tamper Rules-of-thumb
genic risk from pesticides and un- with nature
derestimate the risks of natural
carcinogens (Rozin, 2001).
Harmful acts are generally Omission bias Substitution
seen  worse than  harmful
omissions  (Baron &  Ritov,
2004; Rodriguez-Arias, Ro-
driguez  Lopez, Monasterio-
Astobiza, & Hannikainen, 2020).
Most U.S. citizens say that they If there is a de- Substitution
approve of postmortem organ do- fault, do nothing
nation, yet relatively few sign a
donor card (Johnson & Goldstein,

2003).
Do what the majority of one’s Imitate your Substitution
peers do (Gigerenzer, 2010) peers

Table A.1: Summary of inconsistent behaviors and their underlying moral heuristics.
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A.2 Wedell (1991) Replication Study

A.2.1 Method
A.2.1.1 Participants

One hundred and fifty-five participants were recruited from undergraduate psychology
subject pool at the University of Michigan. Five participants were excluded due to
survey incompleteness. In total, 150 participants (104 female; age M(SD) = 19(0.76)

years) were included in the data analysis.

A.2.1.2 Wedell (1991) Replication Materials

We constructed a questionnaire that contained 40 pairs of questions (80 in total) with
the original stimuli from Wedell (1991), shown in Table A.2 below. There were 10 pairs
of questions for each type of decoy. Each pair contains two questions with the same A
and B targets but different decoys: one dominated by A, and another dominated by
B. Each participant completed a survey that contained 10 random pairs drawn from

the 40 pairs of questions and all questions were displayed in a random order.

Decoy bets
Target bets R F RF

Target A

40, $25 40, %20 .35, $25 .35, $20
50, $20 50, $18 .45, %20 .45, $18
67, $15 67, %13 .62, %15 .62, $13
.83, $12 83,810 .78, %12 .78, $10
Target B

.30, $33 .25, %833 .30, %30 .25, $30
40, $25 .35, $25 .40, $20 .35, $20
50, $20 45, %20 .50, $18 .45, $18
.67, $15 62, %15 .67, %13 .62, $13

Table A.2: Gambles used in Wedell (1991)’s original Experiment 1.
R = range decoy; F = frequency decoy; RF = range-frequency decoy (Wedell, 1991).

Here is one example of the question presented to the participants:
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Imagine you are presented with these three bets. Choose the bet you would most

prefer to take.
o 40, §25
o 40, §22
o .30, §33

All stimuli we used to construct the questionnaire are shown in Table A.2, except
for control (R’ decoys), which were constructed by altering the values of R decoys so
that the R’ decoys were dominated by both targets (Wedell, 1991).

The goal of this experiment was to replicate Wedell (1991)’s finding on how the
type and position of decoy influence participants’ choices on each pair. Thus, we were
specifically interested in having decoy type and decoy position as the two predictors.
In Wedell (1991), there were two within-subject variables — 10 pairs of questions and
decoy position (atA, atB) — and two between-subject variables: decoy type (R, F,
RF in Experiment 1 and R and R’ in Experiment 2) and presentation order. In our
replication study, we had three within-subject variables: each person completed 10

pairs of questions, decoy position (atA, atB), and decoy type (R, F, RF, control/R’).

A.2.1.3 Demographic Information

Participants answered a short demographic survey at the end. The questions include
age, gender(male/female/other), age began to learn English, language used mostly at
home, and highest grade completed.

A.2.2 Results

A.2.2.1 Descriptive Analysis

The descriptive analysis was the same as that in our ethical decision making study.
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Table A.3 shows an overview of within subject choice reversals for each type of
decoy. This result suggests that choice reversals occur around 20% of time within

subjects and that single dimensional decoys (R and F) have stronger effects than RF

or R’
Decoy Type Subjects Total Pairs Done # of PR Proportions of PR
R 142 382 82 0.21
F 137 367 83 0.23
RF 142 371 63 0.17
control (R’) 145 380 63 0.17

Table A.3: Proportions of Within Subject Choice Reversals (PR) Occurrences in Wedell
(1991) Replication Study

Figure 3b in the main paper shows the complete proportions of choice patterns in
this Wedell (1991) replication study. The decoy selection rates (R decoy: 20.41%, F
decoy: 16.89%, RF decoy: 17.25%, R’ decoy: 14.21%) in our replication study were
fairly high compared to Wedell (1991). However, the replication study results in terms
of proportions of choice patterns are very similar to Wedell (1991) original results.
We observed that the majority participants had consistent choice within each pair
regardless of decoy type. A clear and strong choice reversal effect can be observed for
R and F decoy type, whereas the choice reversal effect is weaker for RF decoy. In the
control, or R’ decoy, condition, least numbers of subjects exhibited choice reversal. In

general, descriptive plots suggest that we replicated Wedell (1991) results.

A.2.2.2 Bayesian Statistical Analysis

The statistical analysis was the same as that in our ethical decision making study

Experiment 1.

Chain Convergence Evaluation For all of our models, we ran four independent

chains and each of the four chains contains 2000 samples of each parameter. First 800
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samples were part of the warmup (or burn-in period). This period allowed the sampling
process to converge to the posterior distribution, and we analyzed the samples after
this period.

To interpret posterior distributions more cautiously and accurately, we first checked
chain convergence through traceplots and Rhat (Sorensen et al., 2016). The traceplots
for parameters (not included) suggest that the chains have converged for all parameters

the Rhat values from Table A.4 have shown convergence as well.

Posterior Statistics The central tendencies and 95% credible intervals of the pos-
terior distributions are reported in Table A.4. We will focus on parameters beta’*”
and types of decoy in our results.

For our main parameter of interest, beta’”, the mean estimate is 0.34, showing a
choice reversal effect. There is 40% increase in log odds of choosing A to B when decoy
is moved from B to A. After adding the interaction, we can also see that when decoy
is moved from B to A, compared to baseline category R and F (1D), decoy type RF
has a weak positive effect (0.28 — 0.15 = 0.13, indicating 14% increase in log odds of
choosing A to B). However, R’ has a reversed effect (0.27 — 0.54 = —0.27, indicating

24% decrease in log odds of choosing A to B).

A.2.3 Discussion

This experiment successfully replicated Wedell (1991), helping us move forward into
the domain of ethical decisions by creating tasks that are isomorphic to those in Wedell

(1991).
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Parameter Rhat n_eff mean  sd 2.5% 50% 97.5%
Full Model
B9™ (Tntercept)  1.00 2789 0.69 0.08 0.53 0.69 0.84
sE 1.00 2682 0.27 0.14 -0.02 0.27 0.55
B%D 1.00 2664 0.28 0.15 -0.00 0.28 0.58
By 1.00 2498 0.34 0.12 0.11 0.34 0.57
fixdecoy 1.00 2494 -0.54  0.20 -0.93 -0.54 -0.14
2 Drdecoy 1.00 2528 -0.15 0.21 -0.57 -0.14 0.27
mean_PPD 1.00 4209 0.71 0.01 0.69 0.71 0.73
log-posterior 1.00 1993 -1630.18 1.71 -1634.53 -1629.83 -1627.79
Model 1
B9™ (Intercept)  1.00 4942 0.55 0.10 0.37 0.55 0.75
5% 1.00 4448 0.31 0.12 0.07 0.31 0.54
pRF 1.00 4705 0.36 0.12 0.12 0.36 0.60
ey 1.00 5767 0.30 0.10 0.11 0.30 0.49
mean PPD 1.00 5207 0.71 0.01 0.69 0.71 0.74
log-posterior 1.00 2210 -1200.90 1.37 -1204.30 -1200.59 -1199.19
Model 2
9™ (Intercept) 1.00 2117 0.54 0.11 0.32 0.54 0.76
b 1.00 2402 0.30 0.16 -0.01 0.30 0.62
ﬂg/ 1.00 2287 0.42 0.16 0.10 0.41 0.73
BQ\F 1.00 2432 0.43 0.16 0.12 0.43 0.75
Bgc"y 1.00 1842 0.34 0.16 0.02 0.34 0.67
phrdecoy 1.00 2133 0.01 0.24 -0.45 0.01 0.48
g rdecoy 1.00 2076 -0.54  0.23 -0.98 -0.54 -0.09
I Fdecoy 1.00 2347 -0.15  0.24 -0.61 -0.15 0.31
mean_PPD 1.00 4821 0.71 0.01 0.69 0.71 0.74
log-posterior 1.00 2000 -1629.76 1.99 -1634.54 -1629.43 -1626.88

Table A.4: Posterior Statistics for Wedell (1991) Replication Data
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A.3 Experiment 1

A.3.1 Data Structure and Descriptive Analysis

The table below shows an example of the data structure. Empirical data were organized

as choice patterns for all subjects.

subject pair decoy type decoy dimension pair choice pattern

1 1 R 1D consistent choice
1 21 RF 2D target '1‘"'eversal

2 11 F 1D target reversal
2 31 R’ 1D decoy .s.élected

J 11 F 1D target ';eversal

J 21 RF 2D competit.(;i" reversal

Table A.5: An Example of the Data Coded as Choice Patterns for J Subjects

The table below shows the proportions of choice reversals in Experiment 1, cal-
culated from total number of pairs that exhibit a choice reversal (defined as subject
choosing targets for this pair for both decoy positions) over total number of pairs done

by all subjects for each decoy type.

Decoy Type Subjects Total Pairs Done # of PR Proportions of PR

R 47 129 14 0.11
F 49 150 20 0.13
RF 47 112 16 0.14
control (R’) 49 109 19 0.16

Table A.6: Proportions of Within Subject Choice Reversals (PR) Occurrences in Ex-
periment 1
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A.3.2 Full Description Results

legend
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(a) Wedell (1991) (b) Wedell (1991) replication  (c) Ethical decisions
(N=150) (N=51)

Figure A.1: Descriptive results — full response patterns in: (a). Wedell(1991); (b).
Wedell (1991) replication; (c). Ethical decisions.

A.3.3 Additional Statistical Models

A.3.3.1 Model 1

logit P(Y;jr =A) =" + 52”76Xik + ﬁieCOyXij (A1)

A.3.3.2 Model 2

In Model 2, we add decoy type R’ and estimate the interaction between decoy type

and decoy position.
logit P(Yijr = A) = 9™ + B Xy + BY Y Xij + BYP Y Xy X, (A.2)

A.3.3.3 Priors

Given that we do not have much prior information regarding our model parameters,

we choose to select prior distributions that are neither fully informative nor flat. For
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the s, we use weakly informative priors: normal(0,5).

A.3.4 Full Statistical Results

Parameter Rhat neff mean  sd 2.5% 50%  97.5%
Full Model

p9™ (Intercept) 1.00 2773 0.42 0.12 0.18 0.42 0.67
sE 1.00 2770 026 023 -020 026  0.72
@D 1.00 2610 012 023  -0.34 013  0.57
Beey 1.00 2805 074 019 036 074  1.12
i wdecoy 1.00 2462  -0.98 0.33  -1.64  -0.98  -0.34
o decoy 100 2496  -0.30 034  -096 -0.30  0.37
mean_PPD 100 4309 067 002 063 067 071
log-posterior 1.00 1989 -639.18 1.75 -643.46 -638.86 -636.73
Model 1

9™ (Intercept) 1.00 5231 0.34 0.14 0.07 0.34 0.63
R

Bﬁ 1.00 5032 025 0.18  -0.11 0.25 0.61
phE 1.00 4355 0.09 0.19 -0.28 0.09 0.47
Bocey 1.00 5272 0.66 0.16 0.35 0.66 0.98
mean_PPD 1.00 4987 0.68 0.02 0.63 0.68 0.73
log-posterior 1.00 2155 -479.86 1.43 -483.34 -479.53 -478.12
Model 2

B9™ (Intercept) 1.00 2205 029 0.16  -0.03 0.28 0.61
pE 1.00 2451 0.31 025  -0.18 0.31 0.78
/5%’ 1.00 2381 0.40 0.25  -0.09 0.39 0.89
BéF 1.00 2404 0.25 0.26 -0.25 0.25 0.76
5;"9 1.00 1919 0.80 0.25 0.31 0.80 1.30
glixdecoy 1.00 2206  -0.12 037 -0.86  -0.12 0.59
/Bg*decoy 1.00 218  -1.05 0.37 -1.76  -1.05  -0.35
Fytedecoy 1.00 2271  -0.36 039  -1.11  -0.36  0.43
mean_PPD 1.00 4040 0.67 0.02 0.63 0.67 0.71
log-posterior 1.00 1749 -641.02 2.07 -646.17 -640.62 -638.08

Table A.7: Posterior Statistics for Experiment 1.
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Figure A.2: All posterior estimates for means and 95% CIs of all parameters specified
in the logistic regression model in Experiment 1.

Intercept describes the baseline situation — log odds of choosing B when decoy is
?atB” and decoy type is 1D. The parameter S%° is our main parameter of interest,
which indicate the change in logodds of choosing A to B when decoy is changed from
"atB” to "atA”. The parameters 8§ and %P describe the effect of decoy type on
choice proportions, i.e., the change in logodds of choosing A over B when decoy type
is changed from 1D to R’/control or RF/2D. The parameters ﬁfl*dewy and BAPdecoy
indicates the interaction between decoy position and decoy type effects when considered
together with 35 and %P. For example, by combining %P and B37**“Y we learn
how logodds of choosing A to B change when decoy is changed from ”"atB” to "atA”
and from 1D to 2D.
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A.4 Experiment 2 & 3

A.4.1 Power Analysis

We conducted a power analysis by simulating data and generate posteriors of simulated
data with our full model (Equation 2.3) so that we could collect data from a number
of subjects that would let us achieve the following level of precision: the width of 95%
credible interval (CI) of our main parameter of interest is less than 1. The 95% CI
is the central portion of the posterior distribution that contains 95% of the probable
effect values.

Power Analysis
mean of 95% CI over 100 runs per subject number

2.5-
2.0-
Parameter
o betaA
< 15- betaAFjecoy
o) — betaAint
.?2 — betaAtype
o — betaD
% 1.0- — betaDdecoy
= betaDint
betaDtype
sigmaw
0.5-
0.0-

100 200 300 400 500 600 700 800 9001000
subject number

Figure A.3: Power analysis result: change of the width of 95% CI as subject number
decreases.
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A.4.2 Example of Questions for Finding Attributes to Construct Materials

for Experiment 2 & 3

Below we show a set of questions that are presented to participants for determining
how participants’ rank the levels in an attribute. The attribute is crime motivation
and the levels are: stealing prescription drugs for a sick child, stealing prescription
drugs for a sick parent, stealing prescription drugs for a friend’s sick pet, and stealing

prescription drugs to pay off gambling debt.

1. You are the sheriff of the jail in a small town. The jail is overcrowded and you

have to release a prisoner. Which prisoner would you release?

e A man who stole prescription drugs for his sick child.

e A man who stole prescription drugs for his friend’s sick pet.

2. You are the sheriff of the jail in a small town. The jail is overcrowded and you

have to release a prisoner. Which prisoner would you release?

e A man who stole prescription drugs for his sick child.

e A man who stole prescription drugs for his sick parent.

3. You are the sheriff of the jail in a small town. The jail is overcrowded and you

have to release a prisoner. Which prisoner would you release?

e A man who stole prescription drugs for his sick parent.

e A man who stole prescription drugs for his friend’s sick pet.

4. You are the sheriff of the jail in a small town. The jail is overcrowded and you

have to release a prisoner. Which prisoner would you release?

e A man who stole prescription drugs for his sick child.
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e A man who stole prescription drugs to pay off his gambling debt.

5. You are the sheriff of the jail in a small town. The jail is overcrowded and you

have to release a prisoner. Which prisoner would you release?

e A man who stole prescription drugs for his sick parent.

e A man who stole prescription drugs to pay off his gambling debt.

6. You are the sheriff of the jail in a small town. The jail is overcrowded and you

have to release a prisoner. Which prisoner would you release?

e A man who stole prescription drugs for his friend’s sick pet.

e A man who stole prescription drugs to pay off his gambling debt.

A.4.3 Scenarios in Experiment 2 & 3

Item Scenario

emergency delivery You are responsible for an emergency delivery of
medical supplies to a small village to prevent some
serious illness. There are different vehicles that you
may choose from. They all cost the same but vary
in the delivery speed and the amount of pollutants
produced. Which of the following vehicles do you
choose?

jail overcrowding You are the sheriff of the jail in a small town. The
jail is overcrowded and you have to release a pris-
oner. Which prisoner would you release? (The pris-
oners’ crime motivation and recidivism vary.)

jail overcrowding 2 You are the sheriff of the jail in a small town. The
jail is overcrowded and you have to release a pris-
oner. Which prisoner would you release? (The pris-
oners’ crime motivation and victim’s ages vary.)

Continued on next page
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Continued from previous page

Item Scenario

inevitable injury You work for a shipping company and your job is
to monitor autonomous cars and control them in
the case of an emergency. One day when you are
working, one of the autonomous cars experiences a
sudden brake failure. The car is approaching a busy
intersection where there are pedestrians crossing the
street. If you do nothing, the car will hit the nearby
vehicle, killing all passengers inside the car and the
nearby vehicle. By taking control of the car, you
can navigate it to crash into one of the pedestrians
crossing the street, but doing so may result in the
injury of the pedestrians. Which of the following
outcomes would you choose?
rescue plan A hurricane hits a small town causing most houses
to be destroyed. Three emergency rescue plans have
been proposed. Assuming that the exact scientific
estimates of the consequences of the plans are as
follows, which plan would you choose?
A devastating hurricane that destroys most homes
hits a small island. You are the lead expert on the
emergency rescue team and you find three severely
injured survivors buried underneath the rubble. A
member of your team has evaluated the likelihood of
successfully rescuing each survivor. After carefully
examining the situation, you realize that this con-
fined space is very fragile and you can try to rescue
only one person before it collapses. The survivors
you do not try to rescue will certainly die. Who
would you try to rescue? (Likelihood of rescuing
and age of survivors vary.)
firing an employee You are the manager of a small group of people in a
company. Due to low sales, you have to fire an em-
ployee. Who would you fire? (The employees’ years
of working experiences and their sense of responsi-
bility vary.)
worker welfare You are buying a laptop that is produced by different
companies. Assuming that the products all have
the same quality, which of the following companies
would you choose to buy it from? (Price and how
well the companies pay their workers vary.)

rescue a survivor !

Continued on next page

'The rescue a survivor item only appeared in Experiment 2.
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Continued from previous page
Item Scenario
worker welfare 2 You are buying a pair of boots that is produced by
different companies. Assuming that the products all
have the same quality, which of the following com-
panies would you choose to buy it from? (Price and
how well the companies pay their workers vary.)
Table A.8: Items (scenarios) appeared in Experiment 2 and Experiment 3. The rescue
a survivor item only appeared in Experiment 2.

A.4.4 An Example of a Set of Questions in Part 1 of Experiment 2 and

Experiment 3

Below is a set of questions corresponding to the item speed-pollution. In this set, pollu-
tion attribute says constant and speed attribute varies in each choice. Each participant
was randomly presented one out of the four questions and three out of the four choices

within in the question.

1. You are responsible for an emergency delivery of medical supplies to a small
village to prevent some serious illness. There are different vehicles that you may
choose from. They all cost the same and produce the same amount of pollutants
but vary in the delivery speed (overnight, 3 days, 5 days, 7 days). Which of the

following vehicles do you choose?

A car that produces a low amount of pollutants and makes the delivery

overnight.

A car that produces a low amount of pollutants and makes the delivery in

3 days.

A car that produces a low amount of pollutants and makes the delivery in

5 days.

A car that produces a low amount of pollutants and makes the delivery in

7 days.
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2. You are responsible for an emergency delivery of medical supplies to a small
village to prevent some serious illness. There are different vehicles that you may
choose from. They all cost the same and produce the same amount of pollutants
but vary in the delivery speed (overnight, 3 days, 5 days, 7 days). Which of the

following vehicles do you choose?

A car that produces a medium amount of pollutants and makes the delivery

overnight.

A car that produces a medium amount of pollutants and makes the delivery

in 3 days.

A car that produces a medium amount of pollutants and makes the delivery

in 5 days.

A car that produces a medium amount of pollutants and makes the delivery

in 7 days.

3. You are responsible for an emergency delivery of medical supplies to a small
village to prevent some serious illness. There are different vehicles that you may
choose from. They all cost the same and produce the same amount of pollutants
but vary in the delivery speed (overnight, 3 days, 5 days, 7 days). Which of the

following vehicles do you choose?
e A car that produces a high amount of pollutants and makes the delivery
overnight.

e A car that produces a high amount of pollutants and makes the delivery in

3 days.

e A car that produces a high amount of pollutants and makes the delivery in

5 days.
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e A car that produces a high amount of pollutants and makes the delivery in

7 days.

4. You are responsible for an emergency delivery of medical supplies to a small
village to prevent some serious illness. There are different vehicles that you may
choose from. They all cost the same and produce the same amount of pollutants
but vary in the delivery speed (overnight, 3 days, 5 days, 7 days). Which of the

following vehicles do you choose?
e A car that produces a very high amount of pollutants and makes the delivery
overnight.

e A car that produces a very high amount of pollutants and makes the delivery

in 3 days.

e A car that produces a very high amount of pollutants and makes the delivery

in 5 days.

e A car that produces a very high amount of pollutants and makes the delivery

in 7 days.
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A.4.5 Experiment 2 Results
A.4.5.1 Descriptive Analysis

Analysis with Full Response Patterns Here we include the full response patterns

for aggregated data in Experiment 2.

1.00- Pattern
. competitor
reversal
target
reversal
decoy
0.75- selected

. consistent
choice

choice proportion
o
gl
<

0.25-

0.00-

1D 2D
decoy type

Figure A.4: Full response patterns for data aggregated over all items in Experiment 2
(N=475).
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Analyses with all Items Here we include descriptive analyses and data analyses
with the full model including the rescue a survivor item, which we have excluded in

the main chapter.
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Figure A.5: Response patterns aggregated over all 8 items in Experiment 2 (N=475).
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Figure A.6: Aggregated choice proportions for all 8 items during the first and second
session in Experiment 2 (N=475).
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Descriptive Analysis by Item Here we present the descriptive results of choice

patterns and choice proportions by item.
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Figure A.7: Choice patterns for all 8 ethical dilemmas.
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Figure A.8: Choice proportions for each ethical dilemma.
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A.4.5.2 Statistical Results

Full Model First we show the full statistical results for the full model with 7 items

(excluding rescue a survivor item).
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Figure A.9: Experiment 2: posteriors for the full model (7 items).
9" and %" indicate the log odds of choosing A and D when decoy is "atB” and ”1D”.

%% and BE° indicate the change in log odds of choosing A & D over B when decoy
is changed from "atB” to "atA”. S and 1% indicate the change in logodds of

choosing A & D over B when decoy is changed to 2D. g7¥Pe*4ec¥ and girerdecos indicate
the interaction of decoy position and type effect on the change in log odds of choosing
A & D over B. 0, estimates the sd of the item variations’ distribution.

Parameters Rhat neff mean sd 2.5% 50% 97.5%
%m 1.00 644398 -2.58 0.10 -2.79 -2.58 -2.38

flm 1.00 5985.28 -0.60 0.05 -0.69 -0.60 -0.51

f)ecoy 1.00 6344.87 -0.37 0.16 -0.69 -0.37 -0.05

;llecoy 1.00 5856.80 0.29 0.06 0.16 0.29 0.41

%’pe 1.00 6452.02 -046 0.22 -0.90 -0.46 -0.04

ffpe 1.00 6447.36 0.69 0.07 0.54 0.69 0.83
tDype*decoy 1.00 5925.03 0.05 0.34 -0.62 0.05 0.72
glwesdecoy 100 637415 -0.28 0.10 -0.49 -0.28  -0.08
o, 1.00 870.90 0.83 0.59 0.06 0.71 2.23

Table A.9: Posterior mean and 95% ClIs for full model parameters (Experiment 2,
excluding rescue a survivor item).
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Below we show the full statistical results for the full model and simple model in-

cluding rescue a survivor item (Figure A.10).

Posterior estimates with 95% CI
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a. Posteriors for the full model, including all 8 items.
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Figure A.10: Posterior estimates for means and 95% CIs of all parameters in the full
model and those for the main parameter of interest, Bfffcoy, for each scenario in the

simpler model (Experiment 2, including rescue a survivor item).
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Parameters Rhat n_eff mean sd 2.5% 50% 97.5%
9™ 1.00  6306.78 -1.90 0.08 -2.05 -1.90 -1.75

%" 1.00 5971.07 -0.49 0.04 -0.58 -0.49 -0.40

gjcoy 1.00 6601.99 -0.99 0.14 -1.27 -0.99 -0.71

ffcoy 1.00 5767.18 0.19 0.06 0.07 0.19 0.31

g’pe 1.00 6283.85 0.30 0.13 0.05 0.30 0.54

Z“’pe 1.00 572237 0.68 0.07 0.54 0.67 0.82
gpe*decoy 1.00 7459.82 -0.52 0.25 -1.02 -0.52 -0.02
ﬁfj’pe*decoy 1.00 5616.11 -0.31 0.10 -0.50 -0.31 -0.12
o, 1.01 652.81 0.81 0.59 0.05 0.68 2.21

Table A.10: Posterior mean and 95% Cls for the full model parameters (Experiment
2, including rescue a survivor item).

Simple Model Table A.11 below shows the full statistical results of the simple model

applied to each item individually.

Scenario Parameters Rhat nefl mean sd 2.5% 50% 97.5%

emergency (%" 1.00 3684.58 -4.63 094 -6.82 -451 -3.11
delivery e 1.00 5152.08 0.36 0.13 0.10 0.36 0.62
f)emy 1.00 3808.32 3.19 098 1.52 3.08 5.41
ffcoy 1.00 5523.29 0.71 0.21 031 0.70 1.12
%’pe 1.00 392383 -0.16 142 -3.17 -0.10 2.60
Zype 1.00 5091.55 0.50 0.19 0.12 0.50 0.88

fypexdecoy 100 4019.51 -0.67 1.49 -3.58 -0.72  2.45
pglyperdecoy 100 5436.92  -0.59 029 -1.17 -0.59 -0.04

worker o 1.00 6530.94 -2.45 032 -3.11 -2.44 -1.87
welfare 2 e 1.00 6083.69 -0.19 0.13 -0.45 -0.19 0.07
ffcoy 1.00 7326.18 -1.80 0.70 -3.30 -1.76  -0.58
iecoy 1.00 5900.86 -1.06 0.21 -147 -1.06 -0.67
g’pe 1.00 6666.71 -0.43 0.51 -1.43 -0.42 0.55
ffpe 1.00 5667.67 0.20 0.19 -0.16 0.20 0.56

glwperdecoy 100 6510.93 -0.97 140 -4.01 -0.86  1.56
foperdecoy 100 537578 0.06 0.28 -0.48 0.06  0.62

worker o 1.00 6276.44 -2.77 037 -3.53 -2.75 -2.08
welfare e 1.00 5172.19 -0.12 0.13 -0.39 -0.12 0.13
%ecoy 1.00 6110.84 -1.22 0.72 -2.76 -1.18 0.09
jemy 1.00 5378.79 -0.29 0.19 -0.66 -0.29 0.08
%’pe 1.00 6175.17 -0.30 0.56 -1.42 -0.31 0.79
fj’pe 1.00 5280.66 0.07 0.19 -0.30 0.07 0.43

Continued on next page
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Continued from previous page
Scenario Parameters Rhat n_eff mean sd 2.5%  50% 97.5%
plpedcoy 1 00 5303.19 025 1.04 -1.80 024 228
Z’pe*decoy 1.00 5283.28 -0.09 0.27 -0.61 -0.09 0.44

jail over- gm 1.00 4647.71 -2.97 0.36 -3.72 -2.96 -2.31
crowding e 1.00 4566.31 -0.69 0.14 -0.98 -0.69 -0.42
lecoy 1.00 4769.79  0.53 048 -0.41 0.53  1.48
aecoy 1.00 428551 0.54 020 0.16 0.54  0.92
e 1.00 4667.20 0.34 047 -0.56 0.34  1.28
type 1.00 4393.61 -0.18 020 -0.58 -0.18  0.22

fyperdecoy 100 515347 -1.11 0.73 -2.58 -1.10  0.32
glyperdecoy 100 419647  0.37 028 -0.18 037  0.91

rescue a o 1.00 3645.03 1.12 0.20 0.74 1.12 152
survivor 9 1.00 292231 113 020 0.75 113  1.53
Jecoy 1.00 4749.89 -3.58 0.37 -4.32 -3.57 -2.88
accoy 1.00 3406.11 -1.35 0.24 -1.83 -1.35 -0.88
e 1.00 3680.75 -0.21 0.27 -0.74 -0.21  0.34
e 1.00 2922.15 -0.09 027 -0.62 -0.09 0.45

gpesdecoy 100 453121 0.23 052 -0.79  0.23  1.25
gPerdeer 100 343646 021 0.33 -0.44 021 0.84

rescue o 1.00 6549.29 -2.49 040 -3.34 -2.46 -1.76
plan Ig4m 1.00 5654.01 0.66 0.14 0.39 0.66 0.93
%ecoy 1.00 6542.05 0.28 0.58 -0.86 0.28 1.40
jecoy 1.00 5377.63 0.38 0.20 -0.01 0.38 0.78
tDype 1.00 4503.86 -2.32 1.13 -4.87 -2.19 -045
Z’pe 1.00 5665.24 -0.20 0.19 -0.57 -0.20 0.17

fyperdecoy 100 463177  1.60 1.31 -0.74 153  4.37
glypesdecoy 1 00 5563.97  0.12 0.28 -0.43 0.12  0.68

jail over- o 1.00 7408.31 -2.04 0.15 -235 -2.04 -1.75
crowding 2 39" 1.00 6505.96 -1.82 0.14 -2.10 -1.82 -1.55
gjcoy 1.00 6908.14 -1.58 0.35 -2.30 -1.57 -0.94
ffcoy 1.00 577239 0.02 0.19 -0.37 0.01 0.39
inevitable o 1.00 5808.69 -3.11 0.25 -3.63 -3.09 -2.65
injury e 1.00 4989.14 -1.47 0.12 -1.71 -146 -1.24
f:lfcoy 1.00 5817.88 0.24 0.38 -0.51 0.24 0.98
ffc"y 1.00 494434 141 0.15 1.12 141 1.71

Table A.11: Complete results for simpler model applied to each scenario in Experiment
2.
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A.4.6 Experiment 3 Results
A.4.6.1 Descriptive Analysis

Analysis with Full Response Patterns Here we include the full response patterns

for aggregated data in Experiment 3.

1.00- pattern

l competitor

reversal
target
reversal
decoy

0.75- selected

l consistent
choice

choice proportion
o
gl
<

0.25-

0.00-

1D 2D
decoy type

Figure A.11: Aggregated response patterns for all items (excluding firing an employee)
in Experiment 3 (N = 456).
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Analyses with all Items Here we include descriptive analyses and statistical anal-
yses with the full model including the responsibility € years item, which we have

excluded in the main paper.

Pattern
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Figure A.12: Response patterns aggregated over all 8 items in Experiment 3 (N=456).
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Figure A.13: Aggregated choice proportions for all 8 items during the first and second
block in part 2 of Experiment 3 (N=456).
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Descriptive Analysis by Item Here we present the descriptive results of choice

patterns and choice proportions by item in Experiment 3.
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Figure A.14: Experiment 3: choice patterns for all 8 ethical dilemmas.
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Figure A.15: Choice proportions for each ethical dilemma in Experiment 3.
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A.4.6.2 Statistical Results

Full Model First we show the full statistical results for the full model with 7 items

(excluding responsibility € years).

O
=
o 1
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=
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< J (YRR AU S (U TSI U S
T ] +
£
D
o -1-
p .
o
=
7}
3
8 -2-
] t
B%m Bie'coy BR’pe'*decoy Bgllpe BéDm BdDe'my ngeldemy Btgpe G
Parameters

Figure A.16: Posteriors for the full model (Experiment 3).
9" and %" indicate the log odds of choosing A and D when decoy is "atB” and ”1D”.
%% and B indicate the change in log odds of choosing A & D over B when decoy

is changed from "atB” to "atA”. [ and % indicate the change in logodds of
choosing A & D over B when decoy is changed to 2D. 3P4 anq Bar erdecoy indicate

the interaction of decoy position and type effect on the change in log odds of choosing
A & D over B. g, estimates the sd of the item variations’ distribution.

Parameters Rhat neff mean sd 2.5% 50% 97.5%

I 1.00 6393.88 -2.52 0.11 -2.74 -2.51 -2.30
e 1.00 6431.44 -0.22 0.05 -0.30 -0.22 -0.13
decoy 1.00 6382.67 -0.24 0.17 -0.57 -0.24  0.09
decoy 1.00 6122.17 0.19 0.06 0.07 0.19 031
type 1.00 6185.96 -0.42 0.22 -0.86 -0.41  0.00
‘e 1.00 6152.68 022 0.08 0.08 022 0.37

fyperdecoy 100 6321.02  0.39 031 -021 038 1.0l
plypesdecoy 1 00 6212.90  0.02 0.11 -0.19 0.02  0.23
Tu 1.00 76818 0.83 059 008 071 226

Table A.12: Posterior mean and 95% ClIs for the full model parameters (Experiment
3).
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Below we show the full statistical results for the full model and simple model in-

cluding responsibility € years item (Figure A.17).
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a. Posteriors for the full model.

Posterior estimates with 95% CI
o
|
- —e—
.
——
_+_
— e
_._:L
=
_._

@ : Vv > IS 3 o
) ST &
> S $ 3 2 $ & 3
& > S S $ & B N
) § S N & ® N &
N B $ 3 < < () IS
Q KN o 3 z N )
< & S N L S O
R S
g N §
scenario

decoy

b. Posteriors for 8, for all scenarios.

Figure A.17: Posterior estimates for means and 95% CIs of all parameters in the full
model and those for the main parameter of interest, Bfffcoy, for each scenario in the

simpler model (Experiment 3, including responsibility € years item).
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Parameters Rhat n_eff mean sd 2.5% 50% 97.5%
o 1.00 6356.29 -243 0.10 -2.64 -243 -2.23
e 1.00 5463.52 -0.06 0.04 -0.15 -0.06 0.02
]C_l-)ecoy 1.00 6445.88 0.23 0.14 -0.06 0.23 0.51
ffcoy 1.00 5372.78 0.13 0.06 0.01 0.13 0.24
g;pe 1.00 5928.12 -0.10 0.18 -0.47 -0.10 0.25
Z’pe 1.00 5481.40 0.30 0.07 0.16 0.30 0.43
%’pe*decoy 1.00 5993.30 0.12 0.25 -0.36 0.11 0.61

ﬁffpe*decoy 1.00 5612.28 0.03 0.10 -0.17 0.03 0.22

Ow 1.01  826.37 0.84 0.60 0.07 0.71 2.26

categorical P(Yijr = m) = pI"

150

the full analysis model that estimates the effect of instruction is:

Table A.13: Posterior mean and 95% ClIs for the full model parameters (Experiment
3, including responsibility & years item).

Full Model Estimating Effects of Instruction Following the same model setup,

categorical P(Yiju = m) = B5" 4 BP X+ B ™ Xij + B X + BV X 1 X Xt

In the baseline condition where decoy is at B, one-dimensional, and no instruction

is given, the equation is simply the log odds for the baseline category:

In Figure A.18 and Table A.14 below, we present the posterior estimates and 95%
CIs for the parameters in this model, and we cannot observe any effect of whether

instruction on dominance is given or not. In this analysis, all 8 items were included.
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Figure A.18: Posterior estimates for means and 95% CIs of all parameters (Experiment 3,
all 8 items included).

Parameters Rhat n_eff mean sd 2.5% 50% 97.5%

o 1.00 4652.01 -2.34 0.14 -2.63 -2.34 -2.07
o 1.00 5476.76 -0.05 0.06 -0.17 -0.05  0.07
Lecoy 1.00 4578.80 0.26 0.19 -0.12 0.26  0.64
o 1.00 5588.49 0.12 0.09 -0.05 0.12  0.29
e 1.00 450825 -0.10 0.25 -0.59 -0.09  0.38
Bre 1.00 5420.15 025 0.10 0.05 0.24  0.44
instr 1.00 4817.09 -0.19 0.21 -0.61 -0.19  0.22
Bipstr 1.00 5525.40 -0.02 0.09 -0.19 -0.02  0.15
typexdecoy 1.00 4617.72 0.08 0.33 -0.57 0.08  0.74
Blyperdecoy 1.00 5355.72  0.01 0.14 -0.27 0.00  0.29
fypexinstr 1.00 5058.02 -0.02 0.37 -0.75 -0.03  0.70
typexinstr 1.00 5626.59 0.11 0.14 -0.17 0.11  0.38
lecoyxinstr 1.00 4607.28 -0.07 0.28 -0.62 -0.07  0.48
aecoyxinstr 1.00 5457.34 0.01 0.12 -0.23 0.01  0.24

jyperdecorsinstt 1,00 5107.27  0.07 050 -0.91  0.07  1.05
Blyperdecoyxinstr 1 00 5384.01  0.05 0.20 -0.34 0.05  0.44
O 1.01  890.79 0.79 059 0.06 066 221

Table A.14: Posteriors for the full analysis model including parameters estimating the
effect of instructions.

. ¢ d .. . . L.

Interactions: [P indicates the interaction between decoy position and decoy
t instr + 1. . . . . d inst

type; B77" indicates the interaction between decoy type and instruction; g5 /™"

indicates the interaction between decoy position and instruction;
cates the three-way interaction. All interactions are inconclusive as their 95% Cls
include 0.

typexd *instr - .
j/pe ecoyxinstr L. 4
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Simple Model Table A.15 below shows the full statistical results of the simple model

applied to each item individually.

Scenario Parameters Rhat n_eff mean sd 2.5% 50% 97.5%
emergency o 1.00 4912.47 -2.52 0.40 -3.36 -2.49 -1.81
delivery i 1.00 5675.58 0.49 0.14 0.23 049 0.76
ffcoy 1.00 497294 0.85 0.51 -0.13 0.84 1.89
ffcoy 1.00 5281.71 043 0.20 0.03 043 0.82
gpe 1.00 5028.99 -0.63 0.66 -1.95 -0.63 0.62
fj’pe 1.00 5230.20 0.06 0.19 -0.32 0.07 0.44

gpe*decoy 1.00 5103.23 -0.14 0.84 -1.77 -0.14 1.50
Bffpe*dewy 1.00 5075.42 -0.03 0.28 -0.58 -0.04 0.53

responsibility 57" 1.00 3586.80 -1.20 0.35 -1.92 -1.18 -0.55
& years e 1.00 4099.60 1.63 0.18 1.29 1.63 2.00
zl)ecoy 1.00 3059.20 145 0.40 0.69 1.44 2.28
jecoy 1.00 3959.04 -0.40 0.25 -0.91 -0.40 0.09
gpe 1.00 3558.91 0.64 0.46 -0.24 0.64 1.57
z/pe 1.00 4263.76  0.21 0.27 -0.32 0.21 0.75

gigpesdecoy 100 3379.38  -1.00 0.56 -2.12 -1.00  0.09
glypesdecoy 1 00 4201.36  0.22 0.37 -0.51 022  0.96

worker o 1.00 572593 -2.92 035 -3.64 -291 -2.29
welfare 2 e 1.00 5757.03 -1.06 0.16 -1.37 -1.05 -0.76
%ecoy 1.00 5716.62 -0.58 0.59 -1.77 -0.57 0.52
jecoy 1.00 5790.26  0.27 0.21 -0.14 0.27 0.68
type 1.00 5849.87 -0.72 0.58 -1.89 -0.70 0.38
fj’pe 1.00 5796.39 -0.11 0.22 -0.55 -0.11 0.33

glgperdecoy 1 00 6095.62 -0.35 1.06 -2.53 -0.31  1.66
glypesdecoy 100 5829.21  0.25 0.30 -0.33 025  0.84

worker o 1.00 401551 -3.62 0.51 -4.73 -3.58 -2.72
welfare o 1.00 4662.10 -0.53 0.14 -0.81 -0.53 -0.26
Jecoy 1.00 4305.08 0.55 0.66 -0.74 0.55  1.87
aecoy 1.00 4648.17 0.42 0.19 005 042 081
e 1.00 4201.99 051 0.64 -0.72 050  1.83
tope 1.00 4627.35 -0.12 020 -0.51 -0.12  0.28

fupexdecoy 100 442640 -0.57 0.88 -2.34 -0.56  1.15
glypesdecoy 100 4709.15  -0.06  0.28 -0.60 -0.06  0.48

jail over- o 1.00 5542.58 -2.63 0.33 -3.32 -2.62 -2.04
crowding e 1.00 5182.19 -0.49 0.14 -0.77 -049 -0.22
f)ec"y 1.00 5613.81 -0.40 0.52 -1.44 -0.40 0.60
ffcoy 1.00 5253.68 -0.00 0.20 -0.39 0.00 0.38

Continued on next page
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Continued from previous page

Scenario Parameters Rhat n_effl mean sd 25% 50% 97.5%
?)’pe 1.00 5575.31 0.30 046 -0.59 0.29 1.21
fj’pe 1.00 5063.08 0.50 0.19 0.12 0.50 0.88

fyperdecoy 100 5788.67  0.04 0.71 -1.36 0.05  1.45
glyperdecoy 100 5201.39 -0.03 027 -0.57 -0.03  0.51

rescue o 1.00 4956.11 -2.96 0.52 -4.06 -2.94 -2.03
plan Ig4m 1.00 5061.93 0.79 0.14 0.51 0.79 1.08
%ecoy 1.00 4932.31 0.38 0.74 -1.09 0.39 1.80
jecoy 1.00 5136.61 0.53 0.22 0.10 0.53 0.95
g/pe 1.00 4857.66 0.06 0.81 -1.57 0.07 1.62
ffpe 1.00 4681.02 0.53 0.22 0.10 0.53 0.96

ggresdecey 100 4673.66  0.86 1.03 -1.10 0.85  2.93
glgresdeoy 100 487443 -0.51 032 -1.15 -0.51  0.13

jail over- o 1.00 6308.33 -1.92 0.17 -2.25 -1.91 -1.60
crowding 2 e 1.00 5891.53 -0.69 0.10 -0.90 -0.69 -0.49
i’)ecoy 1.00 6554.10 -0.95 0.31 -1.56 -0.95 -0.37
ffcoy 1.00 5921.02 0.01 0.15 -0.27 0.01 0.30
inevitable o 1.00 5724.02 -2.85 0.29 -3.45 -2.84 -2.32
injury il 1.00 5896.67 0.02 0.10 -0.17 0.02 0.20
,‘f_fcoy 1.00 5605.70  0.08 0.41 -0.73 0.08 0.89
ffcoy 1.00 5592.61 0.18 0.14 -0.09 0.18 0.45

Table A.15: Complete results for simpler model applied to each scenario in Experiment
3.
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A.4.7 Combined Results

Analyses of Shared Items from Experiment 2 and 3 Here we present descrip-

tive and statistical results of the shared items.
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a. Full response patterns aggregated over shared items from both Experiment
2 and 3.
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b. Posteriors from the full model analysis of shared items from Experiment 2
and 3: /9" and 9" indicate the log odds of choosing A and D when decoy is
?atB” and 71D”. 3% and S indicate the change in log odds of choosing
A & D over B when decoy is changed from "atB” to "atA”. AP and B
indicate the change in logodds of choosing A & D over B when decoy is changed
to 2D. BIYPHIOY and [PV indicate the interaction of decoy position and
type effect on the change in log odds of choosing A & D over B. o, estimates
the sd of the item variations’ distribution.

Figure A.19: Descriptive and statistical results for shared items aggregated in Experi-
ment 2 and 3 combined data (N=931).
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Parameters Rhat n_eff mean sd 25% 50% 97.5%

g 1.00 5476.68 -290 0.13 -3.15 -2.90 -2.66
e 1.00 5352.07 -0.14 0.04 -0.23 -0.14 -0.06
f)ecoy 1.00 5280.01 047 0.17 0.14 047 081
fffcoy 1.00 5733.58 0.50 0.06 0.38 0.50 0.62
e 1.00 5806.07 0.02 0.22 -042 0.02 0.44
‘e 1.00 5402.03 0.51 0.07 037 0.51 0.65

5g’pe*decoy 1.00 5884.75 -0.08 0.30 -0.66 -0.09 0.51
Bﬁ’pe*decoy 1.00 543522 -0.21 0.10 -041 -0.20 -0.01
Ow 1.00 1329.03 0.81 0.60 0.06 0.67 2.25

Table A.16: Posterior estimates for mean and 95% Cls for combined shared scenarios
in Experiment 2 and 3.

A.4.7.1 First Occurrences of Scenarios

Here we present the results of choice proportions for the first time when a scenario is

presented. Table A.17 below contains each scenario that is shared in experiment 2 &

3.
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aggregated data aggregated data
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Continued on next page
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Continued from previous page
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Table A.17:

Choice proportions in the first occurrences of each shared scenario in

Experiment 2 & 3.

Here we present the results of choice proportions for the first time when a scenario is
presented. Table A.18 below contains the scenarios that were different in experiment

2 & 3, including the rescue a survivor item in Experiment 2 and the responsibility €

years item in Experiment 3.
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aggregated data aggregated data
1D 2D 1D 2D
1.00- 1.00-
S ors Sons-
g 0s Wan | 2oso- peten
8 N s 8 M s
g 0.25- - % 0.25-
0.00- . 0.00- | ] L
) P — S — e
choice choice
separate items separate items
jail overcrowding 2 jail overcrowding 2
1D 1D
1.00- 1.00-
S ors Sons-
g oso- p.osa:A £ 050- "."Sa:’A
8 N s 8 M s
g - -g - -
. N — ooo] —
A B 0 A 8 6
choice choice
worker welfare worker welfare
1D 2D 1D 2D
1.00- 1.00-
Sors- §o7s-
g wo | g o
g 050- W an g 050- [P
8 Lk 8 M s
0.00- — — 0.00- [ — e
J S S S S S S S T
choice choice
worker welfare 2 worker welfare 2
1D 2D 1D 2D
1.00- 1.00-
Sors- Sons-
;é; decgty §_ dec_oty
position position
goso— W an go.so— W an
8 L 8 W as
0.00- — | e — 0.00- | ]
A 8 0 A & b A & 0 A 8 b
choice choice
rescue a survivor

Continued on next page

157




Continued from previous page

Experiment 2 Experiment 3

1D 2D

decoy
position

T
B a
el -
B D A B

choice

choice proportion
o
@
3

o
N
@

o
=)
3

A

firing an employee

1D 2D

0.75-
decoy
position
1 D
M at
0.25-
A B D A B D

choice

choice proportion
o
bt
3

Table A.18: Choice proportions in the first occurrences of each revised scenario in
Experiment 2 & 3.

A.4.7.2 Second Occurrences of Scenarios

Here we present the results of choice proportions for the second time when a scenario
is presented. Table A.19 below contains the scenarios that were shared in experiment

2 & 3.

Experiment 2 Experiment 3
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Continued on next page
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Table A.19:
Experiment2 & 3.

Here we present the results of choice proportions for the second time when a scenario
is presented. Table A.20 below contains the scenarios that were different in experiment

2 & 3, including the rescue a survivor item in Experiment 2 and the responsibility €

years item in Experiment 3.

Choice proportions in the second occurrences of each shared scenario in
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Table A.20: Choice proportions in the second occurrences of each revised scenario in
Experiment2 & 3.
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APPENDIX B

Supplemental Materials for the Generative Model

of Response Patterns in Ethical Decisions

B.1 Simulation Results

Here we present the simulated and empirical results for ”consistent choice” selection

rates and ”competitor reversal”’ rates.
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Figure B.1: Simulated and empirical ” consistent choice” selection rates (left) and ” com-
petitor reversal” rates (right) for each scenario and decoy type.

Generally, simulated same selection rates were lower than those in empirical data and
simulated ”competitor reversal” selection rates were higher than those in empirical
data (Items are from Experiment 3, excluding the responsibility € years item).
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Below we present the complete results including the responsibility € years item in

Figure B.2.
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Figure B.2: Simulated and Experiment 3’s empirical decoy selection rates (upper left),
choice reversal rates (upper right), same-option selection rates (lower left), and opposite
selection rates (lower right) for each scenario and decoy type (all 8 items included).
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Simulated response patterns for each item in Experiment 3.
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inevitable injury
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Table B.1: Simulated and empirical data for each dilemma in Experiment 3.
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APPENDIX C

Supplemental Materials for the Individual

Differences in the Value Learning Task
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Figure C.1: Model simulations (200 runs for each participant) of the VLT with the
exact experiences of human participants — using optimal parameters.
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Figure C.2: Model simulation for Poor Performers and its sub-groups.
(a). Model simulation for Poor Performers (each=200 simulations). (b). Model sim-
ulation for Poor Performers who learned neither stimuli. The correct selection rates
stay around 50% for both stimuli. (c¢) & (d). Model simulations for Poor Performers
who learned only win stimuli and those who learned only loss stimuli. The simulations
do not reflect when loss stimuli are learned better win stimuli.
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Figure C.3: Learning asymmetry and overall performances by human subjects (left; N
= 191) and model simulation with best-fit parameters (right).

Vertical lines indicate the means of overall performance by each subject group. Learn-
ing asymmetry is given by the differences between the value differences of win stimuli
and the value differences of loss stimuli: larger absolute differences indicates larger
asymmetry between wins and losses. Overall performance is the mean P(correct) of
wins and losses in the last block. Our model predictions are consistent with empiri-
cal data: Nearly Fqual Learners generally have lower learning asymmetry and higher
overall performance.
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Figure C.4: Overall correct categorization for win- and loss-stimuli by Nearly Fqual
Learners and Unequal Learnersin empirical data, simulated data, and simulations with
best-fit cutoffs.

Our simulated results show the observed win-loss interaction in the human data, in-
cluding the surprising finding that accuracy in categorizing outcomes of loss-stimuli is
slightly better than win-stimuli. This finding does not appear in results simulated with
sampled cutoffs, but it appears in results simulated with best-fit cutoffs.
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