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Abstract 

The vast amount of information contained in the genome is organized and 

packaged by chromatin into a cell’s nucleus. This chromatin is composed of protein 

complexes called nucleosomes, made up of histone proteins that can regulate 

accessibility and functionality of the underlying DNA. Canonical histones are synthesized 

and deposited during S-phase in a replication-coupled manner, meeting the demand for 

a massive number of new histones to package the newly synthesized DNA. There are 

also multiple variant histones, and these variants are thought to have different impacts on 

the DNA they bind. These variants can be deposited DNA synthesis-independently and 

provide replacement histones in terminally post-mitotic cells, including neurons. Encoded 

by two separates genes H3f3a and H3f3b, H3.3 is expressed throughout the cell cycle, 

and incorporates preferentially at enhancers, promoters, and gene bodies, suggestive of 

a function in gene regulation. H3.3 is known to play a role in developmental processes, 

including neural crest cell differentiation, gametogenesis, and zygotic genome activation. 

In the brain, silencing of H3.3 genes by RNA interference leads to deficits in neuronal 

layer distribution, activity- and environmental enrichment-induced gene expression, and 

memory 

Here, I leverage stage-dependent deletion of H3.3 genes from: 1) cycling neural 

progenitor cells, 2) neurons immediately after terminal mitosis, or 3) several days later, 

revealing the first post-mitotic days to be a critical window for de novo H3.3. Despite 

ubiquitous expression of H3.3 throughout cell types and the cell cycle, newborn cortical 
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neurons undergo substantial de novo accumulation of H3.3 after becoming terminally 

post-mitotic. Deletion of H3.3 prior to this critical window abrogated this accumulation and 

had a profound impact on the establishment of the neuronal transcriptome. H3.3 is known 

to play a role in cell state transition, and the genes found to be most affected were typically 

upregulated across development, and often associated with a bivalent or “poised” 

promoter in neural progenitors. Coincident with these transcriptomic changes, I observed 

severe deficits in the formation of cortical axon tracts, including agenesis and misrouting 

of key intracortical connections and complete loss of the cortical spinal tract. Neuronal 

identity was also affected, and the typical laminar identity of deep-layer projection neurons 

failed to undergo normal refinement, resulting in mixed identities.  

After H3.3 accumulation within this developmental window, co-deletion of H3f3a 

and H3f3b caused progressive loss of H3.3 over several months without significant 

disruption of the transcriptome. The loss of H3.3 was not accompanied by an observable 

decrease in overall H3 levels or in H3 PTMs. Through this work I uncovered the potential 

existence of a non-H3.3 source of H3 that can compensate for the loss of H3.3 once the 

neuronal transcriptome is established, but not before. 

My work uncovers an active role of H3.3 in establishing transcriptional landscape 

and molecular identity in developing neurons immediately post-mitosis that is distinct from 

its role in maintaining histone H3 levels over the neuronal lifespan. These findings lead 

to further questions on the importance of H3.3 vs. histone turnover, and has important 

implications for histone variant regulation of developmental processes. 
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Chapter 1 Cortical Neurogenesis 

Thesis Overview 

My doctoral research explores the roles the histone variant H3.3 plays in shaping 

neuronal development in the cerebral neocortex. In the first chapter, I lay out current 

understanding of the exquisite organization of the cortex, as well as a brief overview of 

the developmental processes responsible for its formation. In chapter two, I highlight key 

differences in canonical and non-canonical H3, as well as the impact these differences 

have on their respective functions and the resulting chromatin profiles once incorporated 

into DNA-bound nucleosomes. In chapter three, I present my research efforts on the 

effects of H3.3 deletion from the developing cortex using conditional knockout mouse 

models. I find that H3.3 plays an active role during a critical developmental window in 

which it is important for developmental acquisition of neuronal transcriptome, identity, and 

axonal projection. In chapter four, I expand upon my initial findings, investigating the role 

of H3.3 several days after exit from the cell cycle and into late maturity. These 

experiments define a distinct role for H3.3 in maturing neurons, where it is largely 

dispensable for the major phenotypes discovered in chapter three, but plays a long-term 

role maintaining H3 levels over the neuronal lifespan. Through this work I also uncover a 

surprising finding that in H3.3 knockout neurons, H3.3 is progressively depleted whereas 

overall H3 levels are maintained, suggesting an alternative source of post-mitotic H3. 
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Chapter five concludes with thoughts and perspectives on my exploration of distinct H3.3 

roles within neurons, as well as possible avenues of future research. 

Organization of the Neocortex 

The higher cognitive functions that define humans as a unique species, including 

speech and language, decision making, and emotional and social processing, are 

centered in the neocortex, which is thought to be an important advance in mammalian 

evolution (1). The emergence of these higher functions during evolution was 

accompanied by structural changes in the neocortex, and the acquisition of areal 

specializations. Disordered cortical development has been implicated in many 

pathologies including schizophrenia, bipolar disorder, autism, and pediatric cancer. 

Understanding the fundamental mechanisms of neuronal development remains a goal at 

the forefront of research efforts and will enable a greater understanding of the genesis of 

humans’ remarkable capabilities, as well as the different ways development can be 

disrupted.  

Structural 

The brain, and in particular the cortex have undergone an incredible expansion 

across evolutionary time in mammals and to a greater extent in primates. The neocortex 

underlies not only remarkable motor and sensory capabilities, but also some of our most 

distinctly human cognitive functions. To accomplish these complex and diverse tasks, it 

has developed exquisite organization and connectivity, both within and beyond the cortex. 

The cortex is organized into six cytoarchitechtonically distinct horizontal layers (Fig. 1.1) 

(2-4). Within each of these six layers, there is stereotypical connectivity to other cortical 

and subcortical structures, dictating the many functions of individual layers. There is 
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further tangential arealization of the cortex, primarily associated with separation of 

functions: motor, sensor and association (5, 6).  
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Figure 1.1 The six-layered neocortex enables complex connectivity 

The neocortex occupies the outermost layer of the brain, composed of six horizontal 
laminae, with stereotypical connectivity. Upper layers (L2-4) from cortico-cortical 
connections, connecting the hemispheres dorsally through the corpus callosum (blue 
axon) and more ventrally through the anterior commissure. Deep layers (L5-6) project 
corticofugally outside the cortex, allowing for communication with the rest of the body. 
 
Hp: hippocampus, Thal: thalamus, IC: internal capsule, CPu: caudate putamen, Hyp: 
hypothalamus, L2-4: layer 2-4, L5: layer 5, L6: layer 6 
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Cell Types 

 Given the vast array of functions the cortex serves, the cells within this organ 

display a similar myriad of identities (7, 8). The neurons that reside within the cortex fall 

into two broad classification, excitatory glutamatergic neurons and inhibitory GABAergic 

neurons (9, 10). Excitatory neurons make up the majority of neurons within the cortex and 

project long-range axonal connections that link the cortex to itself as well as other brain 

regions. Most of cortical glutamatergic neurons are highly polarized pyramidal cells, with 

a single apical dendrite extending dorsally, several smaller basal dendritic outgrowths, 

and a single axon extending ventrally from the base of the cell and into the white matter 

(11). To ensure proper function of these projection cells, inhibitory neurons project locally 

and synapse onto excitatory cells to exert a modulatory effect. Within inhibitory neurons 

there are also many classifications of cells, from chandelier to basket neurons and others, 

each with their own unique connectivity, morphology, and function (12, 13).  

 The cortex is home to several non-neuronal cell types as well. Oligodendrocytes 

provide the myelin sheath to nearby neurons, insulating their axons in segments (14). 

Microglia serves as the brain’s macrophages, clearing cellular debris as well as pruning 

synapses during development (15, 16). Astrocytes play a broad supportive role, 

facilitating synaptic function, protecting neurons from oxidative stress and controlling the 

blood brain barrier (17). 

Connections 

The organizing principles of the cortex include not only the cell types within each 

area, but also their connectivity (Fig. 1.1) (18-20). Upper-layer neurons, those in layers 

2-4, form intracortical connections within the ipsilateral hemisphere and to the 
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contralateral hemisphere via the corpus callosum (21, 22). Intracortical neurons also form 

the anterior commissure, another corticocortical connection connecting the lateral cortical 

hemispheres as well as the amygdala (23). Layer 5 cells project primarily to a number of 

subcortical targets; striatum, thalamus, brainstem, and spinal cord forming the 

corticospinal tract (21). Most layer 6 cells project to the thalamus, through the 

corticothalamic tract. Miswiring of these circuits is thought to contribute to 

neurodevelopment disorders (24) and the study of tract formation and regulation remains 

an important topic in the field. 

Development 

In the mouse, cortical neurogenesis begins around embryonic day (E)11 and 

continues until day E17 (Fig. 1.2). Early neurodevelopment is characterized by 

symmetrically dividing neural progenitor cells (NPCs), which are restricted to the 

ventricular zone (VZ) (25). Starting at E11 some of these NPCs transition to radial glia, 

and begin the process of asymmetrical division, in which one daughter cell goes on to 

become a neuron and the other maintains its proliferative capacity (26, 27). This division 

is accompanied by migration of the two cells, with the newborn neuron migrating dorsally 

along radial glial scaffolds to settle into the nascent cortical plate (CP) and the NPC 

remaining in the VZ. 

This formation of the CP happens in an inside-out fashion. The first-born neurons 

form the transient preplate, which then splits into the marginal zone and subplate, a 

ventral layer involved in directing the flow of newborn neurons into the six horizontal 

laminae. The next wave of cortical neurons born migrates into layer 6, followed by a 

subsequent round that migrates past the L6 neurons to form layer 5. This continues with 
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the newborn neurons traveling dorsally past the older, deeper layers until all six are 

formed, around day E17. After the excitatory neurons are specified, neurogenesis from 

cortical NPCs switches to gliogenesis, giving rise primarily to astrocytes (Fig 1.2).  

Once formed during asymmetrical division, projection neurons begin the 

processes of migration and differentiation. Initially they travel upward, through the sub 

ventricular zone (SVZ) and intermediate zone en route to their final location along 

scaffolding formed by radial glial processes (28, 29). Newly post-mitotic, neurons undergo 

a series of dramatic transcriptional changes that instigate the transition to their destined 

morphology, connectivity, and function (30-32). While the excitatory neurons arise from 

progenitors residing in the VZ and migrate dorsally, inhibitory neurons are born in the 

ganglionic eminences, and migrate tangentially to integrate into the developing cortex 

(33, 34). 



 8 

 

Figure 1.2 The neocortex develops by sequential neurogenesis 

Neural Progenitor Cells (NPCs) first divide symmetrically (<E11) to expand the total pool 
of stem cells in the brain. These NPCs then transition to asymmetric division, producing 
one neuron and one stem cell in a process termed sequential neurogenesis. Cortical 
neurons are born in an inside-out manner, with L6 being generated first, followed by L5, 
L4 and so on. As they are born, these cells migrate dorsally passed the older, deeper 
layered to form more ventral layers. After the formation of L2, the NPC pool transitions 
to gliogenesis. 
 
L1: layer 1, L2/3: layer 2/3, L4: layer 4, L5: layer 5, L6: layer 6, VZ: ventricular zone, 
SVZ: subventricular zone, IPC: intermediate progenitor cell 

 

 



 9 

Acquisition of Neuronal Identity 

The mechanisms and timing of neural fate specification are still an active topic of 

research. Some of the primary differentiators are transcription factors exclusive to layers 

and cell types, and their expression is thought to play a large part in the specification of 

different populations of neurons (Figure 1.3). Many of these factors have also been found 

to be key drivers of characteristic connectivity and function of their respective cell types, 

without which laminar organization and brain function can be disrupted (35-39).  
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Figure 1.3 Cortical layer markers help define distinct regions 

The Cortex is divided into six cytoarchitectonically distinct laminae, and each layer has 
stereotypic connectivity and function. The cells that populate these layers express 
transcription factors and other genes that are unique to one or several layers, and often 
help to define that layers functionality. Tle4 is exclusive to layer 6 neurons, Bhlhe22 to 
layer 5 cells, and Satb2 is found to label almost all upper layer, 2-4 cells as well as 
many of the large corticofugal neurons of layer 5.  
MZ: Marginal Zone, SP: Subplate 
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Differentiation 

The time immediately following the terminal mitosis is an important period of 

molecular identity acquisition and refinement for new neurons (40, 41). Epigenetic 

modifications and chromatin remodeling are thought to contribute to rewiring the 

transcriptome to establish cellular identity during neurogenesis (42, 43). Early work 

suggested that NPCs underwent progressive fate restriction, limiting the potential cell 

types they could produce as neurogenesis progressed. Recent work has called this idea 

into question via heterochronic transplantation studies, demonstrating an ability for late-

development progenitors to regain the ability to produce early-development neurons (44). 

Intermediate progenitors, however, have been shown to be fate restricted, suggesting 

that in some cell types there is indeed a point at which they become irreversibly 

committed. Thus, the well-choreographed set of triggers that determine temporal cell fate 

in the cortex allows some flexibility up to a point. Even once fate-restricted, there remains 

post-mitotic refinement in neurons that continues to shape and mature cellular identity. 

Refinement 

Even after a neuron becomes post-mitotic and starts to express neuronal specific 

factors, its fate is not set in stone. Post-mitotic refinement processes continue to operate 

to fine tune layer identity. For example, newly born deep-layer neurons co-express Layer 

5 (L5) and Layer 6 (L6) markers at first, and over the first post-mitotic days undergo 

refinement to acquire their distinct identities (45, 46). This process is mediated in part by 

SOX5, without which laminar identity is mixed and axonal routing are affected (40). This 

refinement was also observed in human induced subplate cells that co-expressed 

disparate cell-type markers past their final division, before undergoing refinement towards 
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a single fate (47). The mechanisms behind this refinement are still being explored but 

may involve extra-cellular signaling based on the surrounding environment and changes 

to the chromatin architecture.  

Neuronal cell fate is specified and refined at multiple stages, at the level of NPC, 

intermediate progenitors, and even after the neurons is born (48). Chromatin remodeling 

enzymes and complexes are known to play a role in the differentiation of neurons (49). 

The SWI/SNF remodeling complex can be composed of different set of subunits in 

different cell types, lending specificity to its function. In the brain, it has been found that 

during the transition from NPC to neurons, the ATPases Brg and Brm are replaced with 

BAF45a/b in SWI/SNF (50). This incorporation is necessary for the transition to post-

mitotic neurons, and positions chromatin remodeling as critical step in the differentiation 

process. 
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Chapter 2 Histone Variant H3.3 

Histone Variants 

The human genome is made up of six billion base pairs (bp) that must be 

condensed into a micron scale nucleus. Nucleosomes are the primary substrate on which 

the DNA is packaged, wrapping the genome into many subdomains to achieve a level of 

compaction compatible with nuclear size. These nucleosomes are eight membered 

protein complexes responsible for not only packaging and compaction, but also a 

fundamental level of regulation of the underlying DNA. Once wrapped around 

nucleosomes, DNA is protected, not only from damage but also from various cellular 

factors. To affect the underlying DNA, nucleosomes must be moved, via sliding, 

exchange, or eviction. This turnover process and to what extent it controls gene regulation 

is still poorly understood. The manner in which nucleosomes are altered, either through 

physical displacement or chemical modification of specific amino acid residues is 

extensively studied to understand this process of genetic regulation on top of the 

sequence identity of the genome itself. 

The nucleosome is composed of two sets of four separate protein subunits termed 

histones. These histones, H2a, H3b, H3 and H4, form an octamer that facilitates wrapping 

of DNA in increments of approximately 146 bp. These octamers are built sequentially, 

first by a pair of H3-H4 dimers combining to form an H3-H4 tetramer. This is followed by 

binding to the DNA strand, and then recruiting two H2a-H2b dimers to form the full 8 
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membered complex. Nucleosomes are further connected to each other by the linker 

histone sub-unit H1 that stabilizes nucleosomes connections as well as the DNA between 

nucleosomes. Individual histones are made up of two primary regions, the histone fold 

domain, made up of three α-helical regions that form histone-histone interactions and the 

unstructured N-terminal tail (51). This tail has several residues that can be post 

translationally modified through methylation, acetylation, phosphorylation, or even 

modification by neurotransmitters such as dopamine or serotonin (52, 53). There are 

dozens of different varieties of these post translational modifications (PTMs) fall within 

the N-terminal tail that in combination act as regulators of chromatin state and dynamics. 

These modifications can be added, removed, or interpreted by writer, eraser, and reader 

enzymes that effect transcriptional regulation and DNA repair (54). The mechanism of 

action for PTMs is varied and intensely studied, but generally these modifications can 

attract or repel various cofactors or chromatin “readers” that interact specifically with 

modified histones. These readers can then recruit further molecular complexes catalyzing 

cellular processes like DNA repair or transcription. Additionally, histone PTMs can affect 

greater chromatin super-structure, condensing or relaxing DNA binding by nucleosomes, 

and influencing intra-chromosomal connections and partitioning. PTMs can function in 

concert, and the vast number of possible PTM combinations (the “histone code”) create 

a highly dynamic and exquisitely orchestrated system by which the genome is regulated.  
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Figure 2.1 Protein and genome level structure of H3 variants 

H3.3 varies from canonical histones by 4 or 5 amino acids; S31, A87, A88, A89, G90 
and S96. Histone H3.3 is encoded by two genes that make the same protein, H3f3a and 
H3f3b with introns and a long polyA+ 3’ UTR. Canonical histones are produced by 
arrays of genes, the Hist1 cluster is displayed. These genes are unspliced, and contain 
a short stem-loop that is not polyadenylated.  
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Canonical H3 

Within eukaryotes, there exists two broad classifications of histones: the 

replication-dependent (RD) canonical versions and replication-independent (RI) histone 

variants. H3.1 and H3.2 are the replication-dependent canonical H3 proteins, each of 

which are encoded by clusters of multiple-copy genes (Fig. 2.1). H3.1 and H3.2 differ by 

only one amino acid (C96 or S96) but this difference has not been conclusively linked to 

any separate function between the two. Unlike most mRNAs, canonical histone genes 

lack introns and are unspliced, terminating in a small stem-loop structure without a polyA 

tail (55). This stem loop is made up of a 26 nucleotide sequence, with a 4 bp loop and 6 

bp stem structure. While the sequence itself can be somewhat variable between species, 

this secondary structure is remarkably conserved. This conservation extends to non-

metazoan species leading to interesting questions about the evolutionary conservation of 

this regulatory mechanism (56). The stem-loop is also proceeded by the Histone 

Downstream Element (HDE), another regulatory binding site that interacts with the U7 

snRNA and FLASH. During replication, mRNA binding factors bring together locally 

clustered arrays of histone genes into close physical proximity to form the Histone Locus 

Body (HLB), coordinating expression from the entire array of genes while also coupling 

transcription and post-transcriptional processing (57).  

Canonical histone mRNAs are thought to be quite transient, and quickly degraded 

once the cell exits S-phase along with many of the processing proteins involved in 

canonical histone synthesis. Supporting this idea, cytoplasmic levels of canonical 

histones were found to rapidly decline in conjunction with inhibition of DNA replication 

(55). As the cell exists S-phase, RD transcripts are appended with a short poly-uridine 
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tail, which is subsequently bound by LSM ring proteins that recruit exosomes, resulting in 

transcript degradation (58). Furthermore SLBP, a primary regulator of RD histone 

expression, is phosphorylated for degradation by CDK1 (59). This process of “cleaning 

up” after RD histone synthesis is thought to be important for regulating histone pool levels 

as to not overwhelm the cell with excess unbound histones. Histones are highly basic 

proteins, and when left unchecked they form aggregations, interact aberrantly with acidic 

cellular components, and lead to widespread cytotoxicity (60). As such, the rapid increase 

and decrease of histone levels is tightly regulated, and pools of non-nuclear histones are 

constantly bound by a series of chaperone factors (61). 

The H3.3 Variant 

In contrast to the canonical H3 variants, histone variant H3.3 is replication 

independent and expressed throughout the cell cycle. H3.3 is encoded by two genes, 

H3f3a and H3f3b, which express mRNAs that contain introns, undergo splicing, and are 

polyadenylated. H3f3a and H3f3b produce the same identical protein, yet have divergent 

untranslated regions (Fig. 2.1) (62-64). Whether these genes perform separate functions 

and what those distinct functions may be are still being debated, but some differences in 

tissues expression have been noted (65, 66). H3.3 plays many roles within the genome, 

depending on the genomic context into which it incorporates, and the PTMs it acquires 

thereafter. Originally, H3.3 was thought to mark active regions of the genome, as it is 

enriched at gene bodies and promoter and found carrying activating marks like 

H3K36me3 and H3K72Ac (67-69). Recent work has shed light onto the role of H3.3 in 

heterochromatic regions as well, where it is found decorated with the repressive PTM 

H3K9me3 (68). H3.3 is found to also play a role in formation of telomeric and centromeric 
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chromatin, as well as the repression of repetitive elements like ERVs and L1 (70-72). How 

H3.3 differs from its canonical counterparts is still an active field of study. 

At the protein level, H3.3 differs from canonical histone at only four or five residues, 

31, 87, 89, 90 and 96. 87, 89 and 90 reside in the α2 helix of the histone-fold domain and 

primarily dictate interactions between soluble H3 and its various chaperone proteins. H3.3 

is thought to be the sole partner for the chaperones HIRA and DAXX, both of which 

function to deposit H3.3 replication independently. The H3.3-specific S31 residue can be 

phosphorylated, and this modification has been attributed to several functions that 

differentiate H3.3 from H3.1/2. H3.3S31Phos was originally identified as a marker for 

centromere boundaries in late metaphase cells (73). More recently, it has been shown to 

be involved in activating transcription, via interactions with SETD2 mediated H3K36me3 

and eviction of transcriptional repressor ZMYND11. Further study into the functionality of 

the S31 substitution is required, but as the lone difference in the N-terminal tail from that 

of canonical histones, it is a likely contributor to differences between canonical H3 and 

H3.3. 

Although H3.3 is expressed outside of S-phase and is thought to provide the 

primary source of histone 3 in non-dividing cells, it is expressed throughout the cell-cycle 

and has been shown to play important roles in development. Despite rapid and massive 

canonical histone synthesis in S-phase, H3.3 still constitutes a significant portion of total 

H3, with some estimates as high as 25% even in replicating cells (74), although this is 

likely subject to tissue type and developmental stage variability. In quiescent or 

permanently post-mitotic cells, H3.3 takes over as the predominate source of H3, 

reaching saturating levels with age, about a year in neurons (75, 76). This enrichment of 
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H3.3 accompanies rewiring of transcriptional programs marked by an initial enrichment 

of H3.3 at promoters, enhancers, and gene bodies of newly active, cell-type specific 

genes (77). Furthermore, H3.3 has been shown to play an important role in the 

establishment of bivalent domains within stem cells (78). These domains, marked by co-

occupancy of repressive and activating histone PTMs, are important for facilitating cell 

fate transitions as differentiation proceeds across development. H3.3’s role in genome 

integrity is also important during development for proper formation and stabilization of the 

telomere and centromere, without which karyotypic abnormalities and embryonic death 

result (74, 79, 80). Due to its replication-independent nature, H3.3 eventually replaces all 

H3 in the genome in non-diving cells, although how much of this is due to passive 

replacement or active biological function is still unknown (75, 81). Given that it will 

eventually occupy the entire genome, ascribing a specific role to H3.3 is context 

dependent, and requires differentiating between the biochemical properties of the 

molecule and the biological process of histone turnover. In the adult brain, H3.3 is thought 

to play a role in plasticity-based remodeling and induction of activity-dependent gene 

expression (76, 82). Given this wide variety of roles, the context, modification, and 

turnover of H3.3 are important factors when considering the function of H3.3.  

Histone H3 chaperones 

Due to the modular nature of nucleosomes, histone variant incorporation 

represents an important layer of regulation, a process mediated by histone chaperones. 

Free histones are charged molecules that left unchecked, can form aggregates or 

unregulated interactions with DNA. Chaperone proteins are thus responsible for specific 

targeting of canonical and variant histones to the genome, and can effect regulation by 
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selective incorporation. Due to the protein differences in canonical and non-canonical H3, 

there are different collections of chaperone and factors that control assembly into 

nucleosomes and deposition onto DNA. Canonical histone deposition is DNA-synthesis 

dependent, and occurs at the replications fork through the chaperone CAF1, which 

interacts directly with the PCNA sliding clamp (83). Although often described as 

replication-dependent, canonical H3 deposition has also been observed at sites of DNA-

damage outside of S-phase, but is still coupled to DNA synthesis (84). Other exceptions 

to the replication-dependent moniker are discussed in Chapter 5. 

 H3.3 is also known to be incorporated through the synthesis-coupled pathway, and 

interacts readily with CAF1 (85). However, outside of S-phase there are additional 

complexes that mediate H3.3 incorporation into chromatin. The histone regulator A 

(HIRA) complex deposits H3.3 in genomic regions associated with activating histone 

marks, and is involved in recruitment of RNAPII (86). The ATRX/DAXX complex has been 

found to localize H3.3 to heterochromatic regions of the genome, and in particular has 

been shown to play an important role in centromere and telomere formation (87, 88). 

Recently, DAXX-mediated H3.3 deposition has also been found to play a role in silencing 

of ERVs and other repetitive elements, adding to the list of biological process influenced 

by H3.3 (70). Although H3.3 was originally thought to be an activating mark, through the 

study of chaperone proteins, it is now clear that H3.3 interactions with HIRA or DAXX 

mediate active or repressive functions, more so that histone variant itself. 

 H3 deposition begins with H3 dimerizing with H4, followed by binding of anti-

silencing factor 1 (ASF1). ASF1 then takes this heterodimer into the nucleus, likely 

through the help of importin proteins. Once localized, it then hands off the dimer to CAF1, 
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HIRA, or DAXX, which facilitates formation of the H3-H4 tetramer on the DNA strand. 

Finally, a pair of H2a-H2b dimers is added to the bound H3.3-H4 tetramer to form the 

complete 8-membered nucleosome.  

Post-Translation Modifications (PTMs) 

The N-terminal tail of histone proteins, and in particular histone H3, has several 

characteristic residues that can be chemically modified, resulting in changes to 

nucleosome stability, histone-DNA binding, or histone-enzyme interaction (89, 90). 

Addition or subtraction of methyl, acetyl, phosphoryl, or ubiquitin can fundamentally 

change the accessibility of DNA underlying the chromatin containing these marks and is 

one of the primary mechanisms of chromatin-based transcriptional and structural control. 

In addition to classic marks, there have recently been a number of alternative 

modifications to histones described, with additions of benzoyl, serotonin, dopamine, 

homocysteines and more found to have potential roles in chromatin based regulation (91, 

92).  

Histone Turnover 

Once incorporated into nucleosomes, histones are not simply static packaging 

molecules. Their incorporation, eviction, recycling, and replacement all play roles in 

regulating the chromatin and transcriptional dynamics of the underlying DNA. The 

removal and deposition process may play fundamental roles in regulation. However, the 

importance of dynamics versus histone variants are difficult to untangle empirically.  
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Eviction 

The DNA-nucleosome interaction is quite strong, and chromatin-bound DNA is 

folded into higher order structures that further restrict access. Therefore, to enable access 

to the genome, nucleosomes must be actively displaced for any transactions on DNA. 

Chromatin remodelers are the primary effectors of nucleosome eviction (93). There are 

numerous enzymes that can catalyze the removal of histones, typically in an ATP-

dependent fashion, and many have specificity for specific histone variants (94). They 

function by disassembling the nucleosome, completely or partially, to allow for the binding 

of factors or passage of polymerases. Disassembly can happen completely (the entire 

nucleosome) or partially (only the H2a-H2b tetramer is ejected), but it is always the first 

step in the process (95). In partial disassembly, the H3-H4 nucleosome remains along 

their PTMs, to maintain the epigenetic state previous to turnover. Complete disassembly 

removes the nucleosome entirely, and in the brain was found to potentially involve 

proteasomal degradation (76). This would remove any PTMs and thus can functionally 

reset the genomic region, allowing for rewriting of the chromatin landscape. Importantly, 

partial disassembly can permit the passage of RNA polymerase. Thus, transcription can 

proceed while the H3-H4 tetramer remains bound (96).  

Recycling 

Complete eviction, which requires replacement of the H3-H4 dimers, is rare during 

transcriptional elongation, and can result in H3 histones being recycled in transcribed 

gene bodies and thus the continued presence of H3 PTMs on the recycled histones (96). 

In fact, there is evidence that some marks of active transcription like H3K36me3 

discourages the exchange of histones, thus maintaining the active mark on active genes 
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(97). This quick recycling of the resident histones can happen co-transcriptionally through 

factors associated with the transcriptional complex. 

Replacement 

 Even though overall replacement rate is low in the gene body, in higher organisms 

transcriptional elongation is still linked to canonical H3 replacement with H3.3 (98). This 

would imply that as a gene becomes highly transcriptionally active, repeated polymerase 

passage eventually leads to H3 replacement by H3.3 via turnover. This is mediated by 

HIRA, although whether histone replacement stimulates transcription or is the 

consequence of elongation is unclear. Turnover does affect other pieces of the 

transcriptional process; the turnover rate in promoters and enhancers is much higher (99). 

Increased H3.3 turnover is often concurrent with differentiation or changes in cell states, 

and is present in “poised” regions of stem cells (100). A high rate of histone turnover is 

thought to increase accessibility of enhancer and promote regions, allowing for the 

binding of transcription factors and polymerases to the transiently unbound DNA. What 

the mechanisms are that instigate this increased turnover and whether they precede or 

proceed factor binding are still being explored.   

Functional Consequences of H3.3 Deficiency 

Being one of the fundamental units of chromatin organization, there has been 

much study surrounding Histone 3, as well as the replication independent variant H3.3. 

Given its fundamental nature, however, deletion or disruption studies have proved 

difficult, with only a few examples. The consequences of H3.3 deficiency vary widely, 

based upon a number of factors including species, disruption strategy, tissue(s) affected, 

and even variability between laboratory groups. Individual H3f3a or H3f3b knockouts also 
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resulted in discordant data on the importance of the individual genes responsible for H3.3 

production (74, 101, 102).  

Germline 

The Magnuson lab generated H3f3a/H3f3b null mice and found early embryonic 

lethality and severe growth retardation (79). In whole embryo knockouts using a 

conditional allele and Sox2Cre, embryos died around day E6.5. Interestingly, the 

transcriptome of these embryos was relatively unaffected, and a majority of the defects 

manifested as cell cycle arrest and karyotypic abnormalities (79). Consistent with other 

literature suggesting H3.3 roles in transcriptional fidelity and developmental 

programming, it seems likely that in total nulls the cytogenetic toxicity manifests first, and 

that any reported changes to the transcriptome are not immediate and require longer 

times to develop. Alternatively, H3.3 may play a limited role in transcriptional regulation 

this early in development, and not until later does enrichment in active regions begin.  

Interestingly, in this study the single gene KOs, H3f3a or H3f3b, were normal and viable, 

although the assays used were limited to overt morphological growth and may have 

missed some more subtle effects noted in other publications.  

A constitutive germline H3f3b knockout from another group resulted in strong 

developmental defects and semi-lethality (74). Further investigation of this mouse found 

widespread ectopic distribution of CENP-A, the centromeric H3 variant, and gross 

karyotypic abnormalities. This study adds further evidence to importance of H3.3 in 

genome stability, as well as its role in centromere formation and chromosomal 

segregation (74). Intriguingly, this study also found hyper phosphorylation of S31 in KO 

MEF cell lines, along with a reduced, but not proportional reduction of H3 Lysine 
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modifications. They noted that the H3f3b null mice were all infertile, and that H3f3b KO in 

spermatozoa was accompanied by an increase in the repressive H3K9me3 mark, as well 

as increased apoptosis (103).  

HIRA and DAXX, the two primary chaperones for H3.3, have also been knocked 

out in mice, with similar embryonic lethality at E9.5 (104, 105). This might imply both 

replication-independent deposition pathways are important in development, as H3.3 

double knockouts die sooner than either chaperone individually, but closer investigation 

would be necessary to tease apart the mechanisms involved in these pathways. 

In vitro 

Combined H3f3b KO and H3f3a KD via shRNA in mouse embryonic fibroblasts led 

to slowed proliferation, karyotypic and nuclear defects, and cell death (106). However, 

much like the Sox2 conditional knockout, this study found the transcriptome to be 

relatively intact, again suggesting that in developing cells the genome integrity function of 

H3.3 is more important than its role in transcriptional regulation. In mouse embryonic stem 

cells, H3.3 depletion led to reduced histone turnover and altered H3K27 methylation, 

particularly around promoters of developmentally regulated genes, and led to altered 

differentiation potential (78), suggesting a requirement for H3.3 in H3K27 methylation-

mediated gene regulation.  

H3.3 has been found to play a critical role not only in differentiation, but also in 

cellular reprogramming. In Xenopus nuclear transfer experiments, H3.3 incorporation was 

found to be an important and early step in reprogramming the somatic cell to an oocyte 

(107). In reprogramming of iPSCs, H3.3 was found to act as both a barrier to the changing 

of cell fate, as well as an integral part of reprogramming (108). Without H3.3, cells more 
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readily changed state, but failed to remain in a differentiated state, more easily sliding 

back to an undifferentiated one. Interestingly, they also found relatively little effect on 

already established cellular identity, suggesting that H3.3 in this context is more important 

to cell fate transition, rather than maintenance. Together, these works position H3.3 as 

an important factor in cell state transition and rewiring of the transcriptome. These insights 

help explain the role of H3.3 in differentiation and its connection to cancer when mutated.  

Brain 

In adult mouse brain, H3.3 KD was found to decrease overall synaptic connectivity, 

and led to a reduction in spine density and number (76). This study also found alterations 

to activity dependent gene transcription and other plasticity adjacent genes. Altering H3.3 

dynamics in the nucleus accumbens or ventral tegmental area were also found to affect 

behavior, increasing vulnerability to depressive-like symptoms and association with 

cocaine-self administration (82, 92, 109). shRNA mediated KD of H3.3 in electroporated 

neurons resulted in decreased proliferation and premature terminal differentiation (110). 

However, genetic KO experiments in the embryonic brain, in particular stage-dependent 

genetic manipulations, are still necessary to untangle the full extent of H3.3’s impact on 

neurodevelopment. 

H3.3 in Human Disease 

There are a number of epigenetic regulators implicated in cancer etiology, 

including chromatin readers, writers, and erasers. Histone marks governing gene 

expression are important safeguard against cancer transformation, and any disruption to 

epigenetic regulation can pose a risk. Histone proteins themselves are also implicated in 

the development of cancers, and there exists several characteristic mutations, particularly 
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in H3. Among the most common cancer-associated mutations in H3.3 are K27M and 

G34R/G34V. These missense mutations happen at a much higher frequency in H3f3a 

and H3f3b compared to canonical histones and lead most commonly to pediatric 

glioblastoma in the case of K27M, present in as much as one third of all tumors sampled 

(111).  Diffuse intrinsic pontine glioblastoma (DIPG) has been strongly linked to H3.3 

mutation, with over 70% carrying the K27R mutation (112). Most mutant H3-associated 

tumors were also accompanied by p53 or other tumor suppressor mutations. Notably, 

these appear to be dominant H3 mutations, as most tumors were heterozygous for the 

mutant allele. Giant cell tumors of the bone (GCTB) and chondroblastoma are also 

strongly linked to H3.3 and G34R/V mutations, with as much as 90% of sampled tumors 

containing alterations to G34 (113). 

 The mechanism behind these mutations is largely thought to be driven by changes 

to PTMs on mutant histones, and the resulting transcriptional effects. H3K27 is a well-

known site for modification, primarily by methyltransferases, and in H3K27M mutant cells, 

global H3K27me levels are decreased as much as 65% (114) while H3K27Ac is 

somewhat increased (115). Furthermore, the H3K27M protein has been shown to have 

increased interactions with EZH2, potentially disrupting normal PRC2-mediated 

regulation (115, 116).  While G34 is not known to be modified itself, it lies very close to 

H3K36, another well-known site of post translation modification. It therefore seems likely 

that amino acid changes, especially from a small non-polar residue like glycine to a larger, 

charged one like arginine, could cause steric hindrance to chromatin interacting enzymes. 

Indeed, G34R cells show a relative reduction in H3K36me levels (111, 117). There exists 

some divergence in the incidence of K27M vs G34 mutations in H3f3a and H3f3b genes, 
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likely due to sequence level differences that predispose each gene to different missense 

mutations. One recent study implicated H3f3a in microcephaly (118) although this study 

identified L62 as the causative mutation. While not a known substrate for modification, 

this does sit close to K64, which has been reported to be methylated and acetylated (119). 

Whether K64 modifications are altered or how this mutation impacts brain development 

remain unknown. H3f3b has been linked specifically to K36M mutations and 

chondroblastoma, whereas H3f3a has not (113).  

 Mutations to histone proteins can cause imbalances to activating or repressive 

marks, and this disruption is thought to precipitate cancerous transformation. G34R was 

found to result in dramatic upregulation of the oncogene N-Myc (120). H3.3 is also known 

to play a role in telomere and centromere formation through ATRX/DAXX, and disruption 

of these processes could lead to chromosomal abnormalities or higher order chromatin 

defects that pose a potential risk for disease. Indeed, ATRX and DAXX themselves are 

also often found to be mutated in similar cancers (88).  

The link between oncohistones and neoplasia is still being explored, but in light of 

revelations in my work as well as others about the importance of H3.3 in differentiation, 

the inability to transition from a dividing state to a quiescent or terminally post-mitotic one 

may indeed contribute to transformation. Alternatively, if somatic mutation in histone 

genes lead to a regression in differentiated tissue to a more “stem-like” state, this could 

also be a plausible link between H3.3 mutation and cancer. Extensive research is required 

to define the exact mechanisms at play, but basic research into histones and histone 

variant function in development will be critically important.  
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Summary and Overview of Thesis 

The objective of this thesis is to define the functions of H3 variant H3.3 in the 

developing neocortex. Chromatin biology has become central to our concept of normal 

brain development. It is also a key contributor to many neurodevelopmental and neuro-

oncological disorders. Studies into brain chromatin often focus on chromatin remodeling 

enzymes and the post-translational marks they affect. The influences of histone proteins 

and their variants on the process of brain development are still being explored, and it is 

my aim to add to that growing body of knowledge with this work.  

 In this work, I find a substantial increase in H3.3 levels in newly born neurons as 

they integrate into the nascent cortical plate. Using a conditional knockout model, I co-

deleted Hf3fa and H3f3b from newly post-mitotic neurons as well as earlier in NPCs and 

found highly similar phenotypes including perinatal lethality. Transcriptomic analyses 

showed widespread changes to gene expression, particularly in genes upregulated 

across neuronal differentiation and those with bivalent TSSs in early development.  These 

changes were accompanied by deficits in the acquisition of neuronal identity and 

misexpression of cortical layer markers. Conditional knockout mice also suffered from 

defects in axonal projection and lacked several major axon tracts. I further investigated 

the effects of H3.3 deletion several days after the final mitosis and found none of the 

major defects seen in early deletions. Due to the longevity of these mice, I was able to 

further explore the function of H3.3 in aging cells, and discovered a slow, progressive 

removal of the H3.3 over time. My work uncovered evidence for a potentially 

underappreciated source of H3 in post-mitotic neurons and established an early role for 

H3.3 in establishing the neuronal transcriptome that is distinct from its role later in life.  
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This work is an important addition to the literature on the impacts of chromatin function 

on neurodevelopment, and the importance of H3.3 in histone turnover. In the final chapter, 

I contextualize these findings and lay out future research avenues. 
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Chapter 3 H3.3 is Required for Cortical Neuron Developmental 
Processes 

Abstract 

Cortical development is associated with a number of molecular and morphological 

changes. Many of these changes are associated with by modification of the chromatin 

structure in developing neurons. Here I found a substantial accumulation of H3.3 in 

neurons as they exit the cell cycle and migrate to the nascent cortical plate. Stage-

dependent deletion of H3.3 genes from cycling neural progenitor cells and neurons 

immediately after terminal mitosis revealed the first post-mitotic days as a critical window 

for de novo H3.3. I further characterized defects in neuronal subtype identity and axon 

pathfinding in H3.3 KOs. Together, this work outlines the importance of post-mitotic H3.3 

synthesis and deposition in the normal development of cortical neurons.  

Results 

H3.3 is ubiquitously expressed in the developing brain 

H3.3 protein is encoded by H3f3a and H3f3b, which are thought to be broadly 

expressed in all tissues (61, 69). To confirm the expression of H3.3 genes throughout the 

cortex I used single nuclei (sn)RNA-seq data from wildtype embryonic day (E)14.5 cortex 

to explore transcript levels. Of the 9,300 cells assayed that met stringent quality control 

for snRNA-seq, a median of 2,642 genes were detected per cell. Clustering by Seurat 

(121) revealed 18 groups that encompassed the full complement of known cell types in 
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embryonic cortex (Fig. 3.1 A). High H3f3a and H3f3b expression levels were found in all 

types of NPCs, including radial glial cells (RGCs) and intermediate progenitor cells (IPCs), 

as well as post-mitotic neurons at various stages of maturation (Fig. 3.1 A). Each of the 

18 cell types expressed H3f3a and H3f3b (Fig. 3.1 A). At the level of single cells, H3f3a 

was detected in 9,113/9,300 cells (98.0%) and H3f3b was detected in 9,132/9,300 cells 

(98.2%), although cells without H3.3 genes were likely a result of dropouts. Consistent 

with bulk and scRNA-seq of the developing human cortex (122, 123), this data indicated 

that H3f3a and H3f3b were likely ubiquitously expressed in the developing cortex. This is 

further consistent with previous reports that H3f3a and H3f3b are expressed throughout 

the cell cycle and in all tissues (69, 124). 
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Figure 3.1 Post-mitotic accumulation of histone H3 variant H3.3 in cortical neurons 
and genetic manipulation of H3.3 genes H3f3a and H3f3b.  

(A) Single nuclei (sn)RNA-seq of wildtype E14.5 cortex visualized by Uniform Manifold 
Approximation and Projection (UMAP). H3f3a and H3f3b mRNA was present in each of 
the 18 identified cell clusters and in 98.0% and 98.2% of cells, respectively. (B) Analysis 
of variant H3.3 protein and panH3 protein in cortical development by immunostaining. On 
embryonic day E14.5 and E16.5, low levels of H3.3 (green) were present in the germinal 
zones, ventricular zone (VZ) and subventricular zone (SVZ), composed largely of cycling 
neural progenitor cells (NPCs). High levels of H3.3 were present in cortical plate (CP), 
composed largely of post-mitotic neurons. Within the E16.5 CP and the postnatal day 
(P)0 cortical layers, higher levels of H3.3 were present in the early-born neurons of the 
subplate (SP) and deep layers, compared to the late-born neurons of the upper layers 
(open arrowheads). PanH3 (red) was broadly present in cortical layers and showed no 
preference for early-born neurons. High levels of panH3 were present in late-born upper 
layer neurons (solid arrowhead). 
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H3.3 is substantially accumulated in post mitotic neurons 

To assess H3.3 protein levels in individual cells, I used H3.3-specific 

immunostaining on embryonic wildtype cortex. H3.3 is found primarily within nucleosome 

complexes, most of which are tightly bound by DNA and some even more tightly bound 

by heterochromatin. To achieve IHC staining of this mark I employed a number of antigen 

retrieval techniques, primarily treatment with hydrochloric acid and mild heat treatment at 

37°C. At E14.5, SOX2+ NPCs in ventricular zone (VZ) and subventricular zone (SVZ) 

were characterized by lower levels of H3.3 proteins (Fig. 3.1 B). In contrast, post-mitotic 

neurons in the cortical plate (CP) were characterized by relatively higher H3.3 levels, 

suggesting that H3.3 accumulation increased post-mitotically as neurons finished their 

migration and integrated into the CP. At E16.5, H3.3 levels in NPCs remained low. In 

post-mitotic neurons, however, H3.3 levels began to show a layer-dependent gradient; 

higher in deeper portions of the cortex and lower in more superficial parts (Fig. 3.1 B). In 

the developing cortex, excitatory neurons are generated sequentially (subplate neurons 

→ deep layer neurons → upper layer neurons) and settle in the cortex in an inside first, 

outside last manner (125, 126). At E16.5, the earliest born subplate (SP) and lower layer 

(L5/L6) neurons were characterized by the highest levels of H3.3, the next-born neurons 

of the deep CP showed comparatively lower levels of H3.3, and the most recently-born 

upper CP neurons had the lowest levels of H3.3 (Fig. 3.1 B). This gradient suggested 

that H3.3 accumulation occurred progressively over several days after exit from the cell 

cycle. In contrast to H3.3 specific staining, pan-H3 staining was uniform throughout the 

cortex, without the gradient seen in H3.3 (Fig. 3.1 B). The high level of pan-H3 staining 

in NPCs, in which H3.3 staining was low, was consistent with canonical H3 (H3.1 and 
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H3.2) deposition in cycling cells, and continued normal levels of H3 containing 

nucleosomes despite H3.3 deletion (127, 128). At P0, the latest born cortical neurons, 

located at the upper edge of L2/3, were characterized by low H3.3 staining, but similar 

pan-H3 staining compared to the earlier-born deep layer neurons (Fig. 3.1 B). 

Importantly, by P7, the layer gradient in H3.3 staining had disappeared; both deep and 

upper layer neurons were characterized by high levels of H3.3 (Fig. 3.1 B). This finding 

suggested that the layer difference in H3.3 levels at E16.5 and P0 (Fig. 3.1 B) reflected 

the age of neurons since final mitosis, and that by P7, late-born upper layer neurons have 

had sufficient time to reach H3.3 levels similar to earlier-born deep layer neurons.  

To directly quantify H3.3 levels from the time of neuronal birth, I labeled wildtype 

embryos with a pulse of thymidine analog EdU at E13.5, and tracked labeled cells 2h, 

24h, 3 days, 5 days, or 6 days later. I found that in S-phase cells labeled by a 2h pulse of 

EdU, H3.3 was present only at low levels (Fig. 3.2 A). Over the next 6 days following 

neuronal birth, H3.3 levels progressively increased in lower-layer EdU-labeled neurons 

(Fig. 3.2 B). Together, our data indicated that although H3f3a and H3f3b were expressed 

throughout the cell cycle, H3.3 histone accumulation in neurons significantly increased 

post-mitotically over several days following the final mitosis (Fig. 3.2 B). Together these 

data show a remarkable increase in H3.3 accumulation following the terminal mitosis in 

neuronal development. 
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Figure 3.2 Quantification of H3.3 accumulation in post-mitotic neurons 

(A) Temporal analysis of H3.3 accumulation. Neurons born on E13.5 were labeled by a 
single pulse of 5-Ethynyl-2´-deoxyuridine (EdU). EdU-labeled neurons (magenta, 
arrowheads) were analyzed by H3.3 immunostaining (green). (B) Quantitative analysis of 
immunofluorescence revealed a progressive increase in H3.3 levels over the first post-
mitotic days (one-way ANOVA with Tukey’s post-hoc test). 
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Conditional deletion of H3f3a and H3f3b from the developing cortex 

There have been several studies exploring the consequences of H3.3-gene 

knockout in many contexts. Constitutive co-deletion of H3f3a and H3f3b leads to peri-

implantation lethality by E6.5 in mice (79) and zygotic knockdown of both genes leads to 

a significant decrease in successful blastulation (129). To study the roles of H3.3 in 

cortical development, I leveraged conditional alleles of H3f3a and H3f3b (130). These 

alleles were each designed with a reporter; Cre recombination of the H3f3a floxed allele 

would delete H3f3a and turn on Venus reporter expression, whereas Cre recombination 

of the H3f3b floxed allele would delete H3f3b and turn on Cerulean reporter expression 

(Fig. 3.3 C) (130). To distinguish potential H3.3 functions in post-mitotic neurons versus 

cycling NPCs prior to final neurogenic mitosis, I used two complementary Cre lines for 

conditional deletion. First, to assess the role of post-mitotic H3.3 deposition, I used 

Neurod6Cre (NexCre), which mediates recombination in new-born excitatory neurons after 

terminal mitosis, without affecting NPCs (131). Second, to assess the role of the 

comparatively lower levels of H3.3 in NPCs, I used Emx1Cre, which mediates 

recombination in cortical NPCs starting at E10.5 (132), prior to the onset of 

neuronogenesis. Published patterns of CRE expression were confirmed in these lines at 

E14.5 (Fig. 3.4 B), and the cell-type specificity and efficiency of Cre-mediated H3.3 floxed 

allele recombination by reporter expression (Fig. 3.4 C). 

The resulting double H3.3 gene conditional knockouts, Neurod6Cre;H3f3af/f;H3f3bf/f 

(dKO-N) and Emx1Cre;H3f3af/f;H3f3bf/f (dKO-E) were born alive. Both dKO-N and dKO-E, 

however, were characterized by complete early postnatal lethality within several hours of 

live birth accompanied by absence of milk spot, which suggested an inability to suckle. In 
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contrast, mice with one or more wildtype allele of H3.3 gene, either H3f3a or H3f3b, were 

not affected by early lethality; they lived into adulthood, were fertile as adults, and did not 

show any observable phenotypes. 
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Figure 3.3 Cre expression in Emx1Cre and Neurod6Cre and the timing of H3  

Emx1Cre is expressed in the NPCs of the developing cortex, beginning at E10.5. 
Neurod6Cre (NexCre) is expressed in cortical neurons immediately after they become post-
mitotic and is absent from NPCs. Canonical histone genes stop being transcribed after 
the neurons become post mitotic, while H3.3 is expressed throughout the cell cycle. 
Therefore, in postmitotic cells, H3.3 accumulates to saturating levels over time. (C) 
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Schematic of the H3f3a and H3f3b floxed alleles. The H3.3 coding sequences were 
flanked by loxP sites and followed by fluorescent reporter genes Venus (H3f3a) or 
Cerulean (H3f3b) 
 
L1: layer 1, L2/3: layer 2/3, L4: layer 4, L5: layer 5, L6: layer 6, VZ: ventricular zone, 
SVZ: subventricular zone, IPC: intermediate progenitor cell, Pir: piriform cortex, Nctx: 
neocortex, Hp: hippocampus. 
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Figure 3.4 H3.3 protein levels in conditional double knockout cortex. 

(A) Western blot of H3.3 protein levels showed a similar reduction in dKO-N and dKO-E. 
(B) Immunofluorescence of Cre confirmed expression patterns of Neurod6Cre and 
Emx1Cre. (C) Analysis of H3 proteins in P0 control (ctrl) and double H3.3 gene conditional 
knockouts, Neurod6Cre;H3f3af/f;H3f3bf/f (dKO-N) and Emx1Cre;H3f3af/f;H3f3bf/f (dKO-E). In 
both dKO-N and dKO-E, H3.3 (green) was largely lost from neocortex (Nctx) but 
preserved in caudate putamen (CPu) and septum (Sep). The levels of panH3 (red) were 
unaffected in dKO-N or dKO-E. 
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Deletion of H3.3 genes is not cell autonomously lethal 

Previous studies have established H3.3 to be critical for blastulation and embryonic 

development (79, 130). To assess the phenotypic consequences of H3.3 loss in the 

developing brain, I employed conditional H3f3a/H3f3b co-deletion and analyzed the 

mutants at P0. Whole mount P0 brains showed no significant loss of cortical tissue in 

dKO-N or dKO-E, whereas quantification of cortical thickness revealed a minor reduction 

(p-value = .0427 for dKO-N and .0214 for dKO-E) (Fig. 3.5). Importantly, despite loss of 

H3.3 from cortical neurons, both dKO-N and dKO-E were characterized by an abundance 

of reporter-expressing cells (Fig. 3.6 A), indicating that loss of H3.3 did not cause 

widespread cell loss at P0. This finding was consistent with immunostaining for cleaved 

caspase 3 (CC3), a marker of apoptosis, and phospho-(p)KAP1 (TRIM28), a marker of 

DNA double-strand breaks (Fig. 3.6 B). Together, these data showed that loss of H3.3 

from cortical neurons in dKO-N and dKO-E did not cause extensive cell lethality or DNA 

damage.  
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Figure 3.5 Cortical volume and thickness in H3.3 conditional knockouts 

(A) Dorsal view of whole mount P0 ctrl, dKO-N, and dKO-E brains. (B) Coronal sections 
of P0 ctrl, dKO-N, and dKO-E stained by DAPI (cyan). (C) quantitative analysis of 
cortical hemisphere area and cortical thickness (data are mean, one-way ANOVA with 
Tukey’s post-hoc test✽, p < 0.05). 
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Figure 3.6 H3.3 deletion is not cell-autonomous lethal in NPCs or neurons 

(A) Reporter gene expression by EGFP immunostaining (Venus or Cerulean: EY/CFP, 
green) on P0 coronal sections. An abundance of reporter-expressing cells were present 
in both dKO-N and dKO-E cortex. (B) Immunostaining of DNA double strand break marker 
pKAP1 (red) and apoptosis marker cleaved caspase 3 (CC3, magenta) revealed no 
significant DNA damage or cell death in P0 dKO-N or dKO-E. 
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H3.3 is necessary for acquisition of the neuronal transcriptome 

H3.3 can contribute to transcriptional regulation by selective incorporation into gene 

bodies, promoters, or enhancers (133-135). H3.3 also carries gene regulatory PTMs, 

including H3K4me3 and H3K27me3 (136, 137). To assess the potential transcriptional 

roles of post-mitotic H3.3 incorporation in neurons, I studied the consequences of post-

mitotic H3f3a and H3f3b co-deletion by transcriptomic analyses of dKO-N and littermate 

control cortices at P0. I generated sequencing libraries for unique molecular identifier 

(UMI) RNA-Seq by Click-seq (138). In UMI RNA-seq, individual cDNA molecules 

barcoded by the addition of a UMI tag such that PCR-amplified reads can be de-

duplicated after sequencing, which enabled highly quantitative measurements of 

expression levels (139, 140). Differential gene expression was analyzed using edgeR 

(141). This revealed significant changes meeting a stringent FDR of < 0.01 in 948 genes 

in cKO-N compared to control (Fig. 3.7 A). Of these differentially regulated genes (DEGs), 

579 were significantly downregulated (log2FC < 0) and 369 were significantly upregulated 

(log2FC > 0). 
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Figure 3.7 Acquisition of the neuronal transcriptome following H3.3 deletion 

(A) Volcano plot of UMI RNA-seq comparing P0 cortex of dKO-N to control. For each 
gene, P value was calculated with likelihood ratio tests and false discovery rate (FDR) 
was calculated using the Benjamini-Hochberg procedure. Of 948 differentially expressed 
genes (DEGs, FDR < 0.01), 579 were significantly down-regulated (blue dots) and 369 
were significantly up-regulated (red dots). (B) The developmental expression trajectories 
of dKO-N DEGs and 3128 unchanged genes based on ENCODE RNA-seq data of 
wildtype mouse forebrain. Expression trajectories were normalized to E10.5 levels. 
Genes downregulated in dKO-N were characterized by a progressive increase in 
expression across embryonic forebrain development. (C) Genes were categorized based 
on developmental trajectory using logistic regression on the ENCODE wildtype forebrain 
RNA-seq data. Genes that normally increase in expression over the course of embryonic 
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development (dev. up, slope > 2, pval < 0.01) were significantly downregulated in dKO-
N. Developmentally up and down genes are then labeled on the dKO-N volcano plot. 
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The early post-mitotic accumulation of H3.3 coincided with an important period of 

molecular identity acquisition and refinement for new neurons (40, 41). To determine 

whether co-deletion of H3.3 genes affected the developmental establishment of the 

transcriptional landscape, I intersected genes that were significantly downregulated 

(579), upregulated (369), or unchanged (3128, FDR > 0.9, -0.1 < log2FC < 0.1, log2CPM 

> 1) in dKO-N with wildtype embryonic forebrain gene expression data from ENCODE at 

multiple developmental timepoints (E10.5 to P0) (142). This revealed in downregulated 

DEGs an overrepresentation of genes with a strongly positive developmental trajectory 

(i.e. a progressive increase in expression across normal forebrain development) (Fig. 3.7 

B). This enrichment, which was absent from genes that were unchanged in dKO-N, 

suggested that following neuronal H3f3a/H3f3b co-deletion, some genes that normally 

increase in expression during development failed to do so. I confirmed this finding by 

using logistic regression on the ENCODE data to identify all genes that normally increase 

over the course of embryonic forebrain development (i.e. with a significantly positive 

trajectory; slope > 2, pval < 0.01) (Fig. 3.7 C). As a group, these genes were significantly 

downregulated in dKO-N, consistent with a role for H3.3 in upregulating neuronal genes 

to establish the transcriptome post-mitosis. Genes that normally decrease over 

development (i.e. with a significantly negative trajectory; slope < -2, pval < 0.01) were 

moderately increased in dKO-N, whereas genes that maintained expression levels across 

development were broadly unaffected (Fig. 3.7 C). Together, these data indicated that 

transcriptomic defects following neuronal H3f3a/H3f3b deletion included specific deficits 

in the developmental acquisition of the neuronal transcriptome. 
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H3.3 can influence gene expression via regulatory PTMs. To determine whether the 

differentially expressed genes following neuronal H3f3a/H3f3b deletion were 

preferentially marked by certain histone H3 PTMs, I used ENCODE ChIP-seq data from 

wildtype E10.5 to P0 forebrain for intersectional analyses (142). This revealed that 

downregulated DEGs in dKO-N are characterized by dynamic PTM shifts over normal 

forebrain development. At earlier timepoints (e.g. E10.5) they are associated with both 

H3K27me3 and H3K4me3 (Fig. 3.8 A), which together mark a bivalent chromatin state 

that can be resolved into active transcription or repressive silencing (143-145). As 

development progressed, H3K4me3 enrichment is maintained at these genes, but 

H3K27me3 enrichment is progressively reduced, indicating that these genes are normally 

resolved into a transcriptionally active chromatin state over embryonic development (Fig. 

3.8 A). These included top dKO-N differentially expressed genes like Nwd2 and the 

neuronal differentiation markers like Rbfox3 (NeuN) (Fig. 3.8 B). Together, these data 

suggest that in the absence of de novo H3.3 in neurons, bivalent genes that normally 

resolve into active transcription over the course of cortical development did not 

developmentally upregulate their transcription, thus resulting in reduced expression levels 

in P0 dKO-N compared to control. 

To determine whether the lower levels of H3.3 within dividing NPCs has additional 

contribute to gene regulation, I analyzed the P0 cortical transcriptome of dKO-E, in which 

H3f3a/H3f3b were co-deleted from cycling NPCs. This revealed in dKO-E 1934 DEGs, of 

which 964 were significantly downregulated and 970 were significantly upregulated 

compared to control (Fig. 3.9 A). Although the number of genes meeting FDR < 0.01 was 

higher in dKO-E compared to dKO-N, differential gene expression analysis (Fig. 3.9 B) 
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and analysis of hypergeometric distributions (Fig. 3.9 C) revealed significantly 

overlapping transcriptomic changes between dKO-E and dKO-N. In support of this, the 

genes that were differentially expressed in dKO-E were remarkably consistent in 

expression change directionality in dKO-N (Fig. 3.9 D). Similarly, the genes that were 

differentially expressed in dKO-N were also comparably changed in dKO-E. Thus, these 

analyses revealed significantly overlapping gene expression changes following 

H3f3a/H3f3b deletion from NPCs prior to final mitosis or from neurons post-mitosis. 

Together, our transcriptomic results support an important post-mitotic role for H3.3 

accumulation in the developmental establishment the neuronal transcriptome. 
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Figure 3.8 Genes affected by H3.3 deletion are associated with developmentally 
resolved bivalent TSSs 

(A) The developmental H3 post-translational modification (PTM) trajectories of dKO-N 
downregulated and unchanged genes based on ENCODE mouse forebrain ChIP-seq 
data. Genes downregulated in dKO-N (blue traces) are normally characterized by a 
progressive decrease in H3K27me3 enrichment (indigo), but not in H3K4me3 enrichment 
(dark green), across forebrain development.  
 
(B) UCSC Genome Browser tracks of ENCODE E10.5 and P0 forebrain ChIP-seq data. 
At E10.5, H3K27me3 (purple) and H3K4me3 (green) were both present at the 
transcription start site (TSS) of dKO-N downregulated DEGs Rbfox3 and Nwd2. At P0, 
high H3K4me3 persisted at these loci whereas H3K27me3 levels have decreased. These 
bivalent loci have appear to have resolved to active chromatin over embryonic forebrain 
development.  
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Figure 3.9 Acquisition of the neuronal transcriptome after H3.3 deletion from NPCs 

(A) Volcano plot comparing P0 cortex of dKO-E to control (B) Volcano plot comparing 
dKO-N to dKO-E (F). DEGs are indicated as in A. (G) Experimental overlap of dKO-N and 
dKO-E DEGs compared to random overlap based on hypergeometric probability. (H) 
Heatmap of dKO-N and dKO-E DEGs based on log2FC. dKO-N and dKO-E DEGs showed 
highly congruent expression change directionality.  
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Defects in layer identity following H3.3 deletion 

The cerebral cortex is specified into six cytoarchitectonically distinct laminae, each 

with a characteristic composition of molecularly defined neurons (19, 21). To assess 

whether the transcriptional deficits following H3f3a and H3f3b co-deletion accompanied 

altered development of cortical laminae, I first used immunostaining for RBFOX3 (NEUN), 

a neuronal differentiation marker (146). In P0 control, RBFOX3 immunostaining was 

present in all cortical layers but more intensely labeled L5 and subplate (SP) neurons 

(Fig. 3.10 A). In both dKO-N and dKO-E, RBFOX3 immunostaining was reduced in all 

cortical layers, and the intense labeling of L5 and SP neurons was lost (Fig. 3.10 A). I 

next used layer markers to assess layer-dependent molecular identities. In control, 

BCL11B (CTIP2) showed intense staining in L5 neurons and moderate staining in L6 

neurons in a highly stereotyped pattern (39, 40) (Fig 3.10 B). In both dKO-N and dKO-E, 

however, this stereotypic distinction was lost; although BCL11B staining was correctly 

present in deep layers, a clear differential staining between L5 and L6 was absent. This 

change was accompanied by additional disruptions of deep-layer marker expression. In 

control P0 cortex, intense BHLHE22 staining was present in L5 neurons, whereas TLE4 

staining was restricted to L6 neurons (Fig. 3.10 C). In both dKO-N and dKO-E, the L5 

staining of BHLHE22 was lost, whereas TLE4 staining extended beyond L6 and was 

aberrantly present in L5 (Fig. 3.10 C). Thus, the identities of deep-layer cortical neurons 

were perturbed following H3f3a/H3f3b co-deletion. Notably, these laminar phenotypes 

were indistinguishable between dKO-E and dKO-N, suggesting that the requirement for 

H3.3 in layer-dependent gene expression is post-mitotic. 
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Neuronal identity is defined by combinatorial gene expression (147). I therefore 

assessed the molecular specification of neurons using BCL11B and TLE4 co-

immunostaining (Fig. 3.11 A), and BCL11B and TBR1 co-immunostaining (Fig. 3.11 B). 

In P0 control cortex, L6 neurons were intensely labeled by TLE4 and TBR1 and weakly 

labeled by BCL11B, whereas L5 neurons were characterized by intense BCL11B labeling 

and an absence of TLE4 and TBR1, similar to previous reports (37, 39, 148). In dKO-N, 

however, L5 and L6 neurons were strongly co-labeled by BCL11B and TLE4 (Fig. 3.11 

A) and BCL11B and TBR1 (Fig. 3.11 B). Thus, in the absence of de novo neuronal H3.3, 

deep-layer neurons did not acquire fully distinct L5 versus L6 identities. 
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Figure 3.10 Disrupted establishment of layer-dependent neuronal identities following 
H3f3a and H3f3b co-deletion.  

(A) In P0 control cortex, RBFOX3 (NEUN, cyan) immunostaining was present in all cortical layers 
and intensely labeled L5 and SP neurons. In dKO-N and dKO-E cortex, RBFOX3 expression was 
decreased compared to control and intense staining of L5 and SP neurons was absent. (B) In P0 
ctrl, BCL11B (CTIP2, red) showed intense staining in L5 neurons and moderate staining in L6 
neurons in a stereotyped pattern. In dKO-N and dKO-E, the differential BCL11B staining between 
L5 and L6 was lost. (C) In P0 ctrl, BHLHE22 (yellow) immunostaining intensely labeled L5 
neurons, and TLE4 (green) immunostaining was restricted to L6 neurons. In dKO-N and dKO-E, 
intense L5 staining of BHLHE22 was lost, and TLE4 staining was aberrantly present in L5. (D and 
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E) Post-mitotic refinement of deep-layer neuronal identities was analyzed in E15.5, E17.5, and 
P0 cortex by layer marker co-staining. In control (D), TBR1(green)- or ZFPM2(FOG2, cyan)-
labeled L6 neurons abundantly co-expressed BCL11B (red) at E15.5. TBR1- or ZFPM2-labeled 
L6 neurons have begun to downregulate BCL11B at E17.5 and largely did not express high levels 
of BCL11B by P0. In dKO-N (E), BCL11B was co-expressed with TBR1 or ZFPM2 at E15.5 in a 
manner similar to control. Abundant marker co-expression, however, persisted at E17.5 and P0. 
Deep-layer neurons maintained a developmentally immature, mixed L5/L6 molecular identity in 
dKO-N until P0. 
 
Hp, hippocampus; Thal, thalamus 
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Figure 3.11 Co-expression of deep-layer markers in H3.3 dKO cortex  

(A and B) Coronal sections of P0 ctrl, dKO-N, and dKO-E analyzed by layer marker co-
immunostaining. In control, L6 neurons were intensely labeled by TLE4 (red, A) and TBR1 
(red, B) and weakly labeled by BCL11B (green), and L5 neurons showed intense BCL11B 
labeling and an absence of TLE4 and TBR1. In dKO-N and dKO-E, L5 and L6 neurons 
were abundantly co-labeled by BCL11B and TLE4 (A), and BCL11B and TBR1 (B). (C) 
Coronal sections of P0 ctrl, dKO-N, and dKO-E analyzed by SATB2 (magenta) and 
BCL11B (green) co-immunostaining. In control, SATB2 and BCL11B labeled largely non-
overlapping neurons, with only a small proportion of neurons showing co-labeling. In dKO-
N and dKO-E, this distinction was maintained, and upper layer neurons did not 
misexpress BCL11B. 
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Defects in cortical axon projection following H3.3 deletion 

The axonal projections of cortical neurons are linked to their laminar identities (18-

20). To assess whether axonal phenotypes accompanied the transcriptomic and layer 

identity changes following H3f3a/H3f3b co-deletion, I analyzed cortical axon tracts in P0 

cortex (Fig. 3.12 A). In control cortex, immunostaining of L1CAM, an axon marker, 

revealed axons traversing white matter (WM) below cortical plate (CP) (Fig. 3.12 B). 

L1CAM also labeled the trajectory of the corpus callosum (CC), which normally connects 

the left and right cortical hemispheres (Fig. 3.12 B). H3f3a and H3f3b co-deletion from 

neurons (dKO-N) or NPCs (dKO-E) led to a marked loss of white matter thickness, and 

complete agenesis of corpus callosum (Fig. 3.12 B). Next, I leveraged the Cre-dependent 

fluorescent reporters expressed from the H3f3a and H3f3b floxed loci to analyze axon 

tracts. In both dKO-N and dKO-E, the anterior commissure (AC), which normally connects 

lateral cortical regions, failed to cross the midline and was misrouted towards the 

hypothalamus (Fig. 3.12 C). In addition to intracortical tracts, corticofugal tracts were also 

disrupted. In both dKO-N and dKO-E, corticofugal axons projected into the caudate 

putamen (CP) and innervated the internal capsule (IC) (Fig. 3.12 D), where corticofugal 

axons normally coalesce before diverging towards their respective subcortical targets(21, 

149). Thus, efferent axons were able to extend out of the cortex in the absence of H3.3. 

Beyond the internal capsule, however, corticofugal axons showed deficits in reaching 

their subcortical targets in both dKO-N and dKO-E. Analysis of the corticothalamic tract, 

which was abundantly visible in control, revealed a near complete absence of cortical 

axons reaching the dorsal thalamus (Fig. 3.12 D). Similarly, analysis of the corticospinal 

tract (CST) also revealed an absence of axons that reached the level of the pons or 
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beyond (Fig. 3.12 E). I further analyzed the axons of hippocampal pyramidal neurons 

(Fig. 3.13 A). In both dKO-N and dKO-E, hippocampal axons projected into the fimbria, 

but failed to innervate the fornix. These deficits accompanied alterations in hippocampal 

organization (Fig. 3.13 B and C). Together, these data revealed a requirement for H3.3 

in the formation of both intracortical and corticofugal tracts, especially in enabling axons 

to reach their final targets in the contralateral hemisphere or in subcerebral brain 

structures. Importantly, these axonal defects were phenotypically indistinguishable 

between dKO-N and dKO-E, indicating that the requirement for de novo H3.3 

accumulation in axon tract development is largely post-mitotic.  
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Figure 3.12 Defective axon tract development following H3f3a and H3f3b co-
deletion.  

(A) A schematic of major cortical axon tracts. (B) L1CAM (cyan) staining of P0 ctrl, dKO-
N, and dKO-E cortex. dKO-N and dKO-E were characterized by a loss of white matter 
thickness and complete agenesis of corpus callosum (CC, arrowheads). (C-E) Cre-
dependent fluorescent reporters expressed from the H3f3a and H3f3b floxed loci were 
detected by EGFP immunostaining of EYFP and ECFP residues and used to analyze 
axon tracts in P0 ctrl, dKO-N, and dKO-E cortex. (C) EY/CFP (green) reporter staining 
revealed failed midline crossing of the anterior commissure (AC, arrows) and misrouting 
of anterior commissure axons to the hypothalamus in dKO-N and dKO-E. (D) In dKO-N 
and dKO-E, corticofugal axons reached the internal capsule (IC), but the corticothalamic 
tract (CTA, arrowheads) did not form. (E) Analysis of the corticospinal tract (CST) 
revealed an absence of axons that reached the level of the pons in dKO-N and dKO-E. 
 
CC, corpus callosum; AC, anterior commissure; CTA, corticothalamic tract; CST, 
corticospinal tract; IC, internal capsule 
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Figure 3.13 Fornix defects and hippocampal dysplasia following H3f33a/H3f3b co-
deletion 

(A) Axon analysis by EGFP immunostaining of Cre-dependent reporters (EY/CFP, green). 
In P0 control, EY/CFP-labeled axons from hippocampus (Hp) extended through the 
fimbria (fim) and innervated the fornix (fx). In dKO-N and dKO-E, hippocampal axons 
projected into fimbria (arrows) but failed to innervate fornix (dashed outlines). (B) DAPI 
staining (blue) of P0 hippocampus revealed dysplasia of cornu ammonis (CA) and dentate 
gyrus (DG) in dKO-N and dKO-E. (C) PROX1 immunostaining (red) of P0 hippocampus 
revealed disorganization of dentate gyrus cells in dKO-N and dKO-E. 
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Discussion 

Accumulation of H3.3 in newly born neurons 

After undergoing asymmetric cell division and migrating into the cortical plate, 

recently post-mitotic neurons begin a massive transition in gene expression and cellular 

function. Through immunofluorescence I observed a stark difference in the amount of 

H3.3 protein in the nascent cortical plate in comparison to cells in the VZ, SVZ, and IZ. 

This would suggest that after the final mitosis, the neuronal genome becomes significantly 

enriched with newly synthesized H3.3. Conditional deletion of H3.3 from neurons by 

Neurod6Cre affects cells only after they become post-mitotic, and resulted in a lack of H3.3 

throughout the cortical plate. Thus, expression of H3.3 in NPCs, which is preserved in 

dKO-N, is insufficient to drive normal accumulation of H3.3 in neurons. Any H3.3 mRNA 

carried over from NPCs appears to be insufficient to drive production, and de novo H3.3 

synthesis and deposition in neurons is required. H3.3 is known to play a role in 

maintaining H3 levels in the cell, and eventually reaches saturating levels over time (75, 

76). This process occurs much slower than the rapid accumulation in post mitotic neurons 

I observed. H3.3 is known to be enriched at active regions of the genome and found 

decorated with transcriptionally activating PTMs (69, 150). Furthermore H3.3 turnover 

has been linked to open chromatin accessibility, as well as the activation of regulatory 

elements like enhancers and promoters (134, 150). Given the great accumulation of H3.3 

associated with differentiation in neurons, it seems likely that H3.3 plays a key role in the 

activation of developmentally regulated genes. Given the large amount of transcriptional 

rewiring and chromatin reorganization necessary for cell fate transition, this H3.3 
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accumulation would need to rapidly affect much of the genome. Indeed, H3.3 has been 

found to play a critical role during development in several instances (79, 108, 110).  

It has been proposed that when H3.3 is depleted, histone turnover stalls (76). In 

all of the dKO brains I analyzed, I found normal levels of total H3, and no appreciable cell 

death. This would agree with a model in which H3.3 depletion inhibits histone turnover, 

as there was no evidence for widespread loss of nucleosomes or apoptosis in the affected 

cells. Further experimentation to specifically track histone turnover, as well as genomic 

localization of H3.3, would help to determine if turnover is indeed impaired in dKO 

neurons.  

 While H3.3 does possess the unique S31 residue, the biochemical differences 

between it and canonical H3 are few, and their significance is contested. It has been 

proposed that H3.3 specific chaperones can directly recruit chromatin remodelers, thus 

connecting H3.3 deposition to chromatin modifying enzymes (78, 151). Another possibility 

is that this replacement functionally “resets” histone marks, allowing for a new chromatin 

landscape to be established. Alternatively, the act of turnover itself can increase 

accessibility to the underlying DNA (150). As histones are removed and replaced, buried 

motifs are uncovered and can be bound by regulatory factors. My work showed clear 

deficits in the dKO-N mice when H3.3 is removed immediately after the final division, but 

the causative mechanisms that lead to the observed phenotype remain to be discovered. 

Currently, the chromatin field still lacks consensus on whether it is H3.3 specific PTMs, 

H3.3 genomic loci, or increased turnover associated with H3.3 that is most important for 

its observed functions.  
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A single H3.3 allele is sufficient for cortical development 

Somewhat surprisingly, I found that a single H3.3 allele, either H3f3a or H3f3b was 

sufficient for normal development, and these one-of-four allele mice showed no defects 

or major observable phenotypes. This is contrasted to other studies, in which single gene 

deletions (H3f3a or H3f3b) resulted in defects (74, 101, 102), however these studies were 

not conducted on cortical neurons, and it seems likely that at least in this context either 

gene is sufficient to drive the rapid accumulation across embryonic development. 

Compensatory upregulation of either gene was difficult to establish, as the transgenic 

mouse model used replaces the endogenous locus with a pre-spliced H3f3a CDS, but 

overall H3.3-transcript levels were roughly comparable between conditions. Canonical 

histone expression was not detected, likely due to the lack of a polyA tail that precluded 

polyT priming during library construction, and due to the synthesis-linked natured of 

canonical histone production. How exactly a single allele is able to compensate for loss 

of the others, and whether either H3.3 producing gene plays a specialized role in cortical 

neurons requires further experimentation, initial inspection suggests that transcriptomicly 

there are few changes associated with partial H3.3 deletion. 

H3.3 is required for acquisition of the neuronal transcriptome 

The timing of post-mitotic H3.3 accumulation coincides with a critical period for 

developmental acquisition of the neuronal transcriptome (19). H3.3 has been connected 

to the acquisition of new cellular identity, both in development and reprogramming (103, 

108, 152). My differential transcriptomics uncovered large shifts in gene expression in 

H3.3 dKO mice, in particular in genes that are developmentally upregulated. Many of 

these genes have bivalent TSSs early on in development that are later resolved to active 
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chromatin. H3.3 is known to play a role in both establishing and resolving bivalent regions, 

and these regions have been shown to play important roles in neuronal development (87, 

143). Given that the similarity between dKO-E and dKO-N transcriptomes, it appears as 

though H3.3’s role in resolving bivalence post-mitosis is more important for cortical 

development, or that bivalency at TSSs is already established before E10.5, when 

Emx1Cre becomes active. 

Although the similarity between dKO-E and dKO-N was remarkably significant, I 

did find some differences in the respective transcriptomes. As noted previously, H3.3 is 

known to play a role in dividing cells as well, although often ascribed to genome integrity 

functions, and in several study led to relatively little change to the transcriptome despite 

early embryonic lethality (79, 153). I compared Emx1Cre and Neurod6Cre conditional 

knockouts to determine the function of H3.3 in NPCs vs. recently post-mitotic neurons.   

Emx1Cre is active in NPCs around day E10.5 and neurogenesis is largely complete by 

E17.5. I found no DNA damage or apoptosis in the dKO-E brains, contrasting the severe 

genome integrity defects described in early knockouts. It is possible that the cytogenic 

problems in earlier KOs are the result of chronic H3.3 depletion that leads to damage only 

after many divisions, and that the E10.5 deletion in NPCs in dKO-E has not had enough 

time or cell divisions for these defects to manifest before the NPCs differentiate into 

neurons and stop dividing. As NPCs divide a limited number of times, they may retain 

enough H3.3 to continue sufficient telomere formation until they reach their final division.  

H3.3 is required for neuronal development 

The establishment of neuronal identity and corresponding axonal connectivity 

requires precise transcriptional control early in development, including within NPCs (19, 
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35, 154). This specification continues throughout development, as neurons are further 

refined to more specific fates (40). Lower-layer neurons co-express L5 and L6 markers 

at the time of final mitosis, but subsequently refine gene expression to acquire a 

transcriptome specific to the layer they reside in. This refinement also occurs during the 

period of H3.3 accumulation observed, and thus may be affected in dKOs. In dKO-N I 

observed a continued co-expression of deep layer markers BCL11B and TBR1/ZFPM2, 

suggesting H3.3 might play a role in postmitotic refinement as well. Interestingly upper 

layer marker expression was largely intact, suggesting that not all refinement requires 

H3.3.  

Neuronal connectivity is correlated to cellular identity, particularly in the cortex 

(155). The laminar organization also corresponds to where the resident cells will project 

to, with L2-4 projecting primarily intracortical, and L5-6 subcortically. Alongside the 

defects found in cellular identity I found sever deficits in axonal tract formation. In both 

dKO mice there was a complete agenesis of corpus callosum and hypothalamic 

misrouting of the anterior commissure. Axons successfully projected to the internal 

capsule but not further into the thalamus, and the cortical-spinal tract was completely 

absent. Beyond the clear connection between altered cell identity and miswired axons, 

other factors may also be at play. dKO-N and dKO-E failed to specify subplate neurons, 

a structure known to assist in axon guidance (156). Furthermore, many subplate specific 

genes were down-regulated in the RNAseq data. The lack of a subplate or subplate 

deficits may also be responsible for the white matter defects I saw and would need to be 

tested with subplate specific deletion of H3.3. 
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Hippocampal dysplasia 

The hippocampus is an extension of the temporal cortex and plays an important 

role in learning and memory. The hippocampus contains the CA (Cornu Ammonis) fields 

composed of tightly packed projection neurons similar to the cortex and dentate gyrus 

(DG). Within the DG resides the granule layer, home to dentate granule cells that continue 

to produce proliferate to create neurons throughout adulthood. In exploring defects to 

cortical development, I discovered that in dKO-N, there was significant dysplasia of the 

dentate gyrus, both through DAPI-based morphology and PROX1 staining. In dKO-E I 

noted even more severe dysplasia with less Prox1 staining and an even greater lack of 

organization. Additionally, in both dKO-N and dKO-E I noted a loss of distinct laminar 

organization of the CA fields, similar to that observed in the cortex, and many of the same 

marker genes were altered in distribution. The differences between dKO-N and dKO-E 

DG are most likely explained by differences in Cre expression. The DG is home to adult 

neurogenesis stemming from the DG granule cells found there, a population that is Emx1 

positive but not Neurod6. As a result, the DG phenotype I observed is understandably 

more severe in the dKO-E. Whether H3.3 KO affects neurogenesis from DG granule cells 

remains to be seen, but given the hypoplasia noted in dKO-E this is a possibility.  

Conclusion 

One of the defining aspects of neurons is their long-range projections and the 

cytoplasmic proteins localized to distally along these processes that facilitate their 

functionality. As such, neurological disease has often been studied in the context of these 

cytoplasmic genes. Central to disease etiology however, is also cellular identity and 

differentiation, and these are now being linked to nuclear proteins and chromatin affecting 
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factors. My work adds to this endeavor, helping to understand the critical importance of 

chromatin in brain development and function. Here I investigate the role of histone variant 

H3.3 in brain development and use conditional deletion to assess the consequences of 

its loss from both NPCs and recently post-mitotic neurons. In the knockouts, I found robust 

changes to the neuronal transcriptome, possibly driven by an inability to upregulate 

developmentally important genes and resolve poised, bivalent loci associated with 

neuronal gene expression. These changes included many neuronal genes associated 

with cellular identity and axonal projection. These changes were accompanied by altered 

laminar organization and severe misrouting of white matter tracts. Moreover, these 

changes were highly similar between NPC deletion in dKO-E and newly post-mitotic 

deletion in dKO-N. This implied that H3.3’s role in the acquisition of the neuronal 

transcriptome and cellular identity/connectivity takes places primarily in neurons after they 

have undergone their final division.  

Materials and Methods 

Mice and mouse husbandry 

The conditional-ready H3f3a and H3f3b alleles (130), and the Neuord6Cre (131), Emx1Cre 

(132), were previously generated. For timed pregnancies, the date of vaginal plug was 

considered embryonic day (E)0.5. Genotyping was performed using DreamTaq Green 2x 

Master Mix (Thermo Fisher) and genomic DNA isolated from toe or tail clips. Genotyping 

Primers are listed in the Key Resources Table. Mice were maintained on a standard 12 h 

day:night cycle with ad libitum access to food and water, and all experiments were carried 

out in compliance with ethical regulations for animal research. Our study protocol was 
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reviewed and approved by the University of Michigan Institutional Animal Care & Use 

Committee. 

Single-nuclei RNAseq 

The cortex was isolated from an E14.5 embryonic mouse and flash frozen in ethanol and 

dry ice. Nuceli were then isolated and processed for single-nuclei sequencing in 

accordance with 10x Genomics recommended protocols. 

(https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f6

3ec83173d62 

124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_

C.pdf) Briefly, frozen tissue was pulverized using a Dounce homogenizer on ice with 10 

strokes of pestle A and 10 strokes of pestle B in 500ul of 0.1x Lysis Buffer. Then the crude 

lysate was incubated on ice for 7 minutes, followed by the addition of 500ul Wash Buffer 

and centrifugation for 5 minutes at 500g. The supernatant was filtered through a 40um 

cell strainer and centrifuged again at 500g for 5 min. Resulting nuclei pellet was 

resuspended in Diluted Nuclei Buffer. Resulting libraries were sequenced at the 

University of Michigan sequencing core on the Illumina NovaSeq 6000 platform (150 

cycles). 

Single-nuclei data processing 

Single nuclei RNA-seq (snRNA-seq) reads were pseudoaligned and counted using 

kallisto-bus tools (100) with kallisto v0.46.2 and bustools v0.40.0. The kallisto indexes 

used were generated from the GENCODE GRCm38.p6 reference genome and 

Ensembl 98 annotations with the lamanno workflow option to include introns. Seurat 

v4.0.3 (42, 101) was used to filter, normalize, cluster, and analyze the data. Regularized 

https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
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negative binomial regression (Seurat::SCTransform) was used for normalization. Seurat 

was then used to determine clusters with original Louvain algorithm and marker genes 

were found using a Wilcoxon Rank Sum test.  

Immunostaining and imaging 

Brains were isolated and fixed in 4% PFA overnight at 4°C with agitation and embedded 

in 4% low-melting agarose for sectioning. Brains were vibratome-sectioned at 70 µm 

using a Leica VT1000S or VT1200S. Free-floating sections were blocked and 

immunostained in blocking solution containing 5% donkey serum, 1% BSA, 0.1% glycine, 

0.1% lysine, and 0.3% Triton X-100 (Triton X-100 was excluded from blocking solution 

when immunostaining for CSPG). Free-floating sections were incubated with primary 

antibodies overnight at 4°C followed by washing 3 × 5-min in PBS and incubated with the 

corresponding fluorescent secondary antibodies and DAPI in blocking solution for 1h at 

RT. Following secondary antibody staining, sections were mounted with VECTASHIELD 

Antifade Mounting Medium (Vector Laboratories). Images were acquired using either an 

Olympus SZX16 dissecting scope with Olympus U-HGLGPS fluorescent source and Q-

Capture Pro 7 software to operate a Q-imaging Regia 6000 camera, or using an Olympus 

Fluoview FV1000 confocal microscope with FV10-ASW software. Primary and secondary 

antibodies are listed in the Key Resources Table. 

Edu incorporation and Staining 

EdU was given by intraperitoneal injection at a concentration of 5 µg/g. For EdU staining, 

sections were permeabilized by incubation for 30 min in 0.5% Triton X-100 in PBS 

followed by 3 × 5-min washes in PBS. EdU staining solution was made fresh each time, 

containing 100 mM Tris, 4 mM CuSO4, and 100 mM ascorbic acid diluted in 1× PBS. The 
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fluorescently labeled azide molecule was added last, and the staining cocktail was 

immediately added to sections for a 30-min incubation at room temperature (final 

concentrations of each fluorescent molecule: 4 mM AlexaFluor488-Azide [Click Chemistry 

Tools, 1275-1], 10 mM Cy3-Azide [Lumiprobe, A1330], 16 mM AlexaFluor647-Azide 

[Click Chemistry Tools, 1299-1]). After incubation, sections were washed 3 × 5 min in 

PBS. After EdU labeling, standard protocols were followed for immunostaining. 

Western Blot 

Mouse cortex was lysed in 1×SDS buffer, proteins were denatured 3 min at 95°C, 

separated on 4%–12% bis-Tris Gel (NuPAGE), transferred on nitrocellulose membranes, 

and blocked with 5% non-fat dry milk in Tris Buffer Saline buffer (TBS). Primary incubation 

was carried out in TBS plus 5% non-fat dry milk, washed 3 times and incubated with anti-

rabbit or mouse Peroxidase antibody (1:10,000, Cell Signaling) 1 hour in TBS, followed 

by washing and ECL Prime chemiluminescence revelation kit (Sigma). 

Statistical Analysis 

Statistical analyses were performed in GraphPad Prism 8 (GraphPad Software). Values 

were compared using an unpaired Student’s t test with Welch’s correction, or one-way 

ANOVA with Tukey’s post hoc test.  

RNAseq 

Embryos were isolated and immediately submerged in ice-cold PBS. Neocortical tissue 

was dissected and flash-frozen in a dry ice–ethanol bath and stored at −80° until further 

processing. Tissue was resuspended in 0.5 mL of Trizol and homogenized using metal 

beads in a bullet blender. Chloroform was added to the sample, and the aqueous phase 
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was isolated following centrifugation for 15 min at >20,000 g at 4 °C. The sample was 

transferred to a Zymo Research Zymo-Spin IC column and was processed following the 

manufacturer’s protocol, including on-column DNA digestion. Pure RNA was eluted in 

DNase/RNase-free water and quantified using a Qubit fluorometer. 

RNA-seq libraries were generated by Click-Seq (138) from 600 ng of purified 

neocortical RNA. Ribosomal RNA was removed from total RNA using NEBNext rRNA 

Depletion Kit (NEB). ERCC RNA spike-in was included for library quality assessment 

(Thermo Fisher). SuperScript II (Invitrogen) was used for reverse transcription with 1:30 

5 mM AzdNTP:dNTP and 3′ Genomic Adapter-6N RT primer 

(GTGACTGGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNN). RNaseH treatment 

was used to remove RNA template and DNA was purified with DNA Clean and 

Concentrator Kit (Zymo Research). Azido-terminated cDNA was combined with the click 

adaptor-oligo 

(/5Hexynyl/NNNNNNNNAGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGTAGATCTC

GGTGGTCGCCGTATCATT) and click reaction was catalyzed by addition of ascorbic 

acid and Cu2+ , with subsequent purification with DNA Clean and Concentrator Kit. Library 

amplification was performed using Illumina universal primer 

(AATGATACGGCGACCACCGAG), Illumina indexing primer 

(CAAGCAGAAGACGGCATACGAGATNNNNNNGTGACTGGAGTTCAGACGTGT) and 

the manufacturer’s protocols from the 2× One Taq Hot Start Mastermix (NEB). To enrich 

for amplification products larger than 200 bp, PCR products were purified using Ampure 

XP (Beckman) magnetic beads at 1.25× ratio. Libraries were analyzed on TapeStation 
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(Agilent) for appropriate quality and distribution and were sequenced at the University of 

Michigan sequencing core on the Illumina NovaSeq 6000 platform (150 cycles). 
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Chapter 4 H3.3 in Late and Aging Post-Mitotic Neurons 

Abstract 

 Terminally post-mitotic tissue still has a demand for histones. Histone turnover and 

replacement are thought to play a role in gene transcription and regulation, and histones 

that are lost or degraded must be replaced to maintain chromatin integrity. I generated a 

conditional knockout of H3.3 several days after the final mitosis and found that once 

established, the neuronal transcriptome was largely unaffected by the loss of the H3.3 

variant, with the exception of subtle changes to synapse associated genes. Long-term 

study showed the persistence of pan H3 and H3 PTMs, despite the lack of replacement 

H3.3, and uncovered the possibility of an as yet unknown source of post-mitotic H3 in 

quiescent neurons. This work uncovers a role for H3.3 in the long-term maintenance of 

H3 across the neuronal lifespan that is distinct from its active role in establishing neuronal 

transcriptome and identity immediately post-mitosis. 

Results 

H3.3 deletion in Rbp4Cre+ neurons days after Neurod6Cre deletion 

The substantial de novo H3.3 accumulation that I found in new cortical neurons 

occurred in the first few days after terminal mitosis (Fig. 3.1 & 3.2). In the absence of this 

accumulation following H3f3a/H3f3b co-deletion immediately post-mitosis (dKO-N), 

cortical neurons were unable to acquire the neuronal transcriptome or undergo 
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developmental maturation, suggesting an active role for de novo H3.3 in the first few 

postmitotic days. H3.3 can be deposited DNA synthesis-independently (69, 157). In 

terminally post-mitotic cells such as neurons, H3.3 is thought to be the primary source of 

new histone H3, thus serving important long-term functions in maintaining overall H3 

levels (75). H3.3 has also been shown to be involved in neuronal senescence and 

plasticity (76). To assess the maintenance roles of H3.3 in cortical neurons, I generated 

an additional H3f3a/H3f3b co-deletion model using Tg(Rbp4-Cre) (158, 159). Tg(Rbp4-

Cre) mediates recombination from L5 neurons starting at ~E18.5 (Fig. 4.1 A), after 

substantial de novo H3.3 accumulation had occurred in the first few post-mitotic days. 

Importantly, Tg(Rbp4-Cre);H3f3af/f;H3f3bf/f (dKO-R), unlike dKO-N, was not affected by 

peri-natal lethality. Thus, the use of dKO-R (Fig. 4.1 B) enabled me to: 1) assess the 

requirement for de novo H3.3 after the initial post-mitotic accumulation; and 2) determine 

the long-term turnover dynamics of H3.3 in post-mitotic neurons. 

First, I sought to determine potential phenotypic differences between H3f3a/H3f3b 

co-deletion immediately post-mitosis (dKO-N; prior to initial H3.3 incorporation) versus ~5 

days post-mitosis (dKO-R; after initial H3.3 incorporation). For direct comparison, I 

focused our analysis on L5 neurons, which were affected by both Tg(Rbp4-Cre) and 

Neurod6-Cre deletion. In dKO-N, I found robust axonal phenotypes, including a striking 

absence of corticospinal axons reaching the level of the pons (Fig. 3.12 D). Corticospinal 

tract axons originate from L5 neurons, which express Tg(Rbp4-Cre) (158, 159). To 

assess corticospinal axon development in dKO-R, I used a Cre-dependent tdTomato 

transgene (ROSACAG-tdTomato) to label corticospinal axons originating from L5 neurons. 
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In P7 dKO-R, corticospinal tract (CST) axons abundantly innervated the pyramids 

at the level of the medulla in a manner that was indistinguishable from control (Fig. 4.2 

A). Furthermore, in dKO-N, I found alterations in layer-dependent neuronal identities; 

BCL11B staining did not differentiate L5 versus L6 neurons (Fig. 3.10 B) and BHLHE22 

labeling was lost from L5 neurons (Fig. 3.10 C). In P7 dKO-R, however, BCL11B staining 

differentiated L5 and L6 neurons, and BHLHE22 intensely labeled L5 neurons, each in a 

manner similar to control (Fig, 4.2 B). These data therefore showed that after initial H3.3 

deposition, H3f3a/H3f3b deletion in dKO-R did not disrupt the molecular identity or axon 

projection of L5 neurons, as H3f3a/H3f3b deletion prior to initial H3.3 deposition did in 

dKO-N. 
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Figure 4.1 Co-deletion of H3.3 genes days after the final mitosis in L5 projection 
neurons 

(A) Tg(Rbp4Cre)-mediated recombination by Cre-dependent reporter ROSA-tdTomato 
across cortical development. Tg(Rbp4 Cre)-mediated recombination (red) was present in 
BCL11B-labeled (green) L5 neurons starting at ~E18.5, approximately 5 days after 
terminal mitosis. (B) Schematic of H3.3 incorporation and genetic manipulation of H3f3a 
and H3f3b by Tg(Rbp4-Cre): Tg(Rbp4-Cre);H3f3af/f;H3f3bf/f (dKO-R). 



 78 

 

Figure 4.2 Cellular identity and tract formation in P7 dKO-R 

 
(A) At P7, tdTomato-labeled axons (red) arising from L5 neurons abundantly innervated 
the corticospinal tract (CST) and reached the pyramids (arrowheads) at the level of the 
medulla in dKO-R in a manner indistinguishable from control. (B) Analysis of BHLHE22 
(green) and BCL11B (blue) by immunostaining revealed normal BHLHE22/BCL11B co-
expression in tdTomato-labeled L5 neurons (red) in dKO-R. 
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H3.3 is slowly, progressively replaced in Rbp4Cre+ neurons following deletion 

Unlike dKO-N mice, dKO-R mice survived into adulthood without premature lethality, 

enabling me to examine the long-term dynamics of H3.3 turnover in post-mitotic neurons. 

In dKO-R, Tg(Rbp4-Cre) mediated H3f3a/H3f3b co-deletion after the initial accumulation 

of H3.3 post-mitosis. Consistent with substantial increase in H3.3 in the first few post-

mitotic days (Fig. 4.1 B), our analysis of dKO-R at P0 revealed no immediate change in 

H3.3 levels within Tg(Rbp4-Cre)-expressing L5 neurons labeled by ROSACAG-tdTomato (Fig. 

4.3 A and B). This contrasted dKO-N, in which H3f3a/H3f3b co-deletion from newly post-

mitotic neurons led to a marked loss of H3.3 by P0. To determine how H3.3 levels in dKO-

R changed over time in the absence of de novo H3.3, I comprehensively analyzed H3.3 

in L5 neurons from P0 to 6 months of age. This revealed in dKO-R a slow, progressive 

loss of H3.3 from L5 neurons (Fig. 4.3 A and B). These data suggested that in cortical 

neurons, after initial deposition of H3.3 in the first days post-mitosis, H3.3 was turned over 

much more slowly, over weeks and months. In addition, the abundance of H3.3-negative 

neurons in dKO-R at 6 months of age indicated that H3.3 was not required for long-term 

survival of neurons. Consistent with this, our analysis of DNA double strand breaks by 

pKAP1 marker staining revealed no increase in DNA damage in dKO-R at six months 

compared to control. 

H3.3 has been proposed to be an important source of H3 protein throughout the 

lifespan of post-mitotic neurons (76, 160). To assess total H3 levels in dKO-R, I used pan-

H3 immunostaining at 6 months, an age at which I observed a ~80% reduction in H3.3 

levels in L5 neurons. Surprisingly, despite the marked loss of H3.3, the levels of pan-H3 

were not observably different between dKO-R and control (Fig. 4.3 C). The presence of 
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histone H3 was confirmed by immunostaining for H3 that carried post-translational 

modifications H3K4me3 or H3K27me3 (Fig. 4.3 C). These data also suggested that H3 

modifications were not eliminated by the lack of de novo H3.3 over six months. Together, 

this data supports that following loss of de novo H3.3 synthesis, H3.3 levels progressively 

decrease over several months. Despite loss of H3.3, total H3 levels were maintained up 

to six months postnatally, suggesting that H3.3 may not be the sole source of H3 proteins 

in terminally post-mitotic neurons. 
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Figure 4.3 Progressive loss of H3.3 from dKO-R neurons 

(A) Temporal analysis of H3.3 levels in tdTomato-labeled L5 neurons (red, arrowheads) 
by immunostaining. In control cortex, H3.3 (green) is maintained in tdTomato-labeled L5 
neurons at each analyzed age. In dKO-R, H3.3 levels were unaffected at P0 but showed 
a progressive loss from L5 neurons over weeks and months. (B) Quantitative analysis of 
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immunofluorescence (unpaired t-test with Welch’s correction, n.s., not significant; ✽, p < 
0.01; ✽✽, p < 0.001). (C) At postnatal 6 months, panH3 and H3 carrying post-translational 
modifications (PTMs) H3K4me3 and H3K27me3 were assessed by immunostaining. In 
tdTomato-labeled L5 neurons (red, arrowheads) in dKO-R, despite loss of H3.3 at this 
age, the levels of panH3 and H3 carrying PTMs were not observably different compared 
to control. 
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Neuronal transcriptome of Rbp4Cre+ neurons is largely maintained following H3.3 deletion 

My results revealed a substantial accumulation of H3.3 in the first days post-mitosis 

(Fig. 3.1 & 3.2) that was required for establishing neuronal transcriptome and identity 

(Fig. 3.7 & 3.10). The timescale of this initial accumulation contrasted long-term H3.3 

turnover, which I found to occur over weeks and months in neurons (Fig. 4.3). To assess 

the consequences of H3.3 depletion on the maintenance of neuronal transcription, I used 

snRNA-seq to analyze control and dKO-R cortex at 5 weeks, after significant loss of H3.3. 

Clustering by Seurat (121) revealed 34 groups that encompassed the full complement of 

known cell types in postnatal cortex (Fig. 4.4 A). Remarkably, the clustering of ctrl and 

dKO-R cells showed the same clusters in nearly identical UMAP space (Fig. 4.4 A) and 

substantial overlap of each individual cluster (Fig. 4.4 B), including the L5 pyramidal tract 

(PT) neuron in which Tg(Rbp4-Cre) was active (158, 159). This overlap was in striking 

contrast to the widespread transcriptomic changes I found in dKO-N (Fig. 3.7 

 used differential expression analysis of the L5 PT cluster and specifically assessed 

whether the differentially-expressed genes (DEGs) in dKO-N were similarly affected in 

dKO-R L5 PT. I found that all dKO-N DEGs, both up- and down-regulated, were 

remarkably unaffected, with low log2FCs (Fig. 4.4 C). Together, these data suggest that 

although the initial accumulation of H3.3 was required to establish the expression of these 

genes in neurons, once established, de novo H3.3 was no longer required to maintain 

their expression. These data are further consistent with a lack of significant loss of total 

H3 or H3 PTMs in dKO-R despite loss of H3.3, and the possibility of a non-H3.3 source 

that can maintain H3 levels in post-mitotic neurons.  
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Figure 4.4  single-nuclei RNAseq of adult dKO-R cortex 

(A and B) snRNA-seq of control and dKO-R cortex at postnatal 5 weeks visualized by 
UMAP. Clustering of ctrl and dKO-R cells showed the same 34 cell clusters in UMAP 
space (A) with substantial overlap of each cluster (B), including the L5 pyramidal tract 
(PT) neurons (gold boxes) in which Tg(Rbp4-Cre) is active. (C) Differentially expressed 
genes (DEGs) from dKO-N were compared based on log2FC in dKO-N and in dKO-R L5 
PT. Both up- and down-regulated dKO-N DEGs showed a normalization towards a log2FC 
of 0 (no change) in dKO-R L5 PT (arrows). (D) Summary of key findings. Cortical neurons 
undergo substantial de novo H3.3 incorporation post-mitosis. De novo H3.3 in post-mitotic 
neurons is required for developmental acquisition of the neuronal transcriptome, 
establishment of distinct neuronal identities, and formation of axon tracts. The first few 
post-mitotic days is a critical window for de novo H3.3 in neurons. This early H3.3 
deposition differs in timescale from long-term H3.3 turnover, which occurs over weeks to 
months in cortical neurons. 
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Plasticity/Response genes are altered in L5 PT neurons of adult mice following H3.3 dKO 

My analysis did reveal 71 genes that were differentially regulated in dKO-R L5 PT 

neurons. These genes were largely distinct from the dKO-N DEGs. Interestingly, a 

number of these genes are associated with neuronal activity or plasticity. This finding is 

consistent with previous reports that in mature neurons, H3.3 can play a life-long role in 

neural plasticity (76, 160). In particular, of the top DE genes in L5 PT H3.3 dKO cells there 

were Cacna family calcium channels and Rho-GTPases that were also identified by Maze 

et. al. as being affected by H3.3 knockdown (76). GO term analysis identified several 

notable terms: synapse, postsynaptic density, ion channel and cAMP signaling, that 

further suggest more subtle synaptic function may be altered in these cells, despite the 

overall lack of overt phenotype (Fig 4.5). Further study is required to determine if plasticity 

or behavior is affected.  
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. 

Figure 4.5 GO term enrichment of L5 PT H3.3 dKO DE genes 

p-values of select Gene Ontology (GO) terms from differentially expressed genes 
determined by single-nuclei RNAseq in dKO-R L5 PT cluster. Enrichment calculated 
using DAVID, p-values displayed using the Bonferroni correction. 
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Discussion 

H3.3 establishes the neuronal transcriptome within the first few days post-mitosis 

H3f3a and H3f3b are ubiquitously expressed in cell types and throughout the cell 

cycle, and H3.3 can be deposited DNA synthesis-independently (63, 157). In terminally 

post-mitotic cells such as neurons, H3.3 is thought to be the primary source of new 

histone H3 that maintains overall H3 levels long-term. Indeed, previous studies have 

shown that H3.3 ultimately fully replaces canonical H3, reaching genome-saturating 

levels several months after birth in the brain and other organs (75). To assess the 

requirement for de novo H3.3 after initial post-mitotic accumulation, I use a Tg(Rbp4-Cre) 

(158, 159) H3f3a and H3f3b co-deletion model (dKO-R). In dKO-R, H3f3a and H3f3b are 

deleted from cortical L5 neurons starting around day E18.5, approximately five days after 

terminal mitosis and subsequent to substantial H3.3 accumulation in the first few post-

mitotic days. Unlike in dKO-N, dKO-R mice were born alive and could nurse, living well 

into adulthood as fertile adults. This enabled long-term study of H3.3 deletion, something 

rarely explored in the literature. P0 brains showed no phenotypic differences from control 

littermates, and this lack of overt phenotype was maintained through P7 and into late 

adulthood. This lack of phenotype starkly contrasted dKO-N and dKO-E mice, despite the 

fact that Rbp4Cre becomes active only days later. This put a second “bookend” on the 

critical window of when H3.3 plays an important and active role in shaping neuronal 

transcription identity. dKO-E and dKO-N showed that before the terminal mitosis, H3.3 

played little role in differentiation, and dKO-R showed that once identity was established, 

H3.3 played little role in its maintenance. Thus, the critical time window for de novo H3.3 

is in the first few days after terminal mitosis. 
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H3.3 in maturing neurons 

Leveraging the longevity of the dKO-R mouse, I was able to explore H3.3 dynamics 

over time. In contrast to dKO-N, P0 dKO-R neurons had comparable levels of H3.3 to 

unaffected neighbor neurons. Despite the large amount of H3.3 accumulation I saw in the 

first few days post-mitosis, by the time Rbp4Cre is active the critical need for de novo H3.3 

had passed. Over the course of six months, I was able to track and quantify H3.3 levels 

in Rbp4Cre affected cells, observing a steady decrease in H3.3 staining. By six months, 

L5 cells had lost a majority of H3.3, while maintaining overall levels of panH3 and PTMs. 

This timeline based on our analysis of dKO-R single cells following H3f3a and H3f3b co-

deletion is consistent with previous wildtype studies of bulk tissues (75, 161). The 

observation that panH3 levels remained the same despite H3.3 loss was a surprise, as it 

implies the presence of a compensatory mechanism to maintain overall H3 levels and 

nucleosome integrity. I further observed no significant increases in DNA damage or cell 

death associated with dKO-R, again suggesting that genome integrity was maintained in 

these cells. What this mystery source of H3 is requires further exploration. Canonical 

histones are largely thought to be expressed exclusively in S-phase, and require DNA-

synthesis to be deposited. However, there are some exceptions to these rules (55, 162-

164). Additionally, there have been reports of H3-like genes that have escaped annotation 

that are expressed in the brain (66). Perhaps one of these alternative sources is capable 

of maintaining H3 in aging cells, but unable to perform H3.3’s active function in newly 

post-mitotic neurons. 

Abrogating early H3.3 incorporation in post-mitotic neurons via dKO-N resulted in 

significant deficits in the acquisition of the neuronal transcriptome. To assess the 
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consequences of H3.3 loss on the long-term maintenance of the transcriptome, I 

performed snRNAseq on adult dKO-R cortices. Unlike Neurod6Cre and Emx1Cre that can 

alter the entire complement of cortical projection neurons, Rbp4Cre affects only a subset 

L5 cells, and thus requires enrichment of the affected cell type as opposed to bulk 

sequencing. Clustering identified a clearly marked population of L5 PT cells in both dKO-

R and control brains. Overall clustering of dKO-R cells matched that of control remarkably 

well, with no new cluster identities generated. Additionally, of the 34 clusters identified, 

dKO-R had roughly the same distribution of cells within these clusters, indicating that 

there was no significant loss of L5 cells, or molecular confusion that would cause these 

cells to look transcriptionally similar to another cell type. Together, this suggests that by 

the time H3.3 is deleted in dKO-R neurons, a) the transcriptome is already established 

and b) H3.3 is largely dispensable for maintaining the transcriptional regulation required 

for long-term expression of neuronal identity genes.  

H3.3 is largely dispensable for transcriptome maintenance 

 Previous work has established H3.3’s importance in the activation of enhancers 

(165-167). This activation is proceeded by histone acetylation and binding of transcription 

factors. Once initiated, these mechanisms are thought to be maintained by feedforward 

mechanisms, perhaps obviating the need for H3.3. The role of histone turnover could also 

be at play, as increased turnover in regulatory region may allow for easier access to the 

enhancer motifs by their cognate binding factors. The mechanisms by which 

transcriptional programs are enforced over an organism’s lifetime are still being explored, 

but this study would conclude that H3.3 is largely dispensable for maintenance of these 

programs once they are established. 
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miRNA silencing of H3.3 in the adult mouse hippocampus was shown to affect 

plasticity and the transcription of activity-dependent genes (76). While I did not see the 

widespread transcriptomic changes associated with dKO-R H3.3 deletion, there were a 

handful of differentially expressed genes in the L5 PT population of dKO-R. This set of 

genes was enriched for synaptic function and matched some of those identified in the 

hippocampus shRNA study. This could support the idea that although transcription was 

not significantly affected overall, activity-dependent transcriptional regulation may rely in 

part on H3.3. H3.3 contains the unique S31 residue that can be modified, and S31 

phosphorylation has been shown to be able to affect transcription. H3.3 can be further 

modified with transcriptionally active marks, through a variety of mechanisms to induce 

transcription. Alternatively, it could be the process of H3.3 turnover that is important for 

activity-dependent gene expression (76). H3.3 can have a substantially lower occupancy 

time on DNA, and increased turnover of H3.3 containing nucleosomes is connected to 

transcription and the binding of enhancers and promoters. Whether it is the variant itself 

that’s important or the process of histone turnover is yet to be empirically shown.  

Conclusion 

This work has clarified a second, maintenance role for H3.3 in aging cells apart 

from its active role in the acquisition of neuronal fate. Studies using the dKO-R mouse 

found a broad lack of phenotype in neurons missing H3.3 deleted around day E18.5, 

particularly when compared to dKO-N and dKO-E. In these mice, panH3 continued to be 

present into adulthood, despite H3.3 depletion, bringing up the possibility of a previously 

un-appreciated source of H3 in aging neurons. snRNAseq of adult dKO-R mice further 
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showed subtle changes to synapse-function relevant genes, suggesting a possible role 

in fine-tuning neuronal gene expression.  

Materials and Methods 

Mice and mouse husbandry 

The conditional-ready H3f3a and H3f3b alleles (130), Tg(Rbp4-Cre) (158, 159), 

and ROSAtdTomato were previously generated. For timed pregnancies, the date of vaginal 

plug was considered embryonic day (E)0.5. Genotyping was performed using DreamTaq 

Green 2x Master Mix (Thermo Fisher) and genomic DNA isolated from toe or tail clips. 

Genotyping Primers are listed in the Key Resources Table. Mice were maintained on a 

standard 12 h day:night cycle with ad libitum access to food and water, and all 

experiments were carried out in compliance with ethical regulations for animal research. 

Our study protocol was reviewed and approved by the University of Michigan Institutional 

Animal Care & Use Committee. 

Single-nuclei RNAseq 

Cortices were isolated from three each of 5-weeks postnatal dKO-R and control mice, 

flash frozen using ethanol and dry ice, and then processed together in a single batch as 

described below. Nuceli were then isolated and processed for single-nuclei sequencing 

in accordance with 10x Genomics recommended protocols. 

(https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f6

3ec83173d62 

124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_

C.pdf) Briefly, frozen tissue was pulverized using a Dounce homogenizer on ice with 10 

https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
https://assets.ctfassets.net/an68im79xiti/2IcRfnCKj9MWM4eYZavFnc/47c6023e2987f63ec83173d62%20124ee7e/CG00055_Demonstrated_Protocol_Dissociation_Mouse_Neural_Tissue_Rev_C.pdf
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strokes of pestle A and 10 strokes of pestle B in 500ul of 0.1x Lysis Buffer. Then the crude 

lysate was incubated on ice for 7 minutes, followed by the addition of 500ul Wash Buffer 

and centrifugation for 5 minutes at 500g. The supernatant was filtered through a 40um 

cell strainer and centrifuged again at 500g for 5 min. Resulting nuclei pellet was 

resuspended in Diluted Nuclei Buffer. Resulting libraries were sequenced at the 

University of Michigan sequencing core on the Illumina NovaSeq 6000 platform (150 

cycles). 

Single-nuclei data processing 

Single nuclei RNA-seq (snRNA-seq) reads were pseudoaligned and counted using 

kallisto-bus tools (100) with kallisto v0.46.2 and bustools v0.40.0. The kallisto indexes 

used were generated from the GENCODE GRCm38.p6 reference genome and 

Ensembl 98 annotations with the lamanno workflow option to include introns. For the 

Tg(Rbp4-Cre) data, transgenes sequences and annotations were added to the index. 

Seurat v4.0.3 (42, 101) was used to filter, normalize, cluster, and analyze the 

data. Briefly, cells passing QC had between 200 and 5000 unique genes and genes 

were required to be expressed in at least 5 cells. PCA analysis was conducted with 

nPCAs = 50, and data were log normalized. Seurat was then used to determine clusters 

with original Louvain algorithm and marker genes were found using a Wilcoxon Rank 

Sum test. Data from both experiments was integrated using the standard Seurat 

functions to generate a combined set of cell clusters. Then individual conditions were 

separated a plotted via UMAP. Differential expression of the L5 PT cluster was 

determined through pseudo-bulk analysis. Read counts per cell were averaged across 
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all cells in the L5 PT cluster for each condition individually, and then assessed for 

differential expression in edgeR.  

Immunostaining and Imaging 

Brains were isolated and fixed in 4% PFA overnight at 4°C with agitation and embedded 

in 4% low-melting agarose for sectioning. Brains were vibratome-sectioned at 70 µm 

using a Leica VT1000S or VT1200S. Free-floating sections were blocked and 

immunostained in blocking solution containing 5% donkey serum, 1% BSA, 0.1% glycine, 

0.1% lysine, and 0.3% Triton X-100 (Triton X-100 was excluded from blocking solution 

when immunostaining for CSPG). Free-floating sections were incubated with primary 

antibodies overnight at 4°C followed by washing 3 × 5-min in PBS and incubated with the 

corresponding fluorescent secondary antibodies and DAPI in blocking solution for 1h at 

RT. Following secondary antibody staining, sections were mounted with VECTASHIELD 

Antifade Mounting Medium (Vector Laboratories). Images were acquired using either an 

Olympus SZX16 dissecting scope with Olympus U-HGLGPS fluorescent source and Q-

Capture Pro 7 software to operate a Q-imaging Regia 6000 camera, or using an Olympus 

Fluoview FV1000 confocal microscope with FV10-ASW software. Primary and secondary 

antibodies are listed in the Key Resources Table. 

Statistical Analysis 

Statistical analyses were performed in GraphPad Prism 8 (GraphPad Software). Values 

were compared using an unpaired Student’s t test with Welch’s correction, or one-way 

ANOVA with Tukey’s post hoc test.  
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Chapter 5 Discussion 

Overview 

Chromatin regulation plays critical roles in the cell fate and state transitions that 

are required for dividing NPCs to become mature neurons. My doctoral research seeks 

to answer questions about the molecular genetic processes that facilitate this shift in cell 

state and subsequent refinement of identity, as well as the unique functions of histone 

variant H3.3 during this period of transition. This work also contributes to the field of 

histone biology, shedding insight into the behavior of H3.3 in the in vivo context of the 

brain. Conditional deletion of H3.3 from developing NPCs and neurons revealed a striking 

similarity in phenotypes, while deletion several days after showed relatively little effect. 

This revealed a previously unknown critical window for H3.3 in the establishment of 

neuronal identity, connectivity, and gene expression. Transcriptomic analysis gave 

insights into not only the massive shift in gene expression caused by a lack of de novo 

H3.3, but also may give us clues as to the mechanisms behind this phenomenon. 

Additionally, I was able to study the long-term effects of H3.3 loss using dKO-R 

mice. Although a small population of cells, this is to my knowledge the only in vivo study 

of longitudinal H3.3 loss. This led to the surprising revelation that even without H3.3, 

histone turnover continues in these cells well into adulthood, and that some previously 

undescribed source of H3 can maintain overall chromatin integrity. Together, this 
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research represents an important step forward in understanding the impact of histone 

variants on neural development. 

Histone Turnover 

Despite the reputation for giving the genome a rigid structure, chromatin remains 

fairly fluid in many regions, driven in part by the exchange of histone proteins (96). This 

process of swapping bound histones for newly synthesized or recycled proteins, known 

as turnover or exchange, can have meaningful impacts on structure and function of the 

underlying genomic regions. The exact mechanisms by which histone turnover impacts 

the genome, however, is still up for debate, and there are several possibilities that are not 

mutually exclusive and may function in combination.  

Increased turnover can facilitate access to the underlying DNA, allowing the 

binding of regulatory factors or RNA polymerases, while decreased turnover might restrict 

these processes. This process further allows the incorporation or eviction of specific 

histone variants or PTMs, both of which can also impact chromatin accessibility. Turnover 

serves to ensure chromatin integrity by replacing any lost nucleosomes, preventing 

cryptic transcription or DNA damage at sites of naked DNA. H3.3 turnover has been 

associated with PRC2 based chromatin remodeling in mouse ESCs, particularly in the 

establishment of H3K27me3 at bivalent TSSs of developmentally regulated genes (78). 

Proteostasis is also a significant driver in the regulation of free histone proteins as well. 

Histones are charged highly basic proteins, and if left unchecked can cause oxidative 

damage in the cell. As a result, histone synthesis is tightly regulated and newly produced 

histones are immediately bound by various chaperone factors (96). Alternatively, too few 

histones are thought to stall turnover affecting transcription, although the exact 
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mechanisms are still being explored (168, 169). Stalling histone turnover via depletion of 

soluble H3.3 has been also connected to deficits in neuronal transcription and plasticity 

(76). Given the ubiquity of histones throughout the genome, their turnover process likely 

plays many roles. As such, defining the importance of histone turnover remains a 

challenge. Study is further complicated as turnover and the overall longevity of histones 

is dependent on histone variants, histone PTMs, and genomic context. 

Histones are reported to be some of the longest-lived proteins in the cell, with some 

reports of half-life averaging 223 days in the brain (170, 171). Canonical H3 has largely 

been thought to have a much longer half-life compared to H3.3. In Drosophila, the H3.3 

half-life of chromatin bound H3.3 was estimated to be only a day (172). In adult mouse 

hippocampus, KCL induced stimulation of activity-dependent genes reduced H3.3 half-

life from 3.5 days to 17 hours (76). This study also suggested proteasome-based 

degradation of histones to be a driving factor behind the rate of H3.3 turnover (76). 

Soluble, cytoplasmic histone proteins are short-lived, but once incorporated into a 

nucleosome complex they are significantly more durable (150). Additionally, where they 

integrate into the genome is a key factor in their longevity. Histones at active regions of 

the genome are more often turned over, and in many cases degraded (76). 

Heterochromatic regions also harbor histones, but these regions are tightly condensed 

and undergo very little turnover, particularly in constitutive heterochromatic regions (153). 

High rates of histone turnover have been seen at chromatin boundaries, and may be 

involved in stopping the spread of chromatin marks, keeping individual domains distinct 

in accessibility (173). Turnover rates also vary greatly between genomic elements, as one 

study uncovered appreciably different rates for promoter, enhancers, gene bodies and 



 97 

other elements (68). H3.3 is known to have a high turnover rate at enhancer elements, 

and particularly high rates at super-enhancers (100). This rate has been observed to be 

higher even than in active gene bodies, and remains high in elements associated with 

developmentally regulated genes not yet activated but “poised” for transcription (99, 174). 

The exact mechanisms behind enhancer-based turnover is still being explored, but DNA 

binding by transcription factors is often implicated (175). One theory is that regulatory 

regions are marked for higher turnover, resulting in more transient exposure of the 

underlying DNA motifs for various factors to bind, resulting in increased recruitment of 

these proteins to the high turnover regions (95). Alternatively, binding of transcription 

factors may result in frequent eviction of histones, leading to high turnover rates as 

histones are continually displaced. Whatever the exact mechanism, the turnover process 

necessitates new histones, and studying the consequences of removing replacement 

histones like H3.3 will be important for understanding why histones are removed and 

replaced at different rates. 

My work has provided new insights into histone dynamics in neurons. I found a 

rapid accumulation of H3.3 in newly born neurons, and slow progressive loss in aging 

neurons following H3.3 gene co-deletion. Whether these observations reflect turnover, 

genomic accumulation, or increased non-nucleosome H3.3 during development requires 

further study. In mature neurons, whether H3.3 depletion leads to widespread stalling of 

turnover, or if turnover continues with non-H3.3 histones remains to be seen. Given the 

depletion of H3.3 staining over time, it seems likely that some sort of turnover continues 

in dKO-R neurons. Ultimately, this would support a model in which turnover rates differ 

between newly born and aging neurons. This would support previous work positioning 
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H3.3 and its rapid turnover as important factors in changing the transcriptome concurrent 

with differentiation (78, 133, 165). The question of why there is histone turnover, 

particularly high turnover in certain genomic regions, is still open. My use of conditional 

H3.3 dKO in neurons has helped to determine some of the consequences of reduced 

turnover. In dKO-N, these neurons are born with a normal amount of H3.3, but cannot 

produce de novo H3.3 post-mitotically. This is potentially a good paradigm for studying 

the effects of turnover, which requires soluble H3.3 (76). 

There remains the possibility that the great increase in H3.3 staining seen in 

neurons reflects unbound H3.3, rather than a large shift in the genomic composition of 

histones. Some studies do associate an increase of H3.3 with differentiation, including in 

neurons (108, 110). However, these studies do not find total saturation at this time point, 

and longitudinal studies do not show complete replacement of canonical H3 until very late 

adult hood (75, 76). I observed a sharp increase in H3.3 in new neurons, peaking only a 

few days after the final mitosis, that didn’t increase further in intensity with age (Fig 3.1). 

IHC is limited in its quantification abilities, and it is unlikely that the entire genome 

becomes saturated by P0. This change might reflect a need for a large amount of 

unbound H3.3 to participate in histone turnover, a process linked to the accessibility of 

regulatory regions and successful transcriptional elongation (95, 150, 174, 175). This is 

however difficult to empirically test. Given that histones are tightly regulated and managed 

by chaperone proteins, staining for histone chaperones like HIRA, DAXX, ASF1 or NASP 

may help to explore this hypothesis. NASP in particular might be informative, as this 

chaperone is thought to bind a “reservoir” of soluble H3 in the nucleus, and an increases 

in NASP may reflect an increase in soluble H3.3 in neurons (176, 177). . 
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Alternatives to H3.3 in Post-Mitotic Neurons 

Canonical histones outside S-phase 

Histones are known to be some of the most stable and longest-lived proteins, with 

half-life estimates in the range of weeks to months once incorporated into chromatin (170, 

171). Unincorporated histones however are relatively short lived, sometimes less than a 

day (76). Because neurons have permanently exited the cell-cycle, and H3.3 represents 

the primary source of H3 outside of S-phase, it stands to reason h3.3 would accumulate 

over time as canonical histones are displaced by transcription, binding of proteins, and 

other chromatin modifying processes. Indeed, this has been observed in many cases, 

with H3.3 appearing to saturate the genome over time (75, 76, 160).  In dKO-R, I found a 

progressive loss of H3.3 with age after H3.3 gene deletion without a concurrent decrease 

in overall levels of H3 (Fig. 4.3). This introduces the possibility that there may be some 

alternative source of H3 compensating for H3.3, as panH3 levels, H3 PTMs, and 

chromatin integrity seemed to be largely unaffected (Fig. 4.3). There are several potential 

sources for this alternative H3. 

Canonical histones are thought to be tightly linked to DNA-synthesis (55, 77). Even 

the regulatory proteins associated with canonical histone production are actively 

degraded once the cell exits S-phase (59). However, there are several examples of 

canonical histone and canonical H3 escaping this narrow definition. The most pertinent 

examples are from instances of canonical histones being expressed in differentiated 

tissues (162, 163). Particularly relevant to my work is the discovery of RD histone 

transcription in aging retinal neurons, including several canonical H3 genes (178).  



 100 

In addition to the typical stem loop 3’ UTR, several histone genes including 

canonical H3 genes were found to possess cryptic splice sites that led to incorporation of 

an untranslated exon possessing a polyadenylation signal. Other canonical genes have 

an underutilized polyA signal upstream of their the stem-loop motif, which may take 

precedence when the stem-loop processing machinery is absent (179). Moreover, these 

polyadenylated canonical histone transcripts were only in much higher abundance in 

differentiated tissue, leading to the speculation that this transcriptional switch may be part 

of the differentiation program. Alternative 3’ processing is not unusual in histone genes, 

as the well-known H2a.x protein can be produced from a replication dependent stemloop 

transcript or a replication independent polyA+ transcript, depending on cell cycle (180). 

Given the need for histone replacement throughout the life of a cell, it seems plausible 

that other “hybrid” histone genes might exist to provide new histone synthesis 

independent of S-phase. 

 Disruption of canonical histone processing factors SLBP, NELF, CBC, CDK9 or 

Ars2 also resulted in these cryptically spliced and polyadenylated transcripts (179, 181-

183). Interestingly, overall transcription of canonical histone genes increased along with 

removal of the machinery necessary to process the stem-loop containing UTR. This leads 

to an interestingly possibility where in post-mitotic tissue in which the RD histone 

machinery is absent, some of these genes can be expressed as polyadenylated 

transcripts instead. In these studies, the authors often describe the disruption of “correct” 

3’ processing followed by aberrant polyadenylation, but the fact that this phenomenon is 

observed in so many cases warrants further exploration as to whether this occurs 

naturally in post-mitotic tissues (179, 181, 182).  
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 Cellular stress has also been reported to increase canonical H3 polyadenylation. 

Arsenic exposure resulted in an increase in polyA+ H3.1 transcripts, as well as increased 

overall H3 levels (164). This process was SLBP dependent and could be reversed by 

SLBP overexpression, giving further evidence towards the idea that a lack of stem-loop 

processing results in cryptic polyadenylation of canonical histone genes. Irradiation 

induced double strand breaks and temperature shock can also cause an increase in 

polyA+ canonical histone mRNA (163, 184). These studies also saw an increased stability 

of these polyadenylated transcripts, possibly mediated by HuR. Opinion is split on the 

functionality of these polyA+ canonical transcripts, which in some instances aggregate in 

the nucleus (179), whereas others report export to the cytoplasm and association with 

ribosomes (163, 185). Interestingly, RNA pol II was found through GRO-seq experiments 

to occupy the promoters of ~60% of canonical histone genes in nondividing tissue (162). 

In Drosophila, there is precedence for compensation by canonical histone of H3.3 

disruption. In a H3.3 null flies, H3.2 were found to be upregulated and polyadenylated, 

likely through alternative 3’ end processing (186). Additionally, they found that H3.1/2 

could be incorporated outside of replication, possibly using replication-independent 

chaperones. Whether HIRA can in fact bind and deposit canonical H3 has not been shown 

conclusively but does pose a tantalizing possibility for the compensation I observed in 

dKO-R. This upregulation and deposition of H3.1/2 in H3.3 nulls has not been shown in 

mammals, and further investigation is required. Together, there is a significant body of 

work converging on the possibility that replication-dependent histones might not be as 

cell-cycle restricted as previously thought. These are however contextual findings, and 

would require further investigations in specific contexts, including in post-mitotic neurons. 
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 Post-mitotic canonical histone expression may extend to other histone types 

beyond H3. H3.3 is well established as the replacement H3, yet H2a, H2b, and H4 have 

no clear replacement variants. H2a has H2afx and H2afz variants, but each play very 

specific roles in DNA damage repair and forming unstable nucleosomes, and a more 

general replacement variant or variants may still exist. Although not formally annotated, 

there are examples of polyadenylated and replication independent histone variants in the 

literature. HIST1H4G has been found to also be transcribed as a polyA+ transcript, 

possibly independent of S-phase. However, this variant was also found elevated in breast 

cancer and only codes for ~85% of the full H4 protein, is localized to the nucleoli, and 

may not form fully functional nucleosomes (187). Other studies have identified H4 

transcripts that may be polyadenylated, but whether these are translated or if the resulting 

protein can be incorporated remains to be shown (188, 189). Nonetheless, most H3.3 

turnover is associated with (H3-H4)2 tetramer turnover, which would imply either there is 

a robust replication-independent H4 variant similar to H3.3, or that the H4 is somehow 

very well maintained throughout postmitotic life. H3.3 turnover and modifications are also 

known to affect H4 PTMs, bringing up questions over whether it is H3.3 marks recruiting 

other chromatin modifiers to affect the adjacent H4 molecules, or whether the H3-H4 

tetramer turned over are replaced by newly synthesized H3 and H4 with a blank slate of 

PTMs.  

Poorly-annotated variants 

Another possible source of post-mitotic H3 is an unannotated, replication-

independent H3.3-like variant. Given that the H3.3 IHC staining was affected by my H3.3 

conditional knockouts, this unannotated variant would have to differ substantially from 
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H3.3 as to not have immunoreactivity with the H3.3 antibody, either at S31 or within the 

AAIG motif. Differences to these residues would alter the modification potential of the new 

variant’s N’ tail or interactions with histone chaperones. There is however precedent for 

such poorly annotated variants in the genome. Being one of the earliest evolved proteins, 

histone genes including H3 have undergone duplication and pseudogenization 

throughout evolution (56). Although H3.3 remains the predominant source of replication 

independent H3, there has recently been described H3.3-like variants that are expressed 

and can functionally incorporate into nucleosomes (190). It is possible that these are the 

product of duplication events that remained active yet escaped annotation. Some of these 

variants are expressed, and may in fact display preferential expression in the brain (66). 

While relatively newly discovered, there remains the possibility that these variants are 

able to compensate for a lack of H3.3 in aging neurons, yet not in recently post-mitotic 

neurons during establishment of the transcriptome. 

In light of the of transcriptomic, cellular identity, and axonal projection phenotypes 

I observed (Chapter 3) the putative compensatory mechanism is clearly unable to replace 

H3.3 within the critical window I found during development. That H3.3 replacement 

happens much more slowly in aging tissue might suggest that this unknown supply of H3 

is fairly limited but can produce enough replacement H3 for slower long term 

maintenance.  

Additionally, the lack of changes to H3 PTMs is of note. H3.3 is often found to be 

enriched for certain marks, mostly associated with transcriptional activity. However, H3.3 

is also found in heterochromatic regions with repressive marks. Here I found by 

immunostaining that loss of H3.3 does not observably change PTM levels on a global 
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level. While closer inspection is warranted to try and determine more subtle shifts in PTMs 

and their loci, these findings would add to an emerging idea of H3.3 function. Primarily, 

that the biochemical structure of H3.3 doesn’t confer particular function to the underlying 

DNA, and that canonical H3 or other H3s have the same capacity for modification to 

shape chromatin regulation. 

Whatever the H3.3 alternative is, it must still be deposited onto the genome to 

effectively compensate for and replace the missing H3.3. Canonical H3 is deposited by 

CAF1, but this process is DNA-synthesis dependent, and involves interaction between 

CAF1 and the clamp complex PCNA, making this an unlikely candidate, even if it is 

canonical H3 that compensates. HIRA and DAXX are the chief replication independent 

chaperone proteins, and interact with H3.3 through the AAIG motif unique to H3.3. HIRA 

has been found to bind and incorporate canonical histones in Drosophila, but only after 

H3.3 depletion (186). This opens up the possibility that mammalian HIRA may also be 

able to bind canonical H3 if H3.3 is no longer available. In the scenario that an 

unannotated H3 variant exists in neurons, it would likely have to have favorable enough 

interactions with HIRA or DAXX for these chaperones to bind and deposit it. Pulldown 

experiments targeting these two chaperones, followed by mass spectrometry may prove 

useful in finding new binding partners for these chaperones in H3.3-depleted cells.   

H3.3 Interaction with Enhancers 

This study found that once the critical developmental window had passed, H3.3 

was largely dispensable to maintain the neuronal transcriptome, at least in the context of 

L5 PT neurons. This is somewhat surprising given widespread evidence of H3.3 being 

enriched in active genes with activating marks and involved in initiating transcriptional 
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programs associated with differentiation (108). H3.3 is enriched at enhancer regions and 

with enhancer related PTMs including H3K27Ac, and found to exhibit increased turnover 

(100, 165, 191). The exact order of events is however unclear, and whether the high 

turnover at enhancers is caused by PTMs, or if these marks are a consequence of 

turnover or enhancer binding is not known. There is also the possibility that binding of 

these regions by proteins involved in enhancer activation necessitates new histones after 

displacing old nucleosomes. Here, I cover some of the potential mechanisms by which 

H3.3 interacts with enhancer regions. 

Phosphorylation of S31 is one of key biochemical differences that differentiates 

H3.3 from canonical histones. This S31Phos has also been recently shown to promote 

p300/CBP activity, leading to enhancer acetylation (165). Additionally, the S31Phos mark 

is associated with evicting transcription inhibitor ZMYND11 (192). Depletion of H3.3 led 

to a reduction in H3K27Ac, and general deficits in the cells’ ability to differentiate, similar 

to dKO-N and dKO-E. However, others have noted a surprising continuance of gene 

expression following chromatin regulator depletion, including the H3.3 chaperone HIRA, 

chromatin remodeler CHD1, and H3.3 itself (79, 87, 165, 193). Although I observed large 

changes to the transcriptome of dKO-N and dKO-E cortex, it seems probable that this is 

due to a lack of differentiation, rather than an alteration to transcriptional programs. The 

fact that neurons in dKO-R shows relatively little changes to the transcriptome, that dKO-

N and dKO-E transcriptomes largely match each other, and that the affected genes are 

primarily those upregulated across development all support this idea. Together this would 

support a role for H3.3 in the activation of developmentally important enhancers 

associated with genes involved in establishing neuronal identity.  
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How exactly gene expression is maintained in the absence of H3.3 remains to be 

seen. Once acetylated by p300 or CBP, enhancers can then recruit further factors as well 

as stimulate the production of eRNAs (194). These factors are thought to then work 

independently of H3K27Ac and enhancer-promoter interactions to maintain transcription 

of their cognate genes (195). It has also been observed that once open, chromatin 

accessibility can stay in a euchromatic state despite depletion of H3.3K27Ac (196). While 

the distinctions between activation of enhancers, activation of transcription, and the 

perdurance of gene expression remain a much larger question, together this work point 

towards an H3.3 role in cell state transitions, helping to establish the transcriptome during 

differentiation, after which other processes work to maintain the cell state. 

In this work, I found H3f3a/H3f3b co-deletion affected the developmental 

acquisition of the neuronal transcriptome (Fig. 3.5). Deficits in highly dynamic histone 

turnover at enhancers could well explain the deficits in gene expression observed (100). 

Differentiating between turnover, S31 mediated p300 acetylation, or other mechanisms 

remains a challenge, but there are likely numerous factors contributing to cell-state 

transition that H3.3 plays a role in. Given the increased H3.3 turnover rate at enhancers 

compared to gene bodies, the transcriptional changes I observed could be the result of 

deficits in enhancer activation rather than transcription per se. H3.3 replacement in gene 

bodies is also found to be contribute to gene activation (96), making the differentiation of 

these two processes difficult. The fact that inactive but poised enhancers and promoters 

have increased turnover rates is also interesting in light of my findings (100). H3.3 deletion 

may also be affecting the establishment of these poised regions, that then cannot 

correctly activate gene expression as the cell proceeds though differentiation.  
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Biochemical Function of H3.3 

An open question in H3.3 biology is whether the H3.3 molecule itself plays a 

specific role in chromatin functionality, or does its presence merely reflect the replication-

independent synthesis and deposition pathways it participates in. Histone stability is an 

important factor in the rate of dissociation and replacement of nucleosomes, as less 

stable complexes are more readily turned over (95, 99). One study showed H2A.Z-H3.3 

containing nucleosomes to be less stable than those containing canonical H3, but other 

have disagreed that the H3.3 structure lends itself to inherently less stable nucleosomes 

(197, 198). Crystallography investigation concluded that nucleosomes containing 

canonical versus non-canonical histones had identical structures and stabilities (199). 

These studies however cannot disentangle the effects of PTMs versus histone proteins 

on stability within the in vivo cellular context. Whether the H3.3 molecules itself is subject 

to more or less turnover is difficult to untangle from the combination of chaperone 

proteins, PTMs, and the genomic enrichment that differentiate H3.3 from canonical 

histones. Nonetheless, the question of H3.3 turnover remains essential to its functionality 

in the cell. In this study, I found a small subset of transcriptomic changes in the affected 

dKO-R neurons that have lost H3.3 (Fig. 4.5). Whether these changes are a result of 

differences in canonical versus H3.3 containing nucleosomes, or an alteration of histone 

turnover rates remains to be seen. 

Future Research 

 This work has helped define distinct roles for H3.3 in developing and aging 

neurons, and opened up many more questions about the role of H3.3 and histone turnover 

in the brain. I revealed a critical window in which H3.3 plays a role in establishing neuronal 
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identity and gene expression (Chapter 3). Whether it is the H3.3 molecule or the process 

of histone turnover that is important for this phenomenon has yet to be established. 

Furthermore, where this large increase in H3.3 is localized, both within the cell and within 

the genome is also yet to be determined. Additionally, I uncovered evidence for a non-

H3.3 source of H3 in aging neurons, and discovering this source will be helpful in 

understanding what happens when typical replacement mechanisms are disrupted. 

The importance of H3.3 versus histone turnover 

H3.3 deletion in dKO-N resulted in widespread defects in transcription, axonal 

projection, and cellular identity, implicating H3.3 in all of these processes. Previous work 

has called into question whether H3.3 chromatin differs significantly from regions 

incorporating canonical H3 (135). Nucleosomes containing H3.3 are reported to have the 

same stability as those containing canonical H3, and it may be the processes of histone 

eviction and replacement, rather than the variant itself that enables normal acquisition of 

the transcriptome (199). To disambiguate the role of variant versus turnover, 

overexpression experiments using canonical and H3.3 expression vectors would be 

useful. Electroporation or viral transfection of a construct containing Cre and the canonical 

H3 gene would delete H3.3 but maintain canonical H3 expression past S-phase. 

Canonical H3 deposition is thought to be mediated by CAF1 and obligately linked to DNA-

synthesis, although some counter examples do exist (55, 162, 186). Another option would 

be to use a mutant H3.3, where the S31 was changed to the canonical A31 to allow for 

interaction with RI chaperones HIRA and DAXX while still possessing a canonical H3 N-

terminal tail. Successful rescue of the phenotypes I observed in dKO-N would suggest 
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that it is turnover, and not the H3.3 variants itself that is important for acquisition of 

neuronal transcriptome and identity.  

Localization of H3.3 

In this work have described global increases and decreases in H3.3 levels, as well 

as the state of PTMs in H3.3 depleted neurons. A logical next step would be to investigate 

at the genomic level where these shifts in histone variant levels occur. I found a large 

increase in H3.3 accumulation during post-mitotic neuronal development (Fig 3.1), 

accompanied by a shift in gene expression that was altered in H3.3 dKOs (Fig 3.5). H3.3 

ChIP-seq or Cut&Run would be useful tools in determining whether the increase in H3.3 

accumulation is accompanied by deposition, and if so which genomic regions are 

becoming enriched for H3.3. Previous work in cell culture has shown H3.3 enrichment 

with gene expression and chromatin accessibility, particularly at genes associated with 

differentiation (108). In vivo H3.3 ChIP-seq found a similar enrichment in active genes 

and their promoters, but found that this enrichment significantly diminished with age as 

H3.3 began to saturate the genome. Using a conditional H3.3 dKO model like dKO-R 

would be useful for exploring what happens when the slow replacement of canonical H3 

with H3.3 is disrupted. Furthermore, ChIP would be useful in determining to what extent 

the genomic level of H3.3 is increasing during this period. One possibility is the increase 

in H3.3 I see in newly born neurons does not represent coating of the genome, but rather 

an increase in the soluble H3 pool as to facilitate increased and widespread turnover. 

H3.3 turnover at enhancers is extremely rapid, and differentiation requires the total 

rewiring of the transcriptome, along with substantial enhancer activation. Exploring the 
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location of DNA bound H3.3 will help to distinguish whether it is the H3.3 molecule per se 

or its facilitation of rapid histone turnover that drives these processes. 

 I found a putative connection between H3.3 and the resolution of bivalent 

promoters over cortical development. H3.3 is known to be enriched at bivalent TSSs, and 

mutation of H3.3 to the canonical H3 sequence abolishes this enrichment (87). What role 

H3.3 plays in the resolution rather than the establishment of these loci, particularly in vivo 

and in the context of the developing brain, is still unexplored. H3K27me3 and H3K4me3 

ChIP-seq on the dKO-N mice would be of great interest in determining what happens to 

bivalent TSSs without H3.3. This would help to establish a mechanistic understanding of 

the role H3.3 plays in establishing the neuronal transcriptome.  

 In addition to active regions, H3.3 enrichment has been found in 

heterochromatinized loci as well, particularly in telomeric repeats (87). H3.3 is further 

involved in establishment of heterochromatin in centromeric regions, serving as a 

placeholder for CENP-A until it can be integrated later in G1 (72).  It would be of interest 

to know what happens to these regions over time in neurons that lack de novo H3.3. 

Telomere maintenance in particular is critical to the longevity of all cells. The potential 

telomeric roles of H3.3 in aging cells remain to be seen.  

Compensatory mechanism for H3.3 loss in mature neurons. 

My results show a clear and progressive loss of H3.3 in neurons over the span of 

weeks and months, without overall H3 loss or cellular distress. This would imply that 

overall nucleosome levels remain constant and general chromatin architecture is grossly 

intact, despite prolonged absence of de novo H3.3 production. This would beg the 

question, what is replacing H3.3 protein in aging neurons? I have laid out several 
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possibilities above. Future study should focus on investigating these possibilities and 

identifying the histone source responsible for this compensation. This includes careful 

examination of polyA+ RNAseq data for canonical histones transcripts that are 

polyadenylated and should be further investigated. These reads could then be used to 

identify cryptic polyadenylation sites that lead to viable mRNAs. Additional validation 

should include confirmation by qRT-PCR and FISH specific to the polyA version of these 

transcripts and confirmation of their expression in neurons. Protein pulldown of HIRA or 

DAXX bound molecules coupled with mass spectrometry may help to identify which, if 

any, underappreciated histone variants are being deposited outside of S-phase in H3.3 

null cells. Should a replacement histone be found, disruption of the gene or genes could 

be employed to create a completely replacement-deficient model in aging neurons. This 

would be an interesting paradigm to determine if overall nucleosome levels deplete and 

genome integrity fails, if histone turnover stalls completely and chromatin remains in 

stasis, or some other outcome results from more such manipulation. 

Concluding Remarks 

My dissertation established two distinct roles for H3.3 in neurons; first during a 

critical developmental window in newly post-mitotic neurons and then later in mature 

neurons as a source of replacement H3. Through transcriptomic analysis, I defined a 

large portion of the neuronal transcriptome that is dependent on H3.3 to establish 

expression as the cell transitions from progenitor to neuron. My data also suggest that 

H3.3 is involved in more than just the establishment of bivalent loci, but also their 

developmental resolution. Along with the discovery that H3.3 is involved in upregulating 

genes associated with neuronal maturation, this work connects H3.3 regulation of gene 
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expression with the establishment of cortical layer identity and axonal connectivity. I 

further found that once established, H3.3 is largely dispensable for the maintenance of 

the neuronal transcriptome and neuronal subtype identity. This is one of very few studies 

that investigate the long-term impact of H3.3 deletion in vivo. Here, I found that in 

established neurons, there are no observed cellular or transcriptional consequences 

despite H3.3 depletion. I also found evidence for a non-H3.3 source of H3 in aging 

neurons, adding to a growing body of literature that converges on the possibility that H3.3 

is not necessarily the only post-mitotic source of H3. These findings raise further 

questions about where and when H3.3 functions to shape development, as well as the 

biological functions of H3.3 turnover and replacement.  
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