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IDF model formalism: 

Water diffusion rate in solutions over narrow temperature range can be described by Arrhenius formula, 

D= A∙exp(-Ea/RT), (1,2) where A is molecule collision frequency factor and Ea is thermal activation 

energy, physically related to molecular concentration and hydrogen bonding strength, respectively.  In 

general, both parameters tend to increase with macromolecule solute concentration with respect to 

values for pure water (1,2).  In vivo, temperature is fixed at 37 °C allowing this relation to be expressed 

as D=F∙DW, factoring out water diffusion rate components from those dependent on solute 

concentrations, 𝐹 ≈ 𝐴/A𝑤 ∙ exp(−(E𝑎 − E𝑤)/𝑅𝑇). Consequently, for nanoscale interaction between 

water and macromolecules (Figure1, left), the proposed model assumes two Arrhenius water pools with 

distinct diffusion constants (present both in intra- and extra-cellular space) that contribute to the 

apparent diffusion, 𝐷𝑐, for subcellular water fraction Fc, 

  𝐷𝑐 ≈ 𝐹𝑓𝑐 ∙ D𝑓 + IDF ∙ D𝑖;     Fc= Ffc + IDF                                                            Eq.S1   

Here Df is the free water diffusion rate (e.g., 3s
2
/ms at body temperature of 37

o
C or 2s

2
/ms at typical 

scanner room temperature of 21
 o
C) of uncoordinated water fraction, Ffc; while Di is an average 

collective diffusion rate of the impeded water coordinated around macromolecules and cell membranes 

(both inner and outer layers, Fig.1, left).  Note that according to Arrhenius model, Ffc (Dc), is expected to 

scale inversely with the solute concentration (e.g.,  as observed for the polyvinylpyrrolidone (PVP) in 

Sup. Figure S2a, V3 & V5), due to generally steeper dependence on activation energy versus collision 

frequency. The Di value is governed by the macromolecule diffusion and its ability to coordinate water, 

and is much slower than free water diffusion (Di<0.03m
2
/ms << Df) as observed by previous NMR and 

DLS studies (3,4).  These two pools contribute to DWI signal from a (sub)cellular compartment as, FcEc; 

Ec=exp(-bDc), where b-value represent the strength of applied diffusion gradients. For typical clinical 

DWI scanning with b<2ms/m
2
, and Di<<Df, the following approximation is valid: Dc 𝐹𝑓𝑐𝐷𝑓;, 

𝐸𝑐≈exp(−𝑏𝐹𝑓𝑐𝐷𝑓).   

 

On the microscale (Fig.1, middle), in addition to subcellular component, DWI signal includes 

contribution from bulk free diffusion fraction, Ff (e.g., in ductal lumen rich in ionic fluids and 

hydrophobic macromolecules that do not coordinate water diffusion), FfEf  = Ffexp(−𝑏𝐷𝑓), and pseudo 



diffusion, Fp, in randomly oriented capillaries, FpEp= Ffexp(−𝑏𝐷p), such that  Fp + Ff + Fc = 1. The 

pseudo-diffusion constant is assumed to be primarily determined by  ~5mm-capillary pressure gradient 

(Dp>30m
2
/ms>>Df) exceeding Df, as measured e.g. by PET perfusion studies (5).  Hence, pseudo-

diffusion contribution to DWI signal becomes negligible (Ep0) for b>.1 ms/m
2
. 

 

On a typical clinical DWI voxel scale of 2x2x4 mm
3
 (Fig.1, right) and over the range of SOC acquired 

b-values (between .1 and 2 ms/m
2
), with all contributing compartments at equilibrium in living tissue, 

and diffusion rates fixed to fundamental values for bulk free Df, capillary pseudo-diffusion Dp and 

impeded Di, the model is simplified to fit three partial volume fraction from voxel DWI signal, Sb, 

measured as a function of b-value:  

𝑆𝑏

𝑆0
= ∑ 𝐹𝑗𝐸𝑗

𝑓,𝑝,𝑐
𝑗 ≈ 𝐹𝑓𝐸𝑓 + 𝐹𝑐𝐸𝑐; 𝐸𝑐,𝑓 = exp(−𝑏𝐷𝑐,𝑓); 𝐹𝑐 = 1 − 𝐹𝑝 − 𝐹𝑓; 𝐹𝑓𝑐 =

𝐷𝑐

𝐷𝑓
  Eq.S2 

Note that to satisfy the model constraints and properly quantify 𝐼𝐷𝐹 = 1 − 𝐹𝑝 − 𝐹𝑓 − 𝐹𝑓𝑐, it is essential 

that at least one DWI is acquired for 2>b>1ms/m
2
. The model fit for three-parameters (𝐹𝑝, 𝐹𝑓 , 𝐹𝑓𝑐) in 

general involves computationally intensive non-linear error minimization with at least four b-value 

measurements on a voxel basis (e.g., Sup. Figure S1), when spatial mapping is desired. 

Linear IDF approximation: 

Further model simplification is possible for 2>b >1 ms/m
2
, where bulk free water contribution is 

negligible, Ef0 (independent of organ), allowing linear IDF model fit with just three acquired b-

values. Thus, for enhanced contrast-to-noise of dense-tumor IDF (𝑒. 𝑔. , Dc <1.5m
2
/ms, Ffc<0.5), the 

model predicts optimal acquisition b-range between 1<b<2ms/m
2 

that minimizes free and capillary 

water contribution (Ef, Ep 0). For these conditions, IDF model (Eq.S2) can be “linearized” on log-

signal scale to derive linear approximation, IDFL as: 

log (
𝑆𝑏

𝑆0
) = 𝐶1 + 𝐶2 ∙ 𝑏; 𝐹𝑓𝑐 = −𝐶2/𝐷𝑓; 𝐹𝑐 = exp(𝐶1); 𝐼𝐷𝐹𝐿 = exp(𝐶1) + 𝐶2/𝐷𝑓.  Eq.S3 

This practical approximation allows for computationally efficient vectorization of whole-volume IDFL 

fit. However, similar to mono-exponential DWI ADC model, finite bias is expected for linear IDFL 

model fit near the noise floor, as well as depending on utilized (low) b-values. IDFL fit bias evaluation 

can be performed empirically by comparing to non-linear fit IDF values of Eq.S2. Additionally, when 

some clinical protocols do not acquire b=0, but use 0.01<b0<0.05ms/mm
2
 (e.g., to alleviate blood flow 

pulsatility artifacts), the linear model fit still can be performed using effective b-values beff=b-b0. 



PCa DWI acquisition protocol bias correction: 

The derived fractions will generally depend on acquisition TR and TE, as (6): 

𝐹 =
𝑆0𝐹(1−𝐸1𝐹)𝐸2𝐹

∑ 𝑆0𝐹(1−𝐸1𝐹)𝐸2𝐹
𝑓,𝑝,𝑐
𝐹

; 𝐸1 = exp (−
𝑇𝑅

𝑇1
) ; 𝐸2 = exp (−

𝑇𝐸

𝑇2
)      Eq.S4 

Where S0F is full (unbiased) proton density MRI signal for the corresponding compartment fraction F= 

f, p, c.  The acquisition-induced absolute bias in compartment fractions can be evaluated using 

compartment-specific magnetization relaxation times T1 and T2 (7,8), and applied acquisition 

parameters, TR and TE. Consistent measurements (fixed bias) across acquisition protocols may be 

insured by using standardized TE and TR values. Alternatively, to generalize diagnostic essay 

thresholds, e.g., for retrospective analysis between two acquisition protocols with different TR and TE, 

one could adjust for the difference between protocol-dependent IDF (e.g., derived from Eq.S4 and 

subtracted from Eq.S2 values). Note that bias evaluation is required for fit Ff and Fp, since Fc=1-Ff-Fp. 

 

In this work, IDF protocol bias due to different T2 weighting was calculated by Eq.S4 for the subjects 

acquired with TE=69ms versus TE=99ms. The true input fractions (Ff, Fp) = (0.1; 0.05); (0.15, 0.07) and 

(0.2, 0.07) provided the range of observed Ff and Fp. The compartmental T1f=4s, T2f=2s, T1p=1.7s, 

T2p=0.15s (based on literature values for free water and blood, respectively) were used for analytical 

simulation according to Eq.S4. The cellular compartment Fc bias (T1c=1.3s; T2c=0.07s) was equal to 

the sum of Ff and Fp bias. The difference Ff bias between two protocols followed a linear function of 

0.154*Ff+0.036, with observed median of positive 7%. The relative Fp bias was 1%, and IDF bias -

0.122*IDF+0.144 with median of negative 8%.  The corresponding relative bias correction was applied 

to the Ff, Fp and IDF of three subject scans with TE=69ms.  Application of median or linearly dependent 

bias correction lowered the threshold of maximum GS7 sensitivity to IDF>0.51 not effecting GS6 

FPR=0/6.  (The corresponding threshold before bias correction was IDF>0.57, FPR=0/6). 
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Supporting Information Table S1: IDF model nonlinear fit fractions (±2%) for single-voxel DWI of 

phantom V1-V3 vials, and PCa normal transition zone (nTZ) and Gleason GS6, GS7 lesions in 

Supporting Information Figure S1.  

(%)\Sample V1 V2 V3 GS7 GS6 nTZ  

𝐹𝑝 .01 .01 .02 4.0 8.5 12.1  

𝐹𝑓 15.1 51.2 1.4 19.9 20.3 40.6  

𝐹𝑓𝑐 16.7 6.1 59.4 12.5 18.4 25.1  

IDF 68.2 42.7 39.2 63.6 52.8 22.3  



 

 

 


