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Key Points: 

 We employ seismic surveys and geomechanical rockmass characterizations to investigate 

regional patterns in rock strength  

 No single environmental variable is sufficient to explain the observed patterns in near-surface 

mechanical properties within this tectonically active terrain 

 Weathering characteristics associated with ridge-to-channel topography contributes order-of-

magnitude variations in near-surface mechanical properties  
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Abstract 

Shallow bedrock strength controls both landslide hazard and the rate and form of erosion, yet regional 

patterns in near-surface mechanical properties are rarely known quantitatively due to the challenge in 

collecting in-situ measurements. Here we present seismic and geomechanical characterizations of the 

shallow subsurface across the central Himalayan Range, in Nepal. By pairing widely-distributed 1D shear 

wave velocity surveys and engineering outcrop descriptions per the Geological Strength Index classification 

system, we evaluate landscape-scale patterns in near-surface mechanical characteristics and their relation 

to environmental factors known to affect rock strength. We find that shallow bedrock strength is more 

dependent on the degree of chemical and physical weathering, rather than the mineral and textural 

differences between the metamorphic lithologies found in the central Himalaya. Furthermore, weathering 

varies systematically with topography. Bedrock ridge top sites are highly weathered and have S-wave 

seismic velocities and shear strength characteristics that are more typical of soils, whereas sites near valley 

bottoms tend to be less weathered and characterized by high S-wave velocities and shear strength estimates 

typical of rock. Weathering on hillslopes is significantly more variable, resulting in S-wave velocities that 

range between the ridge and channel endmembers. We speculate that variability in the hillslope 

environment may be partly explained by the episodic nature of mass wasting, which clears away weathered 

material where landslide scars are recent. These results underscore the mechanical heterogeneity in the 

shallow subsurface and highlight the need to account for variable bedrock weathering when estimating 

strength parameters for regional landslide hazard analysis.  

 

Plain language summary 

Rock strength controls erosion rates and the occurrence of landslides, but it is rarely known in natural 

environments because the most common measurement techniques are designed for point locations and they 

are time-consuming to apply over broad spatial scales. In this paper, we apply a unique sampling strategy 

consisting of two field-based measurement techniques that are relatively portable and quick to apply 

repeatedly, and provide rock strength information over the scale of an outcrop (tens of meters). We apply 

our approach to an area of central Nepal where rock strength estimates are particularly important to know 

due to the high landslide hazard in this region. Our results show that rock strength is strongly controlled by 

the degree of weathering (i.e. the breakdown of rock by chemical and physical processes), which varies 

widely in Nepal depending on the local climate and topographic characteristics. In particular, we find that 

weathering is systematically greater (and thus rock strength is lower) on ridges compared to valley bottoms. 

On hillslopes between ridges and valleys, both weathering and rock strength are highly variable and difficult 

to predict, highlighting the need further investigate regional variability in rock strength for future landslide 

hazard assessment.  

 

1 Introduction 

The strength of rock and soil in the shallow subsurface is a fundamental control on the erosion of landforms 

and the pace of landscape evolution. Since the time of Gilbert (1877), it has been understood that stronger 

rocks are more resistant to erosion by frost cracking, landsliding, and abrasion by channel sediment, and 

modern studies have demonstrated these relationships quantitatively (Sklar & Dietrich, 2001; Eppes et al., 

2018). This erosional resistance manifests in individual landforms as steep narrow canyons, river knick-

points, and critically-stable hillslope gradients that are determined by the shear strength of the bedrock. At 

landscape scales, bedrock strength has been proposed as a factor controlling topographic relief (Schmidt 

and Montgomery, 1995; Montgomery & Brandon, 2002; Townsend et al., 2020), landslide frequency-

magnitude statistics (Frattini & Crosta, 2013; Jeandet et al., 2019; Medwedeff et al., 2020), and autogenic 

river network reorganization (Forte et al., 2016; Gallen, 2018). While these qualitative connections between 

near-surface rock strength and landscape characteristics are well established, regional patterns and 

variability in rock strength are rarely known due to the effort involved in collecting in-situ measurements 

at landscape scales. Field data is especially lacking in tectonically active landscapes, where steep terrain 

inhibits access, despite the fact that landslide hazard and rates of landscape evolution are highest in these 

regions. 
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Measuring rock strength over landscape scales is fundamentally challenging because of the heterogeneous 

nature of the shallow subsurface. Variations in bedrock lithology, bedrock fractures, and gradients in 

chemical weathering drive both lateral and vertical heterogeneity in mechanical characteristics, even at the 

scale of individual landforms (Anderson et al., 2007; Clarke & Burbank, 2010, 2011; Shobe et al., 2017; 

Neely et al., 2019). Furthermore, laboratory experiments show that the mechanical impact of weathering 

and fracturing in the shallow subsurface can lead to order-of-magnitude variations in the strength of 

otherwise compositionally similar rock (Hoek & Brown, 1997, 2019). Studies have also demonstrated an 

inverse relationship between rock strength and the sample size, owing to the greater opportunity for failure 

through the network of discontinuities in larger samples (Hoek & Brown, 1997). These effects challenge 

the common practice of using formation-level geologic units to characterize geotechnical properties and 

highlight the need to account for systematic patterns in chemical and physical bedrock weathering when 

estimating rock mass strength over regional scales.  

 

While patterns in chemical and physical weathering partially depend on region-specific variables such as 

climate or susceptibility of bedrock minerology to chemical alteration, recent studies have increasingly 

highlighted a systematic increase in the vertical extent of weathering from valley bottoms to ridges (e.g. 

Riebe et al., 2017). Several mechanisms have been proposed to explain this pattern, but a common theme 

is the ease with which reactive meteoric fluids are able to infiltrate fracture networks in the subsurface. At 

the scale of tens to hundreds of meters, patterns in bedrock fractures are largely controlled by topographic 

stresses, leading to deeper and more severe weathering under ridges compared to valley bottoms (Miller & 

Dunne, 1996; Slim et al., 2015; St Clair et al., 2015; Moon et al., 2017). A similar ridge-to-channel 

weathering gradient is predicted by reactive transport modelling when pore fluids below the water table are 

assumed to be in chemical equilibrium with the bedrock, which inhibits chemical alteration of bedrock in 

channels that meet the water table (Rempe & Dietrich, 2014). Superimposed on ridge-channel patterns, the 

aspect dependence of solar insolation and thermal cycles on the degree of bedrock fracturing by frost 

cracking leads to deeper fluid penetration and increased weathering on slopes receiving less sunlight (Befus 

et al., 2011; Anderson et al., 2013; Anderson et al., 2014). Finally, accumulation of weak, weathered 

material also depends on the balance between local erosion rates and the rate of weathering front advance 

(Ferrier & Kirchner, 2008; Dixon et al., 2012; Anderson et al., 2019; Gu et al., 2020), potentially leading 

to enhanced variability in the thickness of the weathered zone on steep hillslopes where landslide erosion 

periodically clears away weathered bedrock (Gabet, 2007).  
 

Although the weathering and fracturing mechanisms described above do account for some variability in 

near-surface bedrock strength, questions remain regarding the relative importance of each mechanism, and 

how this balance depends on environmental and geologic context that differs between landscapes. This 

knowledge gap partially reflects the tendency for previous studies to focus on individual mechanisms 

affecting chemical and physical weathering, often over relatively small spatial scales such as those cast by 

a single borehole or 2D seismic survey. While such focused investigations are necessary to understand 

bedrock weathering from a process standpoint, mechanical properties of the shallow subsurface often reflect 

a combination or competition of factors rather than the effects of one individual variable (Anderson et al., 

2012; Riebe et al., 2017). The complexity of multiple interacting controls on rock strength is likely to be 

pronounced in tectonically active landscapes, which are often characterized by a variety of rock types and 

gradients in climate and topography. A large number of geotechnical measurements are therefore needed 

to adequately evaluate the factors that most-strongly control rock strength over regional scales, and to 

constrain the level of natural variability that should be expected even after the systematic trends in rock 

mass properties have been accounted for.  

 

In this paper, we employ a novel strategy using field-based engineering approaches that are inexpensive 

and portable, and therefore feasible to apply at the scale needed to collect regional data. We investigate 

both the surface and subsurface mechanical characteristics by combining active seismic surveys and 
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outcrop-scale engineering field descriptions. Where outcrops are exposed at the surface, we apply the 

Geological Strength Index (GSI) classification system to quantify the degree of chemical and physical 

weathering in the rockmass (Hoek and Brown, 1997), which is then used to predict bedrock shear strength 

at depth. These predictions are compared to direct measurements of material properties using 1D shear 

wave velocity (Vs) surveys. We apply these techniques over a ~200 km by 50 km swath of the Himalayan 

Range front in Central Nepal across gradients in climate and topography (Figure 1).   

 
 

 

2 Study area and sampling strategy 

The Himalayan Mountains are characterized by some of the highest erosion rates and greatest landslide 

hazard on Earth (Marc et al., 2019). Here, patterns in near-surface strength and erodibility contribute to 

hazard mitigation and understanding geomorphic processes but are insufficiently known at regional scales. 

Our investigation covers a portion of the central Nepalese Himalaya affected by the 2015 Mw7.8 Gorkha 

Earthquake, which triggered over 24,000 landslides (Roback et al., 2018). In addition to the importance of 

regional strength estimates for future landslide hazard analysis, this part of central Nepal also offers the 

opportunity to evaluate how patterns in near-surface properties vary with respect to gradients in climate and 

topography, with the ultimate goal of an improved, processes-based understanding of the geologic and 

environmental factors that control near-surface strength.  

 

2.1 Geologic background 

 

 
Figure 1: Simplified geology and structure of the Central Nepal Himalaya modified from 

Shrestha & Shrestha (1986). Circles denote field surveys for GSI (yellow, n=108) and seismic 

velocities (blue, n = 85). These data were collected in 2017 and 2018, after the Mw7.8 Gorkha 

earthquake. TRMM derived mean annual precipitation highlights the climatic variability in the 

Himalaya with a strong association with mean topography (Bookhagen & Burbank, 2010). The 

‘physiographic transition’ denotes an abrupt increase in erosion rates, topographic slope and 

elevation north of this boundary (Hodges et al., 2001). 
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The Himalayan range is broadly characterized by a series of north-vergent, crustal-scale thrust faults, 

making up the southern margin of the Indo-Asian convergent plate boundary (e.g. Gansser, 1964; Le Fort, 

1975; Schelling & Arita, 1991; Figure 1). The structurally oldest and most northerly fault is the Main 

Central Thrust (MCT), with the Main Boundary Thrust (MBT) and Main Frontal Thrust (MFT) occupying 

younger and more southerly positions respectively. The MCT and MBT are surface features, which merge 

at depth into the plate boundary décollement, the Main Himalayan Thrust (MHT). The MFT defines the 

surface expression of the MHT at the southern edge of the Siwaliks. The majority of the total shortening 

rate across the Himalaya (around 20 mm/yr) is accommodated on the seismically-active MHT (Bilham et 

al., 1997; Grandin et al., 2012). Tectonic activity of the thrust belt has contributed to mean elevation of ~5 

km with the rise of mountain peaks above 8 km and deep river gorges with 2 to 3 km of relief, with lower 

and higher elevation regions separated by a ‘physiographic transition’ (PT2, Hodges et al., 2001). The 

Himalayan range front and Tibetan Plateau together exert a strong orographic effect on both mesoscale 

precipitation and global atmospheric circulation, leading to peak rainfall intensity during the summer 

monsoon season and an orographic gradient in precipitation that roughly follows the physiographic 

transition (increasing from ~2 to over 4 m/yr), with a smaller concentration of precipitation south of the 

Kathmandu Basin in the Marabhat Range (over 3 m/yr) (Figure 1; Shrestha et al., 2012; Bookhagen & 

Burbank, 2010). The elevation and precipitation gradient across the PT2 gives rise to a range of local 

climatic zones and ecosystems (Schickhoff, 2005). The majority of our field sites are within a few tens of 

kilometers of this boundary. 

 

Rock sequences in Central Nepal include the Lesser and Greater Himalayan Series (major 

tectonostratigraphic units), which are recognized throughout the Himalayan orogen and are separated by 

the MCT (Gansser, 1964, Figure 1). Although there is generally as association between the Greater 

Himalaya Series rock exposure and the higher elevations of the Himalaya, in our study area the Greater 

Himalayan Series is also exposed farther south at lower elevation compared to equivalent latitudes along 

strike of the range due to the Kathmandu Nappe (Figure 1). The Lesser Himalayan (LH) Series contains 

metasedimentary slates, chloritic and sericitic phyllites, and pelitic schists (DeCelles et al., 2001). The GH 

series contains a sequence of high-grade metasedimentary rocks buried to lower crustal pressure-

temperature conditions (Macfarlane, 1993) and is predominantly composed of kyanite- to sillimanite-grade 

pelitic schists, augen gneisses, and migmatites in central Nepal (Parrish & Hodges, 1996). Calc-silicate 

gneisses, amphibolites, and orthogneisses are also found in the area but are less prevalent (Parrish & 

Hodges, 1996).  

 

2.2 Sampling strategy 

Our sampling strategy balanced a distributed regional survey with focused investigations of the 

environmental factors likely to control near-surface mechanical properties. Of these potential controlling 

factors, we prioritized sampling across gradients in precipitation, the different metamorphic rock units that 

characterize the bedrock, and several metrics of topography (i.e. elevation, slope, aspect and topographic 

position). Fieldwork was carried out in 2017 and 2018 after the Mw7.8 Gorkha Earthquake.  

 

We primarily targeted sites where the native subsurface material was exposed with thin-to-absent mobile 

soil cover (n=68). We refer to these sites throughout the manuscript as “bedrock sites” to distinguish them 

from mobile material, although we note that in some cases the bedrock was highly weathered (i.e. saprolite). 

Additionally, 17 Vs surveys were collected on colluvial material. Dense vegetation and steep topography 

often required the use of unpaved roads and trails for access to bedrock exposures and to reasonably deploy 

~40-50 m of linear seismic arrays, which typically yielded a 20-30 m depth of investigation. The majority 

of our bedrock sites are concentrated in the Lesser Himalayan (LH) Ranimatta Formation (n = 22 Vs sites 

and 27 GSI observations) and the Greater Himalayan (GH) Himal Group (n = 33 Vs sites and 69 GSI 

observations). The Ranimatta Formation observations are characterized by chloritic and muscovite 

phyllites, as well as muscovite schists. Our Himal Group bedrock sites are primarily characterized by garnet 

mica schists, garnet biotite gneisses, augen gneisses, as well as migmatites and amphibolite-bearing 
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gneisses at high elevations in the Melamchi and Langtang watersheds. Although slates are common in some 

parts of the LH series (DeCelles et al., 2001), they are relatively sparse within our area of investigation and 

we only survey slate bedrock at two of our Vs sites in the Galyang Formation.  

 

We targeted a roughly equal number of sites on ridges, hillslopes, and near channel bottoms to evaluate 

differences in properties associated with ridge-channel topography position. We classify sites as “ridges” 

only if they lie directly on the ridge crest with divergent flow in all directions, and we require that channel 

sites are within 20 m vertically and 100 m horizontally of a bedrock channel (the channel bed itself is 

usually underwater). All remaining sites are classified as hillslope sites. Three sampling transects along 

first-order drainage divides bounding the Daraundi, Melamchi, and Bhote Koshi watersheds were targeted 

for gradients of precipitation, elevation, slope and aspect (Figure 1). These transects span elevations from 

1 to 4 km above sea level, extend from subtropical to alpine environments across a range of mean annual 

precipitation from 1 to 4 mm/yr, and vary in mean slope from ~ 20-40 degrees.  

 

3 Methods 

Shallow seismic surveys and rock mass observations from outcrops are complementary techniques that 

fully characterize the near surface environment in terms of both quantifying shear strength and relating 

surface measurements to depth. Specifically, we combine 1D active seismic surveys and engineering 

characterization using the GSI classification system (Hoek & Brown, 1997, 2019). Seismic surveys were 

analyzed for shear wave velocity, which depends on the stiffness of rock and soil in the shallow subsurface. 

The GSI classification characterizes the bulk mechanical properties of rock outcrop exposures, where the 

intact strength of the rock mass is penalized based on the structure and density of discontinuities (such as 

fractures, bedding planes and foliation) and the weathered condition of the discontinuity surfaces. The 

advantage of the GSI classification system lies in ease of collection, requiring only field observations of 

exposed outcrops. Empirical relationships have also been developed that permit estimation of shear strength 

values based on GSI observational data, and such quantification is a distinct advantage over other rank 

classification systems (e.g. Selby, 1980). GSI observations are based on surface observations, while the 

seismic surveys offer a view into the subsurface and cast a larger spatial scale (~40 m array), thus reducing 

the impact of meter scale variability in elastic properties that may not be representative of the macroscopic 

behavior of the rock mass. In total, we collected 88 active seismic surveys at a total of 85 unique sites and 

made 111 outcrop observations of GSI at 108 unique sites. We collected both sets of data at 54 sites where 

bedrock was exposed adjacent to our seismic survey sites (Figure 1). 

 

3.1 Shallow Seismic Surface Wave Techniques  

Vs is related to the low-strain shear modulus, Gmax, such that Gmax = Vs 2 where  is the material density 

(Shearer, 2009). Vs is thus a direct measure of the stiffness of rock and soil, and is broadly correlated to 

shear strength as stiffer ground materials tend also to be stronger. Vs30, or the depth-averaged shear-wave 

velocity over the top 30 m of the subsurface, is a standard metric in geotechnical earthquake engineering 

used to assess seismic site response and ground failure potential. Compared to the compression wave 

velocity (Vp), Vs also offers the advantage of a low sensitivity to the location of the groundwater table.  
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While it is possible to measure shear-wave body phases directly, they attenuate faster than surface waves 

and require horizontal-component geophones which are expensive and more time consuming to install (Park 

et al., 1999a; Pasquet & Bodet, 2017). The vast majority of near-surface practitioners instead opt to infer 

Vs by inversion of surface wave measurements, and in particular Rayleigh waves. From elastic wave 

propagation theory, Rayleigh waves travel near 90% of the Vs and decay in amplitude exponentially with 

depth (Shearer, 2009). The depth of penetration of surface waves is a function of wavelength, with lower 

frequency waves inducing particle motion deeper in the profile where the stiffness, and thus Vs, of earth 

materials tends to be higher. As a result, surface waves of different frequencies travel at different phase 

velocities (i.e., wave dispersion). A soil/rock column with a steeper gradient in Vs with depth yields a greater 

dispersion of Rayleigh wave phase velocities, making it possible to infer the Vs profile by inversion of the 

Rayleigh wave dispersion curve (e.g., as shown in Figure 2). Resolution is highest near the surface and 

progressively decreases with depth because increasingly lower-frequency waves are used to sample deeper 

regions, resulting in increased averaging of the subsurface in deeper parts of each profile (Stokoe & 

Santamarina, 2000).   

 

3.1.1 Equipment and Field Acquisition 

Seismic data were collected with Geometrics ES300 and Geode seismographs, and 4.5 Hz vertical 

component geophones laid out in a linear array (Figure 2A). A 4.5 kg (10 lb) sledgehammer was struck 

against a 5 cm thick plastic plate to generate the stress waves. We used either 16 or 24 channel seismic 

arrays (30 and 58 surveys, respectively), and between 0.30 and 3.05 m (1-10 ft) spacing between geophones 

depending on the space available at each site and the target depth of investigation. For a fixed number of 

channels, array length presents a trade-off between the depth of investigation and the detail in velocity 

 
Figure 2: Example data collection, surface wave dispersion interpretation, and inversion of dispersion 

for a 1D Vs profile. A) Acquisition of seismic data at a typical site using a sledgehammer source. B) 

Raw seismic data showing a 24-channel survey, made with 8 stacked shot gathers. C) The dispersion 

image corresponding to the data in B. The dispersion image was interpreted to show two propagation 

modes, as indicated with the black points with uncertainty bars. The dashed black line indicates a 

constant wavelength equal to the length of the seismic array, which we use as a geometrical limit for 

our dispersion picks. D) Inversion of the surface wave propagation modes picked in C. The Monte Carlo 

inversion scheme explores candidate Vs models that match the manually picked dispersion profile.  
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structure resolved near the surface. For the majority of our surveys, we maximized array length to the space 

available (typically ~ 40 m), allowing for a depth of investigation of approximately 20 m or deeper. At three 

sites we conducted multiple surveys with different receiver spacing to enhance both depth of investigation 

and resolution near the surface. We used a near offset, i.e., the distance between sledgehammer source and 

the first geophone, of 15–20% of the total array length to avoid near-field effects (Park et al., 1999a; Yoon 

and Rix, 2009). All surveys stacked 8 sledgehammer shots to improve the signal-to-noise ratio.  

 

3.1.2 Multichannel analysis of surface waves (MASW) 

The Multichannel Analysis of Surface Waves (MASW) technique utilizes wavefield transformation of 

stacked shot records to improve the coherency of Rayleigh wave modes from noise, which often adversely 

influences interpretation of dispersive wavefields (Park et al., 1999a). Wavefield transformation produces 

a dispersion image where the dominant Rayleigh wave modes appear as high-amplitude regions of the plot 

(Figure 2). Dispersion curves for fundamental and higher modes are interpreted manually along coherent 

patterns of energy maxima. While there are theoretically an infinite number of propagation modes 

(analogous to harmonics on a string), the energy partitioned into each mode depends on the velocity 

structure of the site (Park et al., 1999b; O’Neill & Matsuka, 2005). Sites with particularly high velocity 

gradients, exceptionally stiff layers, or velocity reversals are more likely to produce dominant higher modes 

(Park et al., 1999b; ONeill & Matsuka, 2005). We analyzed dispersion curves and performed inversions for 

Vs using the open-source Matlab-based package SWIP (Surface Wave Inversion and Profiling; Pasquet & 

Bodet, 2017). We identified maxima for higher modes at 59 of our 85 unique sites and picked up to a 

maximum of four modes in individual records. For sites where we collected multiple surveys with different 

receiver spacing (n=3), we picked each dispersion curve separately and combined the picks for the inversion 

(data repository). 

 

Inversion of surface wave dispersion curves for S-wave velocity profiles provides a non-unique solution, 

as multiple S-wave velocity profiles may produce similar theoretical dispersion curves (Foti et al., 2009). 

A key feature of the SWIP scheme is the probabilistic distribution of posterior models, which indicate the 

non-uniqueness of the solution by the degree to which the Vs structure is constrained by the dispersion curve 

picks. Using a Voronoi-cell-based Monte Carlo inversion scheme, inversions explore candidate velocity 

models whose synthetic dispersion curves match the manual picks (Figure 2C). Misfit is computed in the 

phase velocity – frequency domain, and the inversion accounts for up to five modes. Although all modes 

are weighted equally in the inversion process, lower frequencies (where the fundamental mode generally 

dominates) are given more weight because SWIP interpolates the user’s dispersion picks linearly in terms 

of wavelength. This strategy permits greater misfit for thin layers toward the surface in exchange for a more 

robust representation of the bulk properties of the site (Pasquet & Bodet, 2017). We found that the most 

significant parameter affecting the inversion process was the decision to allow velocity reversals versus 

forcing a monotonic increase in velocity with depth. We therefore ran two inversions for each site, both 

permitting and prohibiting velocity reversals. We chose the model with velocity inversions only if it 1) 

resulted in a lower misfit than the monotonic model, and 2) also converged to a solution with realistically 

sized velocity jumps. Under these criteria our favored models contain velocity inversions in 5 of 85 unique 

sites (see details in Supplementary Material). Although we recognize that a definitive assessment of the Vs 

profile with depth is not possible, especially for complex site conditions, we note that it has been shown 

before that the final S-wave velocity profile and specific location of low-velocity layers (which may be 

inaccurate) has little effect on average velocity of each site (Garofalo et al., 2016).  

 

 

 

3.1.3  Estimation of Vs30 

Vs30, or the time-averaged shear-wave velocity in the top 30 m of the subsurface, is standard metric in 

geotechnical earthquake engineering used to quantify seismic site response and ground stiffness. While it 

is therefore desirable to report Vs30 as a standard point of reference, few of our Vs surveys resolved depths 
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of investigation beyond 20 m. Here we apply an extrapolation following the approach of Wang and Wang 

(2015), as in equation 1. 

 

(1)  log 𝑉𝑠(30) = log 𝑉𝑠(𝑧2) +
log 30 − log 𝑧2

log 𝑧2 − log 𝑧1
[log 𝑉𝑠(𝑧2) − log 𝑉𝑠(𝑧1)]  

 

Where Vs(z1) and Vs(z2) are the time-averaged shear-wave velocities to depths z1 and z2, respectively. 

Equation 1 assumes that Vs has a log-linear dependence on the increasing confining stress with depth. 

Compared to purely empirical regressions, the Wang and Wang (2015) approach is not regionally dependent 

and does not require extensive measurements to derive empirical coefficients, while still maintaining 96% 

accuracy in site classifications compared to direct Vs30 observations (Wang & Wang, 2015). We use z1 = 

10 m and z2 = the maximum depth of each survey to compute Vs30 estimates for each survey.  

 

3.2 Hoek & Brown Rockmass Characterizations  

The GSI and the Hoek and Brown criterion together provide a rockmass strength envelope under a range 

of stress conditions, which we exploit to extrapolate shear strength estimates to 20 m depth using an 

assumption of lithostatic stress conditions. 

 
3.2.1 Field Estimation of Geological Strength Index 

The GSI classification chart is based on the rock mass structure (pervasiveness, interlocking, and density 

of fractures) and weathering and roughness characteristics of discontinuity surfaces (Figure 3). For each 

outcrop, we recorded observations that relate to a range of values for GSI. For example, we described the 

outcrop shown in Figure 3A as: “Garnet mica schist. Three primary discontinuity sets, perpendicular, 

spaced ~10-30 cm. Two discontinuity sets are well-defined, with one of them parallel to mineral foliation. 

Platy micas create flaky structure at a fine scale. Weathering moderate and penetrates outcrop thoroughly. 

Intact pieces are easily split along discontinuities with a hammer blow”. From the GSI chart (Figure 3B), 

three intersecting discontinuity sets relate to a “blocky” structure. The moderately weathered surfaces relate 

to “fair” surface quality conditions. Together, these ratings result in a GSI estimate of 50-65. 

 

 
Figure 3: Example characterization of rockmass properties with the Geological Strength Index (GSI) 

rating system. Outcrops are classified based on the pervasiveness, interlocking, and density of fractures 

(‘structure’ axis in B), as well as the weathering conditions and roughness of the discontinuities (‘surface 

quality’ axis in B). The resulting GSI estimate may then be used as an input parameter into the Hoek 

and Brown strength criterion, thus providing a method to estimate rock strength quantitatively based on 

qualitative field observations. 
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In addition to GSI, the Hoek and Brown criterion relies on an estimate of the uniaxial compressive strength 

of intact blocks (UCSintact, i.e. in the absence of fractures). We estimated this parameter based on the table 

provided by Hoek and Brown (1997), which relates a range of UCSintact values to qualitative tests that are 

easily carried out in the field (for example, the approximate number of hammer blows required to break 

hand specimen or the sound created by a hammer strike to intact rock).  

 

 

 
 

3.2.2 Integration of GSI into Hoek & Brown Criterion and Estimation of Shear Strength Profiles 

Predicted shear strength profiles are derived from the generalized Hoek and Brown criterion (Figure 4). 

The principal stresses at failure are given by:  

(2)  𝜎1
′ = 𝜎3

′ +  𝜎𝑐𝑖 (𝑚𝑏
𝜎3

′

𝜎𝑐𝑖
+ 𝑠)

𝑎

 

where 𝜎𝑐𝑖 is the UCSintact and 𝑚𝑏is given by: 

(3)  𝑚𝑏 =  𝑚𝑖 (
𝐺𝑆𝐼−100

28−14𝐷
) 

s and a are constants given by: 

(4)  𝑠 =  𝑒𝑥𝑝 (
𝐺𝑆𝐼−100

9−3𝐷
) 

(5)  a =  
1

2
+

1

6
(e−GSI/15 − e−20/3) 

Finally, the factors mi and D are empirical factors which depend on rock type and mechanical disturbance, 

respectively. For all of our sites we used values of 20 and 0.7 for mi and D respectively, which represent 

typical values for metamorphic rocks and disturbance induced by stress relaxation as rocks are mostly 

exposed at road cuts (Hoek & Brown, 1997; Hoek & Brown, 2019). By using uniform values, we assume 

the range in lithology and mechanical disturbance is relatively small among our outcrop observations. 

 
Figure 4: Estimation of shear strength profiles using GSI observations and the Hoek and Brown 

criterion. A) Example predicted strength envelope for GSI = 40+/-5, UCSintact = 35 MPa, and Hoek and 

Brown parameters mi = 20 and D = 0.7. B) The same strength envelope as in A but transformed to shear 

and normal stress components with the added assumption that the minimum principal stress at failure is 

given by σ3 = K0σlithostatic, where K0 determines the magnitude of the pressure exerted by the material in 

the horizontal direction. This analysis extends our surface outcrop observations into estimates of shear 

strength at depth. 
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Bedrock throughout the study area is characterized by crystalline metamorphic lithologies, and exposures 

range from natural outcrops to mechanically-excavated road cuts (we observed no evidence of blast damage 

in any of the road cut observations).  

 

To estimate shear strength profiles from the Hoek and Brown relationship, we recast the principal stresses 

into shear and normal components following Hoek et al., (2002), assuming a lithostatic stress field in dry 

conditions with an overburden density of 21 kN/m3 (Figure 4B). We assume the minimum principal stress 

at failure is given by σ3 = K0σlithostatic, where K0 is the lateral earth pressure coefficient, which determines 

the magnitude of the pressure exerted by the material in the horizontal direction. K0 typically varies between 

0.7 for soft soils to 0.1 for intact rockmass with high frictional strength (Jaky, 1944; Mayne & Kulhawy, 

1982). Here we adopt an intermediate value of K0=0.3. We note that our shear strength predictions assume 

that the rockmass density, GSI and UCSintact values estimated at the surface remain constant throughout the 

profile with depth. This assumption is clearly not always valid since the degree of weathering and fracturing 

is generally expected to decrease with depth in the near-surface, which would result in higher shear strength 

values at depth than predicted here.  

 

4 Results 

A wide range of mechanical characteristics associated with soil to rock are captured by the sites we 

surveyed, even for the “bedrock” only sites (Figure 5). The GSI observations also nearly encompass the 

full range of conceivable values, ranging from 0-95, with a mean value of 50 and a standard deviation of 

21. The large range in GSI values results in shear strength estimates that range from 0.2 to 8.5 MPa at 5 m 

depth, characteristic of materials ranging from stiff soils to minimally fractured hard rock (Heimsath & 

Whipple, 2019; Sutcliffe et al., 2004). Although not surprising, we note that fractured and disturbed rock 

masses generally also have lower surface quality ratings (Figure 5A). The Vs data also span a large range 

from 140 m/s to 1500 m/s at the surface, to between 200 m/s and 3000 m/s at 20 m depth. Where the rock 

mass is classified as highly weathered according to the ‘surface quality’ component of the GSI classification 

(warmer colors in Figure 5), we observe lower velocities that are characteristic of soil rather than rock (Vs30 

between 180 m/s and 360 m/s, Federal Emergency Management Agency (FEMA), 2004), while less 

weathered sites (cooler colors) have Vs typical of unweathered rock (>760 m/s Vs30, FEMA, 2004). While 

our use of the ‘surface quality’ measurement as a proxy for the degree of weathering inherently leads to a 

correlation with the shear strength profiles (which are based on GSI observations), we note that our 

weathering observations are independent of the Vs data.  
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The coefficient of variation (COV) provides a useful metric to assess how strongly different physical factors 

influence rockmass properties. Grouping the Vs and GSI data by lithologic and geomorphic variables results 

in significantly lower COV for several of the categories compared with the COV for the undivided dataset 

(Table 1, bold values indicate greater than 15% reduction in COV). The most systematic pattern is an 

increase in both average Vs and GSI from ridges, to hillslopes, to channel sites, with COV values for the 

ridge and channel sites that are especially low compared to those for the undivided dataset. Elevations above 

tree line (~3.9 km in the Himalaya; Schickhoff, 2005) and slopes steeper than 35 degrees are also associated 

with increased mean Vs and GSI, and lower COV values, which is consistent with previous studies that have 

argued for a threshold shift to kinetically-limited weathering above alpine elevations and on steep slopes 

(Riebe et al., 2004; Dixon et al., 2012). Subdividing the data by metamorphic grade does not reveal any 

systematic trends, although we note that mean Vs is significantly higher in phyllites than in slates, schist, or 

gneisses. Finally, categorical divisions based on slope aspect and local annual precipitation produce 

relatively small differences in mean Vs and GSI, which do not clearly stand out against the level of 

variability within each category. 

 
Figure 5: Measured geomechnical properties for all sites. A) All outcrop GSI observations for bedrock 

sites (n=111; 108 unique sites). Transparent grey ovals correspond to the range of structural and 

weathering conditions observed at each outcrop, with darker shades of grey indicating overlapping 

measurements. B) All active seismic surveys (n=88; 85 unique sites), including 68 on weathered 

bedrock without soil cover, and 17 on colluvial mantle where bedrock likely lies beyond the depth of 

investigation. Color (blue to red) indicates the weathering component of the GSI observation (i.e. 

“surface quality”) for the Vs surveys where bedrock was exposed; lines are colored grey if no outcrop 

existed at the site.  Note that there are no corresponding GSI measurements for the colluvium sites. C) 

The Hoek-Brown shear strength profiles predicted by the GSI values in A) and the assumptions in 

section 3.2.2. Blue to red colors relate to the weathering component of the GSI observation.  
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Table 1: Summary statistics for all GSI and Vs data 

  GSI* COV† Vs 30
* COV† 

Vs 20
* COV† 

Depth to Vs = 
500 m/s* 

  out of 100  m/s  m/s  m 

 
All Bedrock 
Data 

50 ± 21 
n = 111 

0.42 611±342 
n = 68 

0.56 545 ± 300 
n = 68 

0.55 6.6±4.5 

Lithology 
Slate 
 

53 ± 9 
n = 3 

0.17 636 ± 175 
n = 2 

 

0.28 556 ± 183 
n = 2 

 

0.33 5.6±5.7 

Phyllite 
 

48 ± 19 
n = 10 

0.40 987±379 
n = 4 

 

0.39 841 ± 263 
n = 4 

 

0.31 2.1±2.7 

Schist 
46 ± 17 
n = 54 

0.38 571±290 
n = 37 

0.51 502 ± 243 
n = 37 

0.48 7.3±4.5 

Gneiss 
 

56 ± 26 
n = 40 

0.47 565±334 
n = 22 

0.59 519 ± 331 
n = 22 

0.64 6.5±4.2 

Colluvium§ 
- - 465±95 

n = 17 
0.21 398 ± 84 

n = 17 
0.21 9.5±3.3 

Location with 
respect to 
topography 

Ridges 
 

39 ± 21 
n = 34 

0.55 372±133 
n = 26 

0.36 326 ± 101 
n = 26 

0.31 9.8±2.4 

Hillslopes 
 

50 ± 19 
n = 50 

0.39 701±328 
n = 32 

0.47 638 ± 303 
n = 32 

0.48 5.9±4.8 

Channels 
 

65 ± 15 
n = 27 

0.22 956±346 
n = 10 

0.36 788 ± 289 
n = 10 

0.37 3.7±3.8 

Elevation Elev. > 3.9km 
 

66 ± 14 
n = 12 

0.22 725±210 
n = 5 

0.29 598 ± 170 
n = 5 

0.28 5.2±3.4 

Elev. < 3.9km 
 

49 ± 21 
n = 104 

0.43 602±349 
n = 63 

0.58 540 ± 309 
n = 63 

0.57 6.7±4.7 

Topographic 
Slope 

Slopes > 35o 
 

62 ± 14 
n = 21 

0.22 809±373 
n = 12 

0.46 677 ± 307 
n = 12 

0.45 4.6±4.4 

Slopes < 35o 
 

48 ± 22 
n = 95 

0.45 568±321 
n = 56 

0.57 513 ± 292 
n = 56 

0.57 7.1±4.5 

Slope Aspect Southern 
aspect 
>120 o & <250 o 

46 ± 22 
n = 67 

0.47 620±298 
n = 40 

0.48 548 ± 276 
n = 40 

0.50 6.7±4.3 

All other 
aspects 

56 ± 19 
n = 49 

0.34 599±400 
n = 28 

0.67 541 ± 338 
n = 28 

0.62 6.3±5.2 

Precipitation Mean annual 
precipitation 
>2.5m/yr 

54 ± 21 
n = 61 

0.39 648±344 
n = 37 

0.53 539 ± 283 
n = 37 

0.52 7.0±4.4 

Mean annual 
precipitation 
<2.5m/yr 

45 ± 20 
n = 50 

0.45 566±337 
n = 31 

0.60 554 ± 331 
n = 31 

0.60 5.9±4.7 

        * ± indicates 1σ 
† Coefficient of variation (std/mean). Bold 
values indicate greater than 15% 
reduction in COV compared to entire 
dataset. 
§ Colluvium sites have been removed for 
statistics in all other categories 

 



A
ut

ho
r 

M
an

us
cr

ip
t 

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

4.1 Variations in bedrock characteristics of ridge to channel topography 
We observe a systematic increase in mechanical competence from ridges to hillslopes to channels, which 

is driven by weathering conditions (Figure 6; Table 1). Excluding sites above tree line elevations (3.9 km; 

Schickhoff, 2005) because of the abrupt change in weathering and vegetation associated with high altitudes 

unrelated to the topography itself (Riebe et al., 2004), no ridge sites have weathering observations 

exceeding ‘fair’ conditions (mean GSI = 32+/-16) and the median ridge Vs profile and predicted shear 

strength values are typical of highly weathered rock and saprolite (~180 m/s and 0.01 MPa at the surface to 

500 m/s and 0.2 MPa at 20 m depth; FEMA 2004; Heimsath & Whipple, 2019; Sutcliffe et al., 2004). 

Weathering conditions among hillslope sites span the full range from ‘very poor’ to ‘very good’ (mean GSI 

= 48+/-19) with the median Vs profile ranging from 280 to 800 m/s from the surface to 20 m depth, and 

shear strength values of 0.2 MPa to 1.0 MPa from the surface to 20 m depth. GSI observations at channel 

sites are higher and more consistent (mean GSI = 67+/-14), with only one site having a surface weathering 

value lower than ‘fair’. Channel Vs profiles are typical of fresh rock, with the median profile ranging from 

350 m/s to 1500 m/s at 20 m, and channel site shear strength predictions are 1-2 orders of magnitude higher 

compared to ridge sites (median profile 1 MPa at the surface to 3 MPa at 20 m depth). The importance of 

chemical alteration is highlighted in the difference between the ridge and channel GSI charts, which is 

driven more by the surface quality descriptor (horizontal axis) rather than the structure of the discontinuities 

(vertical axis).  
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Figure 6: GSI, Vs, and predicted shear strength profiles for sites on ridges, hillslopes, and near bedrock 

channels. Sites above tree line elevations (~3900 m) are excluded.  
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In all cases, the categorization of topographic position (i.e., ridge, hillslopes, channels) for rock sites and 

the separation of colluvium from rock sites reduces the coefficient of variation in Vs for at least some portion 

of the profile, thereby identifying key characteristics that may explain site-to-site differences in data values 

(Figure 7). Colluvium Vs profiles are least variable and are characterized by a COV well below 0.4 for much 

of the profile, which reflects the more uniform properties of unconsolidated material compared to weathered 

bedrock. Among the rock sites, the COV is more uniformly distributed with respect to depth for channel 

sites than it is for those on ridges or hillslopes, potentially reflecting a more uniform weathering gradient 

with depth among channel sites. Vs profiles on hillslope show the highest normalized variance at the surface, 

which likely reflects the wide range of weathering conditions characterizing bedrock at these sites. The 

bedrock ridge Vs profiles are unique in that they are most variable at depths below ~10 m, with significantly 

lower COV values in the shallow (<10 m) part of the profile. We suggest this jump in variance among ridge 

Vs profiles below ~10 m is reflective of variation in the depth to unweathered rock on ridge sites at different 

locations, while all ridge sites are characterized by low velocities (<500 m/s) and highly weathered rock at 

the surface (very poor to fair surface quality ratings, Figure 6). Several of the ridge Vs profiles (n=5) 

transition to largely unweathered rock velocities (>750 m/s) at depths below ~10 m, thereby driving a jump 

in variance among ridge surveys in the aggregate.  

 

4.2 Variations in bedrock characteristics with respect to metamorphic grade  

Lithology differences are primarily due to metamorphic grade among the metasedimentary rocks surveyed. 

Most of our sites were collected in schist or gneiss, with less than 10 surveys collected in either phyllite or 

slate, and 17 Vs surveys on unconsolidated colluvium (Figure 8). The mechanical properties for slates, 

phyllites, schists, and gneiss do not show systematic trends with respect to increasing grade, although it is 

important to note that this result is qualified by the small number of observations for slates and phyllites 

compared to the higher grade lithologies. Slates and phyllites tend to have moderate strength and Vs 

 
Figure 7: Coefficient of variation in Vs among bedrock sites on ridges, hillslopes, near bedrock 

channels, as well as surveys on unconsolidated colluvium. The high COV near the surface are partially 

attributed to the higher resolution of the MASW technique near the surface (Greenwood et al., 2015), 

but also reflect a greater variability in the degree of weathering at the surface compared to depth, 

especially among hillslope sites. 
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compared to schists and gneisses and, notably, also have similarly low COV values for both Vs30 and GSI 

compared to the dataset overall (Table 1). The median Vs profiles are similar in the upper few meters (~350-

450 m/s) and increase to 750 m/s and 1050 m/s at 20 m depth for slates and phyllites respectively. Mean 

and standard deviation for GSI is 53+/-9 for slates and 47.5+/-19 for phyllites, resulting in shear strength 

predictions with a median of 0.93 MPa and 0.73 MPa at 20 m depth for the two rock types respectively. 

Gneisses and migmatites have lower median Vs values at shallow depths than phyllites (~200 m/s) but 

increase to similar values at depth (~850 m/s at 20 m depth) with also slightly higher mean GSI values 

(56+/-26). The median shear strength is predicted to be 3.1 MPa at 20 m depth, giving gneisses the highest 

predicted shear strength out of all the lithologies surveyed. In contrast, we observe the lowest average 

velocity profile, GSI values, and shear strength predictions among schists. The average Vs profile ranges 

from ~200 m/s at the surface to ~700 m/s at 20 m depth, average and standard deviation for GSI is 46+/-

17, and the median shear strength is 0.85 MPa at 20 m depth. Colluvium sites produce more consistent 

velocity profiles than the bedrock sites, with a slower median value extending from ~200 m/s at the surface 

to ~600 m/s at 20 m depth. 
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4.3 Melamchi Khola Elevation Transect 

To evaluate altitude as a control on rock strength we surveyed a dense transect of sites ranging from 1.2 km 

to 4.2 km elevation along the western drainage divide of the Melamchi River catchment (Figure 1 and 9). 

All sites along this transect are characterized by Himal Group gneisses and schists, and all but two sites 

were located on ridges. For the Vs data, we find remarkably consistent and low Vs30 values of ~300 m/s 

over ~20 km distance, reflecting the consistently highly weathered nature of the bedrock along the ridge. 

However, for elevations above the alpine tree line (~3.9 km in central Nepal; Schickhoff, 2005), we 

encountered visibly less chemically altered material, thinner soil mantle, and a significant increase in Vs30 

values, to as high as 1100 m/s, which is well within the engineering site classification for hard rock (site 

  
Figure 8: Lithology classification of field surveys by metamorphic grade where the color of the Vs and 

shear strength profiles indicates the surface quality component of the GSI observation at that site. In 

general, the degree of weathering causes larger differences in Vs compared to the differences in lithology 

documented here.  
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class A, FEMA, 2004). Unfortunately, the transition to terrain above tree line also coincided with much 

more challenging access to the main Melamchi drainage divide (the trail turned away from the ridge). As a 

result, the limited weathering conditions we found at high elevations may somewhat reflect the fact that 

these sites were close to the ridge line, but technically on hillslopes. However, two of the six Melamchi 

sites above 4000 m were on minor ridges and still produced velocities characteristic of hard rock, which is 

consistent with the interpretation that alpine elevations and the associated change in climate/vegetation are 

the main factors responsible for the limited weathering conditions.  

 

We also find an increase in GSI with increasing elevation, although these data show a comparatively larger 

variance than the Vs data and without the clear stepwise jump in values above tree line elevations (Figure 

9). We suggest the greater variability in the GSI observations compared to the Vs data results from the 

smaller sampling scale cast by the GSI outcrop descriptions, which can be biased by meter scale variability 

in rockmass characteristics that may not be representative of the kilometer scale patterns in weathering 

along the transect. Considering the consistency of the outcrops we described above tree line (GSI values 

over 70 for 6 of 7 the outcrops we characterized) we argue that our GSI data are consistent with a threshold 

change in weathering conditions above tree line altitudes.  
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4.4 Climate control on bedrock mechanical properties  

 
Figure 9: A) Field survey transect along the eastern Melamchi Khola drainage divide spanning 1.2 km 

to 4.2 km elevation. Satellite image from Google Earth. B) Vs30 projected along north-south line 

indicated by A-A’. Error bars correspond to the standard deviation in Vs30 based on the 300 lowest-

misfit inversion profiles C) GSI values projected along same line of section, with error bars 

corresponding to the field-estimated range in GSI for each outcrop D) Topographic profile along 

sampling transect. Tree line altitude is approximately 3900 m (Schickhoff, 2005), above which there is 

an abrupt increase in Vs30 values reflecting the limited weathering conditions at alpine elevations.   
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Where erosion rates are fast enough to keep pace with chemical weathering and maintain a supply of 

unweathered material — as is the case in the Himalaya — rates of chemical weathering depend on reaction 

kinetics that are influenced by several parameters including ambient temperature and water flow rates 

(Bluth & Kump, 1994; Kump et al., 2000; West et al., 2005). Mean annual temperature (MAT) and mean 

annual precipitation (MAP) are therefore commonly cited as a predictor of chemical weathering rates and 

critical zone thickness (Lebedeva & Brantley, 2013; Anderson et al., 2013; Rempe & Dietrich, 2014; Von 

Voigtlander et al., 2018). We compare our field surveys to annualized precipitation data recorded by the 

TRMM satellite mission (Bookhagen & Burbank, 2010), and annualized temperature estimated based on 

an average atmospheric lapse rate for the central Himalaya (Kattel et al., 2013); Figure 10). We further 

 

 
Figure 10: Comparison between mean annual precipitation (MAP) and GSI and Vs30 as a function of 

mean annual temperature (MAT) and topographic position. MAP estimates reflect the average over 

the period 1998-2009 measured by the TRMM satellite mission (Bookhagen & Burbank, 2010). MAT 

was estimated based on the elevation of each site using the best-fit lapse rate for the Himalaya (Kattel 

et al., 2013). Error bars in B,D, and F correspond to the standard deviation in Vs30 based on the 300 

lowest-misfit inversion profiles, and error bars for A, C, and E correspond to the field-estimated range 

in GSI for each outcrop. 



A
ut

ho
r 

M
an

us
cr

ip
t 

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

subdivide the data by plotting sites on ridges, hillslopes, and channels separately in order to control for the 

systematic variations in weathering related to topographic location. First-order correlations between MAP 

and chemical weathering rates in global datasets (e.g., White & Blum, 1998) led us to predict a negative 

correlation between our mechanical competence metrics and MAP. Yet instead, we observe a weak trend 

of increasing rock strength with increasing MAP for ridge and channel sites (i.e., suggesting less chemical 

weathering where MAP is higher). This trend is opposite of that expected if chemical weathering were 

limited only by the availability of water. However, Figure 10 also shows that MAT tends to decrease with 

increasing MAP, owing to opposite dependencies on the orographic effect (MAT decreases while MAP 

increases with elevation in our study region). Indeed, the weak positive correlations between MAP and the 

ridge GSI and Vs data (R2 = 0.1 and 0.3 respectively) are mostly driven by a small number of sites in alpine 

terrain where the MAT is near freezing, and thus chemical weathering conditions are likely constrained by 

the lack of vegetation and cold temperatures rather than the availability of water.  

 

Interestingly, we also find an unexpected positive correlation between MAP and Vs30 for channel sites 

despite the fact that all of these sites are located at low elevations with uniformly warm MAT (Figure 10F). 

While this correlation is qualified by the small number of observations (n = 10), we postulate that the 

observed increase in Vs near channels with increasing MAP may be a consequence of a general spatial 

coincidence between MAP and erosion rates, which are highest along the southern flanks of the Himalaya 

north of the physiographic transition (PT2). We speculate that the high erosion rates north of PT2, which 

may itself be influenced by high MAP, drive high Vs in the near surface by stripping away weathered 

material near the channel before it accumulates. 

 

5 Discussion 

A central goal of this study is to understand the magnitude of regional variability in near-surface strength 

properties in tectonically active landscapes, as well as the primary sources of that variability. To this end, 

we found an order-of-magnitude variability in the strength profile that is mostly driven by the degree of 

chemical and physical weathering. Regardless of rock type, our results show that unweathered or lightly-

weathered bedrock outcrops generally correspond to shear wave velocities that surpass 1000 m/s, while 

bedrock with clear signs of chemical alteration extend into velocities below 300 m/s - values that are 

typically thought of as more characteristic of soil rather than rock (Figure 8). While the observation that 

rock strength is degraded by chemical and physical weathering is not a new result by itself, our results 

demonstrate how variable the degree of weathering can be over landscape scales, and we are able to show 

that this variability is related to factors such as topographic position. Our work highlights the importance 

of evaluating weathering characteristics across a landscape for accurate estimation of rock strength in 

landslide hazard or bedrock erodibility applications.  

 

5.1 Variations in weathering with respect to ridges, channels, and hillslopes 

Of the variables we assessed, the strongest predictor of systematic variation in chemical and physical 

weathering, and by extension rock strength, is the location of the rockmass with respect to ridge-channel 

topography. This result is consistent with previous studies that have observed the deepest subsurface extent 

of chemically altered and fractured rock under ridges and thinnest extent under valley bottoms (St Clair et 

al., 2015; Pedrazas et al., 2021). The two leading mechanisms invoked to explain this pattern are a 

topographic stress control on bedrock fractures (Slim et al., 2015; St Clair et al., 2015; Moon et al., 2017), 

and the subsurface topography of the water table (Rempe & Dietrich, 2014). Although these mechanisms 

are not mutually exclusive, we suggest that topographic stress-induced fractures are likely to be particularly 

relevant in the Himalaya, not only due to the dramatic scale of the topography but also because of the strong 

regional compressive stress which has been previously shown to determine the extent to which ridges are 

more-weathered than channels (Slim et al., 2015; St Clair et al., 2015; Moon et al., 2017). Another factor 

that might contribute to topographic-dependent bedrock fractures is topographic-amplification of seismic 

rock damage induced during the recent 2015 Gorkha Earthquake (e.g. Huang et al., 2019), although we 
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note that previously documented reductions in shallow seismic velocity following large earthquakes are 

generally less than 5%, which is far less than the factor of ~2 difference we observe in the median Vs profiles 

for ridge versus channel sites (Takagi and Okada, 2012; Hobiger et al., 2016; Marc et al., 2021). The specific 

mechanism notwithstanding, the strength of the correlation between the degree of weathering and proximity 

to ridges, channels, and hillslopes is an important result because it suggests that the geomorphic control on 

chemical and physical bedrock weathering dominates over other environmental variables. We are unaware 

of any previous studies that have demonstrated the relative strength of this control compared to other 

environmental variables at regional scales, particularly in landscapes characterized by the topographic relief 

of the Himalaya. 

 

We also gain insight into the effect of topography on weathering by examining the relationship between 

predicted shear strength and S-wave velocity. For each topographic category (ridges, hillslopes and 

channels), we observe a positive relationship between shear strength and Vs, with increasing ranges of 

values from ridges to channels (Figure 11). Both Vs and shear strength increase as a function of depth, in 

part due to the increase in confining stress due to the overburden, as well as the likely fact that fracture 

density/quality and chemical weathering typically decrease with increasing depth. In reality, confining 

stress and the depth-weathering profile should both contribute to the observed positive relationship; 

however, it is important to point out here that the methodology of predicting the shear strength-depth profile 

described in Section 3.2.2 makes a deliberate choice about the intact strength based on the outcrop 

observation. Using surface information to project strength at depth lacks consideration that weathering 

typically decreases with depth, and instead the predicted depth changes are solely based on increases in 

confining stress. Using a constant value for intact strength (𝜎𝑐𝑖) compared to measured field values produces 

a lower strength- Vs gradient and more consistent values between ridges, hillslopes and channels. For 

example, using an “average” intact strength value of 75 MPa, channels and hillslopes have lower strengths 

for a given Vs, while ridges have slightly higher values compared to using intact strength measured at 

outcrops. However, we note that the relative direction that the values change (increasing or decreasing 

strength) is dependent on the choice of constant strength. Although we cannot know the weathering profile 

a priori, we can bound the shear-strength to Vs relationship by comparing the shear-strength/ Vs relationship 

calculated with measured intact values from outcrops to using a constant value (Figure 11). The consistency 

of this relationship implies a continuum of physical properties that relate to topographic position, where 

mechanical competence decreases and weathering profile increases. The uncertainty envelope of this 

relationship can be used to estimate the shear strength within less than a factor of two. Such estimates are 

of value to future hazard studies as well as landscape evolution modeling.  
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5.2 Threshold variation in near-surface characteristics with respect to elevation and slope gradient 

In addition to the strong topographic signal in our data, we also find that elevation and slope gradient help 

to explain some of the variability we observe in weathering. We find relatively low COV values in both the 

Vs30 and GSI data for sites above tree line (~3.9 km in central Nepal; Schickhoff, 2005), and those on 

slopes steeper than 35 degrees (Table 1). On the other hand, we find sites on slopes gentler than 35 degrees, 

or those below tree line elevations, show no reduction in COV when they are separated out from the rest of 

the dataset. This result suggests that slope gradient and elevation cause threshold changes to near-surface 

weathering and fracturing rather than a gradual control. This interpretation is further supported by our Vs 

transect along the Melamchi drainage divide (Figure 1 and Figure 9), where we found nearly constant Vs30 

values along ~20 km of the transect with an abrupt increase in Vs at elevations above 3.9 km.  

 

A transition in weathering rates above tree line is likely caused by several factors. First, the cold 

temperatures at alpine elevations slow weathering kinetics (Kump et al., 2000). Using the Arrhenius 

equation, Riebe et al., (2004) found that a 4 oC decrease in mean annual temperatures theoretically causes 

a 32% decrease in the chemical depletion factor for outcrops at the surface. Furthermore, the scarcity of 

vegetation at high altitudes is known to retard the rate of chemical and physical weathering by reducing the 

potential for root throw, limiting the availability of organic acids, and restricting the hydraulic storage 

capacity in the subsurface (Riebe et al., 2004). An additional, although less certain factor, is the relatively 

recent retreat of glaciers and perennial snowpack from modern periglacial altitudes in the Himalaya since 

the Last Glacial Maximum (LGM) ended at ~20 ka (Owen & Benn, 2005). Modeling indicates that the 

timescale for transient evolution of the weathering profile to changing conditions can be of the same order 

as the time since the LGM (Anderson et al., 2019) meaning that it is possible that some of our high elevation 

sites may be characteristic of weathering conditions during previous glacial cycles, or at least in transient 

adjustment out of those conditions.  

 

 
Figure 11: Mean shear strength against mean S-wave velocity profiles of all bedrock data, calculated 

by binning the profiles in 2 m intervals. Error bars are twice the standard error on the mean value in 

each bin. Notably, in both cases there appears to be a decrease in strength- Vs gradient at about Vs = 

1000 m/s, which reflects the non-linear shape of the Hoek-Brown failure criterion.  
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High erosion rates may also contribute to the limited weathering conditions characterizing our high 

elevation sites. Numerous studies have now demonstrated that a kinetic limitation on the weathering rate 

develops when the physical erosion rate increases to a point where fresh minerals are eroded away faster 

than the timescale for weathering reactions (West et al., 2005; Ferrier & Kirchner, 2008; Dixon et al., 2012). 

Thus, rapidly eroding parts of the landscape may be characterized by bare rock at the surface with little 

chemical alteration, as weathering reactions are too slow to keep pace with the denudation. We suggest that 

this may be the case for our alpine sample sites, which also happen to be farthest northeast of the MCT 

where previous studies have documented the highest uplift and erosion rates in the Himalaya (Bilham et 

al., 1997; Grandin et al., 2012; Herman et al., 2010). In these northern areas above treeline, rapid erosion 

rates may be facilitated by a largely mechanical weathering system driven by freeze-thaw cycles rather than 

chemical degradation of the rockmass. 

 

5.3 Relation between rock mechanical properties and metamorphic grade 

Although we largely controlled for lithology by focusing all our bedrock surveys on crystalline 

metamorphic rocks of sedimentary origin, our survey sites do span a range of metamorphic grades, and it 

stands to reason that the associated differences in index minerals, grain size, and fabric characteristics 

influence the inherent mechanical properties of the rockmass and susceptibility to weathering. However, 

when organized by increasing metamorphic grade we did not observe systematic changes in the median Vs 

or predicted strength profiles within the statistical limits (Figure 8). Furthermore, we found a large internal 

variability in mechanical characteristics within the same metamorphic grade. Both schist and gneiss 

outcrops display nearly the full extent of possible GSI values (<10 to >90), and Vs profiles in both rock 

types range by over 1000 m/s in at depths below 10 m (Figure 8). We interpret this variability to reflect 

primarily the large range in weathering conditions observed across outcrops, which dominate the 

mechanical properties compared to lithologic differences in grain size, texture, and mineral assemblages 

introduced by metamorphic grade.  

 

To be clear, we do not mean to suggest that rock strength is completely independent of metamorphic 

characteristics. There may well be systematic variations in rock strength and susceptibility to weathering 

present in our observations, but we lack the statistical power to resolve these differences clearly. For 

example, the abundance of low Vs and shear strength profiles for schists compared to the other metamorphic 

categories (Figure 8) is consistent with our qualitative field observation that schist outcrops are commonly 

characterized by a large proportion of weak and friable muscovite, so it may a reflection of a true systematic 

difference despite the statistical uncertainty. Similarly, we qualitatively observed slate and phyllite outcrops 

to be generally more homogeneous in terms of mineral content and grain size compared to schists and 

gneisses, so it may be sensible that they correspond to lower COV values for Vs30 and GSI. However, with 

only 10 or fewer measurements in slates and phyllites we are cautious to over-interpret this result. We also 

emphasize that our results may not apply to other landscapes, and particularly those characterized by greater 

lithologic diversity than our study area. Indeed, previous studies indicate that rock strength parameters and 

weathering susceptibility can vary strongly as a function of lithology, particularly in arid landscapes 

characterized by sedimentary rock sequences (Duvall et al., 2004; Bursztyn et al., 2015; Townsend et al., 

2021). However, such ranges in lithology (e.g. shale vs sandstone) potentially represent significantly greater 

differences in mineral content, porosity, and grain characteristics compared to the high-grade metamorphic 

schists and gneisses that characterize the majority of our observations.   

 

5.4 Why are rock properties more variable on hillslopes than near ridges or channels? 

Compared to our observations on ridges and channels, our hillslope site observations are characterized by 

much greater variability in rockmass mechanical characteristics and the degree of chemical weathering 

(Figure 6). While it is likely that this variability partially reflects the other regional-scale factors that we 

have not controlled for, we also observed the same pattern after restricting our analysis to a single lithology 

(supplementary section S2). Explaining the high variability in hillslope weathering may therefore involve 

local factors operating over the scale of individual hillslopes. Figure 12 summarizes several such 
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mechanisms proposed by previous studies. For example, Gabet (2007) proposed that the maturity of the 

weathering profile should be highly variable in the hillslope environment depending on the time since the 

last bedrock landslide. Given the very high landslide rates in central Nepal, we speculate that our high-

velocity and high-GSI hillslope sites may represent locations where the weathered bedrock and regolith has 

been stripped away by geologically-recent landslides to expose fresher and mechanically-stronger bedrock 

at the surface (Figure 12). Additionally, we posit that the hillslope-scale variability in deep fracture 

networks and foliation may also contribute to the site-to-site variability we found in bedrock strength 

(Figure 12). Fractures and foliations induced by tectonic stresses can penetrate much more deeply into the 

subsurface than fractures caused by top-down processes such as frost cracking, thermal cycles, or root throw 

(Clarke & Burbank, 2010), and they provide conductive pathways for reactive meteoric fluids to infiltrate 

the bedrock and create heterogeneous concentrations of weathered material (Holbrook et al., 2019; Leone 

et al., 2020). We propose that another contributing factor could be variations in the thickness of soil and 

unconsolidated colluvium mantling the hillslope environment. The hydraulic storage capacity of low 

permeability soils and colluvial mantle should increase mineral alteration in the saprolite horizon at depth, 

due to the increased water residence time in the shallow subsurface (Green et al., 2006; Dixon et al., 2012). 

This mechanism may lead to especially complex patterns in chemical weathering on hillslopes when the 

colluvial cover is redistributed through the action of landsliding (Figure 12). While we lack the directed 

field observations to assess the specific impact of these mechanisms on our results, we suggest that future 

estimates of regional-scale rock strength should acknowledge the likelihood of hillslope-scale variability 

and make the appropriate allowances in uncertainty.   

 

 
 

  
Figure 12: Conceptual model of subsurface properties in a steep, mountain landscape. Previous studies 

have established the pattern of ridges being more deeply weathered than bedrock channel bottoms (St 

Clair et al., 2015; Rempe & Dietrich, 2014), and that tectonically- or topographically-induced deep 

fractures facilitate concentrated chemical weathering along the fracture network (Holbrook et al., 2019). 

We speculate here that bedrock landslides may provide another mechanism for variability in chemical 

weathering by periodically clearing away weak and weathered material on hillslopes. The weathering 

profile is thus ‘reset’ under recent landslide scars.  
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6 Conclusions 

We have quantified regional-scale trends and variability in bedrock mechanical properties across Central 

Nepal using shallow seismic surveys and Hoek and Brown’s GSI classification system. While no single 

mechanism is sufficient to explain the detailed characteristics of the weathering profile at specific sites, we 

find that correlations with ridge to channel topography and weathering patterns are robust across the study 

area. Consistent with previous studies, we find that bedrock on ridges tends to be highly weathered and has 

Vs and shear strength characteristics more typical of stiff soils, whereas sites near the bedrock channel 

bottom tend to be unweathered and characterized by high shear wave velocities and shear strength estimates 

typical of hard rock. An exception to this pattern is observed at elevations above tree line elevations, where 

we find a limited degree of chemical weathering among ridge sites, likely reflecting the slow weathering 

kinetics in the colder climate and the limited availability of organic acids in the thin soils of the alpine 

ecosystem. Finally, we find that lithology plays a secondary role in determining rock strength, although the 

relative similarity of the rocks surveyed (all crystalline metasedimentary lithologies) may make this result 

unique to the central Himalaya. 

 

Our results demonstrate that chemical weathering can create order-of-magnitude variability in the shallow 

subsurface strength profile in tectonically active landscapes. This variability and its spatial structure directly 

affect patterns in landsliding, fluvial network dynamics, and thus ultimately patterns in weathering itself. 

In terms of implications for applied studies, we suggest that even a cursory representation of systematic 

patterns in chemical and physical weathering would significantly improve rock strength estimates for 

regional landslide hazard assessment and landscape evolution models. Lastly, we suggest that our use of 

portable and relatively inexpensive geotechnical techniques provides a framework for future empirical 

investigations of bedrock weathering and near-surface strength over landscape scales.   
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