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Abstract13

Whistler mode waves have been proposed as a crucial mechanism in determining the velocity-14

space distribution of electrons on the dayside crustal magnetic fields of Mars. A superther-15

mal electron transport model has been unable to reproduce the observed pitch angle dis-16

tributions on a crustal field line. The two key differences are that the observed pitch an-17

gle distributions are much more isotropic and the observed high energy pitch angle dis-18

tributions have a flux peak at perpendicular pitch angles. We solve the bounce-averaged19

quasi-linear diffusion equation to calculate the steady-state pitch angle distribution of20

electrons along a crustal field line when in resonance with whistler mode waves. We per-21

form two simulations, changing the background ionosphere, which affects what energies22

are in resonance with the whistler mode wave. The wave parameters are chosen based23

on previous observations of whistlers at Mars. Our results reconciled both qualitative24

differences between the previous data-model comparisons.25

Plain Language Summary26

An understanding of how electrons move through space environments is important for27

a multitude of reasons. It tells us where electrons will transfer their energy to the neu-28

tral atmosphere and it can indirectly inform us of where the magnetic field lines are con-29

nected to (the planet or solar wind). If the physical processes that control electron trans-30

port are unknown, then incorrect assumptions may be made. At Mars, our satellite ob-31

servations and numerical simulations have not agreed, indicating that we do not include32

all the relevant physics in our models. Whistler mode waves are extremely low frequency33

radio waves that interact with electrons and can change the direction they are moving34

and increase their velocity. In this study, we simulate the effect of whistler mode waves35

on electrons at Mars. We find that our simulation results agree quite well with the data36

and reconciles the two key qualitative differences between previous data-model compar-37

isons.38

1 Introduction39

The unique and dynamic magnetic field environment of Mars offers a fascinating labo-40

ratory to study space physics. Crustal magnetic fields cover the surface of the planet and41

rotate in and out of interaction with the solar wind. The strongest crustal fields are in42

the southern hemisphere and have a structure similar to coronal arcades on the surface43

of the Sun. In between these mini-magnetospheres are cusp regions allowing the solar44

wind access to the upper atmosphere of Mars. A myriad of plasma processes have been45

studied on the crustal fields including magnetic reconnection (e.g. Brain et al., 2010; Hara46

et al., 2017; Harada et al., 2018), solar wind precipitation (e.g. Mitchell et al., 2001; Xu47

et al., 2014), aurora (e.g. Bertaux et al., 2005; Brain et al., 2006; Dubinin et al., 2009;48

Schneider et al., 2018, 2021), and the influence of the crustal fields on atmospheric es-49

cape (e.g. Fang et al., 2015; Fan et al., 2019; Dubinin et al., 2020; Weber et al., 2021).50

Photoelectrons, produced by ionization of neutrals by solar radiation, populate these crustal51

fields on the dayside. These electrons have energies between 1-500 eV and are impor-52

tant for the energy budget of planetary atmospheres (see Coates et al. (2011) for a re-53

view). Furthermore, their distinct energy spectrum from solar wind electrons, is used54

to infer the magnetic topology (e.g. Xu et al., 2017, 2019).55

Previous studies have revealed that our understanding of the transport of photoelectrons56

on dayside closed crustal fields at Mars is incomplete. Shane et al. (2019) showed the57

modeled pitch angle distribution (PAD) of superthermal electrons on an ideal dipole crustal58

magnetic field generated from the superthermal electron transport (STET) model (e.g.59

Khazanov et al., 1993; Khazanov & Liemohn, 1995; Xu & Liemohn, 2015). This model60

predicts a source cone distribution for all energies and the higher the energy the more61
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anisotropic the PAD is. This is due to the Coulomb collision frequency being propor-62

tional to ∝ 1
E2 . A case study (Liemohn et al., 2003) and statistical survey (Brain et al.,63

2007) of electron PADs using data from the Mars Global Surveyor (MGS) electron re-64

flectometer instrument (Mitchell et al., 2001) both measured isotropic or loss cone dis-65

tributions for high energy electrons (> 100 eV). Shane et al. (2019) used data from the66

Solar Wind Electron Analyzer (SWEA; Mitchell et al., 2016) onboard the Mars Atmo-67

sphere and Volatile EvolutioN (MAVEN; Jakosky et al., 2015) mission, filtered for day-68

side closed crustal fields, and confirmed that on average, with no local time dependence69

observed, the high energy (100-500 eV) PADs had a loss cone distribution, contrary to70

the expected source cone distribution that is typical for photoelectrons. Furthermore,71

while the lower energy electrons (10-60 eV) did exhibit a source cone, it was much more72

isotropic (i.e., less anisotropic) than the STET modeling results. Some of these results73

from Shane et al. (2019) are displayed in Figure 1. Figures 1a and 1b are MAVEN ob-74

servations. These show two year averaged normalized PADs as a function of altitude for75

low and high energies. The flux in each energy channel is normalized to the average flux76

in that energy channel. Figure 1c plots the altitude dependence of 50 eV PADs as cal-77

culated by STET. The y-axes are kept constant between the two datasets, highlighting78

the isotropy in the data. The high energy loss cone is seen at nearly all altitudes by MAVEN.79

An external source of hot electrons could explain the flux peak at perpendicular pitch80

angles. However, the flux peak is observed on deep closed fields (strong magnetic field81

strength and quasi-horizontal magnetic elevation angle) and a local-time independent82

supply mechanism has not been proposed. Shane et al. (2019) hypothesized that reso-83

nant interactions with whistler mode waves are the missing physics in the STET model.84

Whistler mode waves are electromagnetic waves with frequencies between the local lower85

hybrid frequency and electron gyrofrequency. They are generated from temperature anisotropies86

in the electron velocity space distribution. These waves have been observed at Mars (Harada87

et al., 2016; Fowler et al., 2018, 2020) and their interaction with superthermal electrons88

is energy-dependent (e.g Lyons, 1974b; Liemohn et al., 1997). Through resonant inter-89

actions, whistler waves can energize and pitch angle scatter electrons, which could ex-90

plain both the perpendicular flux peak at high energies and the increased isotropy at all91

energies.92

Shane and Liemohn (2021) investigated the average plasma environment of the dayside93

closed crustal fields to determine if the conditions are right for whistler mode waves to94

interact with electrons at the energies of interest. The characteristic energy, a function95

of the magnetic field strength and thermal electron density, is one quantity that deter-96

mines the electron resonant energy. MAVEN measures both quantities, and Shane and97

Liemohn (2021) used typical altitude profiles of the characteristic energy to calculate bounce-98

averaged diffusion coefficients of the wave-particle interaction. The wave frequency and99

wave normal angle were set using the observations made by Harada et al. (2016) and Fowler100

et al. (2020). Their results showed that the wave-particle interaction process would be101

much faster than collisional processes. Timescales for low energy electron wave-particle102

interactions were fast and allowed for mixing with the source cone. At high energies the103

timescales were much slower, and restricted scattering across the source cone. Low en-104

ergy electrons with perpendicular pitch angles energized to higher energies would then105

be trapped. These results help support the wave-particle interaction hypothesis proposed106

by Shane et al. (2019) however modeling of the electron PADs is necessary to determine107

if this process is indeed a viable one.108

In this paper, we will show our initial results of our modeling of the quasi-linear diffu-109

sion equation. This will be the first study of its kind at the planet Mars. The equation,110

in both its theoretical formulation and numerical implementation, will be discussed in111

Section 2. We will describe our model configuration (Section 3) and show results from112

two simulations (Section 4) using the same bounce-averaged diffusion coefficients as cal-113
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culated in Shane and Liemohn (2021). In section 5, we will discuss the results and fu-114

ture work.115

2 Quasi-Linear Diffusion Equation116

2.1 Theoretical Formulation117

The quasi linear diffusion equation was first derived by Kennel and Engelmann (1966)118

and later transformed into spherical coordinates by Lyons (1974a), shown here in Equa-119

tion 1.120

∂f

∂t
=

1

vsin(α)

∂

∂α

{
sin(α)

v
Dαα

∂f

∂α
+ sin(α)Dαv

∂f

∂v

}
+

1

v2
∂

∂v

{
vDvα

∂f

∂α
+ v2Dvv

∂f

∂v

}
(1)

Here f is the electron distribution function, v is the velocity, α is the pitch angle, and121

D are the pitch angle, mixed, and velocity diffusion coefficients, which are functions of122

energy and pitch angle. To calculate the diffusion coefficients, a wave frequency and wave123

normal angle distribution must be assumed. Other inputs needed are the wave power124

and number of harmonics. Our choices for these inputs are discussed in Section 3.The125

expressions for the diffusion coefficients are quite expansive and will not be given here.126

We point the readers to Lyons (1974b), Jordanova et al. (1996), and Shane and Liemohn127

(2021) for detailed derivations. For this initial study, we omit the mixed diffusion terms128

as they are known to cause numerical issues. There are methods that can properly han-129

dle the mixed diffusion terms, such as the method used by Albert and Young (2005), how-130

ever this method was unsuccessful for our diffusion coefficient distribution. We note that131

the mixed terms become increasingly important for large characteristic energies and the132

characteristic energies used in this study are small. Nevertheless, a complete evaluation133

of the whistler wave effects on the electron distribution function would include the mixed134

diffusion terms. Furthermore, the diffusion coefficients we use are non-relativistic as we135

are focused on electrons with energies less than 500 eV. A full relativistic formulation136

can be found in Glauert and Horne (2005) and Albert (2005).137

We perform a change of variables using the following relations:138

f = m2

2E φ

v =
√

2E
m

∂α0

∂α = B0

B
sin(α) cos(α)
sin(α0) cos(α0)

= tan(α0)
tan(α)

(2)

where m is the electron mass, φ is the electron differential number flux, E is the elec-139

tron energy, and α0 is the minimum-B pitch angle. The resulting equation is shown in140

Equation 3.141

∂φ

∂t
= 2m

√
E

∂

∂E

{
E

3
2DEE

∂

∂E

{
φ

E

}}
+

m

2Esin(α)

∂α0

∂α

∂

∂α0

{
sin(α)Dα0α0

∂α0

∂α

∂φ

∂α0

}
(3)

We now bounce-average Equation 3 resulting in our final equation:142

∂φ

∂t
= 2m

√
E

∂

∂E

{
E

3
2Dba

EE

∂

∂E

{
φ

E

}}
+

m

2ES0

1

sin(α0)cos(α0)

∂

∂α0

{
S0sin(α0)cos(α0)Dba

α0α0

∂φ

∂α0

}
(4)
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where S0 is the normalized quarter-bounce period and the bounce-averaged diffusion co-143

efficients are calculated by:144

S0 =
s2∫
s1

ds
cos(α)

Dba
EE(E,α0) = 1

S0

s2∫
s1

DEE(E,α) ds
cos(α)

Dba
α0α0

(E,α0) = 1
S0

s2∫
s1

(
∂α0

∂α

)2
Dαα(E,α) ds

cos(α)

(5)

where s1 and s2 are the base of the field line and top of the field line, respectively.145

2.2 Numerical Implementation146

The resulting bounce-averaged quasi-linear diffusion equation is a two-dimensional dif-147

fusion advection equation:148

∂φ

∂t
= a

∂

∂E

{
b
∂φ

∂E
+ cφ

}
+ d

∂

∂α0

{
e
∂φ

∂α0

}
(6)

where:149

a =
√
E

b = 2m
√
EDba

EE

c = − 2m√
E
Dba
EE

d = m
2ES0

1
sin(α0)cos(α0)

e = S0sin(α0)cos(α0)Dba
α0α0

(7)

We will use the Crank Nicolson (CN) and the Alternating Direction Implicit (ADI) meth-150

ods to solve this equation. ADI allows us to split the calculation into two half time steps,151

with each variable alternating between implicit and explicit, giving two tridiagonal ma-152

trix inversions, speeding up the calculation with negligible cost to accuracy. Furthermore,153

this method is unconditionally stable in time providing a robust and fast solver of this154

equation. We use conservative forms of the finite difference approximations, requiring155

calculations of the coefficients at the grid boundaries and centers, and the fluxes are cal-156

culated at the grid centers. The whistler wave diffusion coefficients are therefore calcu-157

lated on a 210x210 grid in energy-pitch angle space and the flux values will be calculated158

on a downsampled 105x105 grid. The velocity space domain where we solve the equa-159

tion is from the source cone pitch angle (∼ 24◦ for this field line) to 90◦ and energies160

between 10-500 eV with ∆E = 4.09eV and ∆α = 0.84◦.161

3 Model Configuration162

We will be solving this equation for the bounce-averaged differential number flux along163

a Mars crustal field line. The magnetic field configuration, atmosphere conditions, and164

whistler wave parameters will be identical to the bounce-averaged calculations of Shane165

and Liemohn (2021), specifically Runs #1 and #2. The magnetic field is an ideal dipole166
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with a field strength of ∼294 nT at the exobase (160 km) and 50 nT at the top of the167

field line (500 km). The background atmosphere and ionosphere is taken from MGITM168

(Bougher et al., 2015). Above 250 km, the log of the densities are linearly extrapolated.169

The wave parameters used are representative of the observations by Harada et al. (2016)170

and (Fowler et al., 2020). The wave power is assumed to be 10−4 nT2/Hz. The wave nor-171

mal angle distribution ranges from 0◦-45◦ and the wave frequency distribution ranges172

from 0.1Ωeqe -0.5Ωeqe , where Ωeqe is the local electron gyrofrequency at the top of the field173

line. Both distributions are assumed to be Gaussian with peaks at 0◦ and 0.25Ωeqe . We174

include harmonics |n| ≤ 5.175

Figure 2 (left) plots the characteristic energy profiles of each simulation. The char-176

acteristic energy is a multiplicative factor when calculating the parallel resonant energy177

of electrons (see Equations 2 and 3 in Shane and Liemohn (2021)). The local resonant178

energy of the electron can be either greater than or less than the local characteristic en-179

ergy, depending on the particle’s pitch angle. The characteristic energy is a function of180

the magnetic field strength and thermal electron density and therefore it is altitude de-181

pendent. A different thermal electron density profile is the only difference between the182

two runs. The characteristic energy profile in Run #1 matches the median altitude dis-183

tribution measured by MAVEN on dayside crustal fields, and the profile in Run #2 matches184

the arithmetic mean altitude distribution observed. The resultant diffusion coefficient185

distributions are also plotted in Figure 2 (middle and right). Note there are small re-186

gions of velocity space (low energies, perpendicular pitch angles) where resonance does187

not occur. This will be discussed below, however, this is the reason Run #3 of Shane188

and Liemohn (2021) was omitted from this study, as this region is much larger, and the189

interpretation of the PADs is quite difficult.190

The initial conditions are taken from a steady-state run using the same magnetic field191

and atmosphere in the STET model. Figure 4 of Xu and Liemohn (2015) shows that the192

flux as a function of minimum-B pitch angle and distance along the magnetic field does193

not vary above the exobase and this analysis held true for our steady-state runs. The194

flux at the top of the field line is used as our initial conditions. At the energy grid bound-195

aries and source cone boundary we use Dirichlet boundary conditions (flux = constant)196

and at α0 = 90◦ we implement a zero slope Neumann boundary condition. Figure 3 shows197

the initial conditions used in our modeling runs. Figure 3 plots the unnormalized and198

normalized velocity space distribution (left and right). The normalized full velocity space199

distribution has a saturated color scale in order to highlight the anisotropy that STET200

predicts. The scale is the same as that used in Shane et al. (2019) and in this study’s201

output. The middle subfigure plots the normalized PADs for selected energies. The PAD202

for each energy is normalized to the average flux at that energy so different normaliza-203

tion factors are used between PADs. We remind the reader that the only source and loss204

terms incorporated into the STET model are collisions.205

4 Modeling Results206

Figure 4 shows the steady-state fluxes for Runs #1 and #2, (top and bottom rows, re-207

spectively). Both of these rows are formatted the same as Figure 3 for direct compar-208

ison. Note that the y-axes of the middle plots have changed to match those of Shane et209

al. (2019). The time step used was 0.01 seconds and the final time was 200 seconds. We210

note that the lower energy electrons (< 200 eV) reached steady state much earlier (<211

100 seconds). The diffusion coefficient resonance boundary can be most readily seen in212

the steady-state fluxes for Run #2. Additional physics terms are necessary to smooth213

this discontinuity out in the steady state results, with Coulomb collisions, the primary214

physical process controlling the electron distribution in the absence of waves, being the215

obvious candidate. Coulomb collisions primarily diffuse in pitch angle (but also de-energize)216

and so we could expect the distribution to be flat in the region of the discontinuity, how-217

ever this would occur on slower timescales. Alternatively, the frequency distribution of218
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the whistler waves could be expanded such that these parallel energies are also in res-219

onance. We have not done so here for continuity between the two runs and papers.220

The major effect of whistler waves on the velocity space distribution of electrons has been221

to scatter particles into the trapped zone and isotropize. Any variation in flux with re-222

spect to pitch angle is barely noticeable by eye in the full unnormalized velocity space223

distribution. After normalizing to the average flux in each energy channel, the anisotropy224

becomes observable and on the same scale as the observations. The lowest energy elec-225

trons have a moderate source cone distribution, and most energies have a loss cone shape.226

The transition from source cone to loss cone is at a lower energy (∼30 eV) than seen in227

the data (∼60 eV). The loss cone shape is not due to a loss of electrons to the atmosphere,228

but is formed by energization of trapped electrons to these higher energies. Furthermore,229

sharp gradients in the photoelectron energy spectrum such as the photoelectron knee at230

∼60 eV and the Auger peaks at ∼260 eV and ∼500 eV can be easily seen in the steady-231

state results. These sharp transitions and large degree of anisotropy are not physical and232

are a product of the source cone boundary condition.233

5 Discussion234

Figure 5 plots the same dataset as analyzed in Shane et al. (2019) but in the same for-235

mat as our model output for direct comparison. Here we have averaged around 90◦ pitch236

angle and only measurements above 300 km are used. The difference between STET and237

MAVEN observations is striking and there are two primary discrepancies between the238

STET model and MAVEN observations: the observed high energy PADs have a peak239

at perpendicular pitch angles and the observed PADs are more isotropic than the mod-240

eled PADs. Solving the quasi-linear diffusion equation with average measured charac-241

teristic energy profiles and using wave parameters observed at Mars have produced PADs242

that resolve these two differences. These simulations reveal that whistler waves are able243

to isotropize the velocity space distribution, and then energize the trapped low energy244

electrons to produce both the quasi-isotropic low energy source cone and high energy per-245

pendicular peak as seen in the data. These are purely qualitative statements as we are246

comparing two year averaged observed PADs with steady state distributions using typ-247

ical crustal field plasma environments and a single set of wave parameters. For exam-248

ple, the energies at which the PAD shifts from a source cone to loss cone is inconsistent249

between observations and model results.. This is to be expected and is the result of av-250

eraging over many different wave distributions and characteristic energy profiles in the251

data. The steady-state fluxes obtained by solving the quasi-linear diffusion equation fur-252

ther support the wave-particle interaction hypothesis of what mechanism controls the253

electron distribution function on the dayside crustal magnetic fields of Mars.254

While these model results greatly support our hypothesis, there are still questions to be255

answered. First is the recurrence rate of whistler mode waves necessary for this distri-256

bution to be prevalent on dayside crustal fields. One way to test this would be to include257

bounce-averaged collision terms in our model. After wave-particle interaction steady-state258

is reached the waves could be switched off, and the time the distribution takes to relax259

to collision-only steady-state could be quantified. We are currently working on this as260

the relaxation time would be important in understanding the dynamics of the Mars crustal261

fields and would help put future measurements into context.262

Second is the question of where the waves are generated and how they get onto the crustal263

fields. Harada et al. (2016) observed narrowband whistler mode wave events clustered264

near the nominal magnetic pileup boundary on the dayside. These waves may be pro-265

duced in the magnetosheath and propagate onto the crustal fields. Ray tracing models266

should be employed to understand the trajectories of whistler waves in the Mars mag-267

netosphere, perhaps gaining entry akin to chorus waves becoming plasmaspheric hiss in268

the Earth’s inner magnetosphere (e.g. Bortnik et al., 2011). An understanding of the wave’s269
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reflection or absorption point at low altitudes is also necessary. The timescales to steady-270

state in this study were on the order of minutes. If the waves experience multiple reflec-271

tions, then a single burst of waves may be sufficient to produce the observed distribu-272

tions. If absorption occurs, multiple or sustained injections of waves would be necessary.273

A relaxation time estimate is also important here to quantify how often waves would need274

to be injected from the magnetosheath onto the magnetic crustal fields.275

The assumption of quasi-linear theory should also be discussed. The validity of quasi-276

linear theory breaks down as the wave amplitude becomes large. Tao et al. (2012) com-277

pared test-particle simulation diffusion coefficients to those calculated from quasi-linear278

theory to quantify at what wave amplitude do the two sets of diffusion coefficients di-279

verge. They found that the diffusion coefficients begin to differ by a factor of two when280

the normalized wave energy density, i.e. the wave energy density divided by the back-281

ground magnetic field energy density, is greater than 10−5-10−6, depending on the en-282

ergy and pitch angle. The normalized wave energy density in this study was 3.1×10−7,283

justifying our use of quasi-linear theory. We note, however, that the energies of inter-284

est in this study are far lower than those investigated by Tao et al. (2012), so this ex-285

act threshold may not be applicable. Non-linear effects tend to decrease the diffusion co-286

efficients (Tao et al., 2012), therefore these our calculated timescales to reach steady state287

may be taken as a lower limit.288

6 Conclusions289

In this study, we have solved the bounce-averaged quasi-linear diffusion equation in or-290

der to understand the effects of whistler mode waves on the electron PADs on dayside291

crustal magnetic fields. Our initial results have reconciled both qualitative differences292

between MAVEN observations and the STET model. The steady-state modeled low en-293

ergy electron PADs are more isotropic and the high energy electron PADs have a flux294

peak at perpendicular pitch angles. While the energy at which the PADs switch from295

source cone to loss cone is inconsistent with the observations, this may be remedied by296

a wave parameter study. Whistler waves are a strong candidate as the dominant phys-297

ical process controlling the electron distribution function on dayside crustal fields. The298

addition of mixed diffusion and collision terms to our model will greatly enhance the sci-299

ence return and efforts are currently underway to include them. More wave data at Mars300

is necessary to confirm our hypothesis and the impact on electron precipitation should301

be evaluated.302
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Figure 1. Figures from Shane et al. (2019) (a-b) MAVEN Data: Two year (Dec 2014 - Dec

2016) averaged PADs for low and high energy electrons as a function of altitude. The dataset is

filtered for dayside closed crustal fields and normalized to the average flux in each energy chan-

nel. (c) STET Output: 50 eV PADs as a function of altitude, with the same y-axis, highlighting

the isotropy seen in the data.

Figure 2. (left) Characteristic energy altitude profiles for each run. This is the only difference

between the two runs. (middle) Bounce-averaged pitch angle diffusion coefficients for Run #1.

(right) Bounce-averaged pitch angle diffusion coefficients for Run #2.
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Figure 3. STET steady state results which are used as the initial condition for solving the

bounce-averaged quasi-linear diffusion equation. (left) Full initial velocity space distribution.

(middle) Normalized initial PADs for selected energies. (right) Normalized initial full velocity

space distribution.

Figure 4. Steady-state fluxes at t = 200s for Run #1 (top row) and Run #2 (bottom row).

(left) Full steady-state velocity space distribution. (middle) Normalized steady-state PADs for

selected energies. (right) Normalized steady-state velocity space distribution.
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Figure 5. Two year averaged PADs measured by MAVEN on dayside crustal fields averaged

around 90◦ pitch angle. Only measurements above 300 km are used. (left) Full velocity space

distribution. (middle) Normalized PADs for selected energies. (right) Normalized velocity space

distribution.
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