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Abstract
In this paper, we study hyperbolic rational maps with
finitely connected Fatou sets. We construct models of
post-critically finite hyperbolic tree mapping schemes for
such maps, generalizing post-critically finite rational
maps in the case of connected Julia set. We show they
are general limits of rational maps as we quasiconfor-
mally stretch the dynamics. Conversely, we use quasi-
conformal surgery to show that any post-critically finite
hyperbolic tree mapping scheme arises as such a limit.
We construct abundant examples thanks to the flexibili-
ties of the models, and use them to construct a sequence
of rational maps of a fixed degree with infinitely many
non-monomial rescaling limits.
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1 INTRODUCTION

Let 𝑓 ∶ ℂ̂⟶ ℂ̂ be a rational map of degree 𝑑 ⩾ 2. It is said to be hyperbolic if all the critical
points converge to attracting periodic cycles under iteration. Hyperbolic maps form an open and
conjecturally dense subset in the moduli space of all rational maps of degree 𝑑, and a connected
component is called a hyperbolic component.
When the Julia set is connected, hyperbolic components are classified by post-critically finite

hyperbolic rational maps. That is, given such a hyperbolic component , there exists a unique
rational map 𝑓0 ∈ , regarded as the center of , with finite critical orbits. The map 𝑓0 gives a
model for the dynamics of hyperbolic rational maps 𝑓 ∈  in the sense that the dynamics of 𝑓 on
its Julia set is quasiconformally conjugate to that of 𝑓0, and it plays a crucial role in understanding
the organization and topology of the corresponding hyperbolic component [22] and [26].
The situation is different for hyperbolic rational maps with disconnected Julia sets as such a

post-critically finite model does not exist. The aim of the paper is to propose an appropriate model
for the class of hyperbolic rationalmaps such that every periodic Fatou component is a disk (equiv-
alently, every Fatou component is finitely connected by Riemann–Hurwitz formula).
The object we consider in this general setting is a tree mapping scheme (𝐹, 𝑅), which combines

discrete data of a tree map 𝐹 with analytic information of a rational mapping scheme 𝑅. Roughly
speaking, a tree mapping scheme is a mapping to a finite tree of Riemann spheres, from a sub-
forest of such a tree, where the action on each sphere is a rational map.
Given a hyperbolic rational map 𝑓 ∈  with a finitely connected Fatou set, we construct a

quasiconformal stretch 𝑓𝑛 ∈  of 𝑓 and show that 𝑓𝑛 converges to an irreducible post-critically
finite hyperbolic tree mapping scheme (𝐹, 𝑅) (Theorem 1.1). The main tool for the construction of
the tree map 𝐹 is a construction due to Shishikura in the late 80s often called the Shishikura tree
[32], and the rational mapping scheme 𝑅 on the union of Riemann spheres is obtained by taking
appropriate rescaling limits of 𝑓𝑛.
Our approach realizes tree mapping schemes as general limits of rational maps. This is illustra-

tive of the idea that the post-critically finite hyperbolic tree mapping scheme is, in a certain sense,
a degenerate post-critically finite rational map, and it is interpreted as the center at infinity for the
hyperbolic component when the Julia set is disconnected.
Conversely, using a standard quasiconformal surgery, we show that any irreducible post-

critically finite hyperbolic tree mapping scheme arises as such a limit (Theorem 1.2).
As an application, we use the tree mapping schemes to construct sequences with infinitely

many non-monomial periodic rescaling limits, answering in the negative a question posed in [19]
(see Theorem 1.3).
We now turn to a detailed statement of results.

Tree mapping schemes

A tree of Riemann spheres (1, ℂ̂1 ) is a finite tree 1 with the vertex set 1, a disjoint union of
Riemann spheres ℂ̂1 ∶=

⋃
𝑎∈1

ℂ̂𝑎, together with markings 𝜉𝑎 ∶ 𝑇𝑎1 ↪ ℂ̂𝑎 for 𝑎 ∈ 1.
Let 0 ⊆ 1 be a finite union of subtrees of 1 with vertices 0 ⊆ 1. A tree mapping scheme

(𝐹, 𝑅) from (0, ℂ̂
0 ) to (1, ℂ̂1 ) is a tree map

𝐹 ∶ (0,0)⟶ (1,1),
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which is injective on each edge and a rational mapping scheme

𝑅 ∶=
⋃
𝑎∈0

𝑅𝑎 ∶ ℂ̂
0 ⟶ ℂ̂1

with

∙ 𝑅𝑎 = 𝑅𝑎→𝐹(𝑎) ∶ ℂ̂𝑎 ⟶ ℂ̂𝐹(𝑎) is a non-constant rational map; and
∙ 𝑅𝑎◦𝜉𝑎 = 𝜉𝐹(𝑎)◦𝐷𝐹𝑎,

where 𝐷𝐹𝑎 ∶ 𝑇𝑎0 ⟶ 𝑇𝐹(𝑎)1 is the tangent map of 𝐹 at 𝑎. The set of marked points is denoted
by Ξ𝑎 ∶= 𝜉𝑎(𝑇𝑎1) ⊆ ℂ̂𝑎.
A sequence 𝑓𝑛 of rational maps is said to converge to (𝐹, 𝑅) if there exist rescalings 𝑀𝑎,𝑛 ∈

PSL2(ℂ) representing 𝑎 ∈ 1 such that

𝑀−1
𝐹(𝑎),𝑛

◦𝑓𝑛◦𝑀𝑎,𝑛(𝑧) → 𝑅𝑎(𝑧)

compactly on ℂ̂𝑎 − Ξ𝑎 for all 𝑎 ∈ 0 (see Definition 2.6, cf. § 4 in [3]). This means that the rational
maps 𝑅𝑎 are rescaling limits of 𝑓𝑛.
Let 𝑓 ∈  be a hyperbolic rational map with finitely connected Fatou set, that is, each Fatou

component of 𝑓 has finitely many boundary components. We construct a sequence of rational
maps 𝑓𝑛 ∈  by quasiconformally stretching all Fatou components simultaneously. We call such
a sequence 𝑓𝑛 a quasiconformal stretch or simply a stretch for short (see Section 4 for details).
When the Julia set is connected, this sequence𝑓𝑛 converges to the corresponding post-critically

finite rational map 𝑓0 ∈ , which can be regarded as the tree mapping scheme (𝐹 ∶ {𝑎}⟶
{𝑎}, 𝑅 = 𝑓0). When the Julia set is disconnected, 𝑓𝑛 diverges in𝑑 = Rat𝑑 ∕ PSL2(ℂ). We show
the following:

Theorem 1.1. Let 𝑓 ∈  be a hyperbolic rational map with finitely connected Fatou set. Then the
sequence of stretch𝑓𝑛 converges to an irreducible post-critically finite hyperbolic treemapping scheme
(𝐹, 𝑅).

Remark. One of the main contributions of this paper is to give a good and explicit definition of
post-critically finite hyperbolic treemapping schemes, which is discussed in detail in Section 2 (see
Definition 2.2).

Using a standard quasiconformal surgery, we show that every irreducible post-critically finite
hyperbolic tree mapping scheme arises as such a limit:

Theorem 1.2. Let (𝐹, 𝑅) be an irreducible post-critically finite hyperbolic tree mapping scheme.
Then there exists a hyperbolic rational map 𝑓 whose quasiconformal stretch 𝑓𝑛 converges to (𝐹, 𝑅).
Moreover, if g is another hyperbolic rational map corresponding to (𝐹, 𝑅), then g is J-conjugate

to 𝑓: There exists a quasiconformal map 𝜓 ∶ ℂ̂⟶ ℂ̂ conjugating the dynamics of 𝑓 and g on the
Julia sets.

Remark. When the Julia set is connected, 𝑓 and g are J-conjugate if and only if 𝑓 and g are in
the same hyperbolic component. However, when the Julia set of 𝑓 is disconnected, the space of
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F IGURE 1 . 1 The Julia set of a hyperbolic rational map with finitely connected Fatou set. It contains a fixed
Sierpinski carpet as a buried component. The algebraic formula is 𝑓𝑛(𝑧) =

𝑧2

1− 1
16
𝑧4
+ 1

𝑛𝑧4
for sufficiently large 𝑛.

The tree mapping scheme is described in Figure 1.2

rational maps that are J-conjugate to 𝑓 can be disconnected (see Figure 5.3). In some loose sense,
the closure of such hyperbolic components ‘intersects’ at infinity.

Discussion on related work

Our model is motivated by the McMullen family 𝑓𝑛(𝑧) = 𝑧2 + 1
𝑛𝑧3

. In [22], McMullen showed
that for sufficiently large 𝑛, the Julia set of 𝑓𝑛 is homeomorphic to a Cantor set of circles, and
thus each Fatou component is either simply or doubly connected. It is already observed in [22]
that for large 𝑛, the dynamics on the Julia components are recorded by a ‘tent map’ on an interval,
which gives our treemap (see Figure 3.1). Rescaling limits also appear explicitly in this example by
choosing different scales at 0 (see the discussion in Section 3). This construction is generalized as
singular perturbation or using quasiconformal surgery, and is studied broadly in the literature (see
[11, 29, 30, 35, 36]). They provide different perspectives of the theory: The singular perturbation
is an algebraic construction that is related to rescaling limits; while quasiconformal surgery is
analytic in nature. Our approach, in some sense, relates the two methods and gives an explicit
characterization for all such maps.
The treemapping scheme is an analogue of theDeligne–Mumford compactification in algebraic

geometry [7, 17]. The concept has appeared implicitly in Shishikura’s work on Herman rings [31,
32]. Using quasiconformal surgery, Shishikura converts each Herman ring into two Siegel disks
and uses it prove the famous Fatou–Shishikura inequality [31]. In order for the construction to
work, it is important to leave the realm of rational maps and consider maps on a finite union of
Riemann spheres. The configurations of theseRiemann spheres give a tree-like structure [32]. This
generalized map can also be constructed as a limit of some degenerating rational maps, similar as
in this paper. A similar notion of dynamics on tree of spheres is developed and studied by Arfeux
in [2, 3].
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From a topological perspective, the realization of tree mapping schemes is related to the
Thurston’s topological characterization of rational maps. For a general sub-hyperbolic semi-
rational map 𝑓, Cui and Tan [6] constructed canonical decomposition and show that 𝑓 is equiva-
lent to a rational map if and only if there are no Thurston’s obstruction. The dual of the canonical
decomposition gives a natural tree map. Recently, using this theory, Cui and Peng [5] classify the
Thurston’s obstruction for the tree map, and show a sub-hyperbolic semi-rational map is equiva-
lent to a rational map if and only if there are no Thurston obstructions for the tree map and the
local systems. Thus, the first part of Theorem 1.2 can be proved by applying the Thurston’s theory
in [5], and showing the stretch converges to the treemapping scheme.We choose to use quasicon-
formal surgery as it provides a concrete quasirational model and relates the tree mapping scheme
with rescaling limits. We remark that the realization result in [5] works in a more general setting,
but it is unclear how to find a natural model for a general hyperbolic component. We also remark
that the tree map there is different from the tree map considered in this paper.
The classification of the dynamics on a periodic Fatou component with infinitely many bound-

ary components is related to the study of polynomials with disconnected Julia sets. The classifica-
tion problem for such polynomials has been studied extensively in a series of paper by DeMarco
and Pilgrim [13–15]. An invariant for a general hyperbolic rational map might combine tree map-
ping schemes with these invariants.
The automorphism group of a post-critically finite rational map plays a crucial part in under-

standing the topology of the corresponding hyperbolic component (see [22] and [26]). Recently,
Wang and Yin studied the topology of the hyperbolic component for the McMullen family [35].
The post-critically finite hyperbolic tree mapping schemes generalize the roles of post-critically
finite hyperbolic rational maps. In in a forthcoming paper by the author, we will use treemapping
schemes to understand the structure and organization of the corresponding hyperbolic compo-
nents.

Application: Cycles of rescaling limits

Let 𝑓𝑛 be a sequence of rational maps. A period 𝑝 rescaling for 𝑓𝑛 is a sequence𝑀𝑛 ∈ PSL2(ℂ) so
that 𝑀−1

𝑛 ◦𝑓𝑝𝑛◦𝑀𝑛 converges compactly away from a finite set to a non-constant rational map g .
The limiting map g is called a rescaling limit of period 𝑝.
In [19], Kiwi proved that for a sequence of rational maps 𝑓𝑛 of degree 𝑑, there can be at most

2𝑑 − 2 dynamically distinct cycles of rescaling limits that are not post-critically finite. In the same
paper, Kiwi asked if the number of cycles of non-monomial rescaling limits is finite.
Using tree mapping schemes, and a diagonal argument, we give the negative answer to the

question:

Theorem 1.3. For any 𝑑 ⩾ 3, there is a sequence 𝑓𝑛 of rational maps of degree 𝑑 with infinitely
many dynamically independent cycles of non-monomial rescaling limits.

We remark that Theorem 1.3 improves a result in [1] where it is shown that there can be an
arbitrarily large number of dynamically independent cycles of non-monomial rescaling limits.
Our construction can be modified to produce a holomorphic family of rational maps of degree
𝑑 ⩾ 3 with an arbitrarily large number of dynamically independent cycles of non-monomial
rescaling limits. However, whether a holomorphic family of rational maps can admit infinite non-
monomial rescaling limits still remains open.
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F IGURE 1 . 2 The tree mapping scheme associated to Figure 1.1. The length of edges and the markings
(except for the vertex 𝐴) are labeled in the figure. The markings on ℂ̂𝐴 correspond to 2

4
√
−1 and 2

√
−1. The

dynamics are recorded by colors and the rational mapping scheme is given as 𝑅𝐴→𝐴(𝑧) =
𝑧2

1− 1
16
𝑧4
,

𝑅𝑋→𝑌(𝑧) = 𝑅𝐵→𝑌(𝑧) = 𝑅𝐶𝑖→𝐷𝑗 (𝑧) = 𝑧2, 𝑅𝐷𝑗→𝑋(𝑧) = 𝑧 and 𝑅𝐵′→𝑌(𝑧) = 𝑅𝑌→𝑋(𝑧) = 𝑧4

Structure of the paper

The definitions of tree mapping schemes are given in Section 2, followed by various examples in
Section 3. Theorem 1.1 is proved in Section 4. The realization problem is discussed in Section 5,
where Theorem 1.2 is proved.We study Julia components and cycles of rescaling limits in Section 6
and Section 7.
We encourage the reader to first explore the examples in Section 3 before going through the

proofs. The notion of post-critically finite hyperbolic tree mapping scheme should be intuitively
clear after several examples.

2 TREEMAPPING SCHEMES

In this section, we give the definition of post-critically finite hyperbolic tree mapping schemes.
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Tree mapping schemes

A finite tree  is a non-empty, connected, finite 1-dimensional simplicial complex without cycles.
The set of vertices of  will be denoted by  , and the set of closed edges will be denoted by  . The
edges adjacent to a given vertex 𝑥 ∈  form a finite set 𝑇𝑥 and will be called the tangent space
of  at 𝑥, whose cardinality 𝜈(𝑥) is the valence of 𝑥. We will usually use 𝑣 to represent an element
in 𝑇𝑥 and 𝑒𝑣 to denote the edge associated to 𝑣.
A point 𝑥 ∈  is called an end point or a branch point if 𝜈(𝑥) = 1 or 𝜈(𝑥) ⩾ 3, respectively. We

will use 𝜕 ⊆  and  ⊆  to denote the set of end points and the set of branch points of  .
In this paper, every finite tree  is equipped with a path metric 𝑑, that is, a metric on  satisfy-

ing

𝑑(𝑥, 𝑧) = 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧)

whenever 𝑦 lies on the unique arc connecting 𝑥 and 𝑧. This metric is uniquely determined by the
lengths 𝑑(𝑒) = 𝑑(𝑎, 𝑏) it assigns to edges 𝑒 = [𝑎, 𝑏] ∈  .
A tree of Riemann spheres ( , ℂ̂ ) is a finite tree  with the vertex set  , a disjoint union of

Riemann spheres ℂ̂ ∶=
⋃
𝑎∈ ℂ̂𝑎, together with markings 𝜉𝑎 ∶ 𝑇𝑎 ↪ ℂ̂𝑎 for 𝑎 ∈  . The set of

marked points is denoted by Ξ𝑎 ∶= 𝜉𝑎(𝑇𝑎 ) ⊆ ℂ̂𝑎 and Ξ ∶=
⋃
𝑎∈ Ξ𝑎.

Definition 2.1. Let (1, ℂ̂1 ) be a tree of Riemann spheres, and let 0 ⊆ 1 be a finite union of
subtrees of 1 with vertices 0 ⊆ 1. We define a tree mapping scheme (𝐹, 𝑅) from (0, ℂ̂

0 ) to
(1, ℂ̂

1 ) as a map

𝐹 ∶ (0,0)⟶ (1,1)

that is injective on each edge and a union of maps

𝑅 ∶=
⋃
𝑎∈0

𝑅𝑎 ∶ ℂ̂
0 ⟶ ℂ̂1

with

∙ 𝑅𝑎 = 𝑅𝑎→𝐹(𝑎) ∶ ℂ̂𝑎 ⟶ ℂ̂𝐹(𝑎) is a non-constant rational map;
∙ 𝑅𝑎◦𝜉𝑎 = 𝜉𝐹(𝑎)◦𝐷𝐹𝑎,

where 𝐷𝐹𝑎 ∶ 𝑇𝑎0 ⟶ 𝑇𝐹(𝑎)1 is the tangent map. We shall call the map 𝐹 the tree map and the
rational map 𝑅 the rational mapping scheme.

Note that a rational map 𝑓 can be regarded as the tree mapping scheme with tree map 𝐹 ∶
{𝑎}⟶ {𝑎} and rational mapping scheme 𝑅 = 𝑓.
Whenever it is defined, we will denote

𝑅𝑘|ℂ̂𝑎1 = 𝑅𝑎𝑘−1◦… ◦𝑅𝑎1 ∶ ℂ̂𝑎1 ⟶ ℂ̂𝑎𝑘 ,

where 𝑎𝑖+1 = 𝐹(𝑎𝑖).
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Two tree mapping schemes (𝐹, 𝑅) and (𝐹′, 𝑅′) are conjugate if there exists a simplicial isomor-
phism

Φ ∶ 1 ⟶  ′
1 ,

and a collection of homeomorphisms

Ψ𝑎 ∶ ℂ̂𝑎 ⟶ ℂ̂Φ(𝑎)

for 𝑎 ∈ 1 that conjugate the dynamics:

Ψ𝐹(𝑎)◦𝑅𝑎 = 𝑅′
Φ(𝑎)

◦Ψ𝑎

for any 𝑎 ∈ 0.
In the next few subsections,we introduce somenatural conditions on the treemapping schemes

(𝐹, 𝑅), which will lead to the definition of post-critically finite hyperbolic tree mapping schemes.

Local degrees and piecewise linear tree map

Let (𝐹, 𝑅) be a tree mapping scheme from (0, ℂ̂
0 ) to (1, ℂ̂1 ). We define the local degree of a

vertex 𝑎 ∈ 0 by

deg(𝑎) ∶= deg(𝑅𝑎),

as the degree of the corresponding rational map 𝑅𝑎 ∶ ℂ̂𝑎 ⟶ ℂ̂𝐹(𝑎).
Let 𝑒 = [𝑎, 𝑏] be an edge of 0 ⊆ 1. Let 𝑧𝑎,𝑒 ∈ Ξ𝑎 ⊆ ℂ̂𝑎 and 𝑧𝑏,𝑒 ∈ Ξ𝑏 ⊆ ℂ̂𝑏 be the corresponding

marked points. We say 𝑅 has compatible local degrees at 𝑒 if

deg𝑧𝑎,𝑒 𝑅𝑎 = deg𝑧𝑏,𝑒 𝑅𝑏,

where deg𝑧𝑎,𝑒 𝑅𝑎 (or deg𝑧𝑏,𝑒 𝑅𝑏) is the local degree of the rational map 𝑅𝑎 (or 𝑅𝑏) at the point 𝑧𝑎,𝑒
(or 𝑧𝑏,𝑒).
The rationalmapping scheme𝑅 has compatible local degrees if it has compatible local degrees at

every edge 𝑒 ∈ 0. This compatibility allows us to define the local degree at an edge 𝑒 = [𝑎, 𝑏] ∈ 0
by

deg(𝑒) ∶= deg𝑧𝑎,𝑒 𝑅𝑎 = deg𝑧𝑏,𝑒 𝑅𝑏.

Assume 𝑅 has compatible local degrees. We say the tree map 𝐹 ∶ 0 ⟶ 1 is piecewise linear
compatible with the local degree if 𝐹 is linear with derivative deg(𝑒) on each edge 𝑒 ∈ 0.

Exposed points and exposed critical points

A point 𝑧 ∈ ℂ̂1 is called exposed if 𝑧 ∉ Ξ. In other words, 𝑧 does not correspond to any tangent
direction 𝑣 ∈ 𝑇𝑎1 for any 𝑎 ∈ 1. A point 𝑧 is said to have an exposed orbit if 𝑧, 𝑅(𝑧), 𝑅2(𝑧)…,
whenever defined, are all exposed.
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A critical point 𝑧 ∈ ℂ̂0 of 𝑅 is called an exposed critical point if it is exposed. The set of exposed
critical points is denoted by 𝐸𝐶(𝑅).

Extension on𝛀 = 𝟏 − 𝟎

A finite tree  is called star-shaped if there is exactly 1 vertex that is not an end point. This unique
vertex is called the center. Depending on the number of end points, we will call  a 𝑘-star if there
are 𝑘 end points of  (for 𝑘 ⩾ 2). Note that a 𝑘-star has exactly 𝑘 edges: [𝑝, 𝑎𝑗] for 𝑗 = 1,… , 𝑘,
where 𝑝 is the center and 𝑎𝑗 ∈ 𝜕 .
Let (𝐹, 𝑅) be a tree mapping scheme with compatible local degrees such that 𝐹 is piecewise

linear compatible with the local degree. Then 1 − 0 is a finite union of open subtrees 𝑘 with
𝜕𝑘 ⊆ 0. We denote the union by

Ω =
𝑛⋃
𝑘=1

𝑘.

We say that Ω is star-shaped if each closure of the component 𝑘 is star-shaped. In this case, 1
is the union of 0 and the centers of 𝑘.
Assume thatΩ is star-shaped. Let be a component ofΩwith center 𝑝. We say (𝐹, 𝑅) extends

to a branched covering on  if there exists a component  of Ω with center 𝑝′, a rational map
𝑅𝑝 ∶ ℂ̂𝑝 ⟶ ℂ̂𝑝′ so that

∙ 𝐹(𝜕 ) = 𝜕 ;
∙ 𝐹 extends to a piecewise linear map 𝐹 ∶  ⟶ that is compatible with the local degree;
∙ Ξ𝑝 = 𝑅−1𝑝 (Ξ𝑝′).

Since the components are star-shaped, the extension of the tree map 𝐹 is uniquely determined.
We remark that the second condition implicitly implies that 𝑅𝑝 is compatible with the tangent
map of 𝐹 at 𝑝, and has compatible local degrees with 𝑅. The last condition simply says that is
the ‘full preimage’ of .
We say a component ofΩ escapes 1, or is an escaping component if there exist 𝑣 ∈ 0 and

an exposed point 𝑧𝑣 ∈ ℂ̂𝑣 − Ξ𝑣 such that

∙ 𝐹(𝜕 ) = 𝑣;
∙ For any 𝑎 ∈ 𝜕 and 𝑧𝑎 ∈ Ξ𝑎 ⊆ ℂ̂𝑎 corresponding to the edge adjacent to 𝑎 in , 𝑅(𝑧𝑎) = 𝑧𝑣.

Post-critically finite hyperbolic tree mapping schemes

We are now able to define post-critically finite hyperbolic tree mapping schemes:

Definition 2.2. Let (𝐹, 𝑅) be a tree mapping scheme from (0, ℂ̂
0 ) to (1, ℂ̂1 ). LetΩ = 1 − 0.

It is said to be post-critically finite hyperbolic if:

(i) 𝑅 has compatible local degrees.
(ii) 𝐹 is piecewise linear compatible with the local degree.
(iii) (Extension on Ω) Ω is star-shaped, and for any component of Ω, either
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(a)  is an escaping component; or
(b) (𝐹, 𝑅) extends to a branched covering on .
Moreover, every component of Ω is eventually mapped to an escaping component.

(iv) (Hyperbolicity and post-critical finiteness for exposed critical points) For any exposed critical
point 𝑧 ∈ 𝐸𝐶(𝑅), 𝑧 has an exposed orbit and is eventually mapped to a periodic exposed crit-
ical cycle.

(v) (Hyperbolicity and post-critical finiteness forΩ) For any escaping component ofΩ, 𝑎 ∈ 𝜕
and 𝑧𝑎 ∈ Ξ𝑎 ⊆ ℂ̂𝑎 associated to the edge adjacent to 𝑎 in , 𝑅(𝑧𝑎) has an exposed orbit and
is eventually mapped to a periodic exposed critical cycle.

(vi) (Hyperbolicity for the tree map) The non-escaping set

 =
∞⋂
𝑛=0

𝐹−𝑛(0)

is totally disconnected.

We remark that the extension of (𝐹, 𝑅) to  is not canonical. See more in the discussion after
Proposition 4.8.
Given a post-critically finite hyperbolic tree mapping scheme (𝐹, 𝑅), there is a natural way to

define the degree of (𝐹, 𝑅). If 𝑣 ∈ 0, 𝑛𝑐(𝑣) is the number of exposed critical points counted mul-
tiplicities at 𝑣. If  is an escaping component, 𝑛𝑐( ) =

∑
deg𝑧𝑥 𝑅𝑥 where 𝑥 ∈ 𝜕 and 𝑧𝑥 ∈ ℂ̂𝑥

corresponds to the adjacent edge in . Otherwise, 𝑛𝑐( ) is the number of exposed critical points
countedmultiplicities at the center of for any extension of the treemapping scheme. The degree
of (𝐹, 𝑅) is

deg(𝐹, 𝑅) = (
∑

𝑛𝑐(𝑣) +
∑

𝑛𝑐( ) + 2)∕2.

Note that it is not hard to verify that this degree is always a natural number. It also follows imme-
diately from Theorem 1.2 and the following discussion.

Remarks on the conditions

Before studying properties for such tree mapping schemes, we will give intuitions behind each of
the six conditions.
Let 𝑓 be a hyperbolic rational map with finitely connected Fatou set. We shall prove later that

each vertex 𝑣 ∈ 0 corresponds to some pre-periodic Julia component 𝐾𝑣, and the length of the
edge corresponds to the modulus between the two components. The exposed critical points cor-
respond to the critical points in the disk Fatou components. Each component of Ω corresponds
to a critical or post-critical multiply connected Fatou component or a multiply connected Fatou
component that separates the critical and post-critical points in three or more components.
The first two conditions in the definition come from the usual relations onmoduli for coverings

between annuli. The condition (iii) is a direct translation of the dynamics on the corresponding
Fatou components. The conditions (iv) and (v) follow from the hyperbolicity and the fact that as
we stretch the rational map 𝑓, the post-critical set is buried deeper and deeper in the Fatou set.
The last hyperbolicity condition for the tree map comes from the Grötzsch’s inequality for the
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moduli of annuli. It is related to the necessary condition in Thurston’s theory on rational maps
(see appendix B in [23]). See Section 3 for more discussions.
The number 𝑛𝑐(𝑣) is the number of critical points in the disk Fatou components whose bound-

aries are contained in the Julia component 𝐾𝑣, and 𝑛𝑐( ) is the number of critical points in
the corresponding multiply connected Fatou component 𝑈. Thus, deg(𝐹, 𝑅) equals the degree
of 𝑓.

Properties of hyperbolicity and post-critical finiteness

The following proposition follows directly from the definition and is worth mentioning.

Proposition 2.3. Let (𝐹, 𝑅) be a post-critically finite hyperbolic tree mapping scheme, then

(1) The non-escaping set  ≠ ∅.
(2) If 𝑎 ∈ 0 is a periodic point of period 𝑝, then 𝑅𝑝|ℂ̂𝑎 is post-critically finite and hyperbolic.
Proof. For the first statement, we note that by conditions (iv), (v) and (vi), there exist periodic
exposed critical points. Hence some point in 0 is periodic, so  ≠ ∅.
For the second statement, let 𝑧 ∈ ℂ̂𝑎 be a critical point of 𝑅𝑝|ℂ̂𝑎 . If 𝑧 is exposed, then it is even-

tually mapped to a periodic critical point by (iv). Otherwise, 𝑧 ∈ Ξ.
There are two cases: Either it is eventually mapped outside of Ξ or it is eventually periodic as

Ξ is finite. In the first case, 𝑧 must be first mapped to some point 𝑤 corresponding to an edge in
Ω, so it is eventually mapped to a periodic critical point by (v). In the second case, after passing
to an iterate if necessary, let 𝑤 ∈ ℂ̂𝑎 be the fixed point in Ξ that 𝑧 is eventually mapped to. The
point 𝑤 must be a critical point, as otherwise, the edge 𝑒 associated to 𝑤 would be fixed by 𝐹𝑝
by (i) and (ii). Then the non-escaping set is not totally disconnected, thus violates condition (vi).
Hence, 𝑅𝑝|ℂ̂𝑎 is post-critically finite and hyperbolic. □

The totally disconnectedness condition can be checked by a finite procedure using the following
proposition:

Proposition 2.4. Let (𝐹, 𝑅) be a tree mapping scheme satisfying the first two conditions in Defini-
tion 2.2. Then the non-escaping set  =

⋂∞
𝑛=0 𝐹

−𝑛(0) is totally disconnected if and only if for any
edge 𝑒 ∈ 0, there exists 𝑘 ∈ ℕ such that 𝐹𝑘(𝑒) is not contained in 0.

Proof. It is clear that if the non-escaping set is totally disconnected, then every edge is eventually
mapped out of 0.
To see the converse, we will prove by contradiction. Assume for contradiction that  is not

totally disconnected, then there exists a non-trivial closed interval 𝐼 that is non-escaping, that
is, 𝐼, 𝐹(𝐼), 𝐹2(𝐼), … all lie in 0. We assume that 𝐼 is maximal in the sense that there is no other
non-escaping closed interval  strictly containing 𝐼.
We claim that 0 intersects ∪∞𝑘=0𝐹

𝑘(𝐼). Indeed, otherwise, all intervals are strictly contained in
edges of 0. Since𝐹 is piecewise linear compatiblewith the local degree and𝐹 is injective on edges,
the length of 𝐹𝑘(𝐼)s are non-decreasing. This implies that either 𝐼 is eventually periodic, or 𝐹𝑖(𝐼)
intersects𝐹𝑗(𝐼) for some 𝑖 < 𝑗. In the first case, we denote the pre-period by 𝑙. Then𝐹𝑙(𝐼) is strictly
contained in some edges and periodic, so we can enlarge 𝐹𝑙(𝐼) so that it remains periodic, and
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hence non-escaping. By taking preimages,we can also enlarge 𝐼, which contradicts themaximality
of 𝐼. Similarly, in the second case, let 𝑖 < 𝑗 so that 𝐹𝑖(𝐼) intersects 𝐹𝑗(𝐼), then 𝐹𝑖(𝐼) ∪ 𝐹𝑗(𝐼) is still
non-escaping and strictly contained in an edge. Take the 𝑖th preimage of 𝐹𝑖(𝐼) ∪ 𝐹𝑗(𝐼) containing
𝐼, we get a larger non-escaping set, which contradicts the maximality of 𝐼.
Therefore, by taking iterates and restricting to a smaller interval, we may assume that 𝐼 =

[𝑎, 𝑏] ⊆ 𝑒 ∈ 𝐸0 with 𝑎 ∈ 0. Since there are only finitely many vertices and edges, by taking fur-
ther iterates, wemay assume that there exists 𝑝 so that 𝐼 ⊆ 𝐹𝑝(𝐼). If 𝐼 is strictly contained in 𝐹𝑝(𝐼),
then 𝐹𝑝 has derivative at least 2 on 𝑒 so there exists 𝑘 so that 𝐹𝑘(𝐼) contains the edge 𝑒. This con-
tradicts the premise that the edge 𝑒 eventually maps out of 0. Otherwise, 𝐼 = 𝐹𝑝(𝐼), then 𝐹𝑝 has
derivative 1 on 𝑒, so 𝑒 is a periodic edge. This is also a contradiction. Therefore, the non-escaping
set  is totally disconnected. □

Irreducible tree mapping schemes

Given a post-critically finite hyperbolic tree mapping scheme, one can get different but dynam-
ically equivalent tree mapping schemes by introducing more vertices or branches on the tree by
taking preimages, or more ‘gaps’ inΩ. To get rid of these ambiguities, we introduce the notion of
irreducible tree mapping schemes.
Let be a component ofΩwith center𝑝.We say is critical if 𝑛𝑐( ) ⩾ 1.We say a component

 of Ω is primitive if there is no component of Ωwith 𝐹() =  under the extension.
Let  ⊆ 0 be the smallest forward invariant set containing vertices 𝑣 with 𝑛𝑐(𝑣) ⩾ 1 and the

boundaries of critical components ofΩ. Let  ⊆ 0 be the smallest forward invariant set contain-
ing 𝜕Ω and .
Let 1 be the set of branch points of 1. For reasons that will become apparent later, we say a

vertex 𝑣 ∈ 1 is a Julia branched point if 𝑣 ∈  , and is a Fatou branch point otherwise.We denote
this partition as

1 ∶= 𝐽1 ∪ 𝐹1 .

Definition 2.5. Let (𝐹, 𝑅) be a post-critically finite hyperbolic tree mapping scheme. It is said to
be irreducible if

(1) 1 is the convex hull of ;
(2) 0 =  ∪ 𝐽1;
(3) Every primitive component of Ω is either critical or contains a branch point in 𝐹1 .

By construction, 0 is forward invariant. By deleting the additional vertices (and their associ-
ated edges if the vertices are ends) and inductively using the extension to fill in those primitive
components of Ω that neither contain critical points nor branch points, any post-critically finite
hyperbolic tree mapping scheme (𝐹, 𝑅) can be reduced to a unique irreducible one.

Limits of rational maps as tree mapping schemes

Tree mapping schemes appear as more general limits of rational maps (cf. Section 4 in [3]).
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F IGURE 3 . 1 The tree map for the Cantor circle example on the left

Definition 2.6. Let (𝐹, 𝑅) be a treemapping scheme from (0, ℂ̂
0 ) to (1, ℂ̂1 ). A family of rescal-

ings𝑀𝑎,𝑛 ∈ PSL2(ℂ) for 𝑎 ∈ 1 is said to represent the vertices if for all 𝑎 ≠ 𝑏 ∈ 1,

𝑀−1
𝑏,𝑛◦𝑀𝑎,𝑛(𝑧) → 𝜉𝑎(𝑣𝑏)

compactly away from a single point, where 𝑣𝑏 ∈ 𝑇𝑎1 is the tangent vector in the direction of 𝑏.
A sequence 𝑓𝑛 of degree 𝑑 rational maps is said to converge to (𝐹, 𝑅) if there exist rescalings

𝑀𝑎,𝑛 ∈ PSL2(ℂ) representing 𝑎 ∈ 1 such that

𝑀−1
𝐹(𝑎),𝑛

◦𝑓𝑛◦𝑀𝑎,𝑛(𝑧) → 𝑅𝑎(𝑧)

compactly on ℂ̂𝑎 − Ξ𝑎 for all𝑎 ∈ 0.We shall call𝑅𝑎 the rescaling limits of𝑓𝑛 from𝑀𝑎,𝑛 to𝑀𝐹(𝑎),𝑛.

Since there is no convenient normal form for the conjugacy classes of rational maps, the rescal-
ings 𝑀𝑎,𝑛 are regarded as dynamically appropriate normalizations of 𝑓𝑛. A family of rescalings
represents the vertices means that the rescalings are compatible with the tree structure 1: when
𝑎, 𝑏 are adjacent, the Riemann sphere ℂ̂𝑏 is ‘glued’ to ℂ̂𝑎 at the marked point 𝜉𝑎(𝑣𝑏) ∈ Ξ𝑎 ⊆ ℂ̂𝑎.

3 EXAMPLES OF TREEMAPPING SCHEMES AND RESCALING
LIMITS

Before diving into the proof of the theorems, we shall first see some examples of hyperbolic ratio-
nal maps with finitely connected Fatou set, and how the tree mapping schemes arise for these
examples. To simplify the notations and graphs, we shall omit the centers of a component  of
Ω, that is, we shall only label the vertices in 0.

Hyperbolic rational maps with a Cantor set of circles

The first example of rational map with non-degenerate buried Julia component was introduced
by McMullen in [22]. In that paper, McMullen shows that for all sufficiently large 𝑛, the Julia set
of the rational map 𝑓𝑛(𝑧) = 𝑧2 + 1

𝑛𝑧3
is homeomorphic to a Cantor set times circle. The associated

tree map for 𝑓𝑛(𝑧) = 𝑧2 + 1
𝑛𝑧3

is described in Figure 3.1. 1 = [𝐴,𝐴′], 0 = [𝐴, 𝐵] ∪ [𝐵′, 𝐴′], 1 =



HYPERBOLIC RATIONAL MAPS 513

F IGURE 3 . 2 All three hyperbolic rational maps have the same tree map as in Figure 3.1. 𝑅𝐴→𝐴 is the only
difference in these examples. The first two examples are of degree 5, and have exactly one exposed critical
periodic cycle (fixed point∞𝐴 in the first example, and period 2 cycle∞𝐴 → 1𝐴 in the second example); the last
example is of degree 6, and has two exposed critical periodic cycles (fixed points∞𝐴 and

√
2𝑖𝐴)

{𝐴,𝐴′, 𝐵, 𝐵′}. The map 𝐹 sends [𝐴, 𝐵] [𝐴′, 𝐵′] homeomorphically onto [𝐴,𝐴′] by expanding with
factors 2 and 3, respectively.
It is already observed in [22] the connection with the tree map (see Figure 3.1): For sufficiently

large 𝑛, there exists a cylinder  containing two cylinders 1 and 2, which are mapped to 

via degrees 2 and 3 covering maps, respectively. The boundaries of 1 and 2 in Figure 3.1 are
labeled so that 𝐶𝑎 is mapped to 𝐶𝑏 if 𝑎 is sent to 𝑏 by the tree map 𝐹.
We mark the Riemann spheres so that the tangent vector pointing toward (respectively, away

from) 𝐴 corresponds to ∞ (respectively, 0). Under this marking, the rational mapping scheme
associated to 𝑓𝑛 is

𝑅𝐴→𝐴(𝑧) = 𝑅𝐵→𝐴′(𝑧) = 𝑧2,

𝑅𝐴′→𝐴(𝑧) = 𝑅𝐵′→𝐴′(𝑧) =
1
𝑧3
.

The rescaling limits appear explicitly in this setting. If we choose the rescalings as 𝑀𝐴,𝑛(𝑧) =
𝑧, 𝑀𝐵,𝑛(𝑧) = 𝑛−1∕6𝑧, 𝑀𝐵′,𝑛(𝑧) = 𝑛−2∕9𝑧 and 𝑀𝐴′,𝑛(𝑧) = 𝑛−1∕3𝑧, then it is easy to check that the
corresponding rescaling limits give the rational mapping scheme.
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F IGURE 3 . 3 (A) The tree map with a quadruply connected critical Fatou component. Each edge is of unit
length and 𝐹 sends red (blue) points to red (blue, respectively) points. (B) The Julia set of hyperbolic rational map
realizes 𝐹 on the right. The algebraic formula is 𝑓𝑛(𝑧) = 𝑧3 + 1

(𝑛2𝑧)3
+ 1

(𝑛2𝑧−𝑛)3
+ 1

(𝑛2𝑧+𝑛)3
for sufficiently large 𝑛

There are many different post-critically finite hyperbolic tree mapping schemes supported on
this tree map. If we fix 𝑅𝐵→𝐴′(𝑧) = 𝑧2 and 𝑅𝐴′→𝐴(𝑧) = 𝑅𝐵′→𝐴′(𝑧) =

1
𝑧3
and only change 𝑅𝐴→𝐴,

then the conditions on hyperbolicity and post-critical finiteness are equivalent to

(1) 𝑅𝐴→𝐴 is a post-critically finite hyperbolic map.
(2) 0𝐴 is a degree 2 critical fixed point of 𝑅𝐴→𝐴.
(3) The orbits of all other critical points of 𝑅𝐴→𝐴 are disjoint from 0𝐴.
(4) ∞𝐴 is pre-periodic to some super attracting periodic cycle other than 0𝐴.

The Julia sets with different 𝑅𝐴→𝐴 can have drastically different shapes (see Figure 3.2). We men-
tion that the annulus is visible in all three examples of Figure 3.2. In the first two examples, the
closure of  contains the Julia set. In the third example, there are infinitely many Julia compo-
nents that are outside of , in fact, there are infinitely many periodic Julia components that are
outside of . However,  contains all non-degenerate periodic Julia components except for the
one that intersects 𝜕.
From the algebraic formulae provided in the captions of Figure 3.2, it is easy to construct the

explicit rescaling limits. We remark that this is how we find the algebraic formulae for all the
figures in this paper.
A direct generalization of theMcMullen family is the sequence 𝑓𝑛(𝑧) = 𝑧𝑑1 + 1

𝑛𝑧𝑑2
. In order for

𝑓𝑛 to lie in the same hyperbolic component for all sufficiently large 𝑛, it is important that
1
𝑑1
+

1
𝑑2
< 1 [11]. This condition follows from the Grötzsch’s inequality for the corresponding annuli as

in Figure 3.1, and is equivalent to the hyperbolicity condition of the tree map. The left-hand side
1
𝑑1
+ 1

𝑑2
can also be constructed as the spectral radius 𝜆(Γ) of the Thurston’s matrix for some curve

system Γ, and the inequality can be interpreted as the classification of 𝜆(Γ) = 1 (see Theorem B.4
in [23]).

Examples of 𝒌-thly connected Fatou component

Examples with 𝑘-thly connected Fatou component can be constructed similar as in the previous
examples. Consider 1, and 0 as in Figure 3.3. For any 𝑗 = 0, 1, 2, 3, 𝐹 sends [𝐴𝑗, 𝐵𝑗] homeomor-
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phically onto [𝐴0, 𝐴3] via expanding expanding with factor 3. A particular example of hyperbolic
rational map with tree map 𝐹 is also given in Figure 3.3.

Other examples

We refer the readers to Figures 1.1, 1.2, 7.2, 7.3, 7.5 and 7.6 for more examples.

4 FROMRATIONALMAP TO TREEMAPPING SCHEME

In this section, we will explain how post-critically finite hyperbolic tree mapping schemes arise
as limit of stretch of hyperbolic rational map.

4.1 Quasiconformally stretching

We shall first introduce the construction of quasiconformal stretch for a hyperbolic rational map.
To start the discussion, we review some definitions.

Quasiconformal maps

Let 𝑈 ⊆ ℂ̂. Let 𝐾 ⩾ 1, and set 𝑘 = 𝐾−1
𝐾+1

. A map 𝜙 ∶ 𝑈 ⟶ 𝜙(𝑈) is called 𝐾-quasiconformal if

(1) 𝜙 is a homeomorphism;
(2) the partial derivatives 𝜕𝑧𝜙 and 𝜕𝑧̄𝜙 exist in the sense of distributions and belong to 𝐿2𝑙𝑜𝑐 (that

is, are locally square integrable);
(3) and satisfy |𝜕𝑧̄𝜙| < 𝑘|𝜕𝑧𝜙| in 𝐿2𝑙𝑜𝑐.
A map 𝑓 ∶ 𝑈⟶ 𝑓(𝑈) is called 𝐾-quasiregular if 𝑓 = g◦𝜙, where 𝜙 is quasiconformal and g
is holomorphic.
The following well-known result known as Shishikura’s principle (see Lemma 1 in [31] or

Proposition 5.2 and Corollary 5.4 in [4]):

Proposition 4.1. Let 𝑓 ∶ ℂ̂⟶ ℂ̂ be a proper 𝐾-quasiregular map. Let 𝑈 ⊆ ℂ̂ be an open set.
Assume that

(1) 𝑓 is holomorphic in ℂ̂ − 𝑈;
(2) there exists𝑁 such that 𝑓𝑗(𝑈) ∩ 𝑈 = ∅ for all 𝑗 ⩾ 𝑁.

Then 𝑓 is quasiconformally conjugate to a rational map.

Linear stretch of an annulus and a disk

Let 𝑠 < 𝑟 ⩽ 1, and let 𝐴𝑟(𝑠) denote the round annulus 𝐵(0, 𝑟) − 𝐵(0, 𝑠). Given two round annuli
𝐴𝑟(𝑠) and 𝐴𝑟(𝑠′), we define a linear stretch between them as

𝜓𝑟,𝑠→𝑠′ ∶ 𝐴𝑟(𝑠)⟶ 𝐴𝑟(𝑠
′)

(𝜌, 𝜃) ↦

(
𝑟 − 𝑠′

𝑟 − 𝑠
𝜌 +

𝑠′ − 𝑠
𝑟 − 𝑠

𝑟, 𝜃

)
,
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where (𝜌, 𝜃) is the polar coordinate. We can extend the map continuously to unit disks 𝜓𝑟,𝑠→𝑠′ ∶
Δ⟶ Δ by setting

𝜓𝑟,𝑠→𝑠′(𝑧) =

{
𝑠′

𝑠
𝑧 if 𝑧 ∈ 𝐵(0, 𝑠)

𝑧 if 𝑧 ∈ Δ − 𝐵(0, 𝑟)
.

Note that 𝜓𝑟,𝑠→𝑠′ is 𝐾-quasiregular, where 𝐾 = max{ log 𝑠
log 𝑠′

, log 𝑠
′

log 𝑠
}.

Stretch of a hyperbolic rational map

Let 𝑓 be a hyperbolic rational map with finitely connected Fatou set. By the Riemann–Hurwitz
formula and the classification of Fatou components, this is equivalent to saying every periodic
Fatou component is a disk.
Let𝐷 be a disk Fatou component. Let 𝜙𝐷 ∶ Δ⟶ 𝐷 be a Riemannmapping appropriately nor-

malized (see [26]). Since𝑓 is hyperbolic, there exist 𝑠 < 𝑟 < 1 so that for any disk Fatou component
𝐷,

∙ no post-critical points are in 𝜙𝐷(Δ − 𝐵(0, 𝑠)); and
∙ 𝜙𝐷(𝐵(0, 𝑟) − 𝐵(0, 𝑠)) is not recurrent.

We construct 𝑓𝑛 ∶ ℂ̂⟶ ℂ̂ by replacing 𝑓 on any component of 𝑈 ⊆ 𝑓−1(𝐷) of a preimage of
a post-critical disk Fatou component 𝐷 by

𝑓𝑛|𝑈 ∶= 𝜙𝐷◦𝜓𝑟,𝑠→𝑒−𝑛◦𝜙
−1
𝐷 ◦𝑓|𝑈.

For all sufficiently large 𝑛,𝑓𝑛 is 𝑛∕ log 𝑠-quasiregular. Since𝜙𝐷(𝐵(0, 𝑟) − 𝐵(0, 𝑠)) are not recurrent,
by Shishikura’s principle (Proposition 4.1), 𝑓𝑛 is quasiconformally conjugate to a rational map 𝑓𝑛.
We will call such construction a quasiconformal stretch or a stretch for short.
By construction, the separations of the post-critical set and the boundaries of Fatou compo-

nents are going to infinity. Thus, if the Julia set 𝐽(𝑓) is connected, the stretch 𝑓𝑛 converges to the
corresponding post-critically finite hyperbolic rational map 𝑓0.
In the next few subsections, we shall prove that in general, 𝑓𝑛 converges to a post-critically

finite hyperbolic tree mapping scheme (𝐹, 𝑅). We will construct the tree map 𝐹 in Section 4.2,
and the rational mapping schemes are constructed Section 4.3. Finally, the proof of Theorem 1.1
is given in Section 4.4.

4.2 Tree map from the Shishikura tree

In this subsection, we construct the tree map for 𝑓. Let 𝑈1,… ,𝑈𝑘 be a list of multiply connected
Fatou components that are mapped to disk Fatou components 𝐷1,… ., 𝐷𝑘 under 𝑓. Here 𝐷𝑖 may
be the same as 𝐷𝑗 .
Let 𝐴(𝑠) = Δ − 𝐵(0, 𝑠). Since 𝜙𝐷𝑖 (𝐴(𝑠)) contains no post-critical points of 𝑓, the preimage

𝑓−1(𝜙𝐷𝑖 (𝐴(𝑠))) ∩ 𝑈𝑖 is a finite union of annuli 𝐴𝑖,1, … , 𝐴𝑖,𝑏𝑖 . Note that 𝑏𝑖 equals to the number
of boundary components of 𝑈𝑖 , and 𝑓 is a degree 𝑑𝑖,𝑗 covering between 𝐴𝑖,𝑗 and 𝜙𝐷𝑖 (𝐴(𝑠)) where
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F IGURE 4 . 1 An illustration of positions of𝒜,𝒰,𝒟. Here 𝐷,𝐷′ ∈ 𝒟, 𝑈 ∈ 𝒰 while 𝑈′,𝑈′′ ∉ 𝒰. The dark
grey annuli in the figures are elements of𝒜, while the light grey annuli are elements of𝒜 −𝒜

the degree 𝑑𝑖,𝑗 equals to the degree of covering 𝑓 on the corresponding boundary component of
𝑈𝑖 . We first define the collection of all preimages of these annuli as

𝒜 ∶= {𝑓−𝑙(𝐴𝑖,𝑗) ∶ 𝑖 = 1, … , 𝑘, 𝑗 = 1,… , 𝑏𝑖, 𝑙 ⩾ 0}.

Note that by construction, each annulus 𝐴 ∈ 𝒜 is contained in some multiply connected
Fatou component.
To get a finite combinatorial model, we first set up some notations. Let𝒰 be the list of critical

and post-critical multiply connected Fatou components and 𝒟 be the list of critical and post-
critical disk Fatou components. We denote

ℱ ∶= 𝒰 ∪𝒟

as the collection of all critical and post-critical Fatou components. We say a domain 𝐸 is sepa-
rating forℱ if there are a pair 𝑉,𝑊 ∈ ℱ and a pair of points 𝑥 ∈ 𝑉, 𝑦 ∈ 𝑊 that are in different
components of ℂ̂ − 𝐸. Note that by the above convention, any annulus 𝐴 ∈ 𝒜 that is contained
in 𝑈 ∈ 𝒰 is separating. We consider the sub-collection

𝒜 ∶= {𝐴 ∈ 𝒜 ∶ 𝐴 is separating forℱ}.

From this collection of annuli𝒜, one can construct a metric tree, known as the Shishikura tree
first introduced in [32]. We briefly summarize the construction here and refer the readers to [32]
for details (Figure 4.1).
Let 𝐴 be an annulus, we define 𝐴[𝑧] = 𝜙𝐴({𝜁 ∶ |𝜁| = |𝜙−1

𝐴
(𝑧)|}) for 𝑧 ∈ 𝐴, where 𝜙𝐴 is any

uniformizingmap of a round annulus centered at 0 to𝐴. Note that each𝐴[𝑧] is a Jordan curve.We
denote the annulus𝐴(𝑥, 𝑦) = {𝑧 ∈ 𝐴 ∶ 𝐴[𝑧] separates 𝑥 and 𝑦}. Now for any two points 𝑥, 𝑦 ∈ ℂ̂,
we define a pseudo-metric

𝑑(𝑥, 𝑦) =
∑
𝐴∈𝒜

𝑚(𝐴(𝑥, 𝑦)),
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where 𝑚(𝐴(𝑥, 𝑦)) is the modulus of the annulus 𝐴(𝑥, 𝑦). This pseudo-metric defines an equiv-
alence relation: 𝑥 ∼𝒜 𝑦 if 𝑑(𝑥, 𝑦) = 0. The quotient of ℂ̂ by this equivalence relation ∼𝒜 gives a
finite metric tree 1. Let us denote the continuous projection by 𝜋 ∶ ℂ̂⟶ 1. From our construc-
tion,

∙ if 𝐾 is a Julia component, then 𝜋(𝐾) is a single point;
∙ if 𝐷 is a disk Fatou component, then 𝜋(𝐾) is a single point;
∙ if 𝑈 is a separating multiply connected component forℱ, then 𝜋(𝑈) is star-shaped;
∙ if 𝑈 is a non-separating multiply connected component forℱ, then 𝜋(𝑈) is a single point.

We remark that in the third case, if 𝜋(𝑈) is a 𝑘-star, then 𝑈 has at least 𝑘 boundary components,
and 𝜋(𝑈 −

⋃
𝒜) gives the center of the 𝑘-star.

The rational map 𝑓 ∶ ℂ̂⟶ ℂ̂ naturally induces a dynamics on 1 by

𝑓∗(𝑥) = 𝜋◦𝑓(𝜕𝜋−1(𝑥)),

where 𝜕𝜋−1(𝑥) is the boundary of 𝜋−1(𝑥) in ℂ̂ (see Theorem 3.6 in [31]). The induced map 𝑓∗ is
piecewise linear with integral derivative, butmay collapse some interval of 1 to a single point.We
are going to choose a subspace 0 ⊆ 1 as the domain, so that 𝑓∗ restricts to an expanding map.
Recall 𝑈1,… ,𝑈𝑘 is a list of multiply connected Fatou components that are mapped to disk

Fatou components under 𝑓. We first show that the map 𝑓∗ is locally injective on 𝜋(𝐴) for 𝐴 ∈ 𝒜
if 𝜋(𝐴) ⊆ 1 −

⋃𝑘
𝑗=1 𝜋(𝑈𝑗).

Lemma 4.2. Let 𝐴 ∈ 𝒜 be an annulus, then either

∙ 𝐴 ⊆ 𝑈𝑗; or
∙ 𝑓(𝐴) ∈ 𝒜.

In particular, if 𝐴 ∈ 𝒜 and 𝐴 ⊈ 𝑈𝑗 for all 𝑗 = 1,… , 𝑘, then 𝑓∗ is injective on 𝜋(𝐴).

Proof. If 𝐴 ⊈ 𝑈𝑖 for all 𝑖 = 1, … , 𝑘, then there exists 𝑙 ⩾ 1 so that 𝑓𝑙(𝐴) ∈ 𝑈𝑗 by construc-
tion. Suppose for contradiction that 𝑓(𝐴) ∉ 𝒜, then 𝑓∗ sends 𝜋(𝐴) to a single point 𝜋(𝑓(𝐴)).
Thus, 𝑓𝑙−1∗ sends the point 𝜋(𝑓(𝐴)) to an interval 𝜋(𝑓𝑙(𝐴)), which is a contradiction. Therefore,
𝑓(𝐴) ∈ 𝒜. □

Construction of 𝟎 ⊆ 𝟏

Let1 denote the set of branch points of 1.We call a branch point 𝑏 a Fatou branch point if𝜋−1(𝑏)
is contained in a Fatou component, and a Julia branch point otherwise. We denote this partition
by

1 ∶= 𝐹1 ∪ 𝐽1.

Let𝑈𝑏 be the Fatou component associated to a Fatou branch point. We denote 𝑘𝑏 as the small-
est integer so that 𝑓𝑘𝑏 (𝑈𝑏) ∈ 𝒰. Then in the same way as in the proof of Lemma 4.2, 𝑓𝑖(𝑈𝑏) is
separating forℱ for any 0 ⩽ 𝑖 ⩽ 𝑘𝑏. Let

Ω ∶= {𝜋(𝑈) ∶ 𝑈 ∈ 𝒰} ∪ {𝜋(𝑓𝑖(𝑈𝑏)) ∶ 𝑏 ∈ 𝐹1 , 0 ⩽ 𝑖 ⩽ 𝑘𝑏},
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thenΩ is a finite union of star-shaped open subtrees of 1. Each component = 𝜋(𝑈) ofΩ con-
tains a unique center 𝑐 = 𝜋(𝑈 −

⋃
𝒜). We denote the collection of all centers of Ω by Ω. We

define

0 = 1 − Ω.

Remark. Let be a component ofΩwith corresponding Fatou component𝑈. If𝑈 ∈ 𝒰, then

is a 𝑘-star if and only if𝑈 has 𝑘 boundary components, as there exists an annulus in𝒜 separating
any pair of boundary components of𝑈. By adding finitely many annuli𝐴 ∈ 𝒜 into the collection
𝒜 if necessary, we assume this also holds if 𝑈 ∉ 𝒰. Such a modification is needed for (𝐹, 𝑅) to
extend to a branched covering on 𝑈.

Simplicial structures of 𝟏

Let

 ∶= {𝜋(𝜕𝑈) ∶ 𝑈 ∈ ℱ},

and let

 =  ∪ 𝜕Ω.

Note that the points in − correspond to the boundary components of𝜋(𝑓𝑖(𝑈𝑏))where 𝑏 ∈ 𝐹1
such that 𝑓𝑖(𝑈𝑏) is not critical or post-critical. We define the vertex set

1 ∶=  ∪ 1 ∪ Ω = ( ∪ 𝐽1) ⊔ Ω,

and

0 ∶=  ∪ 𝐽1 = 1 ∩ 0.

From the definition, we see 1 = 0 ⊔ Ω.

Fibers for the vertices

For each component  of Ω, there is a corresponding multiply connected Fatou component 𝑈.
Let 𝑐 be the center of , we shall call

𝑈𝑐 ∶= 𝑈 −
⋃

𝒜 ⊆ 𝜋−1(𝑐),

the corresponding core of the Fatou component 𝑈.
We can assign a Julia component for every vertex 𝑥 ∈ 0.
Indeed, if 𝑥 ∈ , then by definition, there is a critical or post-critical Fatou component 𝑈 and

a component 𝑋 ⊆ 𝜕𝑈 such that 𝜋(𝑋) = 𝑥. 𝑋 is contained in some Julia component 𝐾𝑥, which
we call the corresponding Julia component of 𝑥. We note that the Julia component here is well-
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defined. If another critical or post-critical Fatou component 𝑈′ with component 𝑋′ ⊆ 𝜕𝑈′ satis-
fying 𝜋(𝑋′) = 𝑥, then 𝑋′ is also contained in 𝐾𝑥. As otherwise, 𝑋 and 𝑋′ are separated by some
separating Fatou components for ℱ, which is a contradiction as 𝜋(𝑋) = 𝜋(𝑋′). The same con-
struction also works for 𝑥 ∈ 𝜕Ω.
If 𝑥 ∈ 𝐽1 is a Julia branch point. Let 𝑒 be an edge adjacent to 𝑥, then either

∙ there exists an annulus 𝐴 ∈ 𝒜 with 𝐴 ⊆ 𝜋−1(𝑒) and a component 𝑋 ⊆ 𝜕𝐴 such that 𝑋 ⊆
𝜕𝜋−1(𝑥); or

∙ there exists a sequence of nested annuli 𝐴𝑖 ∈ 𝒜 with 𝐴𝑖 ⊆ 𝜋−1(𝑒) accumulating to 𝑋 ⊆
𝜕𝜋−1(𝑥).

Since 𝑥 is a Julia branch point, in either case, 𝑋 is contained in some Julia component 𝐾𝑥. The
same argument as above shows that 𝐾𝑥 is well-defined.
Let 𝐹 ∶ 0 ⟶ 1 be the restriction of induced map 𝑓∗. We prove the restriction gives a tree

map:

Proposition 4.3. The map 𝐹 ∶ (0,0)⟶ (1,1) is injective on edges.

Proof. Since 𝑓∗ is continuous (see Lemma 3.5 in [31]), 𝐹 is also continuous.
Let 𝑥 ∈ 0 be a vertex. If 𝑥 ∈ , then since the familyℱ is forward invariant, we see 𝐹(𝑥) ∈ 

as well. If 𝑥 ∈ 𝜕Ω, we see 𝐹(𝑥) ∈ 𝜕Ω ∪ by our construction. Thus, it remains to consider the
case 𝑥 ∈ 𝐽1 −. We claim that 𝐹(𝑥) is another branch point of 1, and hence 𝐹(0) ⊆ 1.

Proof of the claim. Let𝐾 be the corresponding Julia component of 𝑥. If 𝑓 ∶ 𝐾⟶ 𝑓(𝐾) has degree
1, then 𝐹 locally sends edges adjacent to 𝑏 to different edges adjacent to 𝐹(𝑥), so 𝐹(𝑥) is another
branch point.
Now consider the case 𝑓 ∶ 𝐾⟶ 𝑓(𝐾) has degree 𝑒 ⩾ 2. We say a component 𝐷 of ℂ̂ − 𝐾 is a

local critical component if𝑓|𝜕𝐷 has degree⩾ 2. The corresponding component𝐷′ of ℂ̂ − 𝑓(𝐾)with
boundary 𝑓(𝜕𝐷) will be called a local critical value component. We also say 𝐷 corresponds to an
edge 𝑒 if 𝜋−1(𝑒) ⊆ 𝐷. Since 𝑥 ∉ , we conclude that every local critical component𝐷 corresponds
to an edge adjacent to 𝑥. If there are three or more local critical value components, then 𝐹(𝑥)
is a branch point. Otherwise, there are exactly two local critical value components. As we can
extend 𝑓 to a branched covering of sphere of degree 𝑒, this means there are exactly two local
critical components by degree counting andRiemann–Hurwitz formula. Since 𝑥 is a branch point,
there is another component 𝐷 corresponding to some edge adjacent to 𝑥. By degree counting,
the component bounded by 𝑓(𝜕𝐷) is not a local critical value component, thus 𝐹(𝑥) is a branch
point. □

To see 𝐹 is injective on edges of 0, we first note that 0 contains all branch points and 𝜋(𝑐)
for all critical points 𝑐 of 𝑓. Thus, Theorem 3.6 in [31] implies that 𝐹 is linear on each edge. By
Lemma 4.2, 𝐹 is locally injective on each edges of 0, so 𝐹 is injective on the edges of 0. □
For future reference, we also have the following:

Proposition 4.4. 0 is forward invariant.

Proof. If 𝑥 ∈  , then 𝐹(𝑥) ∈  by construction. If 𝑥 ∈ 𝐽1, then 𝐹(𝑥) is again a branch point as in
the proof of Proposition 4.3. Note that 𝐹(𝑥) is not a Fatou branch point, thus 𝐹(𝑥) ∈ 𝐽1. So 0 is
forward invariant. □
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4.3 Rational mapping scheme from rescaling limits

In this subsection, we will construct a rational mapping scheme to the tree map 𝐹 ∶ 0 ⟶ 1.
This can be done by quasi-conformal surgery. Here, we present a different construction by taking
rescaling limit. Such a construction gives a hint on how to recover the rational map from the tree
mapping schemes.

Limits of rational maps

Let g𝑛 be a sequence of rational map of degree 𝑑, we say g𝑛 converges to g or g𝑛 → g if written
in homogeneous coordinate g𝑛 = (𝑃𝑛 ∶ 𝑄𝑛), we have (𝑃𝑛 ∶ 𝑄𝑛) → (𝑃 ∶ 𝑄) = (𝐻𝑝 ∶ 𝐻𝑞), where
𝐻 = gcd(𝑃, 𝑄) and g = (𝑝 ∶ 𝑞). Note that we allow the degree of g𝑛 to drop in the limit. A zero of
𝐻 is called a hole of g , and the set of zeros of𝐻 is denoted by(g).
It is well-known that if g𝑛 → g , then g𝑛 converges compactly to g on ℂ̂ −(g) (see Lemma 4.2

in [9]), and conversely, if g𝑛 converges compactly to g away from a finite set, then g𝑛 → g .
The strategy of constructing the rational mapping scheme is as follows: As we stretch the map,

the Julia components corresponding to the vertices in 0 are separated by longer and longer
annuli. Thus, we can extract the local dynamics on the Julia components by choosing appropriate
normalization and taking the limit.
To implement the strategy, we consider three cases: periodic points in 0, strictly pre-periodic

point in 0 and points in Ω. The fibers corresponding to these three cases are periodic (non-
degenerate) Julia components, strictly pre-periodic (non-degenerate) Julia components and the
cores of Fatou components.

Periodic Julia components

Let 𝑥0, … , 𝑥𝑝−1 ∈ 0 be periodic cycle of 𝐹. Let 𝐾 ∶= 𝐾𝑥0 be the corresponding Julia component
of𝑓. Since𝐾 is non-degenerate, that is, not a single point, there is a post-critically finite hyperbolic
rational map g𝐾 with conjugating dynamics on 𝐽(g𝐾) (see Section 5 in [22]). Let 𝑓𝑛 be a stretch for
𝑓. We will show the following:

Lemma 4.5. Let 𝑥0, … , 𝑥𝑝−1 ∈ 0 be periodic cycle of 𝐹. There exist rescalings𝑀𝑥0,𝑛
, … ,𝑀𝑥𝑝−1,𝑛

∈

PSL2(ℂ) so that𝑀−1
𝑥𝑖+1,𝑛

◦𝑓𝑛◦𝑀𝑥𝑖,𝑛
→ g𝑖 of degree ⩾ 1, and g𝐾 = g𝑝−1◦g𝑝−2◦… ◦g0.

Proof. We first assume that 𝑥 is a fixed point, thus 𝐾 is invariant under 𝑓. Let 𝐷 be a component
of ℂ̂ − 𝐾, then either

∙ 𝑓(𝐷) is a disk with boundary 𝑓(𝜕𝐷);
∙ 𝑓(𝐷) = ℂ̂.

Let𝐷 be a component with 𝑓(𝐷) = ℂ̂, and𝐷′ be the component bounded by 𝑓(𝜕𝐷). Let𝐷𝑛, 𝐷′𝑛 be
the corresponding disks for the stretch 𝑓𝑛. We are going to perform a particular quasiconformal
surgery to get 𝑆(𝑓𝑛) which restrict to a quasiregular branched covering between 𝐷𝑛 and 𝐷′𝑛.
Let𝐴 ⊆ 𝐷 be an annuluswith 𝜕𝐷 as one of its boundary component such that𝑓 ∶ 𝐴⟶ 𝑓(𝐴) is

a degree 𝑒 covering. Let𝐴𝑛 be the annulus associated to𝑓𝑛. Then by our construction, themodulus
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𝑚(𝐴𝑛) → ∞. Then there exists a sequence of 𝐿𝑛 ∈ PSL2(ℂ) so that 𝐿𝑛(𝐴𝑛) converges to ℂ∗. Con-
sider the annulus 𝐴̃ = 𝐵(0, 2) − 𝐵(0, 1

2
), then 𝐿−1𝑛 (𝐴̃) is well-buried in the annulus 𝐴𝑛, that is, the

modulus of each component 𝐴𝑛 − 𝐿−1𝑛 (𝐴̃) goes to infinity. Therefore, there exists 𝐿′𝑛 ∈ PSL2(ℂ)
such that 𝐿′𝑛◦𝑓𝑛◦𝐿

−1
𝑛 converges uniformly to 𝑧𝑒 on 𝐴̃. We now perform an interpolation of the

values between 𝑓𝑛 and 𝑧𝑒 on the two boundary components of 𝐴̃ and get the desired quasiregular
map 𝑆(𝑓𝑛). Note that in this way, 𝑆(𝑓𝑛) is (1 + 𝜖𝑛)-quasiregular with 𝜖𝑛 → 0.
Inductively, we perform such a surgery for all components 𝐷 with 𝑓(𝐷) = ℂ̂. Since each annu-

lus on which we perform the interpolation is mapped to an attracting periodic cycle of 𝑆(𝑓𝑛), so
by Shishikura’s principle (Proposition 4.1), 𝑆(𝑓𝑛) is quasiconformally conjugate by 𝜙𝑛 to some
rational map g𝑛.
By construction, g𝑛 is hyperbolic with conjugate dynamics on the Julia set as g𝐾 . The dynam-

ics on the Fatou components of g𝑛 converges to the post-critically fixed one, thus after possibly
composing the quasiconformal conjugacy 𝜙𝑛 with a sequence in PSL2(ℂ), we assume g𝑛 → g𝐾 .
Since 𝜙𝑛 is (1 + 𝜖𝑛)-quasiconformal with 𝜖𝑛 → 0, normalizing by 𝑀𝑛 ∈ PSL2(ℂ), we may

assume𝑀−1
𝑛 ◦𝜙𝑛 converges to the identitymap uniformly. Thus,𝑀−1

𝑛 ◦𝑆(𝑓𝑛)◦𝑀𝑛 → g𝐾 uniformly.
As each annulus on which we perform the interpolation is well-buried, it converges to a point

under the normalization 𝑀𝑛. Therefore, there exists a finite set 𝑆 so that for any compact set
Ω ⊆ ℂ̂ − 𝑆, there exists an𝑁 = 𝑁(Ω) so that𝑀−1

𝑛 ◦𝑆(𝑓𝑛)◦𝑀𝑛 = 𝑀−1
𝑛 ◦𝑓𝑛◦𝑀𝑛 for all 𝑛 ⩾ 𝑁. Thus,

𝑀−1
𝑛 ◦𝑓𝑛◦𝑀𝑛 converges compactly to g𝐾 away from this finite set 𝑆, so𝑀−1

𝑛 ◦𝑓𝑛◦𝑀𝑛 → g𝐾 .
More generally, if 𝑥 has period 𝑝, similar arguments as above give us 𝑝 sequences

𝑀0,𝑛, … ,𝑀𝑝−1,𝑛 ∈ PSL2(ℂ) so that 𝑀−1
𝑖+1,𝑛

◦𝑓𝑛◦𝑀𝑖,𝑛 → g𝑖 and the associated post-critically finite
rational map g𝐾 is decomposed into g𝐾 = g𝑝−1◦g𝑝−2◦… ◦g0. □

Let 𝑥0, … , 𝑥𝑝−1 ∈ 0 be periodic cycle of 𝐹. Fix a choice of rescalings𝑀𝑥𝑖,𝑛
for 𝑥𝑖 in Lemma 4.5.

The rescalings 𝑀𝑥𝑖,𝑛
give the coordinates for the Riemann sphere ℂ̂𝑥𝑖 . We will now assign the

markings 𝜉𝑥𝑖 ∶ 𝑇𝑥𝑖1 ↪ ℂ̂𝑥𝑖 . If 𝑒 is an edge adjacent to 𝑥𝑖 , then 𝜋
−1(𝑒) is contained in some com-

ponent𝐷 of ℂ̂ − 𝐾𝑖 . Let 𝐵 be a disk compactly contained in𝐷. Then themodulus of the associated
annuli𝐷𝑛 − 𝐵𝑛 for𝑓𝑛 is going to infinity. So𝑀−1

𝑥𝑖,𝑛
(𝐵𝑛) converges to a point 𝑧𝑒.We assign themark-

ing 𝜉𝑥𝑖 (𝑣𝑒) = 𝑧𝑒, and the rational mapping scheme

𝑅𝑥𝑖 = lim𝑀−1
𝑥𝑖+1,𝑛

◦𝑓𝑛◦𝑀𝑥𝑖,𝑛
∶ ℂ̂𝑥𝑖 ⟶ ℂ̂𝑥𝑖+1 .

It is easy to check the markings are compatible with the dynamics, and the holes are contained in
Ξ𝑥𝑖 = 𝜉𝑥𝑖 (𝑇𝑥𝑖1).

Strictly pre-periodic Julia components

Let 𝑥 ∈ 0 be a strictly pre-periodic point of 𝐹. Let 𝐾 ∶= 𝐾𝑥 be the corresponding Julia compo-
nent. By induction, we may assume 𝐹(𝑥) is a periodic point. Let 𝐾′ ∶= 𝐾𝐹(𝑥) be the associated
Julia component. Assume that 𝑓 ∶ 𝐾⟶ 𝐾′ has degree 𝑒.
Let 𝑀𝐹(𝑥),𝑛 be the rescaling for 𝐹(𝑥) constructed in Lemma 4.5. Then 𝑀−1

𝐹(𝑥),𝑛
(𝐾′𝑛) converges

to 𝐽(g𝐾′). Similarly to the proof of Lemma 4.5, we perform a surgery on each component 𝐷 of
ℂ̂ − 𝐾 with 𝑓(𝐷) = ℂ̂ to get 𝑆(𝑓𝑛), where 𝑆(𝑓𝑛) is a uncritical quasiregular covering between 𝐷𝑛
and 𝐷′𝑛, where 𝐷

′
𝑛 ⊂ ℂ̂ − 𝐾′𝑛 is bounded by 𝑓(𝜕𝐷𝑛). Unlike the previous case, we are not in the

dynamical setting, that is, we treat the domain and codomain differently. By pulling back the
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complex structure under 𝑆(𝑓𝑛), we get a sequence of degree 𝑒 rational maps

g𝑛 = 𝑀−1
𝐹(𝑥),𝑛

◦𝑆(𝑓𝑛)◦𝜙𝑛,

where 𝜙𝑛 is (1 + 𝜖𝑛)-quasiconformal with 𝜖𝑛 → 0. In the codomain, since the critical values 𝐵𝑛
of g𝑛 converges to the dynamical centers of each Fatou component of g ′𝐾 , so (ℂ̂, 𝐵𝑛) stay in the
bounded part of themoduli space of punctured spheres. Thus, by normalizing 𝜙𝑛 with a sequence
in PSL2(ℂ) if necessary, g𝑛 converges to a rational map g of the same degree 𝑒.
The same argument as in Lemma 4.5 gives 𝑀𝑥,𝑛 ∈ PSL2(ℂ) so that 𝑀−1

𝑥,𝑛◦𝜙𝑛 converges to the
identity map. Then𝑀−1

𝐹(𝑥),𝑛
◦𝑓𝑛◦𝑀𝑥,𝑛 → g .

We assign the rational mapping scheme

𝑅𝑥 ∶= lim𝑀−1
𝐹(𝑥),𝑛

◦𝑓𝑛◦𝑀𝑥,𝑛 ∶ ℂ̂𝑥 ⟶ ℂ̂𝐹(𝑥),

and define the marking on 𝜉𝑥 ∶ 𝑇𝑥1 ↪ ℂ̂𝑥 by pulling back the markings of ℂ̂𝐹(𝑥) using the ratio-
nal map g . By construction, the marking is compatible with the dynamics, and the holes are con-
tained in Ξ𝑥.

Cores of Fatou components

Let 𝑥 ∈ Ω represent a center of a component inΩ. Let𝑈𝑥 represent the core of corresponding
Fatou component, that is, 𝑈𝑥 = 𝜋−1(𝑥) −

⋃
𝒜. Let 𝑈𝑥,𝑛 be the corresponding core for 𝑓𝑛. Then

by construction, each 𝑈𝑥,𝑛 is conformally equivalent to 𝑈𝑥. Thus, there exists a rescaling𝑀𝑥,𝑛 ∈
PSL2(ℂ) so that𝑀−1

𝑥,𝑛(𝑈𝑥,𝑛) converges to 𝑈𝑥,∞ with the same number of boundary components.
To define the markings, if 𝑒 is an edge adjacent to 𝑥, then it corresponds to a component 𝐷

of ℂ̂ − 𝑈𝑥. In the same way, let 𝐵 be a disk compactly contained in 𝐷. Then the modulus of the
associated annuli 𝐷𝑛 − 𝐵𝑛 for 𝑓𝑛 is going to infinity, so𝑀−1

𝑥,𝑛(𝐵𝑛) converges to a point 𝑧𝑒.
We now prove the following:

Lemma 4.6. If 𝑈′ ∶= 𝑓(𝑈) is a multiply connected Fatou component, then (𝐹, 𝑅) extends to a
branched covering between and ′.

Proof. Note that𝑓 ∶ 𝑈⟶𝑈′ is a degree 𝑒 branched covering, thus𝑈′ is separating by Lemma4.2
and corresponds to a component  ′ of Ω. We can extend 𝐹 ∶  ⟶  ′ using the Shishikura’s
tree map 𝑓∗. Let 𝑀𝑥,𝑛 and 𝑀𝐹(𝑥),𝑛 be the two rescalings for 𝑥 and 𝐹(𝑥) given as above. Then
𝑀−1
𝐹(𝑥),𝑛

◦𝑓𝑛◦𝑀𝑥,𝑛 converges to a rational map g of degree 𝑒 compatible with the markings. □

Convergence to tree mapping schemes

Let (𝐹, 𝑅) be the tree mapping scheme constructed as above. Note that different choices in the
above construction give conjugate tree mapping schemes. By construction, we have

Lemma 4.7. The stretch 𝑓𝑛 converges to the tree mapping scheme (𝐹, 𝑅).
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Proof. Let 𝑎 ∈ 1. Let 𝑀𝑎,𝑛 ∈ PSL2(ℂ) be the rescalings constructed in Section 4.3. Since each
annulus that we perform the interpolation converges to a marked point in Ξ𝑎, the holes of 𝑅𝑎 =
lim𝑀−1

𝐹(𝑎),𝑛
◦𝑓𝑛◦𝑀𝑎,𝑛 are contained in Ξ𝑎. Thus 𝑀−1

𝐹(𝑎),𝑛
◦𝑓𝑛◦𝑀𝑎,𝑛 converges compactly to 𝑅𝑎 on

ℂ̂𝑎 − Ξ𝑎. It also follows from our definition that𝑀−1
𝑏,𝑛

◦𝑀𝑎,𝑛 converges to the constant map 𝜉𝑎(𝑣𝑏)
where 𝑣𝑏 ∈ 𝑇𝑎1 is the tangent vector in the direction of 𝑏. Thus,𝑓𝑛 converges to the treemapping
scheme (𝐹, 𝑅). □

4.4 Hyperbolic and post-critical finiteness

We shall now prove the following:

Proposition 4.8. The treemapping scheme (𝐹, 𝑅) is irreducible, post-critically finite and hyperbolic.
Moreover, if we start with a different map g in the same hyperbolic component of 𝑓, we get topo-

logically conjugate tree mapping schemes.

Proof. Let 𝑒 = [𝑥, 𝑦] be an edge in 0. Then there is a component 𝐷 of ℂ̂ − 𝐾𝑥 that corresponds
to 𝑒. The local degree at 𝑧𝑒 ∈ ℂ̂𝑥 for the rational mapping scheme 𝑅 equals to the degree of 𝑓|𝜕𝐷 .
Similarly, 𝑒 also corresponds to a component 𝐷′ of ℂ̂ − 𝐾𝑦 , and the local degree at 𝑧𝑒 ∈ ℂ̂𝑦 is the
degree of 𝑓|𝜕𝐷′ . Let 𝐴 = 𝐷 ∩ 𝐷′ be the annulus. By our construction, the projection 𝜋(𝑐) of any
critical point 𝑐 is contained in 0, so 𝐴 contains no critical points. Thus 𝑓 is a covering between
𝐴 and 𝑓(𝐴). In particular, (𝐹, 𝑅) satisfies condition (i). Condition (ii) also follows from the above
observation (see Theorem 3.6 in [31]).
To prove condition (iii) on extension, we note that any component  corresponds to some

multiply connected Fatou component 𝑈. Then either 𝑓(𝑈) is multiply connected or is a disk. In
the first case, (𝐹, 𝑅) extends to a branched covering by Lemma 4.6, and thus corresponds to case
(b) in condition (iii). It is easy to verify that the second case gives case (a) in condition (iii). The
moreover part comes from the fact that any multiply connected Fatou component is eventually
mapped to some disk Fatou component.
A critical point for the rational mapping scheme is exposed if and only if it corresponds to a

critical point in the disk Fatou component. On the other hand, given an edge 𝑒 adjacent to 𝑥,
the corresponding component 𝐷 of ℂ̂ − 𝐾𝑥 contains other Julia components, thus 𝐷 is not a disk
Fatou component for 𝑓. Therefore, conditions (iv) and (v) follow from dynamics on the associated
Fatou components for 𝑓. Since each annulus 𝐴 in𝒜 is eventually mapped inside of a disk Fatou
component, we conclude any edge of 0 is eventually mapped outside of 0, so condition (vi) is
satisfied by Proposition 2.4. By our construction, (𝐹, 𝑅) is irreducible.
If g is another map in the same hyperbolic component of 𝑓, then 𝑓 and g are quasiconfor-

mally conjugate near the Julia set. which gives the topological conjugacy between the tree map
schemes. □

We remark that the extension to a component of of Ω depends on the choice of the rational
map in the hyperbolic component we start with. Indeed, such a component  corresponds to a
Fatou component, and the dynamics on the Fatou set are in general not topologically conjugate
for two rational maps in the same hyperbolic component. This is the main reason why in the
definition of tree mapping schemes (𝐹, 𝑅), we only record the tree map 𝐹 and rational mapping
schemes 𝑅 on a sub-forest 0.
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Proof of Theorem 1.1. Combining Lemma 4.7 and Proposition 4.8, we have the result. □

5 FROM TREEMAPPING SCHEME TO RATIONALMAP

In this section, we show any irreducible post-critically finite hyperbolic tree mapping scheme
(𝐹, 𝑅) arises as such a limit by constructing a hyperbolic rational map whose stretch converges to
(𝐹, 𝑅).
The general idea for the construction is simple. Given a tree mapping scheme, we can thicken

the edges to long annuli and get a Riemann sphere ℂ̂ (Section 5.1). We construct a model map 𝑓
on ℂ̂ from the tree mapping scheme (Section 5.2). Since the tree mapping scheme is post-critically
finite hyperbolic, we show that the model map can be chosen to be holomorphic away from some
non-recurring open set 𝑈, and quasiregular on 𝑈. By Shishikura’s principle, the model map is
quasiconformally conjugate to a rational map 𝑓 (Section 5.3). By construction, it is easy to verify
the stretch of 𝑓 converges to (𝐹, 𝑅), and different choices of the construction give J-conjugate
rational maps (Section 5.4).

5.1 Riemann sphere from thickening the edges

Let (𝐹, 𝑅) be an irreducible post-critically finite hyperbolic treemapping scheme. Let𝑎 ∈ 0. Then
𝑎 is either periodic or strictly pre-periodic. If 𝑎 is periodic of period 𝑝, we define the Julia set 𝐽𝑎
as the Julia set of 𝑅𝑝|ℂ̂𝑎 . If 𝑎 is strictly pre-periodic with 𝐹𝑙(𝑎) periodic, we define the Julia set 𝐽𝑎
as the pull back of 𝐽𝐹𝑙(𝑎) by 𝑅𝑙|ℂ̂𝑎 . The complement ℂ̂𝑎 − 𝐽𝑎 will be called the Fatou set in ℂ̂𝑎.
Since each marked point is eventually mapped to a periodic critical cycle, there exists 𝑟0 > 0 so

that for any 𝑎 ∈ 0, and for any marked point 𝑧 ∈ Ξ𝑎 ⊂ ℂ̂𝑎 or any critical point 𝑧 ∈ ℂ̂𝑎,

𝑅𝑘|ℂ̂𝑎 (𝐵𝑆2(𝑧, 𝑟0))
is contained in the union of Fatou components of ℂ̂𝐹𝑘(𝑎) for all 𝑘. Here 𝐵𝑆2(𝑧, 𝑟0) is the ball of
radius 𝑟0 centered at 𝑧 with the standard spherical metric on 𝑆2 ≅ ℂ̂𝑎.
Let 𝑎 ∈ 1 and let

Π𝑎 ∶= ℂ̂𝑎 −
⋃
𝑧∈Ξ𝑎

𝐵𝑆2(𝑧, 𝑟0).

Shrink 𝑟0 if necessary, we may assume any exposed critical point or exposed post-critical point is
contained in Π𝑎.
Given an edge 𝑒 = [𝑎, 𝑏] of 1 of length 𝐿, we define

Π𝑒,𝑛 ∶= 𝐵(0, 1) − 𝐵(0, exp(−2𝜋𝑛𝐿))

as the round annulus of modulus 𝑛𝐿. The components of the boundary of Π𝑒,𝑛 are marked by
𝑎 and 𝑏. A point 𝑥 ∈ 𝑒 can be identified as a round circle centered at 0, denoted by 𝐶𝑥,𝑛 ⊆ Π𝑒,𝑛.
Indeed, if 𝑑(𝑎, 𝑥) = 𝐿1 and 𝑑(𝑥, 𝑏) = 𝐿2, then the circle 𝐶𝑥,𝑛 is the unique one that has modulus
𝑛𝐿1 and 𝑛𝐿2 to the boundary of Π𝑒,𝑛 associated to 𝑎 and 𝑏, respectively.
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F IGURE 5 . 1 The construction of Riemann sphere by ‘thickening’ the edges of the tree. The annulus Π𝑒,𝑛

for 𝑒 ∈ 𝐸1 becomes longer as 𝑛 → ∞, but Π𝑥 for 𝑥 ∈ 1 stays the same

Let 𝑒 = [𝑎, 𝑏] be an edge. We can glue Π𝑒,𝑛 with Π𝑎 along their boundaries (see Figure 5.1).
Assume without loss of generality that the boundary component 𝜕𝐵(0, 1) of Π𝑒,𝑛 corresponds to
𝑎. We can identify 𝐵𝑆2(𝑧, 𝑟0) with 𝐵(0, 1) by a Möbius transformation sending 𝑧 to 0. We fix such
an identification, which is unique up to post composing with a rotation.
By gluing all Π𝑎 and Π𝑒,𝑛 in this way, we get a complex manifold

ℂ̂Π,𝑛 =
⋃
𝑎∈1

Π𝑎 ∪
⋃
𝑒∈1

Π𝑒,𝑛.

By the uniformization theorem, ℂ̂Π,𝑛 is a Riemann sphere.
We remark that for 𝑎 ∈ 1, there are 𝜈(𝑎) different circles associated to 𝑎, corresponding to

𝜕Π𝑎. Since the circle domainΠ𝑎 stays the same for all 𝑛, the modulus of the annulus between any
pair of components of 𝜕Π𝑎 stays the same, in particular, is uniformly bounded. We make a choice
and let 𝐶𝑎,𝑛 = 𝐶𝑎 denote a particular boundary component of 𝜕Π𝑎.
Since the gluing maps are Möbius, round circles in Π𝑎 or Π𝑒,𝑛 are round circles in ℂ̂Π,𝑛. The

following lemma follows from our construction:

Lemma 5.1. There exists𝑀 > 0, so that for any 𝑛, and for any pairs 𝑥, 𝑦 ∈ 1 with 𝑑(𝑥, 𝑦) = 𝐿, the
modulus of the annulus 𝐴𝑛 between 𝐶𝑥,𝑛 and 𝐶𝑦,𝑛 in ℂ̂Π,𝑛 satisfies

𝑛𝐿 ⩽ 𝑚(𝐴𝑛) ⩽ 𝑛𝐿 +𝑀.

Proof. If both 𝑥, 𝑦 are in the same edge, then𝑚(𝐴𝑛) = 𝑛𝐿. In general, the largest round annulus
bounded by 𝐶𝑥,𝑛 and 𝐶𝑦,𝑛 has modulus bounded by 𝑛𝐿 +𝑀1 for some constant𝑀1. Since every
annulus with modulus not too small can be uniformly approximated by the round annulus (see
Theorem 2.1 in [23]), we conclude the result. □
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F IGURE 5 . 2 An illustration of the construction of 𝑓𝑛. Here Ω = (𝑎, 𝑓). In step 1, we define the map using
rational maps on the region bounded by the red arcs. In step 2, we define the map as holomorphic coverings on
the region bounded by the blue arcs. The interpolations in step 3 fill in the gaps on the edges of 0, and step 4 fill
in the gaps in Ω

Let 𝑒 = [𝑎, 𝑏] be an edge in 0. Since the non-escaping set  of the tree map 𝐹 ∶ 0 ⟶ 1 is
totally disconnected, we can further partition the edge 𝑒 = [𝑎, 𝑏] into alternating pieces

𝑎 ⩽ 𝛼1(𝑒) < 𝛽1(𝑒) ⩽ … ⩽ 𝛼𝑘𝑒 (𝑒) < 𝛽𝑘𝑒 (𝑒) ⩽ 𝑏

such that for each (𝛼𝑖(𝑒), 𝛽𝑖(𝑒)), there exists a 𝑞 ⩾ 0 and a component  of Ω = 1 − 0
so that 𝐹𝑞((𝛼𝑖(𝑒), 𝛽𝑖(𝑒))) ⊆  and 𝐹𝑞(𝛼𝑖(𝑒)), 𝐹𝑞(𝛽𝑖(𝑒)) ∈ 1. Moreover, we assume that image
𝐹([𝑎, 𝛼1(𝑒) + 𝛿𝑒]) (and 𝐹([𝛽𝑘𝑒 (𝑒) − 𝛿𝑒, 𝑏])) is contained in an edge of 1 for some 𝛿𝑒 > 0.
By adding the (finite) orbits of such small intervals (𝛼𝑖(𝑒), 𝛽𝑖(𝑒)) in the partition, wemay assume

that such intervals are forward invariant (whenever it is defined). More precisely, for any edge 𝑒
and 𝑖, either 𝐹((𝛼𝑖(𝑒), 𝛽𝑖(𝑒))) is contained in Ω or there exist 𝑒′ and 𝑖′ so that

𝐹((𝛼𝑖(𝑒), 𝛽𝑖(𝑒))) = (𝛼𝑖′ (𝑒
′), 𝛽𝑖′ (𝑒

′)).

5.2 The quasiregular model

We can now construct a quasiregular model map 𝑓𝑛 on ℂ̂Π,𝑛. The construction is done in four
steps. The idea is to construct the map on Π𝑎 using the rational map 𝑅𝑎, and then interpolate
along edges and the gaps Ω (see Figure 5.2).
Let us fix a small number 𝜖 > 0 so that [𝛼𝑖(𝑒), 𝛽𝑖(𝑒)] has length at least 4𝜖 for all 𝑒 and 𝑖. We also

assume 4𝜖 < 𝛿𝑒 for all 𝑒 and the length of each edge in 1 − 0 is at least 4𝜖.
Step 1: Let 𝑎 ∈ 0, we first define themap on a neighborhood ofΠ𝑎. LetΦ𝑎 ∶ ℂ̂𝑎 ⟶ ℂ̂Π,𝑛 and

Φ𝐹(𝑎) ∶ ℂ̂𝐹(𝑎) ⟶ ℂ̂Π,𝑛 be the conformal maps extending the inclusion maps of Π𝑎 and Π𝐹(𝑎) to
ℂ̂Π,𝑛. Let 𝑒1, … , 𝑒𝑘 be a list of edges of 1 adjacent to 𝑎. Assume that the local degree at the tangent
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vector associated to 𝑒𝑗 is 𝑑𝑗 . By switching the orientation of the edges, we assume 𝛼1(𝑒1), … , 𝛼1(𝑒𝑘)
are the closest points in the partition defined above to 𝑎. Let 𝑥𝑗 = 𝛼1(𝑒𝑗) + 𝜖∕𝑑𝑗 ∈ (𝛼1(𝑒𝑗), 𝛽1(𝑒𝑗)).
If 𝑥𝑗 ∈ 0, we let 𝑦𝑗 = 𝐹(𝑥𝑗) and 𝐶𝑦𝑗,𝑛 be the corresponding circle in ℂ̂Π,𝑛. Otherwise, 𝑥𝑗 ∈ 

for some component  of Ω. If 𝐹 extends geometrically to  , then we let 𝑦𝑗 = 𝐹(𝑥𝑗) and 𝐶𝑦𝑗,𝑛
be the corresponding circle in ℂ̂Π,𝑛. Otherwise, 𝑅𝑎(𝑧𝑗) = 𝑧𝑣 ∈ Π𝐹(𝑎) ⊆ ℂ̂𝐹(𝑎), where 𝑧𝑗 ∈ Ξ𝑎 cor-
responds to 𝑒𝑗 . We define 𝐶𝑦𝑗,𝑛 as the unique round circle in 𝐵𝑆2(𝑧𝑣, 𝑟0) centered at 𝑧𝑣 ∈ Π𝐹(𝑎) ⊆

ℂ̂Π,𝑛 so that the modulus of the annulus between 𝜕𝐵𝑆2(𝑧𝑣, 𝑟0) and 𝐶𝑦𝑗,𝑛 is 𝜖𝑛. For sufficiently
large 𝑛, there exists a component 𝐶̃𝑥𝑗,𝑛 of (Φ𝐹(𝑎)◦𝑓𝑎→𝐹(𝑎)◦Φ

−1
𝑎 )−1(𝐶𝑦𝑗,𝑛) that approximates 𝐶𝑥𝑗,𝑛.

More precisely, 𝐶̃𝑥𝑗,𝑛 and𝐶𝑥𝑗,𝑛 are contained in some annulus with boundedmodulus as essential
closed curves. Let Π𝑥1,…,𝑥𝑘,𝑛 ⊆ ℂ̂Π,𝑛 be the domain bounded by 𝐶̃𝑥𝑗,𝑛. We define

𝑓𝑛 = Φ𝐹(𝑎)◦𝑅𝑎◦Φ
−1
𝑎 ∶ Π𝑥1,…,𝑥𝑘,𝑛 ⟶ ℂ̂Π,𝑛.

Step 2:We now define the map on a collection of annuli on Π𝑒,𝑛 by appropriate holomorphic
coverings. More precisely, let 𝛼 < 𝛽 ⩽ 𝛼′ < 𝛽′ be adjacent partitions in the edge 𝑒 of 0. Let 𝑥 =
𝛽 − 𝜖∕𝑑𝑒 and 𝑦 = 𝛼′ + 𝜖∕𝑑𝑒, where 𝑑𝑒 = deg(𝑒). Let𝐴𝑛 be the annulus bounded by 𝐶𝑥,𝑛 and 𝐶𝑦,𝑛.
By Lemma 5.1, we can find 𝑥′𝑛 and 𝑦

′
𝑛 so that

1. the annulus 𝐴′𝑛 bounded by 𝐶𝑥′𝑛,𝑛 and 𝐶𝑦′𝑛,𝑛 has modulus 𝑑𝑒𝑚(𝐴𝑛);
2. 𝑥′𝑛 → 𝐹(𝑥) and 𝑦′𝑛 → 𝐹(𝑦) as 𝑛 → ∞.

We define 𝑓𝑛 as a degree 𝑑𝑒 holomorphic covering between 𝐴𝑛 and 𝐴′𝑛.
Step 3:We now interpolate using quasiregular maps and define the map on the gaps in Π𝑒,𝑛.

Let (𝛼, 𝛽) be a partition in an edge 𝑒 of 0. Let 𝑥 = 𝛼 + 𝜖∕𝑑𝑒 and 𝑦 = 𝛽 − 𝜖∕𝑑𝑒. Note that 𝑥, 𝑦
correspond to boundary points in the previous two steps, and let 𝐴𝑛 be the annulus bounded by
the corresponding curves in the previous two steps. Then 𝑓𝑛 is defined on 𝜕𝐴𝑛 by continuity. Let
𝐴′𝑛 be the annulus bounded by 𝑓𝑛(𝜕𝐴𝑛) and we define 𝑓𝑛 as a degree 𝑑𝑒 quasiregular covering
map between 𝐴𝑛 and 𝐴′𝑛 interpolating the boundary values.
Step 4: Finally, we interpolate using quasiregular maps and define the map on the gaps asso-

ciated to Ω.
Let  be a component of Ω. Let {𝑎1, … , 𝑎𝑘} be its boundary. By condition (iii), either (𝐹, 𝑅)

extends to a branched covering, or 𝐹(𝜕𝑈) is a single point. We will assume we are in the first case,
and the second case can be treated in a similar way.
Let be a component of Ω so that 𝐹 extends to a map between and . Let 𝑥𝑗 = 𝑎𝑗 + 𝜖∕𝑑𝑒

and 𝐶̃𝑥𝑗,𝑛 be the Jordan curve that is used in the first step. Let 𝑏𝑖 ∈ 𝜕 with adjacent edge 𝑒 ⊆ .
Let 𝑦𝑖 ∈ 𝑒 with distance 𝜖 away from from 𝑏𝑖 . By condition (iii) and the construction in the first
step, there exists a circle 𝐶𝑦𝑖,𝑛 ⊆ Π𝑒,𝑛 so that 𝐶𝑦𝑖,𝑛 = 𝑓𝑛(𝐶̃𝑥𝑗,𝑛) for all 𝑗 with 𝐹(𝑎𝑗) = 𝑏𝑖 (and hence
𝐹(𝑥𝑗) = 𝑦𝑖). Let𝑈𝑛 and𝑊𝑛 be the domain bounded by 𝐶̃𝑥𝑗,𝑛 and 𝐶𝑦𝑖,𝑛, respectively. We define 𝑓𝑛
as a proper quasiregular map between 𝑈𝑛 and𝑊𝑛 interpolating the boundary values. Note that
the existence of such a quasiregular interpolation is guaranteed by condition (iii).More concretely,
let 𝑅𝑐 be the extension of the rational mapping scheme to the center 𝑐 ∈  . The quasiregular map
can be defined as a perturbation of 𝑅𝑐.

5.3 The quasiregular model is quasirational

After the above four steps, we get a sequence of quasiregular map 𝑓𝑛 ∶ ℂ̂Π,𝑛 ⟶ ℂ̂Π,𝑛. We shall
now prove that for sufficiently large 𝑛, 𝑓𝑛 is quasiconformally conjugate to a rational map.
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Let 𝑧 ∈ ℂ̂𝑎 be an exposed periodic critical point of period 𝑝. By the first step of the construction
and our choice of 𝑟0, there exists a disk 𝐷 ⊆ Π𝑎 containing 𝐵𝑆2(𝑧, 𝑟0) ⊆ Π𝑎 ⊆ ℂ̂Π,𝑛 on which 𝑓

𝑝
𝑛 ∶

𝐷⟶ 𝐷 is a uni-critical branched covering. (Here the spherical metric comes from the inclusion
of Π𝑎 ↪ ℂ̂Π,𝑛.) We call such a disk 𝐷 a periodic disk Fatou component of 𝑓𝑛.

Proposition 5.2. Let𝑈𝑛 be the annulus ormultiply connected domain in the third step or the fourth
step. There exists an 𝑁 large enough so that for all 𝑛 ⩾ 𝑁, each 𝑈𝑛 is eventually mapped compactly
into the periodic disk Fatou component of 𝑓𝑛. In particular,𝑈𝑛 is non-recurring under 𝑓𝑛.

Proof. The proof is essentially by induction. Let  be a component of Ω. We first consider the
case where 𝐹(𝜕 ) = {𝑣}. Denote 𝜕 = {𝑎1, … , 𝑎𝑘} and let 𝑒𝑗 be the edge in  adjacent to 𝑎𝑗
with local degree 𝑑𝑗 . We choose 𝑦𝑗 in the interior of the edge 𝑒𝑗 so that 𝑑(𝑎𝑗, 𝑦𝑗) < 𝜖∕𝑑𝑒𝑗 , and
let 𝑦1,…,𝑦𝑘

⊂  bounded by 𝑦1, … , 𝑦𝑘. Let 𝑈𝑦1,…,𝑦𝑘,𝑛
be the domain in ℂ̂Π,𝑛 bounded by 𝐶𝑦𝑗,𝑛.

Note that the condition 𝑑(𝑎𝑗, 𝑦𝑗) < 𝜖∕𝑑𝑒𝑗 guarantees that the domain 𝑈𝑛 in the fourth step of the
construction associated to is compactly contained in 𝑈𝑦1,…,𝑦𝑘,𝑛

.
Since 𝐹(𝜕 ) = {𝑣}, the marked points 𝑧𝑎𝑗 ∈ ℂ̂𝑎𝑗 associated to 𝑒𝑗 are all mapped to 𝑧𝑣 ∈ ℂ̂𝑣.

Moreover, 𝑧𝑣 has an exposed orbit and is pre-periodic to a periodic exposed critical cycle. Hence
the orbit of 𝑧𝑣 under𝑓𝑛 are contained in

⋃
𝑎∈0

Π𝑎. By the construction of𝑓𝑛, as𝑛 → ∞, the image
𝑓𝑛(𝑈𝑦1,…,𝑦𝑘,𝑛

) converges to 𝑧𝑣, where the convergence is taken inΠ𝑣 ⊆ ℂ̂𝑣. Hence, for sufficiently
large 𝑛, 𝑈𝑦1,…,𝑦𝑘,𝑛

is eventually mapped into periodic disk Fatou component. In particular, 𝑈𝑛 is
eventually mapped into periodic disk Fatou component.
Now if 𝐹 extends to a branched covering between  and  , denote 𝜕 = {𝑏1, … , 𝑏𝑙}. Then

we can choose 𝑧1, … , 𝑧𝑙 in the interior of edges associated to 𝜕 with 𝑑(𝑧𝑗, 𝑏𝑗) < 𝜖∕𝑑𝑗 so that
𝐹(𝑧1,…,𝑧𝑙

) is compactly contained in𝑦1,…,𝑦𝑘
, and𝑊𝑧1,…,𝑧𝑙 ,𝑛

be the corresponding domain. Then
a similar argument shows that for sufficiently large 𝑛,

𝑓𝑛(𝑊𝑧1,…,𝑧𝑙 ,𝑛
) ⊆ 𝑈𝑦1,…,𝑦𝑘,𝑛

.

Thus inductively, the domain𝑊𝑛 in the fourth step associated to is eventually mapped into
periodic disk Fatou component for sufficiently large 𝑛.
The argument for annuli 𝐴𝑛 in the third step is similar: There exists 𝑛 large enough so that

𝑓𝑚𝑛 (𝐴𝑛) ⊆ 𝑈𝑦1,…,𝑦𝑘,𝑛

for some𝑚 and 𝑈𝑦1,…,𝑦𝑘,𝑛
as in the previous induction step.

Since there are only finitely many such domains to consider, by taking the largest among all,
the proposition is proved. □

We can now prove the following:

Theorem 5.3. There exists an𝑁 such that 𝑓𝑛 is quasiconformally conjugate to a hyperbolic rational
map 𝑓𝑛 with finitely connected Fatou set for all 𝑛 ⩾ 𝑁.

Proof. Let 𝑁 be as in Proposition 5.2. Since the quasiregular map 𝑓𝑛 is holomorphic away from
union of domains in Proposition 5.2, by Shishikura principle (see Proposition 4.1), 𝑓𝑛 is quasicon-
formally conjugate to a rational map 𝑓.
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The rational map is hyperbolic as the critical points are either exposed (that is, contained in
Π𝑎 for some 𝑎 ∈ 0), in which case, they are pre-periodic to periodic exposed critical cycles; or
contained in domain𝑈𝑁 in the fourth step of the construction, in which case, they are eventually
mapped to periodic Fatou set. The rational map has finitely connected Fatou set as any periodic
Fatou component is simply connected. □

It is easy to verify by construction that 𝑓𝑛 converges to (𝐹, 𝑅). Moreover, if we fix 𝑓 = 𝑓𝑁 , then
the stretch of 𝑓 also converges to (𝐹, 𝑅).

5.4 J-conjugacy

There aremany choicesmade in the above construction.We shall now prove that different choices
give J-conjugate rational maps. The strategy is as follows. The tree mapping scheme gives a con-
jugacy on finitely many Julia components corresponding to the vertices 0. This conjugacy can
be extended to a global 𝐾-quasiconformal map. Using an adapted version of the standard pull
back argument, we shall construct a sequence of 𝐾-quasiconformal maps which restricts to con-
jugacies on preimages of those Julia components. The compactness theorem for quasiconformal
maps allows us to pass to a limit, giving a 𝐾-quasiconformal map conjugating the dynamics on
the whole Julia sets.
Let (𝐹, 𝑅) be an irreducible hyperbolic and post-critically finite tree mapping scheme, and let 𝑓

and g be two hyperbolic rational maps constructed as above. Note that each vertex 𝑎 ∈ 0 corre-
sponds to Julia components 𝐽𝑎,𝑓 and 𝐽𝑎,g , and we have a quasiconformal conjugacy near 𝐽𝑎,𝑓 and
𝐽𝑎,g for all 𝑎 ∈ 0. These conjugacies can be pasted together and we have a global quasiconformal
map 𝜓 ∶ ℂ̂⟶ ℂ̂, which restricts to conjugacies between

⋃
𝑎∈0

𝐽𝑎,𝑓 and
⋃
𝑎∈0

𝐽𝑎,g . Since both
𝑓 and g are post-critically finite restricted to disk Fatou components, we may assume that 𝜓 is a
conjugacy on disk Fatou components.
We shall now use a pull back argument to construct a sequence of 𝐾-quasiconformal maps 𝜓𝑛

on ℂ̂ which restricts to a conjugacy between

𝑛⋃
𝑘=0

𝑓−𝑘
( ⋃
𝑎∈0

𝐽𝑎,𝑓

)
and

𝑛⋃
𝑘=0

g−𝑘
( ⋃
𝑎∈0

𝐽𝑎,g

)
.

Let 𝑒 = [𝑎, 𝑏] be an edge of 0.Wedefine𝐴𝑒,𝑓 as the annulus between 𝐽𝑎,𝑓 and 𝐽𝑏,𝑓 , and similarly
for 𝐴𝑒,g . For 𝑎 ∈ 0 and an edge 𝑒 adjacent to 𝑎, we can associate 𝑆 = 𝜕𝐴𝑒,𝑓 ∩ 𝐽𝑎,𝑓 , and similarly
for g . Let 𝑆′ be a component of 𝑓−1(𝑆) that is contained in 𝐽𝑣,𝑓 for some 𝑣 ∈ 0. If 𝑆′ bounds a disk
𝐷 that is disjoint from 𝐽𝑣,𝑓 for all 𝑣 ∈ 0, we will call𝐷 an exposed disk. We enumerate all exposed
disks as 𝐷1

1,𝑓
, … , 𝐷1

𝑛1,𝑓
for all 𝑎 ∈ 0 and edges adjacent to it. Similarly, we have 𝐷11,g , … , 𝐷

1
𝑛1,g

.
Since𝑓 and g are conjugate on 𝐽𝑣 for all 𝑣 ∈ 0, we can assume that the subindices are compatible,
that is, 𝜓(𝜕𝐷1

𝑗,𝑓
) = 𝜕𝐷1

𝑗,g
. Note that there are no critical points in 𝐷1

𝑗,𝑓
, thus 𝑓 is univalent on 𝐷1

𝑗,𝑓

(and similarly for g). Inductively, we define 𝐷𝑘+1
𝑗,𝑓

as a disk component of the preimage of 𝐷𝑘
𝑖,𝑓

with boundary 𝜕𝐷𝑘+1
𝑗,𝑓

⊆ 𝐽𝑣 for some 𝑣 ∈ 0, and enumerate all such disks as 𝐷𝑘+1
1,𝑓

, … , 𝐷𝑘+1
𝑛𝑘+1,𝑓

(and similarly as𝐷𝑘+11,g , … , 𝐷
𝑘+1
𝑛𝑘+1,g

with compatible subindices). We remark that these are exposed
disks and that 𝑓 is univalent on 𝐷𝑘+1

𝑗,𝑓
(and similarly for g).
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If 𝑒 ∈ 𝐸0, then 𝑓(𝐴𝑒,𝑓) is the annulus between 𝐽𝑓(𝑎) and 𝐽𝑓(𝑏) (and similarly for g). For 𝑒 ∈ 𝐸0,
we choose a core sub-annulus 𝐴̃𝑒 ⊆ 𝐴𝑒,g which is contained in a Fatou component. We define a
Dehn twist 𝑇𝑒 supported on 𝐴̃𝑒′ for some 𝑒′ ∈ 𝐸0 in the image 𝐹(𝑒) so that

𝑇𝑒◦𝜓◦𝑓 ∼ g◦𝜓

on𝐴𝑒,𝑓 relative to the boundary 𝜕𝐴𝑒,𝑓 . Thus, we can lift𝑇𝑒◦𝜓 ∶ 𝑓(𝐴𝑒,𝑓)⟶ g(𝐴𝑒,g ) to amap from
𝐴𝑒,𝑓 to 𝐴𝑒,g homotopic to 𝜓 relative to the boundary.
Let 𝜓0 = 𝜓. We define

𝜓1 =

⎧⎪⎨⎪⎩
lift of 𝑇𝑒◦𝜓0, for 𝑧 ∈ 𝐴𝑒,𝑓, 𝑒 ∈ 𝐸0
lift of 𝜓0, for 𝑧 ∈ 𝐷1

𝑗,𝑓
, 𝑗 = 1,… , 𝑛1

𝜓0, otherwise

.

Note that the lift 𝜓1 ∼ 𝜓 on 𝐴𝑒,𝑓 relative to the boundary for all 𝑒 ∈ 𝐸0. Moreover, 𝜓1 = 𝜓 on
those Fatou components associated to components of Ω ⊆ 1. So we define

𝜓𝑛 =

⎧⎪⎨⎪⎩
lift of 𝑇𝑒◦𝜓𝑛−1, for 𝑧 ∈ 𝐴𝑒,𝑓, 𝑒 ∈ 𝐸0
lift of 𝜓𝑛−1, for 𝑧 ∈ 𝐷𝑖

𝑗,𝑓
, 𝑖 = 1, … , 𝑛, 𝑗 = 1,… , 𝑛𝑖

𝜓𝑛−1, otherwise

.

Inductively, we have 𝜓𝑛 ∼ 𝜓 on 𝐴𝑒,𝑓 relative to the boundary for all 𝑒 ∈ 𝐸0. More-
over, 𝜓𝑚 = 𝜓𝑛 on

⋃𝑛
𝑘=0 𝑓

−𝑘(
⋃
𝑎∈0

𝐽𝑎,𝑓) for all 𝑚 ⩾ 𝑛, so 𝜓𝑛 restricts to conjugacy between⋃𝑛
𝑘=0 𝑓

−𝑘(
⋃
𝑎∈0

𝐽𝑎,𝑓) and
⋃𝑛
𝑘=0 g−𝑘(

⋃
𝑎∈0

𝐽𝑎,g ).
We claim that there exists a𝐾 so that 𝜓𝑛 is𝐾-quasiconformal. Indeed, away from the backward

orbits of the core sub-annuli 𝐴̃𝑒 for 𝑒 ∈ 𝐸0, 𝜓𝑛 has the same dilation as 𝜓𝑛−1 as 𝜓𝑛 is either 𝜓𝑛−1 or
a conformal lift of 𝜓𝑛−1. Thus away from the backward orbits of 𝐴̃𝑒, the dilation of 𝜓𝑛 is bounded
by the dilation of 𝜓0 = 𝜓. But 𝐴̃𝑒 is not recurrent, thus the dilation on its backward orbit it is
bounded by the dilation of Dehn twist 𝑇𝑒 composing with 𝜓. Thus, 𝜓𝑛 is 𝐾-quasiconformal for
some constant 𝐾 independent of 𝑛.
Since 𝐾-quasiconformal maps form a compact set, up to passing to a subsequence, we get a

limiting 𝐾-quasiconformal map Ψ ∶ ℂ̂⟶ ℂ̂. Note that Ψ restricts to a conjugacy between

∞⋃
𝑘=0

𝑓−𝑘
( ⋃
𝑎∈0

𝐽𝑎,𝑓

)
and

∞⋃
𝑘=0

g−𝑘
( ⋃
𝑎∈0

𝐽𝑎,g

)
.

Note that the union is dense in 𝐽(𝑓) and 𝐽(g), thus Ψ restricts to a conjugacy between 𝐽(𝑓) to
𝐽(g).
Conversely, if g is a hyperbolic rational map which is J-conjugate to 𝑓, then the stretches of

g and 𝑓 are J-conjugate. It is not hard to check that the associated tree mapping schemes are
topologically conjugate (where the conjugacies on ℂ̂𝑎 for 𝑎 ∈ 0 comes from the conjugacies on
the associated Julia components).
We remark that there exist J-conjugate rational maps that are in different hyperbolic compo-

nents (see Figure 5.3).
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F IGURE 5 . 3 The Julia sets of two J-conjugate hyperbolic rational maps, but are in different hyperbolic

components. The rational map is of the form 𝑓(𝑧) =
𝑧3−3( 3

4
)
1
3 𝑡

1
3 𝑧2

9
2
𝑧−3

+ 𝑡3−3(2−
1
3 )𝑡

7
3 𝑧

−2𝑧3+3𝑡𝑧2
for sufficiently small 𝑡. There are

two choices of cubic roots which gives the identification of the formula with ℤ3 × ℤ3. (0,0) is in the same
hyperbolic component as (1,1) by moving 𝑡 around 0 once. This turns out to be the only additional identification,
thus the formula gives three J-conjugate hyperbolic components. One can see the Julia components are twisted in
a different (and incompatible) rate. This phenomenon will be studied in detail in a forthcoming paper by the
author

Theorem 1.2 now follows:

Proof of Theorem 1.2. By Theorem 5.3, we can construct a hyperbolic rational map 𝑓whose stretch
converges to (𝐹, 𝑅). By the above discussion, any two such constructions give J-conjugate hyper-
bolic rational maps. □

6 JULIA COMPONENTS

In this section, we discuss the connections between the Julia set and the treemapping scheme. Let
𝑓 be a hyperbolic rational map with finitely connected Fatou set, and (𝐹, 𝑅) be the corresponding
tree mapping scheme. There are three sets of properties we can associate to a Julia component 𝐾
of 𝑓.

∙ Inherently, the Julia component 𝐾 is said to be degenerate if it is a single point, and non-
degenerate otherwise. If𝐾 is neither degenerate nor a Jordan curve, then we say𝐾 is of complex
type.

∙ We say a Julia component𝐾 is buried if𝐾 does not meet the boundary of any Fatou component,
and unburied otherwise.

∙ If there exists a number 𝑝 such that 𝑓𝑝(𝐾) = 𝐾, then 𝐾 is said to be periodic, and the smallest
such 𝑝 is called its period. It is said to be pre-periodic if there exists 𝑙 ⩾ 0 so that 𝑓𝑙(𝐾) is periodic.
Otherwise, it is said to be wandering.

Since 𝑓 is a hyperbolic rational map with finitely connected Fatou set, we have

∙ any degenerate Julia component is buried (this follows from the definition and the classification
of Fatou components);

∙ any Julia component of complex type is pre-periodic (see [29]);
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∙ any unburied Julia component is pre-periodic (this follows fromnowandering domain theorem
[33]).

Recall thatℱ consists of critical and post-critical Fatou components. We say a Julia component
𝐾 is separating for ℱ if there exist 𝑉,𝑊 ∈ ℱ that are contained in two different components
of ℂ̂ − 𝐾. Let  be the non-escaping set for the tree map 𝐹 ∶ 0 ⟶ 1. Given 𝑥 ∈  , then the
same construction for 𝑥 ∈ 0 gives a Julia component 𝐾𝑥 associated to it. It is easy to see that
𝐾𝑥 is separating forℱ and any separating Julia component forℱ arise in this way. We have the
correspondence:

Lemma 6.1. Let 𝐽𝑠 be the union of separating Julia components forℱ, there is a semiconjugacy

𝜙 ∶ 𝐽𝑠 ⟶ 

conjugating the dynamics of 𝑓 and 𝐹 such the fiber 𝜙−1(𝑥) is precisely the Julia component 𝐾𝑥 .

Proof. We define 𝜙(𝑧) = 𝑥 if 𝑧 ∈ 𝐾𝑥. 𝜙 is continuous as 𝜋 ∶ ℂ̂⟶ 1 is continuous. The fact that
it conjugates the dynamics follows from the fact 𝜋◦𝑓(𝜕𝜋−1(𝑥)) = 𝑓∗(𝑥). □

Note that the Julia set and Fatou set can be naturally generalized for the rational mapping
scheme 𝑅 ∶ ℂ̂0 ⟶ ℂ̂1 . For periodic Julia components of 𝑓, we have the following:

Theorem 6.2. Let 𝐾 be a non-degenerate periodic Julia component, then it is separating forℱ, so
𝜙(𝐽) ∈  .
Moreover, if 𝐾 is of complex type, then 𝜙(𝐾) ∈ 0, and 𝐾 is homeomorphic to the Julia set of 𝑅 in

ℂ̂𝜙(𝐾).

Proof. If 𝐾 is a non-degenerate periodic Julia component of period 𝑝, then there exist at least two
component 𝐷1, 𝐷2 of ℂ̂ − 𝐾 so that 𝑓𝑝|𝜕𝐷𝑖 has degree ⩾ 2. This means that there exists 𝑉𝑖 ∈ ℱ
contained in 𝐷𝑖 , so 𝐾 is separating forℱ.
For the moreover part, we note that if𝐾 is of complex type, then it must be periodic. Thus there

are three components 𝐷1, 𝐷2, 𝐷3 of ℂ̂ − 𝐾 with 𝑓𝑝|𝜕𝐷𝑖 has degree ⩾ 2. So 𝜙(𝐾) must either be a
branch point or has an exposed critical point. Therefore 𝜙(𝐾) ∈ 0. It follows from our construc-
tion that 𝐾 is homeomorphic to the Julia set of 𝑅 in ℂ̂𝜙(𝐾). □

Corollary 6.3. Let 𝑓 be a hyperbolic rational map with finitely connected Fatou set, and (𝐹, 𝑅) be
the associated tree mapping scheme. Then non-degenerate periodic Julia components for 𝑓 are in
bijective correspondence with periodic points of 𝐹 ∶ 0 ⟶ 1.

We say a point 𝑥 ∈  ⊆ 0 is buried in  if 𝑥 is not on the boundary of any component of
1 −  . As a corollary, we have:

Corollary 6.4. Let 𝑓 be a hyperbolic rational map with finitely connected Fatou set. A non-
degenerate periodic Julia component 𝐾 is buried if and only if the corresponding point 𝑥 ∈ 0 is
buried in the non-escaping set  =

⋂∞
𝑛=0 𝐹

−𝑛(0) and no exposed critical orbits are attached at 𝑥.

Proof. Note that the component 𝐾 does not meet the boundary of a multiply connected Fatou
component if and only if 𝑥 is buried in  , and 𝐾 does not meet the boundary of a disk Fatou
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F IGURE 7 . 1 The tree map for 𝑓𝑛(𝑧) = 𝑧3 + 1

𝑛𝑧3

component if and only if no exposed critical orbits are attached at 𝑥. Combining the two, we get
the result. □

7 CYCLES OF RESCALING LIMITS

In this section, we shall use tree mapping schemes to construct a sequence of rational maps with
infinitely many non-monomial rescaling limits.
Let 𝑓𝑛 be a sequence of rational maps. A period 𝑝 rescaling for 𝑓𝑛 is a sequence𝑀𝑛 ∈ PSL2(ℂ)

so that𝑀−1
𝑛 ◦𝑓𝑝𝑛◦𝑀𝑛 converges compactly away from a finite set to a rational map g of degree ⩾ 1.

The limiting map g is called a rescaling limit of period 𝑝.
Two rescalings 𝑀𝑛, 𝐿𝑛 are said to be dynamically dependent if after passing to a subsequence,

there exists 1 ⩽ 𝑚 ⩽ 𝑞 so that 𝐿−1𝑛 ◦𝑓𝑚𝑛 ◦𝑀𝑛 → g1 and𝑀−1
𝑛 ◦𝑓𝑞−𝑚𝑛 ◦𝐿𝑛 → g2 for some rational maps

g1, g2 of degree ⩾ 1. They are called dynamically independent otherwise (see [19]).
In [5], it is shown that a rational map of degree 𝑑 may have an arbitrarily large number of

periodic cycles of Julia components of complex type. Such a map arises naturally as we perform
surgery on periodic points on the tree mapping scheme, which is in the same spirit as the self-
grafting construction in [5]. We are not aiming to give the most general construction as the con-
struction is very flexible and there are many different variations.
We first present the idea of the construction with the following example. Let g𝑛(𝑧) = 𝑧3 + 1

𝑛𝑧3
.

Then for all sufficiently large 𝑛, the Julia set is a Cantor set of circles (see [22]). It corresponds to
the following tree mapping scheme (see Figure 7.1):

1,𝐹0 = [𝐴,𝐴′] ≅ [0, 1],

and

0,𝐹0 = [𝐴, 𝐵] ∪ [𝐵′, 𝐴′] ≅ [0,
1
3
] ∪ [

2
3
, 1].

The tree map is a tent map:

𝐹0(𝑥) =

{
3𝑥, for 𝑥 ∈ [0, 1

2
]

3(1 − 𝑥), for 𝑥 ∈ [2
3
, 1]

.

We mark the Riemann spheres so that the tangent vector pointing toward (respectively, away
from) 𝐴 corresponds to ∞ (respectively, 0). Under this marking, the rational mapping schemes
associated to g𝑛(𝑧) = 𝑧3 + 1

𝑛𝑧3
is
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F IGURE 7 . 2 The tree map after the surgery on the fixed point 𝐶. The dynamics of 𝐹1 on vertices are
labeled by colors

𝑅0,𝐴→𝐴(𝑧) = 𝑅0,𝐵→𝐴′(𝑧) = 𝑧3,

𝑅0,𝐴′→𝐴(𝑧) = 𝑅0,𝐵′→𝐴′(𝑧) =
1
𝑧3
.

Note that the point 𝐴0 =
3
4
is fixed by 𝐹 and 𝐹 sends [𝐵′, 𝐴0] onto [𝐴′, 𝐴0], and [𝐴0, 𝐴′] onto

[𝐴0, 𝐴]. We now construct a new treemapping scheme (𝐹1, 𝑅1) by performing surgery on (𝐹0, 𝑅0).
Intuitively, the surgery construction will replace a Jordan curve Julia component by a more com-
plicated Julia component.
First, we construct the tree 1,𝐹1 by attaching a new arc [𝐴0, 𝐷] of the same length of [𝐶, 𝐴′]

at 𝐴0 to 1,𝐹0 (see Figure 7.2). The new tree map 𝐹1 sends [𝐴, 𝐵] and [𝐴′, 𝐵′] homeomorphically
onto [𝐴, 𝐷] by expanding with a factor of 3, and sends [𝐴0, 𝐷] isometrically onto [𝐴0, 𝐴′].
Let 𝜁8 be the primitive eighth root of unity. We mark the Riemann sphere ℂ̂𝐴0 so that

0𝐴0 ,∞𝐴0
, (𝜁8)𝐴0 correspond to the direction of 𝐴

′, 𝐴, 𝐷, respectively. In the same way, the other
Riemann spheres are marked so that the tangent vector pointing toward (respectively, away from)
𝐴 corresponds to ∞ (respectively, 0). The surgery introduces a post-critically finite hyperbolic
rational map

𝑅1,𝐴0→𝐴0(𝑧) =
1
𝑧3
+ 𝜁8,

with critical orbit

0𝐴0 → ∞𝐴0
→ (𝜁8)𝐴0 → 0𝐴0.

We modify the rational mapping scheme 𝑅 accordingly:

𝑅1,𝐴→𝐴(𝑧) = 𝑅1,𝐵→𝐷(𝑧) = 𝑧3,

𝑅1,𝐴′→𝐴(𝑧) = 𝑅1,𝐵′→𝐷(𝑧) =
1
𝑧3
,

𝑅1,𝐷→𝐴′(𝑧) = 𝑧.
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F IGURE 7 . 3 (A) The Julia set of the hyperbolic rational map after performing the surgery. The algebraic
formula is given by g𝑛(𝑧) = 𝑧3 + 1

𝑛𝑧3
+ 𝜁8

𝑛1∕4
for sufficiently large 𝑛. (B) A zoom of the above Julia set on the left. It

replaces the fixed buried Julia component which is a Jordan curve in the original Cantor circle example to the
Julia set of 1

𝑧3
+ 𝜁8 (on the right)

We will now iterate this construction to get a sequence of tree mapping schemes (𝐹𝑘, 𝑅𝑘). We
shall identify the tree 1,𝐹𝑖 as a subtree in 1,𝐹𝑗 for all 𝑗 ⩾ 𝑖 as the trees 1,𝐹𝑗 will be constructed by
adding more branches at periodic points to 1,𝐹𝑗−1 . Throughout the construction, the Riemann
spheres for unbranched points are always marked so that the tangent vector pointing toward
(respectively, away from) 𝐴 corresponds to ∞ (respectively, 0). Let 𝐴0 =

3
4
and 𝐴𝑚 ∈ 1,𝐹0 =

[0, 1] be the smallest periodic point of period 2𝑚 under 𝐹0 that is larger than 𝐴𝑚−1. Note that
𝑅2

𝑚

0 |ℂ̂𝐴𝑚 (𝑧) = 1

𝑧32
𝑚 .

Let (𝐹𝑘, 𝑅𝑘) be constructed. By induction, we have 𝐴𝑘 has period 𝑞 = 3𝑘 under 𝐹𝑘, we con-
struct 1,𝐹𝑘+1 by attaching an edge 𝑆𝑗 of the same length as [𝐴𝑘, 𝐴′] at 𝐹

𝑗
𝑘
(𝐴𝑘) to 1,𝐹𝑘 where

𝑗 = 0,… , 𝑞 − 1 (Figure 7.4):

1,𝐹𝑘+1 = 1,𝐹𝑘 ∪
𝑞−1⋃
𝑗=0

𝑆𝑗.
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F IGURE 7 . 4 A schematic picture of the first three construction of 1,𝐺𝑛 . At each step, we add one
additional edge on the orbit of 𝑎𝑘 with period 3𝑘 . The orbit of 𝑎𝑘 intersects each edge exactly once. The 𝑘th step
has exactly 3𝑘+1 edges

Denote 𝑋𝑗 = 𝐹𝑗
𝑘
(𝐴𝑘). By induction, 𝑋𝑗 is not a branch point for 1,𝐹𝑘 . Thus 𝑅𝑘,𝑋𝑗→𝑋𝑗+1 = 𝑧𝑙 for

some 𝑙 ∈ ℤ. Considerℎ𝑗(𝑧) = 𝑅𝑘,𝑋𝑗→𝑋𝑗+1(𝑧) for 𝑗 < 𝑞 − 1 andℎ𝑞−1(𝑧) = 𝑅𝑘,𝑋𝑞−1→𝑋0(𝑧) + 𝑎𝑘, Then
we have

𝐻(𝑧) ∶= ℎ𝑞−1◦ℎ𝑞−2◦… ◦ℎ0(𝑧) =
1

𝑧32
𝑘
+ 𝑎𝑘.

We choose 𝑎𝑘 so that 𝐻(𝑧) has the post-critical set 0 → ∞ → 𝑎𝑘 → 0. In the new tree 1,𝐹𝑘+1 , we
mark theRiemann spheres at𝑋𝑗 so that the edge 𝑆𝑗 corresponds toℎ𝑗−1◦… ◦ℎ1(𝑎𝑘) ∈ ℂ̂𝑋𝑗 . Denote
𝑆 = [𝐴𝑘, 𝐴

′], and let 𝐼𝑗 ∶ 𝑆⟶ 𝑆𝑗 be the isometry with 𝐼𝑗(𝐴𝑘) = 𝑋𝑗 . We define the tree map 𝐹𝑘+1
as follows:

∙ If 𝑥 ∈ 1,𝐹𝑘 and 𝐹𝑘(𝑥) ∉ 𝑆, then 𝐹𝑘+1(𝑥) = 𝐹𝑘(𝑥);
∙ If 𝑥 ∈ 1,𝐹𝑘 and 𝐹𝑘(𝑥) ∈ 𝑆, then 𝐹𝑘+1(𝑥) = 𝐼0◦𝐹𝑘(𝑥);
∙ If 𝑥 ∈ 𝑆𝑗 and 𝑗 ≠ 𝑞 − 1, then 𝐹𝑘+1(𝑥) = 𝐼𝑗+1◦𝐼

−1
𝑗
(𝑥);

∙ If 𝑥 ∈ 𝑆𝑞−1, then 𝐹𝑘+1(𝑥) = 𝐼−1𝑞−1(𝑥).

If 𝑥 is a branch point of 1,𝐹𝑘 , the rational mapping scheme on ℂ̂𝑥 stays the same. At a new branch
point 𝑋𝑗 , we define

𝑅𝑘+1,𝑋𝑗→𝑋𝑗+1(𝑧) = ℎ𝑗(𝑧).

At an end point 𝑋 of 0,𝐹𝑘+1 , the rational mapping scheme is defined as a monomial respecting
the marking.
From the construction, it is easy to verify that (𝐹𝑘+1, 𝑅𝑘+1) is hyperbolic, post-critically finite

and irreducible. By induction, we can verify that 𝐴𝑚 has period

𝑝𝑘,𝑚 ∶=

{
3𝑚 if𝑚 ⩽ 𝑘

2𝑚−𝑘 ⋅ 3𝑘 if𝑚 > 𝑘
.

Moreover, with the marking defined as above, the first return of the rational mapping scheme 𝑅𝑘
at 𝐴𝑚 is

𝑅
𝑝𝑘,𝑚
𝑘

|ℂ̂𝐴𝑚 (𝑧) =
⎧⎪⎨⎪⎩

1

𝑧32
𝑚 + 𝑎𝑚 if𝑚 < 𝑘

1

𝑧32
𝑚 if𝑚 ⩾ 𝑘

,
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where the post-critical set is 0 → ∞ → 𝑎𝑚 → 0 for 𝑚 < 𝑘 or 0 → ∞ → 0 for 𝑚 ⩾ 𝑘. Note that
1

𝑧32
𝑚 + 𝑎𝑚 is conjugate to 1 − 1

𝑧32
𝑚 with post-critical set 0 → ∞ → 1 → 0. Thus, to summarize, we

have the following:

Proposition 7.1. For each 𝑘, there exists an irreducible post-critically finite hyperbolic treemapping
scheme (𝐹𝑘, 𝑅𝑘) of degree 6 with periodic points 𝑥𝑚 ∈ 0 of periodic 𝑝𝑚 = 3𝑚, 𝑚 = 0,… , 𝑘 − 1, so
that 𝑅𝑝𝑚𝑥𝑚 (𝑧) = 1 − 1

𝑧32
𝑚 .

Double infinite sequences and diagonal arguments

By Theorem 1.2, there exists a sequence of rational maps g𝑘,𝑛 of degree 6 converging to (𝐹𝑘, 𝑅𝑘) as
in Proposition 7.1. Thus given𝑚 < 𝑘, we have a sequence of rescalings𝑀𝑘,𝑚,𝑛 ∈ PSL2(ℂ) so that

lim
𝑛
𝑀−1
𝑘,𝑚,𝑛◦g

𝑝𝑘,𝑚
𝑘,𝑛

◦𝑀𝑘,𝑚,𝑛(𝑧) = 1 −
1

𝑧32
𝑚 .

By our construction, the holes are contained in the marked set {0, 1,∞}.
Let 𝐾𝑗 be an exhaustion of compact sets for ℂ̂ − {0, 1,∞}. Denote the metric generated by the

sup norm (with respect to the standard spherical metric) on 𝐾𝑗 for a pair of continuous functions
by

𝑑𝑗(𝑓, g) ∶= sup
𝑥∈𝐾𝑗

{𝑑𝑆2(𝑓(𝑥), g(𝑥))}.

Then for any fixed 𝑗 and𝑚 < 𝑘,

lim
𝑛
𝑑𝑗(𝑀

−1
𝑘,𝑚,𝑛◦g

𝑝𝑘,𝑚
𝑘,𝑛

◦𝑀𝑘,𝑚,𝑛, 1 −
1

𝑧32
𝑚 ) = 0.

We construct the sequence ℎ𝑘 = g𝑘,𝑛(𝑘) where 𝑛(𝑘) is chosen so that

𝑑𝑗(𝑀
−1
𝑚,𝑘,𝑛(𝑘)

◦g
𝑝𝑘,𝑚
𝑘,𝑛(𝑘)

◦𝑀𝑚,𝑘,𝑛(𝑘), 1 −
1

𝑧32
𝑚 ) < 1∕𝑘

for all 𝑚 < 𝑘 and all 𝑗 < 𝑘. Let 𝑀𝑘,𝑚 ∶= 𝑀𝑘,𝑚,𝑛(𝑘) and 𝑝𝑚 ∶= 3𝑚. Note that 𝑝𝑚 = 𝑝𝑘,𝑚 for all
sufficiently large 𝑘.

Proposition 7.2. The sequence ℎ𝑘 has infinitely many dynamically independent non-monomial
rescaling limits.

Proof. By construction, for any fixed𝑚 and 𝑗,

lim
𝑘
𝑑𝑗

(
𝑀−1
𝑘,𝑚◦ℎ

𝑝𝑚
𝑘

◦𝑀𝑘,𝑚, 1 −
1

𝑧32
𝑚

)
= 0.

Therefore,

lim
𝑘
𝑀−1
𝑘,𝑚◦ℎ

𝑝𝑚
𝑘

◦𝑀𝑘,𝑚(𝑧) = 1 −
1

𝑧32
𝑚 .
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F IGURE 7 . 5 The Julia set of the degree 3 example on the left. The algebraic formula is given by
𝑓𝑛(𝑧) =

1

(𝑧−1)2
+ 1

1−𝑛𝑧
for sufficiently large 𝑛. The Julia set contains a buried component that is the Julia set of

1

(𝑧−1)2
(on the right)

F IGURE 7 . 6 The tree map for the degree 3 example

Therefore, for any𝑚,𝑀𝑘,𝑚 is a periodic rescaling of for the sequence ℎ𝑘.
Note for different 𝑚, 𝑀𝑘,𝑚 represent dynamically independent periodic rescalings. Indeed,

if 𝑀𝑘,𝑚 were dynamically dependent to 𝑀𝑘,𝑙 with 𝑙 > 𝑚, then after possibly passing to a sub-
sequence, lim𝑘 𝑀

−1
𝑘,𝑚

◦ℎ𝑝𝑙
𝑘
◦𝑀𝑘,𝑚(𝑧) is conjugate to 1 −

1

𝑧32
𝑙 . This means the 𝑝𝑙∕𝑝𝑚 iterate of

1 − 1

𝑧32
𝑚 is conjugate to 1 − 1

𝑧32
𝑙 , which is not possible. Thus, we have infinitely many dynami-

cally independent cycles of non-monomial rescaling limits for ℎ𝑘. □

General construction for arbitrary degrees

Wenow consider themore general case with any degrees. The construction is essentially the same
as in the above example.

Proof of Theorem 1.3. To give the construction at any degree 𝑑 ⩾ 3, we first consider a degree 3
tree mapping scheme. This construction is a modification of Godillon’s original construction in
[18].
The trees 0 = 1 − (on the left) and 1 (on the right) are shown in Figure 7.6, where  is

the open interval (𝐵, 𝐵′). The vertices 1 = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝐵, 𝐵
′, 𝐴,𝐴′}. Each edge has length 1,
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except for the edge 𝐴𝑋2 of length 2. The dynamics 𝐹 is recorded by the color. More precisely, 𝐹
sends 𝐴,𝐴′ to 𝐴, 𝐵, 𝐵′ to 𝑋1, and 𝑋𝑖 to 𝑋𝑖+1. 𝐹 is expanding by a factor of 2 on 𝐴𝑋1 and 𝐴𝑋2, and
it is local isometry on the rest of the edges.
The Riemann sphere ℂ̂𝐴 is marked so that the tangent vectors

𝐴𝐵,𝐴𝑋1, 𝐴𝑋2, 𝐴𝑋4

correspond to 0, 1,∞, 2 ∈ ℂ̂𝐴 (see Figure 7.6). All the other Riemann spheres are marked so that
the tangent vector pointing toward (or away from) 𝐴 corresponds to ∞ (or 0, respectively). the
rational mapping scheme is given as:

𝑅𝐴→𝐴(𝑧) =
1

(𝑧 − 1)2
,

𝑅𝐴′→𝐴(𝑧) = 1 +
1

1 − 𝑧
,

𝑅𝑋1→𝑋2(𝑧) = 𝑅𝑋2→𝑋3(𝑧) = 𝑧2,

𝑅𝐵→𝑋1(𝑧) = 𝑅𝑋3→𝑋4(𝑧) = 𝑅𝑋4→𝑋1(𝑧) = 𝑧,

𝑅𝐵′→𝑋1(𝑧) =
1
𝑧
.

It is easy to verify that the above gives a post-critically finite hyperbolic tree mapping scheme.
Since 𝐹3 sends𝐴𝐵 and𝐴′𝐵′ homeomorphically to𝐴𝑋3, there exist 𝐶 ∈ 𝐴𝐵 and 𝐶′ ∈ 𝐴′𝐵′ so that
𝐹3 ∶ 𝐴𝐶 ∪ 𝐶′𝐴′ ⟶ 𝐴𝐴′ is a tent map with derivative ±4. We can perform a surgery on periodic
points on𝐴𝐴′ in a similarway as in the previous subsection, and a similar diagonal argument gives
a sequence ℎ𝑛 of degree 3 with infinitely many dynamically independent cycles of non-monomial
rescaling limits.
To construct the sequence for any degree 𝑑 > 3, we can modify the rational mapping scheme

at 𝑋3 with

𝑅𝑋3→𝑋4(𝑧) =
( 𝑧
𝑧−1

)𝑘

( 𝑧
𝑧−1

)𝑘 − 1
=

𝑧𝑘

𝑧𝑘 − (𝑧 − 1)𝑘
,

while keeping the others the same. In this way, we introduce two exposed critical points 0𝑋3 , 1𝑋3
with multiplicity 𝑘 − 1. It is easy to verify that the modified tree mapping scheme is again post-
critically finite hyperbolic, and the corresponding rational map has degree 2 + 𝑘. Now a similar
construction gives a sequence ℎ𝑛 of any degree 𝑑 ⩾ 3 with infinitely many dynamically indepen-
dent cycles of non-monomial rescaling limits. □
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