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Abstract 

Chronic pain is a debilitating neurological disorder which affects hundreds of millions of 

people worldwide. Neurostimulation therapies, such as spinal cord stimulation (SCS) and dorsal 

root ganglion stimulation (DRGS), are non-addictive alternatives for managing chronic 

neuropathic pain that is refractory to conventional medical management. SCS and DRGS apply 

sequences of brief electrical impulses to neural tissue. However, not all patients receiving these 

therapies obtain adequate pain relief, and patient outcomes are not improving despite decades of 

clinical experience and advancements in stimulation technology. This dissertation addresses two 

crucial knowledge gaps limiting the success of neurostimulation therapies: 1) we do not understand 

the physiological mechanisms of electrical stimulation-induced pain relief, and 2) we do not 

understand the sources of variability affecting the neural response to stimulation. 

 The first portion of this thesis examined the mechanisms of action of DRGS. We developed 

statistical models of neural element (i.e., cell bodies, axons) locations in histological samples of 

human dorsal root ganglia (DRG) tissue. Next, we employed a histologically informed field-cable 

modeling approach to study the neural response to DRGS. We coupled a finite element method 

model of the potential distribution generated by DRGS to multi-compartment cable models of 

DRG neurons to simulate which types of sensory neurons are activated by therapeutic DRGS. Our 

data suggest that clinical DRGS directly activates the subset of sensory neurons that code non-

painful touch sensations, which may trigger pain-inhibition neural networks in the spinal cord 

dorsal horn. 



 xxi 

 The second portion of this thesis investigated how biological variability at different scales 

(e.g., single cells, patient anatomy) affected the neural response to stimulation. We implemented 

a Markov Chain Monte Carlo (MCMC) method to parametrize populations of neurons with 

heterogeneous ion channel expression profiles. We incorporated this approach in our field-cable 

model of DRGS and showed that variability in ion channel expression can affect the stimulation 

amplitude required to generate activity in target neurons. We further applied this population-

modeling approach to investigate how pathology induced changes in ion channel expression can 

affect the behavior of neural circuits governing sensory transmission. Finally, we developed a 

framework for constructing patient-specific field-cable models of patients receiving SCS. This 

framework captured the effect of key anatomical details (e.g., the amount of cerebrospinal fluid 

between a patient’s SCS electrode array and the spinal cord) on neural activation during 

stimulation. Furthermore, this patient-specific modeling framework allows the comparison of 

model predictions of neural activation during SCS with clinical data, such as patient-reported 

outcomes (e.g., pain relief). 

 The results of this dissertation suggest that DRGS may share mechanisms of action with 

other neurostimulation therapies for pain management, such as SCS. This dissertation also 

developed frameworks for studying the effect of biological variability on the nervous system’s 

response to electrical stimulation. To develop safe and effective therapies for neurological 

disorders, it is crucial to understand both the physiological mechanisms of symptom relief, and 

how the neural response to therapy may vary across cells, circuits, and patients. This dissertation 

provides novel insights on both aspects as they relate to neurostimulation for chronic pain. 

 



 1 

Chapter 1 – Introduction 

Electrical stimulation of neural tissue via extracellular electrodes is a therapeutic approach 

for managing the symptoms of neurological disorders.1 Such therapies are typically referred to as 

“neuromodulation therapies” or “neurostimulation therapies.” Though other modalities of 

neurostimulation exist (e.g., mechanical stimulation via ultrasound, stimulation using infrared 

light),2,3 many clinical neurostimulation therapies apply brief (on the order of tens to hundreds of 

microseconds) electrical impulses which modulate neural activity. This dissertation focuses on a 

subset of electrical neurostimulation therapies which manage chronic pain that is refractory to 

conventional medical management, specifically spinal cord stimulation (SCS) and dorsal root 

ganglion stimulation (DRGS). 

 

1.1 Chronic pain 

Pain is a useful signal that indicates behaviors or stimuli that are actively or potentially 

damaging to tissues and organs. For example, pain in response to touching a hot stove indicates 

the harmful nature of high temperatures on the skin. Chronic pain, pain that persists in the absence 

of noxious stimuli, is the experience of pain that does not have any informative utility. Clinically, 

pain is typically deemed to be chronic after persisting for 3-6 months and can take form as one or 

more of a myriad of chronic pain disorders.4 Unfortunately, chronic pain is one of the largest public 

health challenges currently facing the world, with far reaching impacts manifesting at the 

individual, societal, and economic levels. 
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1.1.1 Individual, societal, and economic impacts of pain 

The International Association for the Study of Pain currently defines pain as “An 

unpleasant sensory and emotional experience associated with, or resembling that associated with, 

actual or potential tissue damage.5”  Experiencing chronic pain therefore can produce debilitating 

effects on the individual living with chronic pain. The neuromatrix theory of pain emphasizes that 

the experience of pain cannot be reduced to a purely sensory experience.6 Rather, the pain 

experience is comprised of, and in return impacts, the individual’s ongoing sensory milieu (e.g., 

the sensory experience of pain), the individual’s affective-motivational state (e.g., the emotional 

response to pain), and the individual’s evaluative-cognitive state (e.g., the attention the individual 

pays to their pain).  

Chronic pain syndromes can produce a variety of aversive sensory experiences. The 

sensations produced by such syndromes include burning, sharp, crushing, and shooting pain to 

name a few.7 Chronic pain disorders often negatively impact, and can be exacerbated by, a patient’s 

emotional state. For example, depression, suicidal ideation, hopelessness, and anhedonia are 

commonly comorbid with chronic pain.8 Furthermore, chronic pain patients often experience 

negative effects on executive function. Anxiety, attention disturbances, and pain catastrophizing 

(i.e., a magnified negative response to experienced or anticipated pain) are commonly reported by 

pain patients.9 The multi-modal nature of pain across the spectrum of experience underscores both 

the enormity and complexity of the negative impacts of pain on an individual. 

The debilitating effects of chronic pain extend beyond the individual. Hundreds of millions 

of people worldwide are living with chronic pain, with more than 100 million individuals suffering 

from chronic pain in the United States alone.10 Though the individual experience of pain can vary 

in intensity, duration, and frequency of occurrence, more than 14 million Americans report living 
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with “a lot of pain” each day.11 The prevalence of pain has contributed to the ongoing “opioid 

epidemic” in the United States. Opioids are a commonly used pharmaceutical treatment for pain. 

Over the past two decades, the prescription rate of opioids has quadrupled in an effort to mitigate 

the pain epidemic.12 During the same time period, the rate of overdose deaths involving opioids 

increased by 200%,13 and are projected to continue increasing as seen in recent years.14 

With so many individuals affected by debilitating daily pain, chronic pain has an enormous 

impact on the economy. It is estimated that chronic pain accrues hundreds of billions of dollars in 

direct costs to the healthcare system each year (e.g., doctor’s visits, increased wait times).15 

Furthermore, chronic pain syndromes often prevent an individual from going about their activities 

of daily living or going to work, leading to negative impacts on the economy via a loss of 

workforce productivity. In total, the economic impact of pain on the United States is estimated to 

be greater than 600 billion dollars each year.15 The cumulative effects of pain on the individual, 

society, and the economy, underscore that effective and non-addictive pain therapeutics could fill 

an enormous humanitarian, societal, and economic need. 

1.1.2 Conventional medical management 

The neurostimulation therapies discussed in this dissertation typically manage chronic 

neuropathic pain that is refractory to conventional medical management. In other words, most of 

the patients receiving these therapies have not received adequate pain relief with conventional 

treatments, leaving them with few remaining treatment options. For patients with neuropathic pain, 

pharmaceutical options including opioids, anticonvulsants, N-methyl-D-aspartate antagonists, and 

others are often first-line treatments.16 If patients do not find relief from pharmaceutical treatments, 

interventions, such as nerve blocks,17 radiofrequency ablation,18 and surgical procedures (e.g., 
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spinal fusion)19 are possible alternatives. However, as the clinical algorithm is exhausted, 

neurostimulation therapies are alternative treatment options. 

 

1.2 Neurostimulation for managing medically refractory chronic pain 

1.2.1 History 

Melzack and Wall’s Gate Control Theory of Pain is the mechanistic basis for the genesis 

of clinical neurostimulation therapies (Figure 1.1).20 The Gate Theory of Pain describes innocuous 

and painful sensory input into the spinal cord as the activity of large-diameter (L) and small-

diameter (S) afferent fibers, respectively. Both L and S fibers induce activity in pain transmission 

(T) neurons within the spinal cord, leading to pain perception. However, activity in L fibers also 

excites inhibitory interneurons in the superficial dorsal horn (classically, this region is referred to 

as the substantia gelatinosa (SG)). In turn, the SG neurons presynaptically inhibit the transmission 

of afferent input onto T neurons. Finally, activating large-diameter afferents induces top-down 

modulation (so-called Central Control), which exerts further modulatory effects on the Gate 

Control System. Though unable to fully describe the specific physiology of pain processing in the 

spinal cord,21 the Gate Control Theory of Pain provides an excellent mechanistic framework for 

understanding pain transmission. Regarding neurostimulation therapies for pain management, the 

key insight provided by the theory is that if one could artificially increase the activity of large-

diameter afferents, it may be possible to reduce the pain experienced by an organism. 

Only two years after the Gate Control Theory of Pain was published, two clinical reports 

emerged using electrical stimulation to treat pain. Wall and Sweet published a report 

demonstrating a reduction in pain via electrical stimulation of peripheral nerves.22 They 

demonstrated stimulation-induced analgesia in eight patients with varying pain etiologies, with 
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four patients receiving prolonged pain relief even after stimulation was turned off. That same year, 

Shealy and Mortimer published the first report of electrical stimulation of the dorsal columns of 

the spinal cord in one patient.23 Dorsal column stimulation immediately abolished the patient’s 

pain, and when pain began to reemerge, changes to the stimulus pulse frequency quickly 

ameliorated the discomfort. These early reports formed the foundation of modern clinical 

neurostimulation therapies and kicked off several decades of study and innovation. 

 

Figure 1.1 The Gate Control Theory of Pain. Small (S) pain-sensing fibers excite pain transmission neurons (T) 
and inhibit inhibitory interneurons in the substantia gelatinosa (SG). Large (L) touch-sensing fibers excite both T and 
SG neurons. The theory suggests repeated activation of SG neurons via L fiber stimulation may provide pain relief. 
Figure adapted from Melzack and Wall, 1965.21 

1.2.2 Spinal cord stimulation 

Five decades after Shealy and Mortimer demonstrated analgesia via dorsal column 

stimulation, spinal cord stimulation (SCS; Figure 1.2) has become the most prevalent clinical 

neurostimulation therapy with more than 50,000 implants per year.24 SCS electrode arrays now 

come in one of two general forms: a cylindrical electrode array that can be implanted 

percutaneously, and a paddle electrode array which requires a laminotomy.25 Most conventional 

forms of SCS apply stimulation with pulse frequencies typically between 40 and 60 Hz. However, 

several new waveform modalities have emerged over the past 10 years, such as applying 

stimulation in packets of high-frequency bursts, or applying stimulation at frequencies on the order 

of 1 to 10 kHz.25 SCS is typically used to manage neuropathic limb pain syndromes that do not 
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respond to conventional medical management.26,27 Unfortunately, the efficacy of SCS seems to 

wane over time,28 and there is considerable variability both in success of SCS in individual patients 

and the success rates of SCS in clinical studies.29 Some novel SCS technologies implement closed-

loop control in an effort to induce more consistent pain relief.30,31 However, continued longitudinal 

study of such technologies is needed to assess their efficacy in the long-term. 

 

Figure 1.2 Spinal cord stimulation. An implanted stimulator and electrode array apply electrical stimulation to the 
dorsal columns of the spinal cord. SCS putatively activates large-diameter Aβ-axons in the dorsal columns, which 
induces antidromically propagating action potentials which activates circuitry in the dorsal horn. Figure adapted from 
Lempka and Patil, 2018.25 

 Conventional SCS, like Shealy and Mortimer’s dorsal column stimulation, is hypothesized 

to provide pain relief by electrically stimulating the large-diameter Aβ-afferents in the dorsal 

columns.32 Electrically driving the activity of the large-diameter afferents is hypothesized to 
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increase the inhibitory tone of networks in the dorsal horn of the spinal cord, thus “closing the 

gate” and preventing pain transmission neurons from sending signals to the brain. However, newer 

SCS waveform modalities may provide pain relief via other mechanisms. For example, modeling 

studies suggest that at stimulus pulse amplitudes used clinically, it is unlikely that 10 kHz SCS 

activates many, if any, axons in the dorsal columns.32,33 Instead, many novel forms of SCS are 

hypothesized to provide pain relief via mechanisms including: modulating inhibitory interneurons 

in the spinal cord,34 modulating the activity of glial cells,35 inducing increases in temperature 

which alter neural activity,36 and modulating the coupling between neurons and the vasculature.37 

1.2.3 Dorsal root ganglion stimulation 

Though SCS is a mainstay therapy for managing intractable pain, the complex anatomy of 

the spinal column (e.g., the presence of highly conductive CSF) makes it difficult to target pain in 

certain regions of the body (e.g., the feet and groin).38 As each dorsal root ganglion (DRG) contains 

sensory neurons (Figure 1.3C,D) innervating a particular dermatome (i.e., region of the body), it 

was hypothesized that dorsal root ganglion stimulation (DRGS) may be able to provide focal pain 

relief in dermatomes that are traditionally difficult to target with SCS. 

 DRGS is achieved by placing an electrode array in the intraforaminal space of the spinal 

column and applying brief electrical impulses to a DRG (Figure 1.3A,B). DRGS received 

approval by the United States Food and Drug Administration for the management of complex 

regional pain syndrome (CRPS) in the lower limbs in 2016.39 The ACCURATE clinical trial 

demonstrated that compared to traditional SCS, DRGS provided greater pain relief over the course 

of one year in patients with lower limb CRPS. Furthermore, preliminary studies indicate that 

DRGS may be effective in managing other chronic pain etiologies, such as diabetic neuropathy,40 

phantom limb pain,41 groin pain,42 and others. However, approximately 30% of the DRGS cohort 
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in the ACCURATE study did not receive adequate pain relief from DRGS (i.e., did not respond to 

the therapy).43 Furthermore, preliminary long-term data on DRGS pain relief suggest that DRGS-

induced analgesia may decrease over time.42,44 Due to the novelty of DRGS, the physiological 

mechanisms of DRGS-induced pain relief are unknown, preventing us from both understanding 

why some patients do not respond to DRGS, and from innovating the therapy to specifically target 

analgesic mechanisms.  

 

Figure 1.3 Dorsal root ganglion stimulation (DRGS). Axial (A) and lateral (B) views of the dorsal root ganglion 
(DRG), surrounding anatomy, and cylindrical electrode array. (C) Representative histology slice of a human lumbar 
DRG.45 (D) Example primary sensory neurons and their axonal projections to the spinal cord dorsal horn. Figure 
adapted from Graham et al., 2021.46 
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 Early in vitro and in vivo studies hypothesized that due to DRG containing the cell bodies 

of all sensory neurons innervating a given dermatome, DRGS may engage different analgesic 

mechanisms than SCS. Specifically, it was hypothesized that the ability to specifically stimulate 

cell bodies, and the ability to directly modulate the activity of nonmyelinated nociceptive neurons 

(i.e., C-neurons) may enable DRGS to provide superior pain relief relative to SCS.47–49 However, 

conventional neurostimulation theory (see below) suggests that axons are the primary target of 

extracellular stimulation, while cell bodies are more difficult to excite.50,51 Furthermore, it is well 

established that myelinated cells are activated at much lower current amplitudes than 

nonmyelinated cells.50 Therefore, continued investigation is needed to assess whether these 

proposed mechanisms are engaged by clinical DRGS, and to discover if other analgesic 

mechanisms are concurrently utilized by the therapy. 

 

1.3 Computational modeling of extracellular electrical stimulation 

Computational modeling is an important tool for designing and studying the mechanisms 

of action of neurostimulation therapies. Computational approaches to studying neuromodulation 

therapies commonly involve modeling the electric field generated by the therapy (e.g., using a 

volume conductor model), and simulating neural activity in response to stimulation (e.g., using 

multi-compartment cable models). These techniques have been applied to studying several modern 

neurostimulation therapies, such as deep brain stimulation,52 transcranial direct current 

stimulation,53 and peripheral nerve stimulation.54 Furthermore, these techniques can be leveraged 

to aid in the design and analysis of novel stimulation technologies (e.g., injectable electrodes).55 

1.3.1 Foundations 



 10 

Alan Hodgkin and Andrew Huxley’s conductance-based (Figure 1.4) formalism 

describing action potential initiation and propagation in the squid giant axon laid the foundation 

on which many modern applications of computational modeling in neuroscience are built.56 The 

Hodgkin-Huxley formalism represents a neural membrane as a parallel circuit with a capacitor 

representing the membrane capacitance, a resistor representing a linear leak conductance, and 

voltage- and time-dependent conductances representing active ion channels. Using this formalism, 

one can simulate how an arbitrary combination of ion channels present in a neural membrane 

produces the diversity of signals neurons use to communicate in response to injected current.  

 

Figure 1.4 The Hodgkin-Huxley model. The Hodgkin-Huxley model represents neural membranes with a parallel 
capacitance, a passive leak channel (RL), and voltage- and time-dependent conductances which represent active ion 
channels. Figure adapted from Hodgkin and Huxley, 1952.56 

In the years following Hodgkin and Huxley, several studies examined the effect of extra- 

or juxta-cellular stimulation on the axonal response to stimulation. However, those studies only 

examined the steady-state response of neural membranes (i.e., in response to infinite duration 

pulses), whereas emerging clinical technologies at the time utilized short duration pulses to excite 

nerves. The seminal work of McNeal was the first study to examine the response of a myelinated 
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axon to finite-duration stimulus pulses.57 McNeal demonstrated that membrane currents (and 

therefore, membrane voltages) at the nodes of Ranvier vary dramatically through time in response 

to a finite-duration stimulus pulse from a point-source electrode. Importantly, McNeal’s model 

corroborated experimentally measured strength-duration curves and increased action potential 

thresholds with decreased fiber diameters. Such findings underscored the utility of such models to 

interpreting existing experimental data and suggested that this modeling approach could be used 

to examine the neural response to complex electrode geometries like those used clinically. 

Building upon McNeal’s work, Rattay provided intuition to understand the influence of 

extracellular electrical stimulation on the initiation and propagation of action potentials. Rattay 

derived the activating function: the second spatial derivative (nonmyelinated axons) or second 

spatial difference (myelinated axons) of the extracellular potentials produced by an electrode 

sitting outside the neural membrane.58 The activating function is a powerful tool for determining 

the most likely location of action potential initiation in an axon. Building upon this work, Rattay 

then demonstrated that in neuron models with somata, dendrites, and axons (both myelinated and 

nonmyelinated) action potentials generally initiate in the axon.50 Furthermore, the polarity of the 

stimulus pulse (i.e., a negative or positive current) and the position of the electrode relative to 

different neural elements (i.e., somata, dendrites, axons) greatly affect the threshold current needed 

to initiate an action potential (i.e., the activation threshold of a neuron). Such intuitions are critical 

to designing clinical neurostimulation therapies and understanding how such therapies induce or 

disrupt ongoing activity in their neural targets. 

 As neurostimulation therapies became more prevalent and expanded to treating other 

disorders (e.g., the approval of deep brain stimulation for managing tremor in the 1990’s)59, it 

became even more pressing to understand how electricity interacts with the nervous system. The 



 12 

work of McIntyre and Grill further advanced our understanding of neural excitation in response to 

extracellular electric fields,51 and how stimulus parameters can affect which neural elements are 

being modulated near an electrode.60 Continued development of these methods led to the modern 

form of the field-cable modeling approach. 

The field-cable modeling approach couples the extracellular potentials generated by an 

electrode – typically calculated using the finite element method – to multi-compartment cable 

models of neurons. This approach enabled the simulation of the neural response to an arbitrary 

extracellular stimulus pulse from a finite electrode of arbitrary geometry, placed within a 

geometrically complex volume conductor, such as the brain or spine.52,61 Applying the field-cable 

modeling approach to neurostimulation therapies which manage chronic pain has provided insights 

into the neural substrates of stimulation-induced pain relief. Continued study using these methods 

is critical to painting a holistic picture of pain relief mechanisms.  

1.3.2 Computational modeling of spinal cord stimulation 

The work of Coburn and Sin developed the first series of SCS models in the 1980s. Their 

early work provided the first insights into the electric fields generated by SCS,62–64 and the effect 

of SCS on myelinated axons in the dorsal columns.65 Interestingly, Coburn found that the model-

predicted thresholds for generating action potentials in dorsal column axons matched closely with 

clinically reported values.65 The ability to compare biophysical predictions with clinical data 

underscores the utility of the field-cable modeling approach in understanding therapeutic 

mechanisms and suggests field-cable modeling may be useful in aiding the design of novel 

technologies to better target these mechanisms. 

 The work of Holsheimer and colleagues increased our understanding of both the 

mechanisms of SCS and of the technical factors affecting the neural response to SCS. For example, 
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they demonstrated that therapeutic SCS likely activates large-diameter dorsal column axons in the 

most superficial aspect of the dorsal columns, while uncomfortable sensations resulting from SCS 

may be due to activation of dorsal root axons.66,67 They also examined how the placement of 

anodes and cathodes affected neural recruitment68 and paresthesia coverage,69 and examined the 

utility of novel electrode configurations in improving dorsal column activation.70,71 These 

contributions were critical in establishing the conventional use of bipolar and tripolar 

configurations in therapeutic SCS to maximize dorsal column activation while minimizing dorsal 

root activation.  

 Recent SCS modeling work has examined the mechanisms of novel forms of SCS33 and 

explored the uses of SCS for applications other than managing chronic pain, such as restoring 

motor control.72 The latest generation of SCS models have taken a patient-specific approach, both 

to understand the mechanisms of action of the therapy for pain relief,73 but also for the personalized 

development of stimulation protocols for targeted restoration of function.74 Continued 

development of the patient-specific approach paired with advances in computing techniques (e.g., 

automating the creation of models from patient imaging data) may lead to clinical decision support 

systems for the implementation of SCS. Such systems could assist in calculating optimal 

stimulation parameters (e.g., stimulus pulse width, amplitude, frequency, stimulation 

configuration) to maximize pain relief in all patients. 

1.3.3 Computational modeling of dorsal root ganglion stimulation 

Due to the novelty of DRGS, there are few prior computational studies examining the 

neural response to DRGS. Bourbeau and colleagues examined the response of axons in the DRG 

to electrical stimulation via a point source electrode.75 The goal of their work was to examine 

whether a microelectrode implanted in the DRG could achieve selective activation of small-
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diameter axons over large-diameter axons. They found that due to small-diameter axons having 

shorter internode distances, and therefore more nodes of Ranvier over a given length than large-

diameter axons, intragangliar microstimulation of the DRG can achieve selective activation of 

small-diameter myelinated afferents. However, it was unclear if this trend would hold during 

DRGS utilizing macroelectrodes like those used clinically, and if this trend would extend to 

nonmyelinated DRG neurons. 

 Kent and colleagues used a field-cable modeling approach to study the influence of DRGS 

on nociceptive, nonmyelinated C-neurons.76 They demonstrated that DRGS can induce action 

potentials in the somata of C-neurons, triggering potassium efflux from the soma via calcium-

activated potassium channels. Potassium efflux produces a slow hyperpolarization at the soma, 

which electrotonically spreads to the T-junction, preventing action potentials from propagating 

into the spinally projecting axon, putatively inducing pain relief. However, the stimulation 

amplitudes required to produce this filtering of action potentials at the T-junction were large (> 9 

mA) compared to the amplitudes typically used clinically (≤ 1 mA).43,77 This suggests that either: 

1) augmentation of T-junction filtering may not be a primary mechanism of DRGS in clinical 

scenarios, or 2) there is a feature of C-neurons not accounted for in current models that enable 

filtering in response to considerably lower DRGS amplitudes. 

 

1.4 Problem statement 

Two fundamental knowledge gaps precluding the improvement of neurostimulation 

therapies for chronic pain are: 1) we do not understand the physiological mechanisms of action of 

neurostimulation-induced pain relief, and 2) we do not understand the sources of variability in the 

patient experience of neurostimulation therapies. Without a clear understanding of both how pain 
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relief is achieved and how interpatient variability may affect their response to a therapy, we cannot 

improve the design and implementation of the therapies to maximize pain relief. 

1.4.1 Mechanisms of action 

Without understanding the mechanisms governing how a therapy achieves clinical benefit, 

we cannot innovate the therapy to engage these mechanisms more safely and effectively. Despite 

tens of thousands of implants per year, the mechanisms of action of neurostimulation therapies for 

chronic pain remain poorly understood.25,46 Though the mechanisms of action of SCS have been 

studied in both computational and preclinical models for several decades,32,33,67,78–81 there is 

relatively little work on the mechanisms of DRGS due to its novelty. Preliminary studies have 

suggested that DRGS may exert action directly on the somata of nonmyelinated C-neurons.49,76,82 

However, conventional neurostimulation theory suggests nonmyelinated cells and somata would 

be much more difficult to exert action on than myelinated axons. Therefore, comparing the neural 

response of myelinated afferents and nonmyelinated afferents in the DRG is warranted. 

Furthermore, we are not sure where different neural elements, such as cell bodies and axons, are 

located within human DRG. However, previous work in cat DRG suggests cell bodies may 

preferentially congregate around the outer edge of the structure,83 presumably where DRGS-

induced currents would be strongest. 

1.4.2 Sources of variability 

There is considerable heterogeneity in the amount of pain relief reported by patients 

receiving neurostimulation therapies to manage their chronic pain. For example, a long-term 

prospective study of DRGS in 62 patients showed considerable variability in pain ratings post 

implant.44 Similarly, the success rates of SCS across clinical trials are highly variable, and 
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outcomes do not seem to be improving with time.29 We currently do not understand why some 

patients receive adequate pain relief from these therapies while others do not. Furthermore, 

variability which affects the success of a therapy in a patient could manifest at multiple scales. For 

example, there could be variability in the gross anatomy of the spinal column between patients. 

Differences in the amount of highly conductive cerebrospinal fluid surrounding the spinal cord 

could produce more current-shunting in some patients than in others.67,84 Or, there could be genetic 

variability affecting the spatiotemporal distribution of ion channels in particular cells. Such 

variability could affect the direct neural response to stimulation, the processing of natural and 

artificially induced neural signals in downstream circuits, or both.85–87  

 

1.5 Dissertation goals 

The goal of this dissertation was to provide insight into the mechanisms of action of DRGS. 

Furthermore, this dissertation sought to provide frameworks for studying the effects of variability 

on neural processes that are important to the neural response to therapeutic electrical stimulation. 

1.5.1 Mechanisms of action of DRGS 

One goal of this study was to provide insight into the mechanisms of action of DRGS, a 

recently developed neurostimulation therapy for managing neuropathic pain. First, this project 

aimed to determine where different neural elements affected by DRGS (e.g., somata, axons) are 

located in human DRG. Then, this project aimed to determine which subtypes of DRG neurons 

were being activated during clinical DRGS. This project also studied how varying clinically 

controllable parameters (e.g., stimulus pulse width, electrode configuration) affected neural 

activation during DRGS. Finally, this project examined potential modulatory effects of DRGS on 
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nonmyelinated C-neurons. Understanding the DRG neurons activated during DRGS is the first 

step to understanding how DRGS alters neural activity to provide pain relief. 

1.5.2 Sources of variability in neurostimulation for chronic pain 

The overall goal of this study was to understand how variability at multiple scales may 

affect the neural response to therapeutic neurostimulation. This project first examined how 

variability in ion channel expression could affect a neuron’s response to DRGS. This project then 

developed a framework to study neural activation during SCS using patient-specific computer 

models. Such models could be used to compare neural activation profiles across patients (e.g., 

between responders and non-responders to SCS). Finally, this project developed a method for 

parametrizing populations of biophysical neuron models to study how variability in a cellular 

population could affect the pathogenesis of neurological disorders. Understanding how variability 

in cells, circuits, and patients contributes to the neural response to electrical stimulation may 

inform the design of new clinical neurotechnologies. 
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Chapter 2 – Dorsal Root Ganglion Stimulation for Chronic Pain: Hypothesized 

Mechanisms of Action 

The work presented in this chapter is published as: 

Graham RD, Sankarasubramanian V, Lempka SF. Dorsal root ganglion stimulation for chronic 

pain: Hypothesized mechanisms of action. The Journal of Pain. 2021;23:196-211.46 

2.1 Abstract 

Dorsal root ganglion stimulation (DRGS) is a neuromodulation therapy for chronic pain 

that is refractory to conventional medical management. Currently, the mechanisms of action of 

DRGS-induced pain relief are unknown, precluding both our understanding of why DRGS fails to 

provide pain relief to some patients and the design of neurostimulation technologies that directly 

target these mechanisms to maximize pain relief in all patients. Due to the heterogeneity of sensory 

neurons in the dorsal root ganglion (DRG), the analgesic mechanisms could be attributed to the 

modulation of one or many cell types within the DRG and the numerous brain regions that process 

sensory information. Here, we summarize the leading hypotheses of the mechanisms of DRGS-

induced analgesia, and propose areas of future study that will be vital to improving the clinical 

implementation of DRGS. 

 

2.2 Introduction 

Chronic pain remains one of the world’s largest public health challenges, affecting 

hundreds of millions of people throughout the world.10 Neurostimulation therapies are important 
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tools in a pain physician’s clinical toolbox to manage chronic pain conditions that are refractory 

to conventional medical management. Spinal cord stimulation (SCS) has been a mainstay 

neurostimulation therapy for chronic pain for more than 50 years, and is an effective tool in 

managing intractable neuropathic pain in the lower limbs.25 Despite the overall success of SCS in 

treating many chronic pain conditions (e.g., failed back surgery syndrome), pain in specific areas, 

such as the groin, foot, low back, and knee, are difficult to accurately target with SCS. The complex 

anatomy of the spinal column, posture-related motion of the spinal cord in the thecal sac, and 

shunting of electrical current in the cerebrospinal fluid can limit the delivery of stimulation to the 

target fibers within the spinal cord.88 Therefore, patients with intractable pain in regions that are 

difficult to target with SCS are often left with few alternatives, presenting a large need for 

innovations in neurostimulation for pain management. 

Dorsal root ganglion stimulation (DRGS) is a novel neurostimulation therapy for managing 

medically refractory chronic pain.89 As a single dorsal root ganglion (DRG) receives sensory 

information from a discrete region of the body, it was hypothesized that DRGS could be an 

effective strategy for managing pain in regions that are difficult to target with SCS. DRGS was 

approved by the United States Food and Drug Administration (FDA) in 2016 for the treatment of 

refractory complex regional pain syndrome (CRPS) in the lower limbs.39 Despite currently only 

having FDA approval for CRPS in the lower limbs, DRGS has shown promise in managing other 

pain etiologies, such as painful diabetic neuropathy,40 phantom limb pain,41 and groin pain.42 The 

ACCURATE clinical trial compared the safety and efficacy of SCS and DRGS in treating patients 

with intractable CRPS at 3 and 12 months post-implantation, and demonstrated that more patients 

were considered treatment successes (i.e., received ≥ 50% reduction in pain intensity) with DRGS 

than SCS.90 However, a 50% reduction in pain intensity (measured via the visual analog scale 
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(VAS)) does not always lead to an improved quality of life, or facilitate a patient returning to their 

activities of daily living.91 Furthermore, more than a quarter of patients were not deemed treatment 

successes with DRGS, leaving them with few other pain management options because 

neurostimulation therapies are often a last-resort therapy in a clinician’s treatment algorithm.92 

Presently, we do not have a clear scientific understanding of the physiological mechanisms of 

DRGS-induced pain relief. We believe that it is vital to elucidate these mechanisms, to: 1) 

understand why DRGS fails in some patients, to improve patient selection, and 2) innovate DRGS 

technologies to specifically target these mechanisms, to maximize pain relief in all patients. 

Recently, there was an excellent review of human DRG anatomy;93 therefore, we will 

highlight only the anatomy essential to understanding DRGS. The DRG is a swelling in the dorsal 

spinal root, which houses the cell bodies of all primary sensory neurons (PSNs) (Figure 2.1) 

innervating a specific dermatome (i.e., region of the body). There are bilateral pairs of DRG at 

each vertebral level (Figure 2.1A), which receive information from roughly the same dermatome 

on opposite sides of the body. All DRG are encased by the meninges of the spinal cord as the 

meninges transition into the epineurium surrounding peripheral nerves.94 DRG reside in the 

neuroforamina (Figure 2.1B), but the relative position of the DRG within the foramen may vary 

depending on the spinal level.95 During the implantation of a DRGS system, electrode lead bodies 

are percutaneously inserted using a Touhy needle, guided through the epidural space of the spinal 

column using X-ray fluoroscopy, and routed into the intraforaminal space where the array of 

electrode contacts are placed along the dorsal side of the DRG (Figure 2.1A,B). The electrode 

lead(s) are connected to an implanted pulse generator, which resides in a body cavity usually 

around the posterior lateral flank.77 



 21 

 

Figure 2.1 DRGS and surrounding anatomy. A) Axial view of a human spinal column with a DRGS electrode array 
in place. B) Sagittal view of a DRGS electrode array in the foramen. C) Histology image of a human lumbar DRG 
stained for 200 kDa neurofilament.45 Axons appear as miniscule dots; cell bodies appear as larger dark spots. D) 
Sensory neuron types in the DRG and their projections into the spinal cord. The first five lamina of the dorsal horn 
are labeled to indicate where different sensory neuron types send axon collaterals. 

Extracellular electrical stimulation, like that utilized by DRGS, can affect different neural 

structures (e.g., cell bodies, axons, presynaptic terminals) depending on the parameters of the 

stimulus pulse (e.g., amplitude, frequency, pulse width, polarity).51 Therefore, the morphological 

characteristics of DRG neurons, and their location in the DRG relative to the stimulating 

electrodes, will greatly affect which cells are being modulated by DRGS. Clinically, DRGS is 

typically applied with a bipolar stimulation configuration and a tonic pulse train with a pulse 

frequency around 20 Hz, a pulse duration between 200 and 300 ms, and a pulse amplitude on the 
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order of several hundred mA to a few mA.77 DRGS four-contact cylindrical electrode arrays are 

1mm in diameter with 1.25 mm long contacts, comparatively smaller than traditional SCS 

cylindrical electrode arrays.96 The electrode is typically placed within the foramen such that the 

second and third contacts span the pedicle, with the second and third contacts typically assigned 

as the cathode and anode, respectively.77 PSNs, the cells within the DRG, are pseudounipolar, i.e., 

their cell bodies have a single axon process called the stem axon, which bifurcates at a region 

called the T-junction into an axon that projects to the spinal cord (centrally projecting axon) and 

an axon that projects to the peripheral nervous system (peripherally projecting axon) (Figure 

2.1D).97 Recent histological results demonstrated that in human lumbar DRG, cell bodies typically 

organize around the dorsomedial region of the ganglion, while axons of passage are more 

homogeneously distributed throughout the rest of the ganglion.45 DRG cytoarchitecture is of great 

importance to the clinical implementation of DRGS (Figure 2.1C). As distance from the 

stimulating electrode increases, extracellular potentials exponentially decrease, and therefore 

DRGS-induced activity may be focused on the most superficial neural elements. Such knowledge 

is crucial to designing stimulus waveforms that target the neural elements and PSN subtypes 

responsible for the pain-relieving effects of DRGS. 

PSNs are a diverse class of neurons, with different types of neurons conveying different 

sensory modalities (e.g., touch, pain, itch). PSN axons are commonly classified as A-fibers 

(myelinated axons) and C-fibers (nonmyelinated axons). In this review, we will refer to DRG 

neurons with myelinated axons as A-neurons, and DRG neurons with nonmyelinated axons as C-

neurons. C-neurons are traditionally thought to be nociceptors, though it is known that C-neurons 

consist of several molecularly defined subpopulations that convey a myriad of sensations, 

including innocuous or painful touch,98 innocuous and painful thermal sensations,99,100 chemical 
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itch,101 pleasant touch,102 and some C-neurons code multiple types of sensations (i.e., polymodal 

C-neurons).98,100 A-neurons are further stratified into Aα-, Aβ-, and Aδ-neurons. Aα-neurons are 

thickly myelinated, large-diameter muscle afferents, and can be further classified as group Ia 

neurons, which innervate muscle spindles and code muscle stretch, and Ib neurons which innervate 

golgi tendon organs and code muscle tension.103 Aβ-neurons are also thickly myelinated, large-

diameter afferents, though they are smaller in diameter than Aα-neurons. Aβ-neurons typically 

convey non-painful tactile stimuli,104 though there have been reports of nociceptive signals 

conducted in the Aβ-fiber conduction velocity range,105,106 and a subset of Aβ-neurons are 

important in transmitting mechanical itch.107 Aδ-neurons are thinly myelinated, medium-diameter 

afferents, that typically convey innocuous or painful touch108 or thermal sensations.99 The 

peripherally-projecting axon of a PSN terminates in a sensory end organ, depending on the type 

of sensations conveyed by that neuron.104 The centrally-projecting axon enters the spinal cord 

(Figure 2.1D), where it can send collaterals into the grey matter to form excitatory synapses with 

spinal neurons (e.g., interneurons in the dorsal horn), enter a white matter tract and project caudally 

or rostrally (e.g., to the brain stem), or project to both spinal and supraspinal targets.109,110 

Previous reviews have covered several aspects of DRGS, including in vivo and in vitro 

studies of DRGS,111 the DRG as a target for neurostimulation therapies,112,113 and clinical evidence 

of DRGS efficacy.114 However, to our knowledge, there has not been a review of the evidence 

supporting the current hypotheses of the physiological mechanisms of DRGS-induced pain relief. 

Therefore, our goal in this review is to summarize the evidence supporting the current. hypotheses 

of DRGS mechanisms, and to provide an outlook on the scientific insight needed to facilitate 

technological innovations that will improve the efficacy of DRGS. We consider both the direct 

neural response to DRGS (i.e., the neuronal processes that are transiently modulated by DRGS-
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generated electric fields) and the indirect effects of DRGS (e.g., postsynaptic activation of neural 

circuits in the central nervous system, modulating the activity of non-neuronal targets). Due to the 

novelty of DRGS, there are few studies of the indirect effects of DRGS; therefore, much of our 

discussion will focus on the direct neural response to stimulation. We conclude by suggesting 

future research avenues towards painting the holistic picture of DRGS mechanisms. 

 

2.3 Direct neural response to DRGS 

Similar to other clinical neurostimulation therapies, DRGS interfaces with the body by 

generating spatiotemporally varying electric fields. These electric fields can perturb a cell’s 

transmembrane voltage, and can lead to the opening or closing of voltage-sensitive ion channels. 

Stimuli of sufficient intensity can induce an action potential (AP), while subthreshold stimuli 

would result in a transient change in membrane potential that does not induce an AP. However, it 

is possible that subthreshold stimuli have modulatory effects, such as integrating or disrupting 

ongoing neural activity, or by influencing voltage-sensitive channels whose dynamic ranges are 

below the AP threshold. In this paper, we define the direct neural response to DRGS as any 

voltage-sensitive neurophysiological process that is induced, prevented, or characteristically 

altered by the transient electrical stimuli generated by DRGS. This definition includes effects such 

as generating APs in a particular cell type leading to neurotransmitter release from presynaptic 

terminals, or intracellular second messenger systems that are triggered by voltage-sensitive 

processes (e.g., calcium influx through voltage-sensitive calcium channels). We believe that there 

are three primary hypotheses on the direct neural response to DRGS: 1) the driving of feed-forward 

pain-inhibition circuitry, 2) augmenting low-pass filtering mechanisms at the T-junction of PSNs, 

and 3) suppressing the hyperexcitability of PSNs generated by chronic pain states. 
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2.3.1 Driving input into pain-gating networks 

In their seminal paper in 1965, Melzack and Wall proposed the gate control theory of 

pain,20 which states that activating large-diameter tactile afferents gates pain signals to the brain 

by driving inhibitory networks in the spinal cord, while also being modulated by top-down control 

from supraspinal structures. Only two years later, Wall and Sweet used this theory to demonstrate 

temporary analgesia in humans by electrically stimulating peripheral nerves, and Shealy et al. 

developed the first clinical usage of SCS.22,23 By stimulating the large diameter afferents in 

peripheral nerves and the dorsal columns of the spinal cord, respectively, these groups 

demonstrated the ability of exogenous electric fields to drive pain inhibition in humans, putatively 

by artificially driving feed-forward pain-inhibition networks in the spinal dorsal horn.21 As many 

of the Aβ-axons that constitute the dorsal columns originate in the DRG,115 and extracellular 

electrical stimulation preferentially activates large-diameter myelinated axons over small-diameter 

nonmyelinated axons,58,116 DRGS may share mechanisms of action with SCS. 

Computational modeling is an important tool in uncovering the mechanisms of 

neurostimulation therapies.117 Bourbeau and colleagues used a combined biophysical and 

analytical model to study activation thresholds during microstimulation of the DRG with 

penetrating microelectrodes.75 Their results suggest myelinated afferent activation thresholds 

would be on the order of microamperes, and that microstimulation can preferentially activate 

small-diameter myelinated afferents over large-diameter myelinated afferents. This finding is 

contrary to conventional understanding that larger-diameter axons have lower activation 

thresholds than smaller-diameter axons.57 The authors suggested that this selectivity for small-

diameter axons was due to smaller axons having more closely spaced nodes of Ranvier, increasing 

the probability that a node would be present near the penetrating microelectrode. However, their 
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modeling framework was not designed to study clinical DRGS performed with non-penetrating 

macroelectrodes placed in the intraforaminal tissue, and it did not account for factors, such as the 

anatomy surrounding the DRG, which would affect the electric field delivered to DRG neurons. 

Furthermore, that study only modeled the axons in the DRG, assuming that cell bodies would not 

be excitable by extracellular stimulation, and it did not examine the effects on C-neurons. It is 

currently unclear if this selectivity is achievable with extragangliar electrodes, like those used in 

clinical DRGS. 

Work from our laboratory implemented a field-cable modeling approach to study clinical 

DRGS, and compare the activation thresholds of Aβ-neurons with C-neurons.118 We showed that 

when applying DRGS with clinical leads and stimulation parameters, DRGS drives the activity of 

Aβ-neurons without affecting the activity of C-neurons (Figure 2.2). Our follow-up study further 

examined the effect of DRGS on Aα- and Aδ-neurons.119 We showed that with clinical stimulation 

parameters, DRGS may activate Aδ-neurons that sense innocuous touch, without activating Aδ-

neurons that sense mechanical pain. Furthermore, we showed that Aα-neurons may be widely 

activated during DRGS, but their low population within the DRG makes it difficult to determine 

their extent of activation in clinical scenarios.45 However, our models did not account for calcium 

channels or dynamics in DRG neurons, which may affect a neuron’s activation threshold, and 

likely affects the DRGS-influenced neural dynamics which operate on time-scales lasting seconds 

or longer,120 suggesting that additional mechanisms might be at play. Though computer models 

provide an excellent framework with which to probe the mechanisms of DRGS, there are several 

limitations to the computational approach, such as simplified cellular morphologies, and a lack of 

experimental data (e.g., spatiotemporal ion channel expression profiles) from which to build the 

models. 
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Figure 2.2 DRGS may drive pain-gating mechanisms in the spinal cord dorsal horn, the DRG, or both. DRGS 
applies trains of electrical pulses which induce APs in Aβ-neurons, which activate inhibitory interneurons in lamina 
iii and iii in the dorsal horn. Concurrently, Aβ-neurons may release GABA within the DRG, which can act on C-
neurons and potentially prevent ectopic APs from propagating into the spinal cord. 

Currently, there are a few in vivo studies of DRGS mechanisms, specifically in the context 

of neurostimulation for pain. However, these initial studies have provided interesting results. Using 

a rat model of DRGS, Chao and colleagues confirmed our modeling predictions that Aβ-neurons 

have the lowest activation thresholds during DRGS.121 Koetsier and colleagues showed that in rats, 

DRGS did not affect intracellular levels of gamma-aminobutyric acid (GABA) in the spinal cord 

dorsal horn, suggesting DRGS does not drive inhibitory circuitry in the spinal cord.122 Instead, the 

authors suggested that DRGS may drive GABAergic pain-gating circuits local to the DRG. Du 

and colleagues recently found that many DRG neurons possess the cellular machinery necessary 

to synthesize and release GABA, including large-diameter 200 kDa neurofilament-positive 

neurons, such as Aβ-neurons.123 They also demonstrated that optogenetically depolarizing these 

neurons caused behavioral changes indicative of reduced acute and chronic pain. Therefore, it is 

possible that clinical DRGS directly activates myelinated afferents, leading to a release of GABA 

within the DRG itself to inhibit pain perception (Figure 2.2). However, these findings are 
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preliminary, and more work is needed to understand the physiological consequences of in vivo 

GABA release in DRG, and whether clinical DRGS is capable of inducing somatic GABA release. 

Furthermore, these data have not ruled out pain-gating inhibition in the dorsal horn as a 

mechanism of DRGS. Alternatively, DRGS may drive the release of other inhibitory 

neurotransmitters, such as glycine, in the dorsal horn. Aβ-neurons in the DRG have axonal 

projections to lamina iii and iii of the dorsal horn,109 where they form feed-forward circuits with 

glycinergic interneurons that gate mechanical allodynia, a common phenotype of neuropathic 

pain.124 It is possible that DRGS drives the activity of Aβ-projections to the dorsal horn, thereby 

increasing the glycinergic inhibitory tone in the spinal cord to gate neuropathic pain. Continued 

study of the complex pain-processing networks in the central nervous system is crucial to fully 

elucidating how DRGS-generated peripheral inputs reduce pain. 

Additional studies have examined DRGS through the lens of other neurorehabilitation 

therapies, such as controlling bladder function,125 or as a target to provide somatosensory feedback 

and control in neuroprosthetic systems.126 Though these studies were not designed to provide 

evidence on the mechanisms of DRGS for pain relief, they still give insight into which types of 

DRG neurons respond to extracellular stimulation. For example, some studies found that low-

amplitude intragangliar stimulation with penetrating microelectrodes elicits antidromic compound 

action potentials (CAPs) with conduction velocities in the Aβ- to Aα-range.127–129 Other studies 

showed similar findings with an electrode array placed on the surface of the ganglion.130 However, 

due to the small diameter of Aδ- and C-neuron axons, their APs can be difficult to resolve on CAP 

recordings, leaving the extent to which small-diameter axons are recruited during DRGS an open 

question. 

2.3.2 Augmenting T-junction filtering 
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Several sources of experimental data have suggested that T-junction filtering could be a 

primary mechanism of DRGS-induced analgesia. Following frequency, the maximum frequency 

train of APs that can be conducted through an axonal branch point, is used as a measure of T-

junction filtering in PSNs. Gemes and colleagues showed that in excised rat DRG, A-neurons have 

significantly larger following frequencies than C-neurons, i.e., A-neurons can transmit higher 

frequency trains of APs across the T-junction than C-neurons.48 Interestingly, peripheral nerve 

injury decreased the following frequency in A-neurons, but increased the following frequency in 

C-neurons, suggesting that in chronic pain states there is a coincident decrease of pain-gating 

signals and increase of painful signals entering the spinal cord. They also found that in C-neurons, 

increasing current through calcium-dependent ion channels (e.g., small conductance calcium-

activated potassium (SK) channels) reduced the following frequency. This result suggests that a 

therapy designed to trigger calcium influx into C-neurons may enhance T-junction filtering and 

block pain signals from entering the central nervous system. 

The T-junction, the region where the stem axon bifurcates into a spinally projecting axon 

and a peripherally projecting axon, is a morphological peculiarity nearly unique to DRG neurons 

(and the sensory neurons of the trigeminal ganglion).97 The T-junction is a large node of 

Ranvier,131 and the peripherally projecting axon is typically larger in diameter than the spinally 

projecting axon, though there may be differences in this diameter mismatch across cell types.132 

Furthermore, the cell bodies of DRG neurons have active ion channels, which allow peripherally 

generated APs to invade the soma.133 These peculiarities can affect the transmission of afferent 

signals from the peripheral axon to the dorsal root axon. For example, in myelinated afferents, 

orthodromically propagating APs can generate ‘extra’ spikes in the initial segment, which rebound 

towards the T-junction and may occlude other orthodromic APs.134 This self-generated occlusion 
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seems to increase the number of short and long inter-spike intervals, while decreasing the number 

of intermediate inter-spike intervals. In nonmyelinated afferents, combinations of morphological 

and electrophysiological features, such as stem axon length and slow hyperpolarizing 

conductances, can produce a low-pass filtering effect on orthodromically propagating APs.135 

DRGS may provide analgesia by augmenting this filtering property in the DRG neurons 

responsible for pain pathophysiology. 

 

Figure 2.3 DRGS may augment the low-pass filtering properties of nociceptive C-neurons. A) Ectopic APs 
indicative of spontaneous pain propagate along the peripheral axons of C-neurons towards the central nervous system. 
B) The DRGS pulse train induces APs in or near C-neuron somata causing calcium influx through voltage-gated 
calcium channels, putatively triggering potassium efflux through calcium-activated SK channels. C) Potassium efflux 
hyperpolarizes the soma, which electrotonically hyperpolarizes the T-junction. D) Orthodromically propagating APs 
are unable to propagate passed the hyperpolarized T-junction into the spinal axon. 

The first computational study of clinical DRGS mechanisms examined the effect of DRGS 

on putatively nociceptive C-neurons. Kent and colleagues used a field-cable modeling approach 

to show that DRGS generates APs in C-neuron somata, which produces a net hyperpolarization by 

increasing the current through SK channels (Figure 2.3B).76 Somatic hyperpolarization 

electrotonically hyperpolarized the stem axon and T-junction (Figure 2.3C) to an extent that 

blocked AP propagation into the dorsal root axon (Figure 2.3D), both painful APs from the 

periphery (Figure 2.3A) and DRGS-generated APs from the soma. However, to produce the T-
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junction filtering effect, it was necessary to apply DRGS with a stimulation amplitude greater than 

9 mA, which is far greater than typical clinical stimulation amplitudes (1 mA on average).77 It is 

important to note that anatomical simplifications and parameter selection (e.g., tissue 

conductivities, ion channel conductances) used in the field-cable model can dramatically affect the 

thresholds necessary to generate APs in modeled neurons.136 Therefore, future studies should 

examine which parameters affect the fidelity with which DRGS can augment T-junction filtering. 

Koopmeiners and colleagues utilized an in vitro approach to study the effect of 

extracellular electrical stimulation on Aδ- and C-neurons in excised rat DRG.47 They demonstrated 

that field stimulation of excised DRG reduced the following frequency of putatively nociceptive 

neurons, while producing large transient increases in intracellular calcium concentration. Pan and 

colleagues then provided the first in vivo recordings of T-junction filtering in a rat model of DRGS 

for rheumatoid arthritis, though in this case, DRGS filtered antidromically propagating APs 

initiated via dorsal root stimulation and recorded via teased fiber recordings from the sural nerve.82 

These results add further evidence that DRGS may provide pain relief by filtering the transmission 

of APs at the T-junction, and that this phenomenon is likely either calcium-dependent or calcium-

sensitive. 

Recently, Chao and colleagues used an in vivo rat model to study the mechanisms of action 

of DRGS.121 Using teased fiber dorsal root recordings, they demonstrated that when stimulating 

the sciatic nerve, the stimulation amplitude needed to activate nonmyelinated C-axons is more than 

50 times greater than the amplitude needed to activate myelinated Aβ-axons, in agreement with 

conventional neurostimulation theory. However, when stimulating the DRG, the C-neuron 

activation threshold was only 1.5 times the Aβ-neuron threshold, contrary to previous modeling 

results.118 Furthermore, they found that within approximately 30 seconds of starting DRGS applied 
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at 80% of motor threshold, the orthodromically propagating C-component of the teased fiber 

recording disappeared, suggesting that prolonged DRGS augments T-junction filtering in 

nociceptive neurons after a brief wash-in period. These experimental results are exciting, and 

imply that DRGS activates many types of neurons simultaneously, suggesting multiple pain-

relieving mechanisms may be happening concurrently. 

As with all animal models of human technology, it is critical to ensure that in vivo models 

accurately recapitulate clinical scenarios. Therefore, the electric fields generated by DRGS in 

preclinical studies must adequately approximate the electric fields generated by clinical DRGS 

systems to ensure the conclusions of experimental studies accurately inform our clinical 

understanding of the technology. In this way, there are three interrelated factors that we think are 

worth careful consideration when designing future experimental studies of DRGS: 1) the 

dimensions of the stimulating electrode contacts, 2) the dimensions of the animal model’s DRG 

and surrounding anatomy, and 3) the choice in stimulation parameters, particularly the pulse 

amplitude. Chao and colleagues used an in-house made electrode to apply bipolar DRGS that is 

necessarily smaller than the electrode leads used clinically, because the rat neuroforamina are 

considerably smaller than human neuroforamina. However, smaller electrode contacts will 

generate larger current densities in stimulated tissues compared to larger contacts for a given pulse 

amplitude, potentially lowering the activation threshold of small neurons (e.g., C-neurons). 

Furthermore, smaller neuroforamina, i.e., a more enclosed space surrounded by a bony structure, 

implies more current will enter the more conductive neural tissue, compared to the minimally 

conductive bone. A recent study of anatomical factors affecting the activation thresholds of 

neurons in the spinal cord dorsal columns emphasizes the importance of this latter point.136 
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Comparatively larger current densities resulting from smaller electrode contacts and 

neuroforamina make the already difficult task of choosing clinically relevant pulse amplitudes for 

in vivo DRGS studies even more challenging. Koetsier and colleagues applied DRGS using an 

intensity of 66.7% motor threshold (i.e., the minimum amplitude at which DRGS causes muscle 

activation in the patient’s or animal’s stimulated myotome), whereas Chao and colleagues 

suggested that 80% motor threshold was the optimal stimulating intensity.121,122 However, 

preliminary clinical data suggest that sensory thresholds (i.e., the minimum stimulation amplitude 

at which a human patient reports feeling paresthesias) can be between 33% and 70% of the motor 

threshold value.137 This finding, taken with the clinical reports that some DRGS patients utilize 

sub-perception DRGS (i.e., DRGS with amplitudes that do not produce paresthesias) and achieve 

successful pain relief,138,139 indicates further study is needed to determine how the ‘optimal’ pulse 

amplitude should be calculated in experimental studies to most accurately recapitulate clinical 

DRGS. Determining this relationship between experimental and clinical pulse amplitudes is a 

challenging problem because there are currently no clinically analogous methods for determining 

sensory thresholds in animal models. 

Furthermore, neural activation generated when stimulating at a particular percent motor 

threshold in a preclinical model may not be directly analogous to the neural activation generated 

by stimulating at the same percent motor threshold in a human study, because of differences in 

DRG size across species. Muscle twitches resulting from DRGS are likely caused by: 1) direct 

activation of Ia afferents in the DRG causing postsynaptic activation of motor neurons in the 

ventral horn,72 or 2) direct activation of motor axons in the ventral root. Because Ia afferents have 

low populations in both rodent140 and human45 DRG, activation of sufficient numbers of Ia 

afferents to produce a muscle twitch could suggest widespread neural activation throughout the 
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DRG. Similarly, assuming the stimulating electrode is placed on the dorsal side of the DRG, direct 

activation of the ventral root − a structure farther from the stimulating electrode than the DRG − 

would suggest that DRGS was applied with a large pulse amplitude, thereby likely causing 

widespread activation throughout the DRG.  

However, rat DRG are much smaller than human DRG. In the dorsal-ventral axis, lumbar 

rat DRG are likely less than 1 mm wide141,142 while human lumbar DRG are approximately 6 mm 

wide,93 placing rodent ventral roots and Ia afferents much closer to the stimulating electrode 

contact than in clinical scenarios. Because the voltage at a given point in space is inversely 

proportional to its distance from a current source, a given percent of a motor threshold in a rat 

likely causes more neural activation in the DRG than the same percent motor threshold would 

cause in a DRGS patient. Future work should develop rigorous methodologies for selecting 

stimulation parameters in both clinical and preclinical DRGS experiments which allow for direct 

comparison between the two types of data. 

2.3.3 Suppressing PSN hyperexcitability 

Spontaneous firing of APs despite a lack of sensory input and increased firing of APs in 

response to peripheral stimuli, are thought to be two biomarkers of several chronic pain etiologies. 

For example, ongoing input into nociceptive C-neurons, generated perhaps from a peripheral 

neuroma, may lead to pain perception without an external noxious stimulus.143 Spontaneous 

activity in Aβ-neurons, which typically don’t convey pain signals, is thought to underly allodynia, 

a clinical symptom of neuropathic pain whereby previously non-painful stimuli cause pain.144,145 

Current evidence suggests that the DRG can be responsible for the development of neuropathic 

pain through hyperexcitability and spontaneous ectopic firing of PSNs. One proposed mechanism 

of DRGS is that electrical stimulation rectifies this hyperexcitability and aberrant activity. 
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Koopmeiners and colleagues measured the number of APs generated in response to 

current-clamp stimulation in excised DRG from healthy rats.47 They demonstrated that putatively 

nociceptive neurons generate fewer APs in response to current clamp stimulation after exposure 

to 90 seconds of DRGS compared to before receiving DRGS, suggesting that DRGS reduces 

membrane excitability. Given that DRGS applied at an intensity that reduced membrane 

excitability also produced large increases in intracellular calcium, the authors hypothesized that 

the reduction of membrane excitability may be calcium-dependent or calcium-sensitive. It is 

currently unclear how different chronic pain etiologies affect neural dynamics and the response to 

DRGS, but these data provide evidence that justifies further study of DRGS’ ability to suppress 

neuronal excitability. 

In a tibial nerve-injured (TNI) rat model of DRGS, Chao and colleagues showed that DRGS 

raised the mechanical threshold to elicit AP firing in both C- and Aδ-neurons, and significantly 

reduced the firing frequency of C- and Aδ-neurons in response to mechanical stimulation.121 As 

these data come from teased fiber recordings of dorsal root axons, it is difficult to ascertain whether 

these changes resulted from suppressing the excitability of the recorded cell, or from inducing T-

junction filtering of orthodromically propagating APs (see previous section). However, the authors 

also showed that after DRGS, the average spontaneous firing frequency of C-neurons decreased, 

and other studies have shown that DRGS reduces spontaneous pain behavior in TNI rats,49,146 

suggesting that excitability suppression is a possible culprit of the reduction in nociceptor activity. 

To date, there are relatively few studies explicitly examining the hypothesis of 

hyperexcitability suppression, and the biophysical mechanisms through which excitability 

suppression is achieved are unclear. Extracellular electrical stimuli with durations lasting on the 

order of 1 ms or shorter, such as those utilized by DRGS, are conventionally believed to induce 
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neural activity by transiently perturbing voltage-gated sodium channels to generate action 

potentials, counterintuitive to the idea of stimulation-induced suppression of excitability. 

Therefore, it is likely that DRGS-induced reductions in membrane excitability are due to voltage-

sensitive intracellular secondary messenger cascades.147 

 

2.4 Indirect effects of DRGS 

Though the direct response to electrical stimulation is usually the generation of an AP in a 

target cell, the ultimate goal of neuromodulation therapies is to cause the release of 

neurotransmitters that modulate downstream neural activity which produces clinical benefit − so-

called indirect effects of stimulation. Indirect effects are likely widely distributed throughout the 

neuraxis, particularly when stimulated tissue projects to many structures throughout the nervous 

system. Furthermore, the indirect effects of neuromodulation therapies may extend to non-

neuronal targets, such as glial cells. Due to the novelty of DRGS, and the importance of first 

understanding which cells are directly affected by stimulation, there are as of yet few studies on 

the indirect effects DRGS. However, preliminary evidence suggests that DRGS may share indirect 

effects with conventional SCS, though continued study is vital to delineate the specific 

mechanisms unique to each therapy. Such knowledge may help improve patient selection and 

allow therapy assignment to be tuned to the pathophysiological differences across chronic pain 

etiologies. 

2.4.1 Spinal/segmental effects 

The goal of DRGS − to stimulate a particular DRG to provide dermatome-specific pain 

relief − places fundamental importance on the effects of stimulation at the particular spinal 
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segment receiving sensory information from a patient’s painful region. A wide range of 

experimental techniques exist to objectively characterize the segmental effects of 

neurostimulation. For example, quantitative sensory testing (QST) and standard clinical 

electrophysiological assessments (e.g., electromyography) have proven useful in characterizing 

the mechanisms of action of SCS (for review, see 148). Application of these techniques to patients 

receiving DRGS treatment could provide critical insight into the segmental effects of DRGS, and 

can be utilized in longitudinal studies to examine how the therapeutic effects of stimulation change 

over time, which are difficult to recapitulate using computational and preclinical models. 

QST can assess a patient’s sensory capacity and has been used to characterize SCS and 

DRGS patients’ responses to both static stimuli (i.e., single transitory sensory stimuli) and dynamic 

stimuli (i.e., multiple stimuli). To date, there have been three studies using such experimental 

techniques to characterize the mechanisms of DRGS.139,149,150 All three studies found that DRGS 

increased patients’ pain thresholds in response to pressure stimuli localized to the patients’ painful 

regions, though Kinfe and colleagues noted that the increase they observed was not statistically 

significant. A localized increase in pressure pain threshold suggests that DRGS modulates patients’ 

perception of acute nociceptive pain, possibly through central mechanisms (e.g., segmental 

inhibition in the dorsal horn), or though peripheral mechanisms (e.g., suppression of nociceptive 

PSN activity), or both. DRGS may also affect patients’ abilities to detect non-painful mechanical 

stimuli by modulating the activity of large-diameter Aβ-neurons. Kinfe and colleagues found that 

DRGS lowered detection thresholds in response to non-painful punctate stimuli,150 while Chapman 

and colleagues found a similar, but non-statistically significant trend.149 However, work from our 

laboratory found that in patients receiving DRGS or SCS treatment, vibration detection thresholds 

did not change during stimulation compared to pre-treatment values,139 suggesting that continued 
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study is needed to determine the effect of DRGS on patients’ perception of innocuous mechanical 

stimuli. 

Furthermore, these early studies showed that DRGS reduces temporal summation 

(TS).139,150 TS is a dynamic QST metric that is typically measured by taking the difference between 

a patient’s reported pain intensity in response to a train of noxious stimuli and their reported pain 

intensity in response to a single noxious stimulus of equal magnitude. TS is a proxy to measure 

the “windup” phenomenon in humans. Wind-up is an increased firing rate of dorsal horn neurons 

in response to painful stimuli, believed to be mediated by activation of Nmethyl- D-aspartic acid 

(NMDA) receptors on wide dynamic range neurons in the dorsal horn.151 Therefore, a reduction 

in TS by DRGS suggests stimulation provides pain relief in part by reducing the firing rate of pain-

coding neurons in the central nervous system. It is reasonable to expect that DRGS may reduce TS 

by activating inhibitory circuits in the spinal cord dorsal horn, by causing nociceptive signals to 

be filtered out within the DRG, or a combination of the two. Interestingly, patients receiving SCS 

that demonstrate enhanced TS prior to implantation reported less overall pain after implantation.152 

If SCS and DRGS both provide pain relief in part by driving the activity of Aβ-neurons, 

preimplantation TS levels could similarly predict patients that will respond well to DRGS. Taken 

together, these preliminary studies indicate that DRGS may exert several concurrent effects on 

segmental pain processing, and demonstrate the utility of QST in studying the mechanisms of 

DRGS. Future work should include larger patient cohorts, examine the effects of pain etiology on 

changes in QST metrics, and determine if clinically quantifiable factors can be used as predictors 

for patient success with DRGS. 

SCS has been shown to reduce the amplitude of some spinal cord reflex arcs, such as the 

H-reflex,153 a mono-synaptic reflex mediated by large-diameter muscle afferents, and the 



 39 

nociceptive flexor withdrawal reflex (also known as the RIII-reflex),153–155 a poly-synaptic reflex 

mediated by small-diameter nociceptors. Similar to TS, the nociceptive flexor withdrawal reflex 

is a proxy for assessing spinal excitability in humans. From these results, it is generally interpreted 

that SCS increases the inhibitory tone of the spinal cord, thereby decreasing the amplitude of the 

nociceptive reflex arc, and may reduce the amplitude of the H-reflex by causing AP collision in 

muscle afferents. Interestingly, the magnitude of attenuation of the nociceptive flexor withdrawal 

reflex correlates with SCS-induced pain relief, suggesting that the success of the therapy is at least 

partially attributable to facilitating segmental inhibition. We hypothesize one would see similar 

results using these measures to study DRGS, as computational and preclinical studies demonstrate 

that DRGS also generates APs in large-diameter afferents.118,119,121 However, it may be possible 

that DRGS exerts a larger attenuating effect on the nociceptive flexor withdrawal reflex, through 

the combined mechanisms of increasing inhibitory tone in the spinal cord, and reducing the net 

small-diameter input entering the spinal cord via T-junction filtering. 

2.4.2 Supraspinal effects of DRGS 

The original gate control theory of pain emphasized the importance of ‘central control’ – 

descending efferent fibers which modulate the gate control system − to the experience of pain, and 

stimulation-induced neural activity likely modulates brain regions involved in descending control. 

For example, SCS-induced activation of Aβ-axons in the dorsal columns activates neurons in 

brainstem regions, such as the rostroventral medulla and locus coeruleus,79,156 which in turn drive 

descending inhibition via serotonergic and noradrenergic efferents.157,158 As DRGS likely also 

drives the activation of Aβ-neurons,118,119,121 it may modulate similar supraspinal regions to SCS. 

However, as experimental data also suggest DRGS may directly affect the activity of small-
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diameter PSNs,121 there may be considerable differences in the brain regions engaged by SCS and 

DRGS. 

In the first study of the supraspinal regions involved in DRGS, Pawela and colleagues 

performed functional magnetic resonance imaging (fMRI) in a rat model of DRGS to examine the 

effect of DRGS on the blood oxygen- level dependent (BOLD) signal evoked by noxious electrical 

stimulation of the hindpaw.159 They found that DRGS reduced the magnitude of the BOLD 

response in regions associated with the sensory-discriminative component of pain, such as the 

somatosensory cortices and the ventral posterolateral and ventral posteromedial nuclei of the 

thalamus, similar to findings from studies performing fMRI during SCS.160–162 Interestingly, they 

also found that DRGS reduced the magnitude of the BOLD response in the nucleus accumbens − 

a limbic structure that may play a role in the motivational aspect of chronic pain − which was 

recently implicated as a potential supraspinal target of SCS in a rat fMRI study.163 These results 

suggest that DRGS may provide pain relief through similar mechanisms to tonic SCS, though 

additional supraspinal mechanisms may also be at work. Continued study of the supraspinal 

mechanisms of DRGS will be critical, particularly studies performed in humans, as anesthesia used 

in non-human functional imaging studies adds additional confounds to interpreting results. 

Parker and colleagues recently used magnetoencephalography (MEG) to study the effect 

of DRGS-induced pain relief on cognitive performance.164 They found that patients receiving pain 

relief from DRGS displayed a reduction in gamma-band (30-45 Hz) activity in the somatosensory 

and anterior cingulate cortices (ACC) − brain structures that have been shown to be implicated in 

the pain-relieving effects of conventional tonic SCS and burst SCS, respectively.165 It is 

hypothesized that burst SCS − a type of SCS that applies stimulation in high-frequency bursts − 

provides pain relief in part by modulating the medial spinothalamic pain pathway. This pathway 
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flows from C-neurons in the DRG which project to lamina i of the dorsal horn,109 to several brain 

regions including the ACC, and is associated with the affective and attentional components of pain. 

Therefore, Parker and colleagues’ observation that DRGS-induced pain relief is accompanied by 

modulation of the ACC adds additional evidence that DRGS may directly act upon C-neurons, as 

suggested by previous computational and animal studies.76,121 Interestingly, Parker and colleagues 

found a reduction in gamma-band activity in the ACC, while De Ridder and colleagues found an 

increase in alpha-band activity (8-10 Hz) in the ACC,166 but neither study considered the effects 

of stimulation across the full power spectrum of neural activity. More work is needed to understand 

how different patterns of peripheral input affect the activity of different functional brain networks. 

This understanding could lead to the design of DRGS stimulation patterns that directly target 

different components of the pain matrix (i.e., sensory, affective, cognitive), allowing for the 

personalized design of a patient’s stimulation parameters based on their individual needs. 

Studying the effect of DRGS on somatosensory evoked potentials (SSEPs) may also give 

insight into the supraspinal effects of the therapy, and SSEPs have been used for several decades 

to characterize the effects of SCS. SSEPs consist of positive and negative voltage deflections as a 

sensory-stimulus travels through the nervous system. SSEPs are often obtained by recording 

electroencephalogram signals from the scalp in response to an external stimulus (e.g., percutaneous 

nerve stimulation), and can provide insight into how a therapy affects sensory processing. 

Generally, SCS-induced activation of Aβ-axons in the dorsal columns decreases the amplitude of 

SSEPs,167–170 and as DRGS likely acts in part through similar mechanisms, we may expect similar 

findings. A recent study of the effect of DRGS on laser evoked potentials (LEPs) − an SSEP 

measured in response to noxious laser stimulation of the skin − showed that DRGS increases the 

N2-P2 amplitude of LEPs, and that larger N2-P2 amplitudes may be correlated with lower pain 
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ratings.171 Given that LEPs are designed to only study the cortical response to noxious stimulation, 

and that there are possible coincident effects of DRGS on small-diameter afferents which may 

produce different effects on SSEPs, continued investigation into the cortical effects of DRGS is 

necessary. A multi-modal approach to studying the supraspinal effects of DRGS will be necessary 

not only to understand the mechanisms of action of the therapy, but to also understand its effects 

on patients across pain etiologies and comorbidities. 

2.4.3 Effects on glia 

Historically, the non-neuronal effects of neurostimulation technologies have largely been 

ignored, except in the context of the foreign body response to implanted materials.172 An area of 

basic research that remains underexplored is the effect of DRGS on satellite glial cells (SGCs), the 

glial cells present in the DRG.173 SGCs are known to be important in the development and 

maintenance of chronic pain.174 Though they do not generate APs, SGCs possess voltage-sensitive 

ion channels, and communicate directly with neurons in the DRG,175 suggesting that they may be 

directly influenced by the DRGS-generated electric fields, or indirectly by DRGS-induced activity 

in PSNs. Though the effects of stimulation on glial cells have not yet been studied in the context 

of DRGS, early studies in SCS suggest it is an avenue well worth exploring. 

SCS is most commonly applied to the lower thoracic spinal cord, where there are 

approximately 20 glial cells for every neuron.176 A high density of glial cells around common SCS 

targets indicates that SCS-generated electric fields could modulate glial activity, depending on the 

electrophysiological characteristics of glial cells and how those characteristics are affected by SCS 

stimulus waveforms.177 Differential targeted multiplexed programming-SCS (DTMP-SCS) was 

developed to concurrently drive neuronal and glial mechanisms of pain relief, by concurrently 

delivering a low-frequency SCS waveform (~50 Hz) and a high-frequency SCS waveform (~1200 
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Hz). Vallejo and colleagues demonstrated that in rats with spared nerve injuries, DTMP-SCS 

provided a greater reversal in chronic pain behavioral metrics, such as mechanical and thermal 

hypersensitivity, relative to low-frequency or high-frequency SCS alone.35 Furthermore, spared 

nerve injury affected the expression levels of many glia-related genes, and DTMP-SCS drove the 

expression level of many of those genes back towards naïve levels. These results suggest that 

simultaneously modulating the neuronal and glial components of pain may lead to greater pain 

relief than modulating the neuronal component alone. 

It is currently unclear how DRGS modulates the SGC component of pain. However, SGCs 

being the singular glial cell type in the DRG may make DRGS an ideal use case to study the 

differential effects of neurostimulation on neurons versus glia, and how communication between 

neurons and glia are modulated by extracellular stimulation. It is worth investigating the extent to 

which current clinical DRGS stimulation waveforms affect SGC physiology, and if further 

innovation is necessary to modulate the SGC component of pain (e.g., by multiplexing DRGS, 

similar to DTMP-SCS). Finally, in addition to the importance of glia in stimulation-induced pain 

relief, these studies also highlight the nascent but important study of omics, both to understand the 

mechanisms of neurostimulation therapies and as potential biomarkers of various chronic pain 

states.178,179 

 

2.5 Looking forward 

Several decades after helping construct the gate control theory of pain, Melzack 

synthesized a wide body of work across the medical and biological sciences into a new theory, the 

so-called neuromatrix theory. The neuromatrix theory places greater emphasis on not only the 

sensory component of pain, but also on the role of cognitive and affective components.6 Much as 
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the foundation of this new theory drew from evidence across several disciplines, so too should our 

approach towards elucidating the mechanisms of action of neurostimulation therapies to manage 

pain. We believe that it is unlikely that these therapies provide pain relief through a single 

mechanism, and that a holistic understanding of electrical stimulation-induced pain relief is vital 

towards successful and consistent implementation of these therapies. Therefore, much work 

remains to be done through the combined efforts of basic neuroscience, engineering, and clinical 

pain research. 

Presently, there is considerable disagreement between the conceptual understanding of 

neurostimulation biophysics and the available experimental data of DRGS mechanisms. One of 

the most striking results of the work of Chao and colleagues is that the ratio of C-neuron to Aβ-

neuron activation threshold was dramatically lower than the corresponding ratios when stimulating 

the sciatic and saphenous nerves.121 This result contrasts greatly with modeling studies comparing 

Aβ- and C-neuron activation thresholds.118,119 These conflicting results suggest several potential 

explanations that warrant further study. Firstly, the recent discovery of GABAergic 

communication within the DRG, suggests possible synaptic action within the DRG itself.123 

Because GABA depolarizes C-neurons due to the atypical higher concentration of chloride within 

C-neurons than the extracellular space,180 it is possible that DRGS drives GABA release from Aβ-

neurons, which then depolarizes C-neurons to induce T-junction filtering as described above. 

However, it is unclear if GABAergic activation alone is sufficient to induce filtering. Secondly, 

there could be one or more features of the soma and stem axon complex of C-neurons that are 

missing from existing computer models that significantly reduce the activation thresholds of these 

neurons. 
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For example, much of our intuition of extracellular stimulation-induced neural activation 

comes from modeling studies of the peripheral nerve, characterized by long, straight axons.57,58,181 

In reality, DRG neurons have complex, winding stem axon trajectories131,182–184 that haven’t been 

accounted for in previous models. These trajectories could produce complex spatiotemporal 

profiles of depolarization and hyperpolarization in response to DRGS, making prediction of neural 

activation difficult. In simplified models of retinal ganglion cells, the presence of a 90-degree bend 

in an axon was sufficient to produce complex spatial distributions of activation thresholds,185 

suggesting that more complex trajectories may require a new conceptual framework to predict 

neural activation. Furthermore, the effects of ephaptic coupling (i.e., transmembrane currents 

contributing to the extracellular potential at other parts of the cell) are typically ignored, but could 

be on the order of several millivolts.186 Because DRG neurons have tightly coiled stem axons 

closely apposed to large cell bodies (which would produce large transmembrane currents), intra- 

and inter-cellular ephaptic effects in the DRG could be significant. Future modeling work should 

aim to develop new intuitions of neural activation when stimulating cells with complex 

morphologies and axon trajectories, and use these novel intuitions to assist in interpreting 

experimental data of DRGS. Such intuitions will be critical to understanding not only the 

mechanisms of DRGS, but the mechanisms of other clinical neuromodulation therapies, including 

SCS. 

In addition to complex stem axon trajectories, DRG neurons have active ion channels in 

their somata. Typically, APs are thought to be rarely generated in the soma,51 but the presence of 

active ion channels in DRG somata, and the computer modeling predictions that some APs may 

initiate in the somata of DRG neurons,76,118 suggest that this intuition may not apply to DRGS. 

There is a myriad of sodium187 and potassium188 channel isoforms important to physiological and 
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pathological pain processing, many of which are expressed in DRG. In a recent study from our 

lab, we implemented two models of Aδ-neurons that were morphologically and electrically 

identical, except for the voltage-gated sodium channels that they expressed.119 Aδ-neurons that 

expressed Nav1.6 had lower activation thresholds than Aδ-neurons that expressed Nav1.7 and 

Nav1.8, suggesting that in addition to morphological properties, the electrophysiological properties 

of a given neuron are crucial in determining its response to extracellular stimulation. Future 

experimental data summarizing the types, densities, and spatial distributions of ion channels in 

DRG neurons will be critical to developing accurate computer models with which to study the 

mechanisms of DRGS. 

In addition to accurately representing the electrophysiological characteristics of the neural 

systems under study, computational and experimental studies of neuromodulation therapies must 

utilize electric fields that are representative of the fields generated during clinical implementation 

of the therapies. Patient-specific modeling is a powerful technique in understanding and 

developing neurostimulation therapies, and for ensuring computer models mimic clinical 

implementation of the therapy.189 This approach has already proven useful in investigating the 

mechanisms of SCS for pain.73 Patient-specific DRGS models could provide evidence for why 

DRGS fails in some patients but not others, or serve as the basis for a clinical decision-support 

system to accelerate the time-consuming process of titrating an individual patient’s stimulation 

parameters. 

There is good agreement between experimental121 and clinical77 studies of preferred DRGS 

parameters, particularly that the preferred stimulation frequency is 20 Hz in both human patients 

and rats. The work of Gemes and colleagues showed that when stimulating ex vivo rat DRG, Aδ- 

and C-neurons typically produced the largest calcium transients in response to frequencies between 
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3-7 Hz, while Aβ-neurons produced the largest calcium transients in response to 20-50 Hz 

stimulation.120 Furthermore, the calcium transients in putative nociceptors (i.e., Aδ- and C-

neurons) had larger amplitudes and slower decay time constants than the Aβ-neurons. These results 

may suggest different calcium-dependent mechanisms of stimulation on different functional 

groups of DRG neurons. Augmented T-junction filtering of nociceptive signals is believed to be 

achieved through triggering of calcium-activated slow hyperpolarizing currents, which may 

suggest that larger amplitude, slowly decaying levels of internal calcium may be more conducive 

to sustained filtering in nociceptors (Figure 2.3). It is also possible that the release of GABA 

within the DRG from Aβ-neuron somata (Figure 2.2) requires comparatively smaller increases in 

intracellular calcium and benefits from faster decay times to allow somatic neurotransmitter 

resources to quickly reprime for the next release event. Could 20 Hz DRGS then be a ‘happy 

medium’ between the optimal frequencies to produce the necessary diversity of somatic calcium 

transients in both nociceptive and non-nociceptive DRG neurons? Such a finding would further 

suggest DRGS provides pain relief by directly activating multiple types of PSNs. 

In the more than five decades since Melzack and Wall proposed the gate control theory, a 

superb amount of effort has gone in to elucidating the specific neural circuits which govern pain 

processing and transmission in the dorsal horn (for review, see 109,190,191). Much of the currently 

available data on DRGS mechanisms give evidence for the direct effects of stimulation, but it 

remains an open question as to how DRGS-induced peripheral input is integrated by neural 

networks in the central nervous system. With the advent of preclinical techniques to dissect neural 

circuits, such as optogenetics, calcium imaging in awake behaving animals, and transsynaptic 

tracing, it is now possible to elucidate the network dynamics that lead to chronic pain phenotypes. 

Applying these techniques to preclinical studies of DRGS could provide mechanistic knowledge 
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into the systems-level effects of stimulation, and inform the design of novel DRGS technologies 

to specifically target these mechanisms. 

To fully elucidate the mechanisms of DRGS, we must also understand how DRGS affects 

an individual patient’s pain experience (e.g., time course of pain relief, pain diagnosis, sensory 

profile). There is a dearth of clinical data on the temporal features of DRGS-induced analgesia, 

such as how long it takes for analgesia to onset (i.e., wash-in time) and offset (i.e., wash-out time). 

Preliminary clinical studies suggest that wash-in and wash-out times for DRGS are on the order of 

minutes,121 with DRGS possibly having faster wash-out times than SCS.192 Studying these 

phenomena in humans and comparing these temporal characteristics with clinical outcomes could 

provide insight into whether the analgesic effects of DRGS predominantly rely on faster 

mechanisms (e.g., transient induction or interruption of neural firing patterns), or slower 

mechanisms (e.g., inducing changes in synaptic plasticity). 

Finally, using a mechanistic understanding of DRGS to design prospective clinical studies 

examining DRGS outcomes in patients with specific pain etiologies will be critical to determine 

which patient populations are best managed with DRGS. Determining if there are clinically 

measurable sensory features (e.g., mechanical allodynia, cold hypersensitivity) that correlate with 

DRGS-induced pain relief (e.g., through clinical studies performing QST), could not only provide 

further insights into the mechanisms of action of DRGS, but also improve patient selection. 

Furthermore, functional neuroimaging (e.g., fMRI, MEG) and clinical electrophysiology (e.g., 

electroencephalography) studies will be critical to investigating how DRGS modulates brain 

regions associated not just with the sensory component of pain, but also with the affective and 

cognitive components of pain. As DRGS has been shown to provide greater improvement in 

depression- and mood-related metrics than tonic SCS,90 improving our understanding of how 
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DRGS modulates the non-sensory components of the pain neuromatrix may further assist in patient 

stratification between neurostimulation therapies. Continued study of the clinical manifestations 

of the effect of DRGS on the nervous system will be crucial to bridging the gap between our 

mechanistic understanding of DRGS-induced analgesia and improvements in patients’ quality of 

life. 

 

2.6 Conclusion 

Dorsal root ganglion stimulation is an important tool in a pain physician’s toolbox for 

managing intractable chronic pain. It is unlikely that any neuromodulation therapy acts through a 

single mechanism alone, and the growing body of evidence suggests that DRGS is no exception. 

Current evidence suggests that DRGS may provide pain relief by post-synaptic activation of pain-

gating circuitry in the dorsal horn and possibly the DRG itself, by augmenting the lowpass filtering 

of painful signals at the T-junction of nociceptive neurons, and by reducing the intrinsic 

excitability of DRG neurons. Continued study of the mechanisms of action of DRGS, particularly 

into the supraspinal effects of DRGS, as well as the role of cognitive and affective networks in the 

patient response to DRGS, is warranted. DRGS is an excellent use case to develop new intuitions 

on the morphological and electrophysiological factors contributing to neural activation, which will 

be invaluable in innovating current, and developing novel, neurostimulation therapies for 

neurological disorders. Such innovation will be crucial to reduce the world-wide impact of chronic 

pain. 
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Chapter 3 – Spatial Models of Cell Distribution in Human Lumbar Dorsal Root Ganglia 

The work presented in this chapter was in collaboration with Nicholas Peck-Dimit, and 

Drs. Zachariah J. Sperry and Tim M. Bruns. This work is published as:  

Sperry ZJ*, Graham RD*, Peck-Dimit N, Lempka SF^, Bruns TM^. Spatial models of cell 

distribution in human lumbar dorsal root ganglia. Journal of Comparative Neurology. 

2020;528:1644-1659. (*co-first author; ^co-senior author).45 

3.1 Abstract 

Dorsal root ganglia (DRG), which contain the somata of primary sensory neurons, have 

increasingly been considered as novel targets for clinical neural interfaces, both for neuroprosthetic 

and pain applications. Effective use of either neural recording or stimulation technologies requires 

an appropriate spatial position relative to the target neural element, whether axon or cell body. 

However, the internal three-dimensional spatial organization of human DRG neural fibers and 

somata has not been quantitatively described. In this study, we analyzed 202 cross-sectional 

images across the length of 31 human L4 and L5 DRG from 10 donors. We used a custom 

semiautomated graphical user interface to identify the locations of neural elements in the images 

and normalize the output to a consistent spatial reference for direct comparison by spinal level. By 

applying a recursive partitioning algorithm, we found that the highest density of cell bodies at both 

spinal levels could be found in the inner 85% of DRG length, the outer-most 25–30% radially, and 

the dorsal-most 69–76%. While axonal density was fairly homogeneous across the DRG length, 

there was a distinct low density region in the outer 7–11% radially. These findings are consistent 

with previous qualitative reports of neural distribution in DRG. The quantitative measurements we 
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provide will enable improved targeting of future neural interface technologies and DRG-focused 

pharmaceutical therapies, and provide a rigorous anatomical description of the bridge between the 

central and peripheral nervous systems. 

 

3.2 Introduction 

Dorsal root ganglia (DRG) are regions of the posterior spinal roots, which contain the cell 

bodies of all primary sensory neurons innervating a specific dermatome of the body or end organ.97 

Recently, DRG have been increasingly investigated as sources from which to record control 

signals for neuroprosthetic devices, for applications ranging from treating bladder dysfunction to 

providing limb prosthetic control and sensory feedback.193–197 While most studies have used 

penetrating electrode arrays to record from neurons in the interior of the DRG, recent work has 

demonstrated that afferent signals can be recorded from neurons near the exterior of DRG using 

surface recording arrays198,199 and that microelectrodes can be used for low-current 

microstimulation of DRG neurons.125–127 Additionally, dorsal root ganglion stimulation (DRGS) 

is an emerging therapy for chronic neuropathic pain,90 providing a nonaddictive alternative to 

opioids for pain management. Although these technologies have the potential to provide dramatic 

improvements in quality of life for a diverse range of patients, preliminary clinical studies have 

demonstrated limited success thus far. Commonly reported issues include inconsistencies in the 

quality of elicited sensations, and variable amounts of pain relief across patients.114 These 

technologies rely on either the accurate recording or delivery of electric currents to specific types 

of DRG neurons (e.g., recording from bladder afferents, stimulating sensory inputs to reflex 

circuits). However, we have a limited understanding of the three-dimensional (3D) spatial 

distribution of primary afferents throughout human DRG. Describing the 3D cellular anatomy of 
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DRG could inform the clinical implementation of these technologies (e.g., DRGS electrode 

placement relative to the ganglion, selection of penetrating or surface recording arrays to target 

different cells), which may lead to improved and more consistent clinical outcomes. 

DRG contains both the cell bodies and portions of the axons of primary sensory afferents. 

Neural recording technologies detect neural activity through the voltages generated by the 

transmembrane currents generated by neural signal propagation.200 The largest transmembrane 

currents, which would contribute to the bulk of the recorded signal, are thought to originate from 

the cell body and axon initial segment of recordable cells.201 In contrast, extracellular stimulation 

technologies are thought to primarily induce neural activation in axons51, with modeling studies 

suggesting that DRGS electrodes primarily activate the axons of large myelinated tactile 

afferents.118 Although the specific roles of subgroups of primary afferents are complex, DRG cells 

can be roughly broken into functional groups based on the cell body and axon size.183 C-fibers are 

small unmyelinated cells that typically conduct thermal or noxious sensation.202,203 Myelinated A-

fibers, which are typically mechanoreceptive or proprioceptive, are larger than C-fibers and 

typically have thinly- to thickly myelinated axons. A-fibers can be further stratified into Aα-, Aβ-

, and Aδ-fiber classes, which are listed in order of descending conduction velocity and fiber size.204 

Although this classification scheme is commonly used throughout the literature, there is a dearth 

of studies examining the spatial distribution of these fibers throughout the DRG. 

The effectiveness of both recording and stimulating neural interface technologies relies 

heavily on the spatial relationship between the interface electrode and particular neuron types of 

interest. However, few studies have examined the spatial organization of neurons in DRG, and to 

our knowledge, no studies exist in human literature. Various studies have discussed a weak 

functional somatotopy for the DRG in animal studies based on nerve tracing, with rostral-caudal, 
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medial-lateral, and ventral-dorsal divisions all present to a certain degree.142,205–210 Few studies 

have examined the distribution of neural structures (e.g., cell bodies, axons) in DRG. Only a few 

anecdotal references exist, including studies showing superficial cell bodies or a “central fiber 

stream” in the DRG,211,212 and a neural recording study in feline DRG reported the largest density 

of cell bodies at a depth between 0 and 100 μm.213 There is a general consensus that most cell 

bodies are found around the circumferential edge of the ganglion. That idea was supported by our 

previous study, in which a quantitative analysis of feline lumbosacral DRG showed that the highest 

density of cell bodies in medial sections could be found in the outer 24% radially and on the dorsal-

most side of the ganglion.83 However, in this previous study, we only examined neuronal 

distribution in medial sections of the DRG, while clinical neurotechnologies would likely act upon 

neurons distributed along the entire DRG. 

In this work, we sectioned human lumbar DRG specimens at 1 mm increments along the 

nerve root axis. We stained these sections with neurofilament and imaged the sections for high-

contrast identification of neural cell bodies and axons. We developed software to automatically 

segment and characterize the spatial location and size of neural elements. Finally, we used a 

recursive partitioning algorithm to model the 3D spatial densities of the neural elements. We also 

analyzed high-level donor demographic and anatomical trends in our data set. These analyses 

provide key insights for future neural interface technologies and therapies with human DRG. 

 

3.3 Methods 

3.3.1 Gross tissue processing 

This study utilized human tissue donated by de-identified deceased individuals, and was, 

therefore, determined to be “Not Regulated” by the University of Michigan Institutional Review 
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Board [HUM00109152]. We received bilateral human lumbar spinal roots (RRID:SCR_005043) 

from the L4 and/or L5 spinal levels from the National Disease Research Interchange (NDRI, 

Philadelphia, PA) from the deceased donors within 72 hr of aortic cross-clamp. We chose to study 

L4 and L5 DRG because these DRG are common DRGS targets for managing chronic pain in the 

feet and lower legs.77 We excluded donors that had a history of diabetes, cancer, herpes zoster, a 

peripheral nerve condition, spinal cord injury, previous spine surgery, or opiate abuse. NDRI 

stored the tissue in 10% neutral-buffered formalin and shipped it at ambient temperature. Upon 

receipt, we used calipers to measure the DRG portion of each root at 1 mm increments to determine 

the gross tissue dimensions. We then used a razor blade to cut the DRG in half and removed two 

1 cm segments constituting the approximate proximal (i.e., nearest the spinal cord) and distal (i.e., 

nearest the peripheral nerve) DRG halves (Figure 3.1). We placed the cut sides of each DRG half 

face-down in a histology cassette to preserve DRG orientation across slides. If visual inspection 

indicated that the remaining tissue contained gray matter, we removed additional segments to 

obtain samples of the entire DRG region. We stored the cassettes in 70% ethanol to halt fixation, 

and shipped them to an external histopathology lab (Histowiz Inc., Brooklyn, NY) for histological 

processing. 

3.3.2 Histological processing and imaging 

The histopathology lab embedded the tissue samples in paraffin (Leica EG 1150 H&C) and 

cut 4–5 μm thick sections at 1 mm steps (~20 sections per DRG) (Leica RM2235 microtome). 

They mounted the sections on slides and stained with a 1:3000 dilution of rabbit monoclonal 

antibody for neurofilament heavy polypeptide (NF200, ab40796, Abcam, Cambridge, UK, 

RRID:AB_2149620) which stains both A- and C-type fibers in humans.214,215 They also 

counterstained for hematoxylin to identify nuclei. They imaged the slides at 40 with a brightfield 
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slide scanner, with a resolution of four pixels per micron (Leica Aperio AT2). The resulting images 

had neural cell bodies and axons visible in dark brown and cell nuclei visible in blue (Figure 3.1c). 

The nuclei of other DRG cellular types were also visible, including satellite cells and some 

endothelial vascular cells. The neural cellular elements were typically arranged into at least two 

fascicular regions. We considered the regions containing cell bodies (or continuous with cell-body 

containing regions across images) as DRG. We considered all other regions as the ventral root 

(VR). To the extent analyzed, the VR was considered separately from the DRG. We screened 

images for quality issues, including excessive tearing or folding, and poor quality regions were 

excluded from analysis. 

 

Figure 3.1 Tissue processing and image analysis methods. (a) Illustration of coordinate system for DRG cross-
section images. (b) Initial tissue processing. (c) Representation of sample locations and NF200-stained samples (dark 
brown). We counterstained each sample with hematoxylin, resulting in blue cell nuclei (not visible at displayed image 
size). (d) Analysis of histological data. (left) DRG cross section after automated processing, with identified axon and 
soma locations highlighted. (center) Diagram of polar normalization, demonstrating transformation from perimeter 
and internal features to unit circle. (right) Contour plots generated from polar normalization of DRG, with logarithmic 
color scale at right. 

3.3.3 Image processing software 
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Lumbar DRG contain ~35,000 neurons.216 Therefore, to identify each neural element we 

developed a custom semi-automated graphical user interface (GUI) using MATLAB and its Image 

Processing Toolbox (MathWorks Inc., Natick, MA, RRID: SCR_001622). After loading the 

image, the GUI allows the user to identify the DRG, VR, and nonneural outer tissue and then 

calculates an optimal rotation to align the DRG above the ventral root in the upper half of the 

image. The GUI white-balances the image and converts it to binary using a series of thresholding 

steps and morphological operations. We extracted the shapes and locations of all neural elements 

in the original image from the resulting binary image for analysis. 

 In order to validate the GUI results, we selected four validation images pseudo-randomly 

from the final image set, to balance for inclusion from different donors, spinal levels, and sidedness 

(i.e., right DRG or left DRG). We randomly selected a 1 mm square region containing both axons 

and cell bodies from each validation image. Following consultation from a neuropathologist, the 

first three authors each traced the neural cell elements in the validation sub-images using the 

ImageJ (RRID:SCR_003070, https://imagej.nih.gov/ij/) plug-in ObjectJ 

(https://sils.fnwi.uva.nl/bcb/objectj/index.html, Vischer, N. & Nastase, S. University of 

Amsterdam). 

 For automated processing, we first converted all validation images to grayscale, and white 

balanced each image against background luminescence for each color channel (red = R, green = 

G, and blue = B). These grayscale images were converted to binary (black and white) using a 

threshold determined to minimize the difference between the initially detected object number and 

the number of objects determined by each human validator. A threshold of 0.78 minimized the 

difference between the computer- and human-identified objects, therefore we used a threshold of 

0.78 for all black-white thresholding steps. We discovered that a simple threshold tended to split 
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large lightly-stained cell bodies into many smaller objects, but that intact cell bodies could be 

recovered by utilizing the ratio between R and B channels. Specifically, an R/B-B/R threshold of 

0.5 consistently returned an image with intact cell bodies. This step was effective because the 

neurofilament stain tended to have a high R value and a low B value, while hematoxylin had a 

strong B value and weak R value. This RB ratio transformation was noisy outside of the cell bodies, 

so only objects with an area greater than 600 μm2 were retained (roughly corresponds to circular 

objects with diameter 14 μm). The logical disjunction of the RB ratio image and the original binary 

image (RB Ratio OR Binary), denoised with a morphological “open” and with holes filled, served 

as the final image for automated neural element identification with MATLAB's Image Processing 

(MathWorks, Natick, MA) toolbox. 

 To compare the automated system and human performance, we found the pixel overlap 

between the output images and calculated the precision and recall of the automated system, using 

the human segmented images as ground truth. Precision is the ratio between true positives and 

total positives (true positives + false positives), and is a measure of how often the program 

incorrectly labeled a pixel as belonging to a neuron. Recall is the ratio between true positives and 

ground truth positives (true positives + false negatives), and is a measure of how often the program 

missed a neuron pixel it should have labeled. Both ratios range from 0 to 1, with a higher value 

being a better score.217,218 

 The precision of the algorithm was 0.92 ± 0.04 and the recall was 0.81 ± 0.05. While this 

is short of perfection, these values are consistent with other well-performing cell segmentation 

programs.217,219,220 In comparison, the inter-human precision was 0.84 ± 0.06 (significantly lower 

than the human vs. algorithm, Student's t test; p = .0021), and inter-human recall was 0.86 ± 0.07 

(Student's t test; p = .1075). These values suggest that the algorithm is behaving overall like an 
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average human validator, and on the basis of precision and recall would likely be indistinguishable. 

The absolute difference in object count between human and algorithm was 5.43 ± 4.21% 

(nonabsolute difference: 1.45 ± 6.89%, not significantly different than zero [Student's t test; p = 

.4806]). The standard deviation of inter-human count for a given image as percentage of the mean 

was 5.43 ± 4.21%. Ultimately, the goal of the program was not to perfectly label all cells but to 

reduce the time to adequately label an image so that trends could be quantified. Each human 

annotation of a 1 mm2 image took ~6–10 hr depending on the number of objects, and there was 

considerable variation in duration between annotators. The same images took only ~1 min for the 

program. Considerable time savings, along with the positive performance metrics, suggests that 

the program was a significant improvement over manual image labeling. 

 Figure 3.2 shows a portion of a raw validation image between the automated and human 

segmentation for comparison. In the full version of this image, the program identified 5277/5359 

objects identified by the average human, a difference of −1.53%. The precision in this image was 

0.95 and recall was 0.80. A note on human versus automated performance is the tendency of human 

segmenters to label an object with a border larger than the actual object (oversegmentation). This 

explains the evident difference in some object sizes between the two images. 

 

Figure 3.2 Comparing human and automated segmentation. Comparing (left) Raw portion of validation image. 
(center) Binarization of human segmented image. (right) Binarization of automatically segmented image. 
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3.3.4 DRG reconstruction 

We reconstructed the 3D profiles of individual ganglia regions by converting manually-

traced 2D profiles of DRG, VR, and compact outer tissue to .svg files in MATLAB, then stacking 

and interpolating (lofting) between the curves using the computer-aided design (CAD) program 

Audodesk Fusion 360 (Autodesk, San Rafael, CA), slightly adjusting image alignment as needed 

(Figure 3.3). We used these 3D reconstructions to analyze the mean geometric properties (e.g., 

aspect ratio, length, width) of root regions (e.g., dorsal root, ventral root). 

 

Figure 3.3 DRG reconstructions. Four views of reconstructed specimens. Dark red is dorsal root ganglion, blue is 
ventral root, gray is epineurial tissue. In each group views are (clockwise from top left): axial (face closest to spine 
[spinal face] visible), isometric (spinal face right), rostral (spinal face right), and ventral (spinal face down). Blocks 
shown for scale have 1 mm edges. (a) L4 monoganglia (b) L5 monoganglia (c) near biganglia (d) full biganglia. 
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3.3.5 Image analysis 

Following parameter optimization and comparison of GUI results to human performance, 

we analyzed each image containing at least 10 visible soma221 in the GUI to determine neural 

element size, shape, and location. We identified inplane axons as elements exceeding a geometric 

eccentricity of 0.9 (i.e., their shape dramatically deviated from circularity), and excluded them 

from population size analysis. We defined a mean diameter as the average of the major and minor 

axis. Based on values previously reported,204 we used a mean diameter cutoff of 20 μm to 

distinguish larger axons from smaller cell bodies. We found that objects larger than 110 μm in 

diameter were typically detritus, and we removed them from the data set. 

Note that for the purposes of this study, we will refer to the three spatial dimensions of the 

DRG as follows: the axial position refers to the location of an image along the nerve trajectory, 

and may be either spinal (close to the spinal cord) or peripheral (away from the spinal cord); cross-

sections are oriented with the dorsal side up and the ventral side down; the axis perpendicular to 

both these axes, and horizontal in cross-sections, is the rostral-caudal axis (Figure 3.1a). We 

determined this final label by considering the in situ anatomy of lower lumbar nerve roots, which 

exit the spinal cord slightly more perpendicular than parallel,222 and therefore to align the third 

axis with the rostral-caudal bodily axis. If the nerve roots were parallel to the spinal cord, it would 

be appropriate to refer to our rostral-caudal axis as lateral-medial, respectively. A previous 

computational modeling study of lower lumbar DRG also used this nomenclature, shown visually 

in the Coordinate System section of Figure 3.1.118 

3.3.6 Cell density mapping 

In order to quantify neural cell densities across DRG, we normalized the location of each 

identified cell body and axon within an image to polar coordinates using a method similar to our 
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prior work.83 We set the centroid of the user-defined DRG region as the origin for determining the 

polar angle of neuron n (θn). We defined θn to equal 0 at the vertical (i.e., dorsal) normal vector 

calculated from the user-defined DRG region. We determined radial location (rn) by calculating 

the ratio of the distance from the DRG centroid of neuron n and the distance from the DRG centroid 

to the DRG edge along θn. The end result is a circular map with the circumference representing 

the DRG edge and all neurons located inside the circle. In cases where we observed multiple 

ganglionic regions (i.e., multiple cell body-containing fascicles) in a single slice, we combined all 

regions into a single region using built-in MATLAB image processing functions. To combine all 

ganglionic regions into a single region, we first found the perimeter of each ganglionic region 

(MATLAB command: bwperim). Then, we calculated the outline of a shape which formed a 

boundary encompassing the entirety of each ganglionic region's perimeter (MATLAB command: 

boundary). Lastly, we converted the resulting boundary into a mask (MATLAB command: 

poly2mask), which represented the entire cell bodycontaining region of the slice. 

We used the normalized circular maps described above to calculate cellular densities. First, 

we divided the circular map into concentric annular sectors of equal width and increasing radii. 

Next, we divided each annular sector into wedges of constant area, to create a circular grid of 

wedge sectors defined by a radius from the center of the circular map, and an angle from the 

vertical normal vector. To calculate cellular density of a wedge sector, we divided the number of 

cellular elements (i.e., somas or axons) in the wedge by the nonnormalized area of that wedge (i.e., 

the area of the original image represented by the wedge sector). A shortcoming of the method used 

previously was very high variance in calculated densities in sectors at the center of normalized 

DRG, the result of very small sectors produced by using wedges of constant angular size.83 Holding 

wedge sector area constant, and varying the number of wedge sectors in each annulus overcame 
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that issue (i.e., annuli with smaller circumferences closer to the center of the circular map have 

fewer wedge sectors, but each wedge sector has the same area). Given that the largest expected 

cell bodies in human and other large mammal DRG have a diameter of about 100 μm,183,223 we 

chose annulus width and sector area to accommodate approximately four large cell bodies packed 

in each sector. We chose this size after trial and error as a compromise between fine and coarse 

resolution for the final maps. Figure 3.1d shows a summary of image analysis steps. 

To determine axial position of each image, we fit a 3rd-degree polynomial curve to the 

DRG fascicle areas considering the known distance between sequential images. We took the axial 

position corresponding to the maximum value of the fit curve as 0 μm (i.e., the middle of the 

DRG). We assigned a negative axial position value to images on the spinal side of the midpoint, 

and a positive value to images on the peripheral side. We did not assign an axial position to images 

from ganglia without a clear center (i.e., fascicle areas with no peak value). These images were 

included only in analyses that did not rely on axial position. 

3.3.7 Donor demographic trend analysis 

We performed all statistical analyses for this study using JMP Pro 14 statistical software 

(SAS Institute, Cary, NC, RRID:SCR_014242). We tested the effect of various donor demographic 

and anatomical characteristics on mean neuron count and density in each DRG. We evaluated the 

two-factor effects (sex [male/female], side [left/right], and spinal level [L4/L5]) with a Student's t 

test. For all tests, we set the significance threshold at p = .01. We evaluated the effect of donor size 

by calculating body mass index (BMI), sorting donors into “normal,” “overweight,” and “obese” 

categories (group divisions at 25 and 30), 224 then performing an analysis of variance (ANOVA) 

test for significance followed by a Tukey honest significant difference (HSD) test. We evaluated 
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the effect of donor age by fitting a line to the density (or count) versus donor age data and assessed 

the significance of the slope estimate (Student's t test, H0: slope = 0). 

3.3.8 Spatial density modeling 

The goal of spatial density modeling is to provide a partitioned map of neural elements 

throughout a DRG. We used JMP to fit separate partition models for normalized densities by spinal 

level (L4 and L5), and neural element type (soma and axons) for a total of four models. We further 

stratified the axon models by size (large [≥5 μm diameter] and small [<5 μm diameter]). Partition 

models split a distribution of dependent variables (e.g., cell body density) into sub-populations of 

distribution based on the values of one or more independent variables (e.g., axial location). This 

splitting operation is performed recursively, and splits distributions at values of independent 

variables which maximizes model fit. The result of a partition model is a decision tree that 

maximally captures sub-populations of distributions within a dependent variable (e.g., identifying 

regions of large or small cell body density based on axial location in the DRG). We used 10-fold 

cross-validation of the model at each split to avoid overfitting. We terminated splitting at the stage 

when 10 additional splits failed to improve the model R2 by at least 0.05. We additionally restricted 

the model to only produce groups containing more than 5% of data points, leading to a theoretical 

maximum of 20 groups in the model. As in Ostrowski et al. (2017) we used radial location and 

vertical angle as model inputs, defining vertical angle as the angle measured from the top (dorsal-

most) point of the circle reflected across the dorsal-ventral midline of each image. For our partition 

models, we also added the axial position as model input. We assessed the output models by 

performing an ANOVA and Tukey HSD test on the measured densities in the identified spatial 

regions. Where relevant, results are presented as mean ± standard deviation. 
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3.4 Results 

All DRG images, software, summary data, and CAD models referenced in this study are 

available online at the Open Science Framework.225 

3.4.1 Donors and specimens 

We collected a total of 34 DRG from 10 human donors. Table 3.1 provides demographics 

for each donor. This included seven males and three females, of which seven were Caucasian, two 

Hispanic and one Black. Ages ranged from 25 to 59 years (47.2 ± 10.3 years). BMI ranged from 

24 to 38 kg/m2 (30.1 ± 4.5 kg/m2). Based on typically reported ranges, two of the donor BMIs 

were considered “Normal,” four were considered “Overweight,” and four were considered 

“Obese.” Seven of the donors died from natural causes (cardiovascular or stroke), and three died 

from external causes (trauma or asphyxiation). 

We collected bilateral L5 DRG from all donors, and bilateral L4 DRG from all but three 

donors (D3, D5, and D8). In all but D10, the DRG were identifiable as either left or right upon 

receipt. Therefore, D10 was excluded from all left–right analyses, but was used when comparing 

features across levels (i.e., L4 vs. L5). All but one of the DRG had images suitable for inclusion 

in this study. Tissue slices in all images from Donor 1's Right L5 DRG were torn and therefore 

unusable. Table 3.1 reports the DRG collected and used in this study. 

 The majority of DRG in our data set (28/33) could be defined as monoganglia, that is, at 

some point we observed an image containing a single compact DRG fascicle. All of these DRG 

split at either the spinal or peripheral side into multiple fascicles, and in some cases were split into 

two primary fascicles throughout most of the region of interest. The remaining five DRG were 

biganglia, that is, the minimum number of observed DRG fascicles was two. It is possible that 

these DRG had a merged region in between images not captured by our sectioning, but the 
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maximum length of this region would necessarily be less than 1 mm due to our sampling method. 

Of the biganglia, three were L4 DRG and two were L5 DRG. Figure 3.3 shows four samples of 

donor specimens reconstructed from histological images (one each of monoganglia L4 and L5, a 

near biganglia, and a full biganglia). 

 The number of images used from each DRG ranged from 3 to 10 (6.1 ± 1.8; 202 total), 

varying due to anatomical differences and the quality of the final images. Considering both image 

quality and inclusion of only cell-body containing images, this represented ~25% of the overall 

images acquired. We imaged 17 complete DRG, identified based on a distinct continuous axial 

region with soma-containing images bounded by images with only axon-containing images. An 

additional seven DRG were considered “nearly complete,” with the region of soma-containing 

images bounded on one side by axon-only images and on the other by highly fascicular images 

with few cell bodies. The remaining nine DRG were incomplete (i.e., the DRG image set did not 

include a non-soma-containing sample at the outer axial positions), but still had images useable 

for the study. Completeness and number of images used is also reported by DRG in Table 3.1. 

3.4.2 Measurements and reconstructions 

Within the complete DRG, there was a nonsignificant trend toward L5 being longer than 

L4 (p = .0244). L4 DRG had length 5.2 ± 1.9 mm while L5 DRG had length 7.1 ± 2.4 mm, 

measured as the length of the soma-containing region. Within the DRG containing a peak area, 

there was no apparent difference between L4 and L5 in maximum rostralcaudal width, and the 

overall width was 5.8 ± 1.0 mm. In these same DRG, there was a nonsignificant trend toward L5 

having a larger maximum dorsal-ventral width than L4 (p = 0.0228). L5 had a maximum dorsal-

ventral width of 4.5 ± 1.2 mm while L4 was 3.7 ± 0.8 mm. 
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Table 3.1 Detailed donor information. 

 

F=female, M=male, C=Caucasian, H=Hispanic, B=Black. ICH=intracranial hemorrhage. All DRG collected are listed 
in the “DRG” column, first letter is side (L=left, R=right, X=not specified). Number of images included from each 
DRG is included in parentheses, with an “-I” indicating inclusion of an incomplete DRG (i.e., DRG image set did not 
include a non-soma-containing sample at the extreme axial positions). 

Our polar model transforms the DRG fascicular area to a perfect circle of radius 1, but it is 

useful to understand the typical shape of our actual samples. We found that the actual mean aspect 

ratio of the DRG fascicular regions (as rostral-caudal width over dorsal-ventral width) was 1.52   

0.47, significantly different than the unit aspect ratio of a perfect circle (Student's t test, p < .0001). 

When considering the number of DRG fascicles, we found that the mean aspect ratio of biganglia 

DRG fascicle cross sections (1.78   0.44) was significantly higher (p = .0004) than for 

monoganglia DRG (1.47   0.45). This feature of the DRG fascicle cross sections does not extend 

to the full tissue cross-section including VR, which had an aspect ratio of 1.04   0.21 which, while 

significantly greater than one (Student's t test, p = .0077), is an aspect ratio close to the aspect ratio 

 

Donor Age 
(yr) Sex Wt. 

(kg) 
Ht. 
(m) 

BMI 
(kg/m2) Race Cause of 

Death DRG 

D1 25 F 70 1.64 24.2 C Cardiovascular LL5(4), RL5(0) 

D2 46 M 81 1.67 27.2 C Arrhythmia 
LL4(5), RL4(5-i), 
LL5(6), RL5(5-i) 

D3 57 M 91 1.62 32.4 C ICH/Stroke LL4(6-i), RL4(5-i), 
LL5(5-i), RL5(5) 

D4 49 M 112 1.69 36.5 H Head Trauma 
LL4(3-i), RL4(8), 
LL5(7), RL5(4-i) 

D5 50 F 94 1.52 37.9 C ICH/Stroke LL5(6), RL5(6) 

D6 54 M 97 1.76 29.0 C ICH/Stroke LL4(6), RL4(8), LL5(8), 
RL5(8) 

D7 59 M 93 1.74 28.6 C Head Trauma 
LL4(5), RL4(5), LL5(3), 

RL5(7) 

D8 46 M 88 1.81 24.9 C Head Trauma LL5(10), RL5(9) 

D9 51 F 92 1.64 31.2 B Cardiovascular LL4(5), RL4(7), LL5(8), 
RL5(9) 

D10 35 M 87 1.67 29.2 H Asphyxiation 
XL4(4-i), XL4(5), 
XL5(8-i), XL5(7) 
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of a perfect circle. Our polar model does not rely on any assumptions of aspect ratio, but these 

geometric trends may be of interest for future models of DRG. 

3.4.3 Neural counts and densities 

We observed several trends in cell body and axon count related to spinal level. L5 DRG 

had significantly higher mean axon count in each image (33,643 ± 11,007) as compared to L4 

(27,868 ± 10,846), with p = .0002. However, the mean density of axons did not differ significantly 

by spinal level, and the combined mean was 2.36 x 10−3 ± 8.50 x 10−4 axons per μm2. There was 

no significant difference in the number of cell bodies in each image by spinal level, though there 

was a slightly higher mean cell body density in L4 (3.78 x 10−5 ± 1.98 x 10−5 cells per μm2) than 

in L5 (3.24 x 10−5 ± 1.71 x 10−5 cells per μm2), with p = .0492. The combined mean number of 

cells per image was 469 ± 303. The apparent disparity between a difference in fiber count and a 

non-difference in by-image cell count appears to be the result of the additional length of L5 to 

contain the additional cell bodies. From this point, all figures and models will consider L4 and L5 

separately. 

Comparing the spinal and peripheral sides of each DRG (splitting at the center axial 

location), we observed that the peripheral side had significantly more axons than the spinal side at 

both spinal levels (difference at L4: 6,002 ± 5,917 axons, p = .0033; L5: 7,758 ± 6,398 axons, p = 

.0002). This trend was true of 24/29 individual DRG where axial location was determined. For 

large fibers, this represents a mean increase of 4,007 ± 4,118 fibers (or 62.16 ± 76.24%) from the 

spinal to peripheral side, and an increase of 2,964 ± 2,825 small fibers (15.4 ± 15.5%). This trend 

was not accompanied by a significant increase in per-image cell body count. However, when 

considering cell bodies by size, there was a significant increase in confirmed (nucleated) large cell 

bodies on the peripheral side versus the spinal side (9 ± 15 cells, or 51.5 ± 77.7%). The large cell 
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body trend was true of 21/29 DRG, although there was not enough data to determine if this trend 

was related to DRG level. 

 

Figure 3.4 Spatial densities in L4 and L5 DRG. Polarized mean (a) cell body (blue) and (b) axon (green) spatial 
densities in each millimeter of L4 (upper) and L5 (lower) dorsal root ganglia fascicular region. Inset scale provides 
reference for color, which is on a logarithmic scale decreasing from maximum density to 1% of maximum (tile refers 
to square with given dimension per side). 

It should be noted that large cell bodies represented only about 32.4 ± 18.0% of nucleated 

cell bodies, and that nucleated cells represented 27.3 ± 8.6% of all cell bodies identified in each 

image. Medium and small cells, respectively represented 43.7 ± 12.6% and 23.9 ± 11.3% of 

nucleated cells identified. The mean axon diameter was 4.37 ± 1.79 μm. The mean cell body 

diameter was 44.94 ± 15.13 μm. No axial trend was observed in either axon or cell body density 

(other than count) at any size. Possible reasons for these observations are enumerated in the 

Discussion section of this chapter. 

The most significant trend related to patient demographics was that obese donors had a 

higher L5 DRG axon count (38,298 ± 8,783) than normal patients (30,934 ± 8,522; p = .0047). 
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Overweight donors overlapped both groups (33,113 ± 9,609). This trend was also observed in L4, 

although there were no normal BMI L4 donors (obese: 31,171 ± 10,383; overweight 26,499 ± 

9,280; p = .0219). Obese donors had a higher cell body count in each L4 image than overweight 

donors (p = .0367), and higher than overweight and normal donors at L5 (p = .0073 and p = .0404, 

respectively). There was no significant cell body count or density trend related to BMI (i.e., the 

mean cell body counts and densities were not significantly different between donors categorized 

with different BMIs). Female donors had both higher mean L5 cell body count and cell body 

density than males in each image (p = .0179 and p = .0019, respectively). 

Table 3.2 Summary of DRG density models by neural element and spinal level. 

 

R2 values indicate the amount of variance captured by the partition model for a neural element (i.e., cell bodies or 
axons) at a given spinal level. Proportion columns indicate the relative contribution of a given variable (e.g., axial 
position, radial distance from center) to the overall model on a scale from 0-1; proportions for a given model sum to 
1. 

Figure 3.4 shows the mean polarized densities of cell bodies and axons for each spinal 

level with axial position divisions at 1 mm intervals. While a full spatial description of VR axons 

is outside of the primary scope of this study, a few observations are relevant in comparison with 

the DRG. We counted 5,983 ± 1,474 axons in L4 VR, and 6,417 ± 1,564 axons in L5 VR, although 

the difference was not significant. There was no relationship between axon count and axial location 

Neural 
Element 

Spinal 
Level R2 Axial 

Proportion 
Radial 

Proportion 
Angular 

Proportion 

Cell Bodies 
L4 0.0659 0.57 0.21 0.22 

L5 0.0453 0.60 0.28 0.12 

Axons 
L4 0.1399 0.04 0.61 0.35 

L5 0.0942 0.14 0.81 0.05 

Small Axons 
L5 

0.0835 0.17 0.76 0.07 

Large Axons 0.1003 0.26 0.70 0.04 
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in the VR. In each image, the number of large axons in the VR was significantly fewer (p < .0001) 

than the number of small axons by 37.4 ± 35.8%, with no relationship to spinal level. The ratio of 

large-to-small axons was significantly higher (p < .0001) in VR as compared to the DRG, in which 

the same proportion was 42.4 ± 16.5% (p < .0001). This matched our qualitative observation that 

it was possible to visually discern a VR fascicle from a DRG fascicle based solely on the different 

axon population size. 

 

Figure 3.5 Cell body densities in human lumbar DRG. Cell body densities (left) and spatial representations of cell 
body density (right) of (a) L4 and (b) L5 DRG. Density data are summarized with a violin plot and a mean bar. Letters 
are unique to each violin plot, although the mean in each group is descending left to right. The colored bar below each 
plot represents statistical significance. Groups not connected by the same color (either solid or striped) are significantly 
different from each other. For example, in the top left graph, group A is significantly different from all groups other 
than B and C, which share its magenta color. The top view of each spatial representation is a view of the DRG with 
the spinal side left and dorsal side up. Within each uniquely described axial region, a cross-sectional slice with 
corresponding number label is shown below, with the dorsal side up (e.g., for L4, slice 1 represents cell body densities 
at axial locations between -6.42 and -2.14 mm from the middle of the ganglion). Values along the axial axis of the 
DRG have units of mm. 
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The axon and cell densities for each level were modeled using a recursive partition 

algorithm, which had radial, axial, and angular position as inputs. Table 3.2 summarizes the 

performance of the partition models and the contribution of each input variable to the overall model 

as a proportion of the total R2. For the cell body models, axial position was the most important 

variable, while the radial position was most important for the axon models. Both the L4 cell body 

and axon models had a higher R2 than the corresponding L5 models, although as in Ostrowski et 

al., the trends described by the model represent a relatively small portion of the overall variation.83 

The axon models also had higher R2 than the associated cell body models. 

 

Figure 3.6 Axon densities in human lumbar DRG. Axon densities (left) and spatial representations of axon density 
(right) of (a) L4 and (b) L5 DRG. See Figure 3.5 for specific information on the types of figures shown. 
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Figure 3.5 summarizes the measured cell body densities in each spatial region identified 

by the recursive partition algorithm models and describes the statistical relationships between 

regions. Figure 3.6 shows the measured axon densities in each spatial region identified by the 

same recursive partition algorithm and describes the statistical relationship between those regions. 

Each model successfully identified regions with significantly different neural densities, with a 

minimum ratio of ~2x between the highest and lowest density regions (L5 cell bodies) and a 

maximum ratio of ~7x between the highest and lowest density regions (L4 axons). 

 

Figure 3.7 Differences in small- and large-diameter axon densities in L5 DRG. Axon densities (left) and spatial 
representations of axon density (right) of (a) small and (b) large axon density models for L5 DRG. See Figure 5 for 
specific information on the types of figures shown. 

Axial position was the strongest contributor to the cell body models. In L4, the highest 

soma densities were in the inner ~4.4 mm, and in L5 the highest soma densities were within the 



 73 

inner ~6 mm. These values both correspond to about 85% of the mean full length of the soma-

containing region. For L4, the highest soma density region was in the dorsal-most 76% angularly 

and the outer-most 30% radially. The lowest soma density region (in the inner axial portion of the 

DRG) was the ventral-most 24% angularly and the outer-most 18% radially. For L5, the highest 

soma density region was similarly in the dorsal-most 69% angularly and the outer-most 25% 

radially, although the outer-most 5% radially was characterized by slightly lower soma density. 

The lowest soma density region was the ventral-most 31% angularly and the outer-most 14% 

radially. For both levels, the interior was a more homogeneous region. In contrast to the cell body 

models, radial position was the most important component of the axon models at both levels. Taken 

together, the highest axon density regions in the model were within 89% (L5) to 93% (L4) radially. 

The outer 11 and 7% (respectively) had significantly lower axon densities. In L4, the medial angles 

(43º–136º) had the highest density, while in L5 angle played almost no role in the final model. 

We also considered differences in modeled densities with neural element size. There were 

not enough nucleated cell bodies to make size models at either level. At L4, the small and large 

axon density models were almost identical to the overall axon density model. In L5, however, 

considering fiber sizes separately changed the model in a few significant ways. The contribution 

of each input variable to each model and the density distribution in the large axon model were 

fairly similar to the overall axon model (see Table 3.2 for variable contributions and model R2). 

For large axons, the model predicted low density regions throughout the outer-most 8% radially, 

particularly in the dorsal- and ventral-most 30–35% angularly, and a homogeneously higher 

density region throughout the inner 92% radially. The small axon model, while retaining an outer 

low density region (outer-most 6%), had a unique low-density region at the medial dorsal aspect 

(−2.11 to 1.35 mm axially, dorsal-most 25% angularly, 28% radially). This dorsal region is 
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particularly important for DRGS applications, so a paucity of small axons in the area may be an 

important characteristic for ongoing research in the area. Figure 3.7 shows both models as violin 

plots and spatial models. 

 

3.5 Discussion 

In this study, we analyzed 202 cross sections across the full span of 33 human L4 and L5 

DRG collected from 10 donors. To our knowledge, this represents the largest such collection of 

human DRG images included in a single study. Additionally, while this study was limited to a 

description of DRG, the full library of images produced includes over 900 images of human spinal 

roots, both stained and unstained, for use in potential future studies. We utilized a custom 

semiautomated GUI to aid in this analysis and greatly reduced processing time compared to 

manual image segmentation. This GUI, which relied on the high contrast neural staining provided 

by the use of NF200 (rather than hematoxylin & eosin), represented a significant improvement 

relative to our previous study of feline DRG.83 

Considering our donor demographics, the main effect we found was that the overall number 

of axons increases categorically with increasing BMI. To our knowledge, there is no conclusive 

evidence regarding the role of body size on sensory neuron counts. A previous study in frogs226 

demonstrated that larger frogs had more DRG neurons than smaller frogs, however, few studies 

have examined the effect of body size or weight on DRG neuron counts in mammals. One study 

demonstrated that in male rats, which continue to grow in body mass throughout adult life, DRG 

neuron count increases with age and size.227 Other studies in rats refute this,228 claiming that DRG 

neuron counts do not increase with age. However, that study did not report the sex of their animals, 

and it is understood that female rats level off in body size, unlike male rats. Future studies should 
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examine the role of body size, and the presence of obesity, on DRG neuron counts in humans. As 

obesity is a common comorbidity to chronic pain, obese patients receiving DRGS may have 

different neuroanatomical makeups than nonobese patients. It is currently unclear if increased axon 

counts would have an impact on DRGS outcomes. 

In contrast to previous studies, we did not find evidence that neuronal numbers increase 

with age.141 However, our study was likely underpowered to determine this relationship because 

our sample only included two donors under the age of 35. One study in cats229 showed that DRG 

neuron count did not increase with age, however, the authors reported a slight increase in axon 

counts with age. 

A high-level anatomic trend that we observed was the significant increase in axon and cell 

body number in peripheral DRG compared to the spinal side. This trend is likely related to axonal 

branching of DRG neurons which has been observed in rat and cat studies, with branching ratios 

similar to those in our data.230–233 Other explanations may include our underestimation of the 

number of small C-fiber axons present in our tissue samples, particularly considering that 

unmyelinated axons account for approximately two-thirds of axons in the DRG.234 Alternatively, 

it has been observed that the peripheral side of pseudounipolar DRG neuron axons are slightly 

larger than their spinal counterparts.133 Lee and colleagues demonstrated that nearly 13% of spinal 

axons in A-fibers have diameters less than 2 μm, suggesting they would not be detected by our 

algorithm.183 We found ~22% more fibers on the peripheral side of the DRG than the spinal side, 

a slightly larger portion than Lee and colleagues' findings would suggest. It is possible that because 

our analysis could not detect very small fibers, there is a population of cells, which can only be 

detected on their peripheral side. 
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We found a mean 33,643 ± 11,007 axons in L5 DRG and 27,868 ± 10,846 in L4 DRG. 

These counts are consistent with a recent study by Liu et al. which counted human dorsal root 

fibers and found 34,455 ± 2,740 in L5 and 31,175 ± 2,740 in L4.216 In both cases, our mean counts 

are slightly lower, which may be a result of the variance in our data or our undercount of small 

unmyelinated fibers. However, both our study and Liu et al. stained spinal root tissue with NF200 

and used computer programs to determine the number of fibers present, suggesting Liu and 

colleagues may have also underestimated the number of unmyelinated fibers. Davenport and Bothe 

reported 59,000 cells in human L3 DRG, with 25,000 unmyelinated fibers contributing to their 

total population.235 Davenport and Bothe's estimation of the number of unmyelinated fibers in 

lumbar DRG approximately accounts for the difference in their estimate of total cellular population 

with the estimates made by our study and Liu et al. This suggests that both our study and Liu et al. 

accurately captured the population of myelinated axons in DRG, but underestimated the number 

of unmyelinated axons. Considering the sizes of the identified axons, there was a sharp drop-off 

in counted axons with mean diameter below 2 μm (only 0.018% of identified axons). We, 

therefore, concluded that our imaging and analysis method was not capable of consistently 

measuring unmyelinated C fiber axons, which have a typical diameter < 1.6 μm.204 We also may 

be undercounting small myelinated fibers (Aδ), which have a minimum diameter of 1 μm.204 This 

was likely a result of a denoising step in our image analysis, which could not distinguish very small 

axons from other cellular detritus. 

For our primary quantification of human DRG spatial organization, we utilized a recursive 

partitioning algorithm to model axon and soma densities in normalized DRG cross sections by 

axial, radial, and angular position. We found that the highest somatic densities were within about 

2 mm of the widest point of L4 DRG and within 3 mm of the widest point of L5 DRG. Within 
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these regions, both the highest and lowest cell body densities were found in the outermost 20–25% 

radially, with the dorsalmost 75% having the highest overall density and the ventral-most 25% 

having the lowest overall density by angle. We found that axial position had a very minimal effect 

on axon density, which was much more affected by radial position. The outer ~10% at either level 

had a very low axon density, while the interior ~90% was relatively high. 

Our findings related to soma density are consistent with our previous findings in Ostrowski 

et al. in feline lumbosacral DRG. That study found the highest density of cell bodies in the outer 

25% radially and on the dorsal aspect.83 As this was a study including DRG from a different spinal 

region (sacral), it suggests that our general characterization in human lumbar DRG can potentially 

be extended to other spinal levels. 

3.5.1 Implications for clinical neurotechnologies 

The location of different types of neurons within the DRG is vital to designing clinical 

neurotechnologies with the goal of treating disease. For example, dorsal root ganglion stimulation 

(DRGS) delivers electrical stimulation to the DRG with the goal of providing patients with pain 

relief. Presently, the physiological mechanisms of DRGS-induced pain relief are unknown, though 

previous studies have suggested that DRGS targets large myelinated DRG neurons,118 while other 

studies have suggested DRGS targets small unmyelinated afferents.47,76 As the mechanisms of 

DRGS become more clear, precisely targeting the cells responsible for pain relief, while avoiding 

cells that convey painful sensations, will be vital to the success of DRGS and to patient livelihood. 

Our results indicate that large axons are homogeneously distributed throughout human DRG. 

However, our data indicate that the density of smaller myelinated axons is lowest in the dorsal 

region of the middle of the DRG. Therefore, DRGS applied near the middle of the ganglion may 

simultaneously target the pain-relieving large axons, while minimizing the activation of small 
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myelinated nociceptive fibers (e.g., Aδ-fibers). Furthermore, our data demonstrate the presence of 

biganglia in human lower lumbar DRG, supporting the findings of.236 It is currently unclear if the 

presence of bi- or triganglia would affect the accurate delivery of electrical stimulation to DRG 

neurons, or if the separate ganglia are functionally distinct. We can speculate that distinct regions 

of connective tissue between multi-ganglia, which tend to have higher impedance than the neuron 

containing region,237 could affect the spread of current in the DRG. Shen and colleagues showed 

that biganglia are most commonly found at L4,236 a common DRGS target to manage chronic pain 

in the foot and lower leg.77 Future studies should explore the existence of functionally-distinct 

biganglia, which may inform the placement of the electrode lead for DRGS. 

For neurotechnologies that record signals from the DRG, the location of cell bodies is 

crucial to obtaining an adequate signal, as cell bodies and their initial segments produce most of 

the transmembrane currents that lead to recordable neural signals. Such technologies would need 

to be placed in close proximity to those structures to ensure obtaining a viable signal.238 Our results 

support previous findings in cats83 that cell bodies typically organize around the dorsal aspect of 

the ganglion. However, our results further demonstrate that this phenomenon is present not only 

at the most medial portion of the DRG, but over a span of several millimeters around the middle 

of the ganglion for human lumbar DRG. Therefore, to maximize the likelihood of achieving a 

viable signal, technologies seeking to record signals from the DRG should target the dorsal-middle 

portion of the DRG, unless future work should determine a particular somatotopy for the desired 

sensory modality. However, as described above, our method is likely underestimating the presence 

of small unmyelinated fibers in DRG. Many physiological signals of interest to neuroprosthetic 

technologies (e.g., bladder signals, nociception) are carried by small fibers.202,239 Therefore, future 
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implementations of our method must be mindful of the type of neuron carrying a signal of interest, 

and design their identification paradigm to successfully capture the target neural elements. 

3.5.2 Limitations and future work 

While our results provide a unique quantitative description of human DRG anatomy, there 

were several limitations to our study design. Firstly, we collected a histological slice at 1 mm 

increments along the nerve root axis. Human lower lumbar DRG on average range between 7.8 

and 11.58 mm in length along the nerve root axis,93 meaning we were limited to approximately 

between 7 and 11 samples per DRG. Ideally, we would have sectioned an entire DRG with 5 μm 

slices, to enable a complete reconstruction of the entire cellular population of a ganglion. However, 

this would dramatically increase the cost of processing even a single DRG, which would have 

limited us from making comparisons across lumbar levels and across donors. Therefore, we believe 

that sacrificing slice resolution to enable statistical comparisons was an appropriate choice for our 

study, as we wanted to gain a rough picture of the stereotactic distribution of neurons in the DRG. 

Future studies should consider sectioning multiple DRG at a higher resolution, as the monetary 

and time costs of high-throughput histological processing decrease. Newer tissue clearing and light 

sheet microscopy techniques may offer opportunities to image DRG cells with minimal sectioning 

required. 

Secondly, we collected DRG from 10 individual donors. As described above, we sacrificed 

spatial resolution along the nerve root axis to obtain specimens from multiple donors. However, 

with a sample size of 10 donors, it is unlikely that we are sufficiently powered to make strong 

statistical claims relating demographic data to the number and distribution of primary afferents in 

human DRG. Previous work in rats demonstrated an increased number of DRG neurons with 

increased age and body size,141,227 and we were able to demonstrate body size differences (but not 
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age differences) in our human data set. A previous study showed that sensory neuron count in 

human cervical DRG linearly increased with DRG volume, but DRG volume was not shown to 

correlate with any demographic data (e.g., height, weight) other than a significant sex difference 

in DRG volume,240 a parameter that we did not directly quantify. 

Staining our slides with only NF200 precluded us from making strong conclusions about 

the functional distribution of afferents in lumbar DRG. NF200 stains for cytoskeletal proteins 

present in all primary afferents in humans.214,215 We believe that NF200 was the most appropriate 

choice in stain, as it provided sharp contrast between neural elements (which appeared brown in 

brightfield microscopy) and background tissue. However, the presence of NF200 did not assign a 

specific sensory function to a neuron (e.g., mechanoreception, nociception). Without information 

about sensory function, we were unable to make strong claims about the presence of functional 

somatotopy in human DRG. Co-staining our slides with other neurochemical markers more 

indicative of sensory function (e.g., TRPV1 or peripherin to stain small nociceptors241) would 

provide more convincing evidence of sensory function, and would allow us to test for the presence 

of functional somatotopy. Future work may utilize co-staining as an opportunity to examine out 

both sensory function and anatomical distribution of primary afferents. 

Finally, the morphological operations our algorithm used to identify cell location may have 

individually or in tandem limited our ability to detect the location of very small axon fibers (i.e., 

< 2 μm in diameter). Unmyelinated C-fiber axons can be as small as 0.2 μm in diameter in cats 

(Lee et al., 1986). The morphology operations our algorithm used to accurately detect the location 

and diameter of stand-alone neural structures occasionally filtered out objects below 2 μm. 

However, the range of C-fiber axon diameters in humans is currently unknown. Therefore, it was 

difficult to estimate how many small neural structures were not captured by our framework. With 
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algorithmic adjustments and images scanned at higher magnification, however, it may be possible 

to examine C-fiber population distributions using the same GUI and methods described herein. 

 

3.6 Conclusion 

The spatial distribution of neural elements in human DRG is important to clinical 

neurotechnologies seeking to treat neurological disease. We developed a semi-automated 

algorithm to identify the location of different neural elements in human DRG. We demonstrated 

that, at lower-lumbar levels, cell bodies preferentially organize around the dorsalmost region of 

the ganglion, while axons are homogeneously distributed throughout the interior 90% of the 

ganglion. We also presented a method to reconstruct 3D-models of human DRG based on 

histological images. Future studies could extend our identification algorithm to probe the presence 

of functional somatotopy in human DRG, or use 3D-model reconstructions as an in situ platform 

for developing novel DRG-interface technologies. 
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Chapter 4 – Dorsal Root Ganglion Stimulation for Chronic Pain Modulates Aβ-fiber 

Activity but not C-fiber Activity: A  Computational Modeling Study 

The work presented in this chapter is published as:  

Graham RD, Bruns TM, Duan B, Lempka SF. Dorsal root ganglion stimulation for chronic pain 

modulates Aβ-fiber activity but not C-fiber activity: A computational modeling study. Clinical 

Neurophysiology. 2019;130:941951.118 

4.1 Abstract 

Objective:  

The goal of this project was to use computational models to investigate which types of 

primary sensory neurons are modulated by dorsal root ganglion stimulation (DRGS) to provide 

pain relief. 

Methods: 

We modeled DRGS by coupling an anatomical finite element model of a human L5 dorsal 

root ganglion to biophysical models of primary sensory neurons. We calculated the stimulation 

amplitude needed to elicit an action potential in each neuron, and examined how DRGS affected 

sensory neuron activity. 

Results: 

We showed that within clinical ranges of stimulation parameters, DRGS drives the activity 

of large myelinated Ab-fibers but does not directly activate small nonmyelinated C-fibers. We also 

showed that the position of the active and return electrodes and the polarity of the stimulus pulse 

influence neural activation. 
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Conclusions: 

Our results indicate that DRGS may provide pain relief by activating pain-gating 

mechanisms in the dorsal horn via repeated activation of large myelinated afferents. 

Significance: 

Understanding the mechanisms of action of DRGS-induced pain relief may lead to 

innovations in stimulation technologies that improve patient outcomes. 

 

4.2 Introduction 

Chronic pain is a debilitating disorder that affects over 100 million Americans and accounts 

for $560–635 billion in healthcare and productivity costs in the United States each year.15 For 

patients with chronic pain that is refractory to conventional medical management (e.g., 

pharmaceuticals, orthopedic surgery), neurostimulation therapies, such as spinal cord stimulation 

(SCS) and dorsal root ganglion stimulation (DRGS), are alternative treatment options. SCS has 

been a mainstay of refractory pain management for decades, and is achieved by implanting 

electrode arrays in the epidural space dorsal to the spinal cord.25 To reduce pain, the goal of 

conventional SCS is to apply electrical impulses to the region of the spinal cord that innervates the 

patient’s painful regions, which evokes paresthetic (i.e., tingling) sensations in those regions. 

Unfortunately, the anatomy of the spinal column makes it difficult for SCS to target certain regions 

of the body (e.g., the bladder, feet), and has contributed to the limited success of SCS in treating 

focal pain etiologies.38 Furthermore, the presence of highly conductive cerebrospinal fluid (CSF) 

around the spinal cord can shunt electrical current away from the targeted region.67 SCS leads are 

prone to migration over time, and changes in posture can affect the position of the spinal cord 

relative to the electrode lead, both of which further affect the accurate delivery of electrical 
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stimulation to the spinal cord.25 With these shortcomings in mind, DRGS was developed to provide 

a new therapy for patients with refractory focal pain. 

In contrast to SCS, DRGS is achieved by implanting a cylindrical stimulating electrode in 

the intraforaminal epidural space above a dorsal root ganglion (DRG). Due to the compactness of 

the intraforaminal space and scarcity of CSF around the ganglion,94 DRGS electrode leads 

consistently remain in close proximity to the DRG without much migration, and are less prone to 

the postural effects that hamper SCS leads.242 Since a DRG innervates a single dermatome of the 

body, electrical stimulation of a DRG could provide dermatome-specific pain relief, suggesting 

that DRGS may be effective for patients with pain that is difficult to target with conventional SCS 

(e.g. bladder pain, focal foot pain). DRGS was approved by the Food and Drug Administration in 

2016 to treat intractable complex regional pain syndrome (CRPS) of the lower limbs,39 and has 

been used off-label for several other pain etiologies (e.g. phantom limb pain, painful diabetic 

neuropathy, groin pain).40,41,243,244 Though preliminary clinical studies report success in many 

patients (approximately 75%),90 not all patients receive adequate pain relief from DRGS. One 

contributing factor to the limited success rate of DRGS is that we do not understand the 

mechanisms of action by which DRGS provides pain relief. Without a mechanistic understanding 

of DRGS, we cannot optimize clinical parameters (e.g. stimulation amplitude, electrode lead 

position) to maximize pain relief in all patients. 

The DRG is a bulge in the posterior spinal root, located bilaterally in the intraforaminal 

space at each spinal vertebral level. Each DRG contains the cell bodies of all the primary sensory 

neurons (PSNs) innervating the dermatome governed by its spinal segmental level (e.g. the left L5 

DRG innervates the left foot). PSNs are pseudounipolar – the soma has a single axon process (the 

stem axon) that bifurcates at a large node of Ranvier called the T-junction. One axon projects 
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centrally and terminates in the spinal cord, while the other projects to the periphery and terminates 

in a nerve ending.97,131,132 Two types of PSNs commonly examined in pain pathophysiology studies 

are the large myelinated Aβ-fiber and the small nonmyelinated C-fiber.97,245,246 Aβ-fibers typically 

convey innocuous tactile stimuli, but have been shown to generate ectopic action potentials (APs) 

in some chronic pain models, and are known to contribute to the development of tactile 

allodynia.145,245,247–250 C-fibers typically convey noxious stimuli. In some chronic pain conditions, 

peripheral sensitization of C-fibers may generate aberrant action potentials at the site of a neuroma 

or tissue damage.248,251–253 The importance of the DRG in the development and maintenance of 

chronic pain is well understood, making it an attractive target for neurostimulation therapies. 

However, our limited understanding of the therapeutic mechanisms of DRGS precludes the design 

of stimulation technologies (e.g. stimulus waveforms, electrode designs) to take full advantage of 

these mechanisms. 

To understand the mechanisms of DRGS, it is imperative to first understand which neural 

elements are directly modulated by DRGS. Currently, there are several hypotheses to explain the 

therapeutic mechanisms of DRGS, ranging from filtering nociceptive impulses before they reach 

the spinal cord, to suppressing aberrant electrical activity of PSNs.254 However, there is no clinical 

evidence directly supporting any one hypothesis. In-vitro studies have shown that C-type fibers 

exhibit a low-pass filtering effect at the T-junction that prevents some peripherally generated 

noxious afferent signals from reaching the central axon branch leading to the spinal cord. These 

studies also suggest that extracellular electrical stimulation can enhance this filtering effect.47,48 

The only previously-published computer modeling study of DRGS showed that clinical DRGS 

may provide pain relief by augmenting this mechanism.76 However, the stimulation amplitudes 

required to produce filtering (approximately 9.5 mA) were far outside clinical ranges (typically   
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1 mA),90 suggesting that DRGS provides pain relief through other mechanisms in clinical contexts. 

It is well understood that extracellular stimulation preferentially activates large-diameter 

myelinated axons over small nonmyelinated axons58 and this trend suggests that Aβ-fibers and not 

C-fibers may be directly stimulated by DRGS. 

In this work, we developed a computer model of clinical DRGS to investigate the 

mechanisms by which DRGS provides pain relief. We developed a volume conductor model of a 

human L5 DRG, a common stimulation target to manage chronic foot pain.40,41,255 We coupled this 

anatomical model to multi-compartment models of Aβ- and C-fibers. We validated these cell 

models against experimental data. We developed the first computer model examining the effects 

of DRGS on both myelinated and nonmyelinated afferents, and showed that at stimulation 

amplitudes within typical clinical ranges, electrical stimulation is driving the activity of Aβ-fibers 

but not activating C-fibers. These results suggest that DRGS may provide pain relief by activating 

pain-gating mechanisms within the dorsal horn. Lastly, we examined the effect of electrode 

location on DRGS-induced neural activation, and suggest that straddling the active and return 

electrodes over the ganglion may be the optimal electrode configuration for activating neural 

tissue. 

 

4.3 Methods 

We developed computer models to investigate how DRGS affects sensory neurons in the 

DRG. We coupled multicompartment models of primary sensory neurons to a three-dimensional 

finite element model (FEM) of a human L5 DRG. We calculated the voltage distribution generated 

by DRGS throughout the DRG and surrounding anatomy. We applied these voltages to the multi-
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compartment models of sensory neurons within the DRG, and examined how different sensory 

neuron types (i.e., mechanoreceptors and nociceptors) responded to DRGS. 

 

Figure 4.1 Finite element model of human L5 DRG. Anatomy of the finite element model of a human L5 DRG and 
stimulating electrode. (A) Side view of the DRG with the DRG stimulating electrode oriented above the ganglion (red: 
active electrode, blue: return electrode, black: inactive electrode). An example primary sensory neuron trajectory is 
shown in black with the soma below the active electrode. (B) Cross sectional view through the middle of the DRG. 

4.3.1 Step 1: Calculate the extracellular voltages generated by DRGS 

We constructed a three-dimensional FEM based on experimentally measured values to 

create an anatomically and electrically accurate volume conductor model of a human L5 DRG 

(Figure 4.1 and Table 4.1). The geometry of the model was based on published cadaver and 

imaging studies of the DRG and surrounding anatomy (e.g., dural covering, intraforaminal tissue, 

bone).95,222,256,257 The electrical conductivity of each tissue was based on values used in previous 

computational studies of neurostimulation for pain, and experimentally measured tissue 

resistivities.33,258–260 Each conductivity was modeled as isotropic, except the nerve root, which was 

two-dimensionally anisotropic white matter (Table 4.2). The FEM was built in the commercially 

available software 3-matic Module within the Mimic Innovations Suite (Materialise, Belgium). 

We included a model of the four-contact Abbott AxiumTM DRG electrode array (Abbott 

Laboratories, USA) oriented above the DRG such that the active electrode was centered directly 

above the middle of the ganglion. We wanted to examine the effect of electrode lead position on 
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neural activation. Therefore, in some simulations (where noted below) we shifted the electrode so 

that the active and return electrodes straddled the DRG such that the halfway point between the 

middle of the two electrodes was directly above the middle of the ganglion. We shifted the 

electrode 3.125 mm along the nerve root (i.e., half of the distance from the middle of one contact 

to the middle of an adjacent contact). We encased the electrode in a 300-μm thick encapsulation 

layer to represent the typical foreign body response to implanted materials.259 

Table 4.1 Anatomical parameters used to build the finite element model of a human L5 DRG. 

Parameter Value Reference 

DRG Length 9.4 mm 95 

DRG Width 5.9 mm 95 

Nerve Root Radius 1.19 mm  256 

Dural Sheath Thickness 150 µm 257 

Foramen Height 17.3 mm 95 

Encapsulation Layer 0.3 mm 259 

Electrode Contact Length 1.25 mm 96 

Electrode Radius 0.5 mm 96 

Abbreviations: DRG, dorsal root ganglion 

We imported the FEM into COMSOL Multiphysics (COMSOL, Inc., USA). Clinically, 

DRGS utilizes a bipolar electrode configuration (Kramer et al., 2015). To model bipolar DRGS, 

we applied boundary conditions at the active electrode (i.e. current stimulation) and the return 

electrode (i.e. ground; 0 V). We modeled the electrode shaft as a perfect insulator. We modeled 

inactive electrode contacts as equipotential with zero net current across their surface. To model 

DRGS, we calculated the voltage distribution generated by a unitary stimulus current (i.e. 1A) 

using the conjugate gradient method to solve the Laplace’s equation: 
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∇ ∙ (𝜎 ∙ ∇Φ) = 0																																																															(4.1) 

where σ is the tissue stiffness matrix and Φ is the calculated voltage distribution. We used Ohm’s 

law to calculate the impedance of the bipolar stimulation configurations by measuring the average 

voltage generated at the active electrode and dividing by the applied stimulus current. We then 

compared our average model impedances to clinically measured impedances. The model’s average 

impedance (1500 Ω) was within clinically reported impedance ranges.77 

Table 4.2 Electrical conductivities used in the finite element model. 

Parameter Value Reference 

Gray Matter 0.23 S/m 258 

White Matter (longitudinal) 0.6 S/m 258 

White Matter (transverse) 0.083 S/m 258 

Dural covering 0.6 S/m 33 

Bone 0.02 S/m 260 

Thorax 0.25 S/m 258 

Encapsulation 0.17 S/m 259 

4.3.2 Step 2: Define sensory neuron models in the DRG 

We used the freely-available software package, NEURON (v7.4),261 to construct all multi-

compartment models of primary sensory neurons described below. 

Aβ-fiber model 

We developed a model of an Aβ-fiber (Figure 4.2) based on morphological parameters 

from previous studies (Table 4.3).133,262 We extended a model of a mammalian axon – the MRG 

model263 – to describe the pseudounipolar morphology of Aβ-fibers. The MRG model is a double-

cable model of a mammalian motor axon with nodes of Ranvier separated by three distinct finite 
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impedance myelin segments: the myelin attachment segment, a paranode main segment, and 

internode regions. We accounted for two features of Aβ-fiber internode regions not accounted for 

in the original MRG model (Figure 4.2): (1) the internode regions of the stem axon become 

increasingly myelinated near the bifurcation node, and (2) the first several internodes of the central 

and peripheral axons increase in length moving distally from the T-junction until they reach a 

consistent value.133 The spinal axons of PSNs are smaller in diameter than the peripheral axons.132 

Therefore, we set our Aβ-fiber model central axon diameter to 5.7 μm and the peripheral axon 

diameter to 7.3 μm.183 The myelinated compartments were made of two concentric layers 

containing linear leak conductances with a parallel membrane capacitance. The nodes of Ranvier 

contained the parallel active nodal conductances of the sensory-specific axons described by Gaines 

and colleagues: fast Na+, persistent Na+, fast K+, and slow K+ ion channels.264 The active nodal 

conductances were in parallel with a linear leakage conductance and membrane capacitance 

(Table 4.3). We increased the model’s leak conductance from 6 to 8 mS/cm2 to reduce membrane 

potential fluctuation at simulation onset. We increased the slow K+ channel’s β rate constant’s A 

parameter from 0.03 to 0.06 ms-1 to better fit the experimental values of AHP amplitude and 

duration.265,266 The soma and initial segment contained the same active ion channels as the nodes, 

but with sodium channel densities of 300 channels/μm2 and 500 channels/μm2, respectively.267 

Note that we used an initial segment channel density of 500 channels/μm2, which is slightly lower 

than the ~800 particles/μm2 reported by Matsumoto and Rosenbluth,267 but was necessary to 

prevent the cell from generating spontaneous action potentials at the initial segment. We believe 

this is a reasonable modification, as the Aβ-fiber model reproduced many action potential 

characteristics seen in literature (Table 4.4). 
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Figure 4.2 Multi-compartment DRG neuron models. (A) We modified a previously-published model of a 
mammalian sensory neuronto represent the pseudounipolar morphology of an Aβ-fiber.133,263,264 An example action 
potential is shown on the left. The equivalent circuit diagram with active ion conductances included in the nodal, 
initial segment, and soma compartments is shown on the right. (B) we constructed a model of a C-fiber based on 
morphological parameters and electrophysiological parameters from previous studies.135,268,269 An example action 
potential is shown on the left. The equivalent circuit diagram with active ion conductances included in all membrane 
compartments is shown on the right. 

C-fiber model 

We implemented a model of a nonmyelinated C-fiber (Figure 4.2 and Table 4.3) based on 

morphological values described by Sundt and colleagues.135 The C-fiber membrane contained 

active conductances commonly seen in C-type nociceptors, and are studied as targets in 

pharmacological pain treatment. Specifically, we implemented the active ion channels and 

corresponding channel densities described in by Sheets and colleagues: TTX-Sensitive Nav1.7, 
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TTX-Resistant Nav1.8, a delayed rectifier K+ channel, and a transient A-type K+ channel.268 We 

also included the slow TTX-Resistant Nav1.9 from Huang and colleagues.269 We included a 

passive leak channel with a conductance set to balance the resting membrane potential at -55 

mV.135 All compartments contained equal distributions of each ion channel type, as nonmyelinated 

axons have largely homogeneous membrane structures.270 To reduce computational demand while 

still ensuring model accuracy, we set the compartment lengths in the peripheral and spinal axons 

to 10 μm for compartments within 20 mm of the bifurcation point (i.e., near the stimulating 

electrode) and 500 μm elsewhere along the axon.76 The stem axon was divided into 100 

compartments of equal length (8.4 μm).135 The C-fiber model matched well with experimental 

somatic action potential values (Table 4.4). 

Table 4.3 Cell morphology parameters used to construct Aβ- and C-fiber multi-compartment models. 

Parameter Ab-fiber Value C-Fiber Value Reference 

Fiber diameter (peripheral) 7.3 µm 0.8 µm 132,183 

Fiber diameter (central) 5.7 µm 0.4 µm 132,183 

Fiber diameter (stem) 7.3 µm 1.4 µm 135,183 

Stem axon length 789 µm 844 µm 133,135,262 

Soma length 80 µm 25 µm 133,135,262 

Soma diameter 80 µm 25 µm 133,135,262 

Node length 1.0 µm - 263 

Heminode diameter 5 µm - 133,262 

Initial segment length 200 µm - 133,262 

Initial segment diameter 5 µm - 133,262 

Paranode length 3.0 µm - 263 

Juxtaparanode length Variable - 263 

Internode length Variable - 133,263 
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Spontaneously active fibers 

In a subset of simulations, we modified the Aβ-fiber and C-fiber models to produce 

spontaneous activity – a feature of some chronic pain states – to examine how DRGS affects pain-

state sensory neurons. Aβ-fibers fire ectopic action potentials generated in the soma in some 

models of chronic pain.144,145,245,249,271 This phenomenon is mediated in part by a decrease in 

somatic potassium conductance,272–274 and an increase in sodium conductance.275–277 We therefore 

decreased somatic potassium conductance by 20% and increased sodium conductance by 50% so 

the model generated ectopic action potentials in the soma at frequencies reported in experimental 

studies (28 Hz).247,271,273 

C-fibers rarely generate ectopic APs in their somata.144,248,278,279 Instead, pain-state C-fiber 

activity often arises as aberrant signals coming from the periphery, usually at the site of tissue 

damage (e.g., neuroma, inflammation).248,251–253 Therefore, we modeled pain-state C-fibers by 

introducing synaptic events in the peripheral axon to simulate painful APs generated in painful 

tissue (NEURON’s NetStim class, 50 ms spike period). 

We next placed the sensory neurons models within the DRG. A recent study showed that 

in mammalian DRG, cell bodies are preferentially located around the dorsal edge of the ganglion,83 

but the spatial distribution of Aβ- and C-fibers within the DRG is unknown. Therefore, we 

homogeneously distributed each cell type throughout the DRG. We placed the somata of both 

sensory neuron models on a 2D regular grid within the sagittal and transverse planes of the DRG 

(Figure 4.3; Figure 4.4A, gray shaded areas) with 100 μm spacing in all directions. Stem axons 

projected towards the midline of the ganglion, then bifurcated into central and peripheral processes 

that curved ventrally to enter the nerve root. The stem axon and soma totaled 869 μm in length for 

both cell models.133 Figure 4.1 and Figure 4.3 show an example axon trajectory within the FEM. 
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Figure 4.3 Coupled DRGS model. Coupling the finite element model (FEM) of a human L5 DRG to the multi-
compartment models of primary sensory neurons. (A) Isopotential lines of the extracellular voltages generated by 
bipolar DRGS calculated from the FEM. (B) Time-dependent transmembrane voltages resulting from stimulating an 
example Aβ-fiber with a 500 μA anodic DRGS pulse (top trace, gray). The action potential initiates near the soma and 
then propagates into the central and peripheral axons (bottom three traces, black). 

4.3.3 Step 3: Determine the cellular response to DRGS 

We interpolated the extracellular voltages calculated from the FEM (Eq. (1)) onto the 

center of each neuron compartment. We used the NEURON simulation environment (v7.4) within 

the Python programming language to apply the extracellular voltages to both cell models using 

NEURON’s extracellular mechanism.261,280 For each simulation, we calculated each neural 

compartment’s time-varying membrane potential, Vm, by using a backward Euler implicit 

integration method with a time step of 0.005 ms to solve the cable equation: 

𝑟!𝑐"
𝜕𝑉"
𝜕𝑡 =

𝜕#𝑉"
𝜕𝑥# +

𝜕#𝑉$
𝜕𝑥# −

𝑟!
𝑟"
5𝐼!%& 																																					(4.2) 

where rm is the membrane resistance, ri is the intracellular resistance, Ve is the extracellular voltage, 

and cm is the membrane capacitance. The ΣIion term represents the sum of all ionic currents through 

a given compartment. The ionic current for a generic ion (e.g., sodium, potassium) is represented 

by the Hodgkin-Huxley formalism: 
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𝐼!%& = �̅�!%&𝑠(𝑉" − 𝐸!%&)																																																		(4.3) 

where �̅�!%& is the maximal ionic conductance, s is a state variable, and Eion is the ionic reversal 

potential. Some ionic currents have more than one state variable. For the full formulation of each 

ion channel’s current equation, we refer the reader to their original manuscripts.264,268,269 Because 

the FEM tissue conductivities were linear, the voltage distribution generated by a given stimulus 

amplitude was a scalar multiple of the voltage distribution generated by a unit stimulus (i.e., a 1 A 

stimulus).238 

We examined sensory neuron response to DRGS (Figure 4.3). We calculated the minimum 

stimulation amplitude to elicit one or more action potentials (i.e., the activation threshold) in both 

fiber types. All pulses were biphasic with a stimulus pulse followed by a passive discharge phase. 

To mimic common parameter values used in clinical DRGS, we used a stimulus pulse width of 

300 μs, an interphase interval of 20 μs (i.e., delay between the end of a stimulus pulse and the start 

of the passive discharge phase), and a pulse frequency of 40 Hz.76,90,281 We calculated activation 

thresholds for both anodic- and cathodic-first stimulus pulses. We used a binary search algorithm 

to find the activation thresholds to within 0.1 μA. 

 

4.4 Results 

4.4.1 Cell model validation 

We created multi-compartment models of two types of sensory neurons that are important 

in pain processing: a myelinated Aβ-fiber and a nonmyelinated C-fiber. Both the Aβ-fiber and C-

fiber models reproduced somatic action potential characteristics observed in experimental 

studies.133,265,266,271,282–285 The Aβ-fiber model matched experimental ranges of AP amplitude, AP 
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duration, AHP amplitude, AHP half duration, resting membrane potential, and conduction velocity 

(CV). The C-fiber model matched experimental ranges of AP amplitude, AP duration, rise time, 

fall time, AHP amplitude, AHP half duration, resting membrane potential, and CV. The action 

potential rise and fall times of the Aβ-fiber model were slightly outside of the experimental range, 

however the total duration of the action potential matched experimental data. Table 4.4 

summarizes the somatic action potential characteristics of our models and how they compared to 

values reported in literature. 

Table 4.4 Validation metrics for our multi-compartment models against experimental data. 

Ab-Fiber 

Parameter Our Value  Literature Ranges Reference 

Soma AP amplitude 107.7 mV 109.72 +/- 11.21 mV 133,282 

AP duration 1.225 ms 1.29 +/- 0.59 ms 265,283 

Rise time 0.775 ms 0.61 +/- 0.13 283 

Fall time 0.45 ms 0.89 +/- 0.41 283 

AHP amplitude 4.2 mV 7.9 +/- 4.2 mV 265 

AHP half-amplitude duration 14.7 ms 10.1 +/- 11.0 ms 266 

Resting potential -79.1 mV -80 mV 285 

Ectopic spiking frequency 28 Hz 10-50 Hz 271 

CV (peripheral axon) 25.00 m/s 14-30 m/s 286 

CV (central axon) 17.02 m/s 14-30 m/s 286 

C-Fiber 

Parameter Our Value Literature Ranges Reference 

Soma AP amplitude 76.5 mV 81.6 +/- 6.9 265 
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AP duration (base) 3.5 ms 4.97 +/- 2.16 265 

Rise time 1.675 ms 2.5+/- 0.89 283 

Fall time 1.825 ms 4.61 +/- 3.5 283 

Resting potential -55 mV -48.6 +/- 9.2 265 

AHP amplitude 10.9 mV 8.2 +/- 5.1 mV 265 

AHP 80 9.5 ms 14.4 +/- 9.2 ms 283 

AHP half amplitude duration 5.2 ms 12.87 +/- 8.4 ms 265 

CV(peripheral axon) 0.28 m/s < 1.4 m/s, 0.2-0.8 m/s 284 

CV (central axon) 0.21 m/s < 1.4 m/s, 0.2-0.8 m/s 284 

CV (stem axon) 0.39 m/s < 1.4 m/s, 0.2-0.8 m/s 284 

Abbreviations: AP, action potential; AHP, afterhyperpolarization; CV, conduction velocity 

4.4.2 Activation thresholds 

DRG contain several types of primary sensory neurons that convey different sensory 

modalities (e.g., touch, pain). Large myelinated fibers, such as Aβ-fibers, typically convey 

innocuous touch stimuli, while small nonmyelinated fibers, such as C-fibers, typically convey 

noxious stimuli.97 We wanted to determine which types of sensory neurons are likely being 

activated by DRGS. Therefore, we calculated the stimulation amplitudes necessary to elicit one or 

more action potentials in the multicompartment models of Aβ- and C-fibers. 

In Aβ-fibers, cathodic and anodic DRGS typically caused APs to initiate in either the 

peripheral or central axon – whichever was closer to the cathode. In C-fibers, most APs initiated 

in the stem axon when the cell body was near the anode, while APs were typically generated in 

the soma when the cell body was near the cathode. Figure 4.4B shows contour plots of the 

activation thresholds for Aβ- and C-fibers. Aβ-fiber thresholds were lower than C-fiber thresholds. 
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Anodic thresholds were consistently lower than cathodic thresholds for both cell types. PSNs with 

cell bodies below an anode had lower thresholds than PSNs with cell bodies below a cathode. 

Activation thresholds increased with distance from the active and return electrodes. The minimum 

stimulation amplitude needed to elicit an action potential in an Aβ-fiber was 0.36 and 0.24 mA for 

cathodic and anodic DRGS, respectively. The minimum stimulation amplitude needed to elicit an 

action potential in a C-fiber was 4.38 and 4.09 mA for cathodic and anodic DRGS, respectively. 

On average, DRGS amplitudes used in clinical practice do not exceed 1 mA.90 With a 1 mA pulse 

amplitude, cathodic DRGS activated 29.5% of the modeled Aβ-fibers in the DRG, while anodic 

DRGS activated 74.6% of Aβ-fibers in our DRG model. Interestingly, there were no C-fibers 

activated within clinical amplitude ranges. These results suggest that, with standard clinical 

amplitudes, DRGS directly activated myelinated Aβ-fibers without activating nonmyelinated C-

fibers. 

 

Figure 4.4 Activation thresholds with active electrode centered above DRG. DRGS amplitudes required to elicit 
one or more action potentials (activation threshold) in primary sensory neurons (PSNs) for anodic- and cathodic-first 
DRGS. (A) Sagittal (top) and transverse (bottom) DRG cross sections used to construct the threshold plots in B. Gray 
shaded regions indicate the locations of PSN somata. Electrode contacts are color coded such that: red = active 
electrode, blue = return electrode, black = inactive contact, white = insulated lead body. (B) Activation threshold plots 
for Aβ- and C-fibers. Black contour lines indicate the cutoff for clinical DRGS amplitude ranges (≤ 1 mA). Note the 
difference in color bar scales between the Aβ- and C-fibers. 
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4.4.3 DRGS drives regular firing of Aβ-fibers 

Primary sensory neurons may go through quiescent periods in which they do not fire action 

potentials (e.g., when they do not receive sensory input). PSNs may also experience periods of 

spontaneous activity, such as in response to sensory stimuli or in some chronic pain states. 

Currently, we do not know how DRGS modulates the activity of sensory neurons in either state to 

provide analgesia. One theory suggests that DRGS provides analgesia by suppressing PSN 

hyperexcitability, or otherwise silencing abnormal electrical patterns of DRG neurons brought 

about by chronic pain.254 Conversely, the gate control theory of pain suggests that stimulation-

induced pain relief is achieved by repeatedly activating large myelinated somatosensory fibers, 

activating inhibitory interneurons in the dorsal horn that silence transmission neurons.20,109 

 

Figure 4.5 Neural response to DRGS pulse trains. Applying DRGS to quiescent and spontaneously-active primary 
sensory neurons. We applied an anodic DRGS pulse (top trace, gray) with an amplitude of 750 μA, a pulse width of 
300 μs, and a pulse frequency of 40 Hz to example quiescent and spontaneously-active Aβ- and C-fibers. The somatic 
membrane potential traces (bottom traces, black) of an example Aβ- and C-fibers before and during DRGS are shown. 
Gray shaded regions indicate when DRGS is applied. 

We tested these theories by examining how DRGS modulate PSN activity under quiescent 

and spontaneously active conditions. We implemented a pain-state model of an Aβ-fiber that 

generates ectopic action potentials from its soma (a feature of tactile allodynia),245 and a pain-state 

model of a C-fiber that generates action potentials in the peripheral axon (e.g., in response to tissue 

damage). We then applied suprathreshold clinical DRGS (0.75 mA pulse amplitude, 300 μs pulse 

width, 40 Hz pulse frequency) to examine the effect of stimulation on quiescent and spontaneously 
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active fibers (Figure 4.5). Stimulating both quiescent and spontaneously active Aβ-fibers caused 

the fiber to fire one action potential in response to every stimulus pulse (i.e., one-to-one activation). 

DRGS did not elicit any action potentials in quiescent C-fibers. When stimulating spontaneously 

active C-fibers, DRGS did not suppress or drive activity. Instead, the cell continued to fire at its 

original frequency, and DRGS only evoked subthreshold responses. These results further suggest 

that clinical DRGS directly drives the activity of large myelinated Aβ-fibers without modulating 

C-fiber activity. 

4.4.4 Effect of lead location 

DRGS leads are implanted percutaneously, and guided into the intraforaminal space above 

the DRG.287 Clinicians use fluoroscopic imaging to visualize lead location during implantation, 

but fluoroscopy cannot resolve neural tissue. Therefore, the position of active and return electrodes 

relative to the DRG is difficult to ascertain during implantation. With variations in patient 

anatomy, it is possible that electrode location with respect to the ganglion is inconsistent across 

patients, and could potentially lead to differences in patient outcomes. We examined the effect of 

electrode position on PSN activation thresholds to determine how lead placement altered neural 

activation. 

After shifting the electrode along the nerve root 3.125 mm (i.e., half the distance from the 

middle of one contact to the middle of an adjacent contact) so that the active and return electrodes 

straddled the ganglion, cathodic and anodic DRGS again caused APs to typically initiate in the 

axon closest to the cathode for Aβ-fibers. For both cathodic and anodic DRGS, C-fiber APs usually 

initiated in the soma when the cell body was below a cathode, and the stem axon when the cell 

body was below an anode. When the cell body was halfway between the anode and cathode, C-

fiber APs were generated in either the peripheral or central axon. Figure 4.6 shows the activation 
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thresholds for Aβ- and C-fibers when the active and return electrodes straddled the DRG. With the 

active and return electrodes straddling the ganglion, most cathodic thresholds were lower than 

anodic thresholds. The minimum amplitudes needed to elicit an action potential in an Aβ-fiber was 

0.27 and 0.34 mA for cathodic and anodic DRGS, respectively. The minimum amplitude to elicit 

an action potential in a C-fiber was 8.51 and 6.72 mA for cathodic and anodic DRGS, respectively. 

For Aβ-fibers, slightly fewer cells had anodic activation thresholds within clinical ranges when the 

active and return electrodes straddled the ganglion compared to when the active electrode is 

centered over the ganglion: 72.4% of cells vs 74.6% of cells, respectively. However, there were 

more Aβ-fibers with cathodic activation thresholds within clinical ranges when the active and 

return electrodes straddled the ganglion compared to the active electrode centered over the 

ganglion: 86.6% of cells vs. 29.5%, respectively. Straddling the active and return electrodes across 

the ganglion did not produce any C-fiber activation within clinical ranges. These results indicate 

that both stimulus polarity and the positioning of anodes and cathodes relative to the ganglia may 

alter the number of neurons activated by DRGS. 

 

Figure 4.6 Activation thresholds with active and return contacts straddling DRG. DRGS amplitudes required to 
elicit one or more action potentials (activation threshold) in primary sensory neurons (PSNs) after shifting the 
electrode lead such that the active and return contacts straddle the ganglion. (A) Sagittal (top) and transverse (bottom) 
DRG cross sections used to construct the threshold plots in B. Gray shaded regions indicate the locations of PSN 
somata. The electrode lead is color coded such that: red = active electrode, blue = return electrode, black = inactive 
contact, white = insulated lead body. (B) Activation threshold plots for Aβ- and C-fibers. Black contour lines indicate 
the cutoff for clinical DRGS amplitude ranges (≤ 1 mA). Note the difference in color bar scales between the Aβ- and 
C-fibers. 
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4.5 Discussion 

DRGS is a promising therapy for chronic intractable pain. However, not all patients receive 

sufficient pain relief from DRGS. There are several factors that may contribute to these 

shortcomings, such as inconsistencies in lead positioning, stimulation parameter selection, and 

possible differences in mechanisms of action of chronic pain between different pain etiologies. 

Another likely contributing factor is that the physiological mechanisms of stimulation-induced 

pain relief are unknown. This knowledge gap prevents the design of stimulation therapies to 

specifically target these mechanisms. Uncovering these physiological mechanisms will be 

essential in maximizing pain relief in all patient populations. The data presented in this study are 

an important next step towards this goal. Our results suggest that within the range of clinical 

stimulation parameters, DRGS activates large myelinated Aβ-fibers but not small nonmyelinated 

C-fibers. Therefore, we conclude that a primary mechanism of DRGS-induced pain relief may be 

the activation of pain-gating mechanisms in the dorsal horn. Furthermore, our data suggest that 

cathodic DRGS applied with the active and return electrodes straddling the ganglion may activate 

more Aβ-fibers than other electrode configurations. 

4.5.1 Potential mechanism of clinical DRGS 

We employed a computer modeling approach to study the mechanisms of DRGS on PSNs. 

DRG contain several types of sensory neurons: large myelinated proprioceptive and 

mechanoreceptive fibers (e.g., Aβ-fibers), small thinly myelinated mechanoreceptive, 

thermoceptive, and nociceptive fibers (e.g., Aδ-fibers), and small nonmyelinated 

mechanoreceptive and nociceptive fibers (e.g., C-fibers). In our model, we considered two sensory 
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neurons commonly studied in chronic pain – the large myelinated mechanoreceptive Aβ-fiber, and 

the small nonmyelinated nociceptive C-fiber. Our results suggest that DRGS within clinical ranges 

of stimulation parameters (e.g., amplitude, pulse width) are directly activating Aβ-fibers, but not 

C-fibers (Figure 4.4). We observed this result irrespective of lead placement and stimulation 

configuration (Figure 4.6). DRGS caused one-to-one activation of Aβ-fibers, regardless of the 

fiber’s activity before DRGS was turned on (Figure 4.5). Repeated activation of large myelinated 

Aβ-fibers suggests that DRGS may provide pain relief by activating pain-gating mechanisms 

within the spinal cord.20 This aligns well with the current theories on the mechanisms of action of 

SCS for pain, where SCS activates the large myelinated Aβ-fibers of the dorsal columns, which 

activate inhibitory interneurons in the dorsal horn.25,67,288 

A recent computational study of DRGS examined the effect of stimulation on C-fibers.76 

Kent and colleagues showed that DRGS activates C-fibers with stimulation amplitudes on the 

order of several milliamps, similar to the ranges reported in this study. We also corroborated their 

finding that action potentials typically initiate around the soma or stem axon in C-fibers. Their 

results suggest that DRGS could potentially generate analgesia by blocking painful afferent signals 

from propagating into the spinal axon by enhancing low-pass filtering of noxious afferent signals 

at C-fiber T-junctions. However, the stimulation amplitudes reported to elicit sustained block were 

far outside clinical ranges (>9.5 mA). Therefore, we believe that in clinical scenarios, T-junction 

filtering is unlikely to be the primary mechanism of DRGS-induced pain relief, though it is likely 

important in normal physiologic pain processing.47,48 Instead, our results suggest that DRGS within 

clinical parameter ranges directly activates large myelinated afferent fibers. 

In this work, we used a computer model to examine the direct effects of DRGS on primary 

sensory neurons within the DRG. However, more work is needed to fully elucidate the pain-relief 
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mechanisms of DRGS, particularly the downstream effects of stimulation. Recent studies have 

provided insight into the complexity of the spinal networks that govern pain transmission, 

highlighting that Aβ-afferents synapse onto both excitatory and inhibitory interneurons in the 

dorsal horn, which mediate the activity of projection neurons that carry sensory signals to the 

brain.190,289,290 It is currently unknown: (1) how different chronic pain etiologies sensitize or 

disinhibit the various components of this network, (2) how the prolonged driving of Aβ-fiber 

activity with DRGS may induce changes in this network, (3) how Aβ-fiber and dorsal horn network 

response to stimulation may change in response to chronic DRGS, and (4) how long-term DRGS-

induced changes in network dynamics vary between chronic pain etiologies. Experiments designed 

to answer these questions may provide insight into which pain etiologies are likely to receive 

therapeutic benefit from DRGS,114 and why the therapeutic efficacy of DRGS appears to decrease 

over time.41,44 Furthermore, the results of those studies may inform the design of future computer 

models of DRGS to examine the effects of DRGS on dorsal horn circuitry. Such models could be 

used to optimize stimulation parameters to provide maximal pain relief. 

4.5.2 Effect of electrode lead placement on neural activation 

Because x-ray fluoroscopy cannot resolve neural tissue, it is difficult to determine the 

position of DRGS electrodes relative to the ganglion during implantation. It is possible that 

electrode placement with respect to the ganglion could be variable across patients, which may be 

a factor in the limited success of DRGS. To determine how this may affect the neural activation 

produced by DRGS, we examined the effect of lead position relative to the ganglion on DRGS-

induced neural activation (Figure 4.6). We showed that regardless of lead position, clinical DRGS 

activates Aβ-fibers but not C-fibers. When the active and return electrodes straddled the ganglion, 

cathodic DRGS activated significantly more Aβ-fibers than when the active electrode was centered 
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above the ganglion (86.6% and 29.5% of Aβ-fibers within the ganglion, respectively). This result 

is likely due to the cathode being closer to the nerve root, which contains the axons of PSNs but 

not cell bodies. It is well understood that cathodic extracellular stimulation has lower thresholds 

when the cathode is near an axon compared to near a cell body.51,291 Interestingly, when the active 

and return electrodes straddled the ganglion, the number of cells activated by clinical ranges of 

anodic DRGS only decreased by 2.2%, possibly because the active electrode remained close 

enough to the ganglion to directly stimulate cells with somata around the dorsal edge of the 

ganglion. 

These results suggest that if DRGS provides pain relief by activating Aβ-fibers, the optimal 

stimulation parameters may be to have the active and return electrodes straddle the DRG and to 

apply cathodic DRGS. This is consistent with previous clinical reports that suggested straddling 

the second and third electrodes across the pedicle was the ideal electrode lead location.41 Lumbar 

ganglia are typically located under the pedicle in the ‘foraminal region,’ suggesting that electrode 

location with respect to the pedicle may be a good proxy for electrode location with respect to the 

ganglia at those levels.95,222,292 

Our model suggests that a straddled electrode configuration would activate the largest 

number of Aβ-fibers for a given stimulation amplitude, thus minimizing power consumption. It is 

important to note that our model assumed a homogeneous distribution of each afferent type 

throughout the DRG, while the spatial distribution of different types of PSNs in human DRG is 

unknown. Previous studies in rats suggest that two-thirds of L5 DRG neurons are C-type fibers,293 

and that lumbar DRG may show digit-specific organization.208 However, it is unclear if DRG 

neurons also organize based on sensory modality, though it has been suggested.142 Deciphering 
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the location of Aβ-fibers within human DRG may inform the ideal location in which to place the 

electrode lead to effectively target these populations. 

4.5.3 Limitations 

We used a computer model to investigate which cells are directly stimulated by DRGS. 

Computer modeling has been a powerful tool in understanding the mechanisms of action of other 

neurostimulation therapies, such as deep brain stimulation and SCS.52,66,294,295 However, it will be 

imperative to confirm our findings with experimental data, and to use those data to validate and 

refine our model design. Furthermore, there are several limitations to our approach with regards 

to studying DRGS-induced pain relief. First, we examined only two sensory neurons found within 

human DRG: Aβ- and C-fibers. Though Aβ-fibers and C-fibers are crucial in the development and 

maintenance of chronic pain, other cell types, such as Aα-proprioceptors and Aδ-thermoceptors 

and nociceptors, may also play important roles.97 In particular, Aδ-fibers are of interest, as Aδ-

fibers typically convey thermal or mechanical pain.99,110,296 Since Aδ-fibers are myelinated, albeit 

thinly, it is possible that DRGS will directly affect their firing patterns compared to the 

nonmyelinated C-fibers. However, we excluded these fibers from our analyses because of a paucity 

of experimental data necessary to describe Aδ-fiber ion channel physiology. Because Aδ-fibers 

are known to play an important role in several forms of chronic pain,99,110,247 future computational 

modeling studies should consider the effects of DRGS on Aδ-fibers. 

We made several simplifications with regards to the ion channels included in our multi-

compartment sensory neuron models. Sensory neurons express a myriad of ion channels, but due 

to computational demands and limited experimental data, it is not possible to model every ion 

channel type present in sensory neurons. Therefore, we focused on the major ion channels 

necessary to reproduce the somatic action potential characteristics described in previous 
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experimental studies. Future DRGS studies could consider a more complete model of PSN ion 

channel physiology, particularly with regards to the long-term effects of stimulation (e.g., calcium 

sequestration, synaptic transmitter release). 

We developed a simplified representation of a human DRG using a cylindrical volume 

conductor model, a similar approach used previously to study the mechanisms of action of 

neurostimulation therapies.33,52,53,294 We assumed an idealized trajectory for axons within the 

ganglion. In our models, stem axons projected towards the midline of the ganglion and nerve root, 

then bifurcated into central and peripheral axons which curved ventrally before entering the nerve 

root and following straight trajectories. In reality, stem axons are complex and winding, forming 

tightly packed glomeruli around somata before reaching bifurcating nodes.97 The impact of tightly 

coiled stem axons on DRGS thresholds is currently unclear. Future studies should examine the 

effects of complex stem axon trajectories on neuronal activation, and the extent to which ephaptic 

phenomena may influence DRGS outcomes. 

 

4.6 Conclusions 

DRGS is a promising therapy for chronic intractable pain. We examined which cell types 

in the DRG are directly stimulated by DRGS within clinical ranges of stimulation parameters. The 

results of this study suggest that large myelinated PSNs are directly driven by DRGS, indicating 

that DRGS-induced analgesia may be achieved by activating pain-gating mechanisms in the dorsal 

horn. We demonstrated that the position of the active and return electrodes can influence neural 

activation. Our results suggest that cathodic DRGS applied when the active and return electrodes 

straddle the ganglia activates more large myelinated afferents than electrodes placed over the 

medial aspect of the DRG 
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Chapter 5 – The Effect of Clinically Controllable Factors on Neural Activation During 

Dorsal Root Ganglion Stimulation 

The work presented in this chapter is published as: 

Graham RD, Bruns TM, Duan B, Lempka SF. The effect of clinically controllable factors on 

neural activation during dorsal root ganglion stimulation. Neuromodulation. 2021;24:655-671.119 

5.1 Abstract 

Objective: 

Dorsal root ganglion stimulation (DRGS) is an effective therapy for chronic pain, though 

its mechanisms of action are unknown. Currently, we do not understand how clinically controllable 

parameters (e.g., electrode position, stimulus pulse width) affect the direct neural response to 

DRGS. Therefore, the goal of this study was to utilize a computational modeling approach to 

characterize how varying clinically controllable parameters changed neural activation profiles 

during DRGS. 

Methods: 

We coupled a finite element model of a human L5 DRG to multicompartment models of 

primary sensory neurons (i.e., Aα-, Aβ-, Aδ-, and C-neurons). We calculated the stimulation 

amplitudes necessary to elicit one or more action potentials in each neuron, and examined how 

neural activation profiles were affected by varying clinically controllable parameters. 

Results: 

In general, DRGS predominantly activated large myelinated Aα- and Aβ-neurons. Shifting 

the electrode more than 2 mm away from the ganglion abolished most DRGS-induced neural 
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activation. Increasing the stimulus pulse width to 500 μs or greater increased the number of 

activated Aδ-neurons, while shorter pulse widths typically only activated Aα- and Aβ-neurons. 

Placing a cathode near a nerve root, or an anode near the ganglion body, maximized Aβ-

mechanoreceptor activation. Guarded active contact configurations did not activate more Aβ-

mechanoreceptors than conventional bipolar configurations. 

Conclusions: 

Our results suggest that DRGS applied with stimulation parameters within typical clinical 

ranges predominantly activates Aβ-mechanoreceptors. In general, varying clinically controllable 

parameters affects the number of Aβ- mechanoreceptors activated, although longer pulse widths 

can increase Aδ-neuron activation. Our data support several Neuromodulation Appropriateness 

Consensus Committee guidelines on the clinical implementation of DRGS. 

 

5.2 Introduction 

Chronic pain poses one of the greatest public health challenges currently facing the United 

States, with more than 14 million Americans reporting they live with “a lot of pain” on a daily 

basis.11 In an effort to combat the pain epidemic, the prescription rate of opioids, a common 

pharmacologic pain management strategy, quadrupled over the past 20 years.12 Over the same 

timeframe, there was a 200% increase in the rate of overdose deaths involving opioids.13 As the 

death rates from opioid-related drug overdoses have continued to climb in recent years,14 the need 

for nonaddictive pain therapies has become even more pressing. 

Neurostimulation therapies are effective, nonaddictive treatment strategies for chronic pain 

that is refractory to conventional medical management. Spinal cord stimulation (SCS) is a 

neurostimulation therapy primarily used to treat intractable neuropathic pain in the lower limbs 
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(e.g., failed back surgery syndrome).27 SCS is achieved by implanting an electrode lead in the 

spinal epidural space, and applying brief electrical impulses to the dorsal columns (DCs).281 

However, due to the complex anatomy of the spinal column, SCS struggles to treat certain pain 

etiologies, particularly pain that is highly focalized to specific dermatomes (i.e., regions of the 

body), such as the groin and foot.38 

Dorsal root ganglion stimulation (DRGS) was approved by the U.S. Food and Drug 

Administration in early 2016 for the treatment of intractable complex regional pain syndrome in 

the lower limbs,39,90 and has shown success at treating several other focal pain indications (e.g., 

phantom limb pain, painful diabetic neuropathy, groin pain).40–42 In contrast to SCS, DRGS 

electrodes are placed in the intraforaminal space, where they apply electrical stimulation to a single 

DRG. There are bilateral pairs of DRG at each level of the spinal cord, with each DRG containing 

the cell bodies, and a portion of the axons, of all the primary sensory neurons innervating a single 

dermatome.93 DRG neurons are pseudounipolar: a single axon process extends from the soma, 

bifurcates at a large node of Ranvier called the T-junction, and forms an axon that projects to the 

spinal cord and an axon that extends to the periphery.97 Due to the precise targeting of a single 

dermatome’s primary afferents, DRGS is rationalized to provide patients with focal, dermatome-

specific pain relief. 

Although preliminary clinical results indicate that DRGS provides adequate pain relief for 

many patients, approximately 20–30% of patients do not receive sufficient pain relief from 

DRGS.90 Furthermore, long-term studies showed that DRGS may lose efficacy over time,42,44 a 

trend also found in long-term clinical studies of SCS.28,297 These two shortcomings of DRGS can 

partially be attributed to the fact that we do not have a clear understanding of the physiologic 

mechanisms of action of DRGS. Uncovering the mechanisms by which DRGS provides pain relief 
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will allow scientists and engineers to innovate the technology to specifically target these 

mechanisms to ultimately improve clinical outcomes. 

A recent computational modeling study suggested that DRGS may provide pain relief by 

augmenting a low-pass filtering mechanism at the T-junction, preventing nociceptive impulses 

from propagating from the periphery to the spinal cord.76 However, the stimulation amplitudes 

necessary to augment T-junction filtering (> 9 mA) were far greater than the amplitudes used 

clinically (≤ 1 mA on average). Using a similar computational modeling approach, we recently 

showed that for stimulation parameters used clinically, DRGS may directly activate large-diameter 

myelinated Aβ low-threshold mechanoreceptors (Aβ-LTMRs; putative innocuous touch-sensing 

neurons), but not small-diameter nonmyelinated C-nociceptors.118 However, this study did not 

examine the effect of DRGS on Aα-neurons, large myelinated afferents that innervate muscles,103 

or Aδ-neurons, a diverse class of medium-diameter, thinly-myelinated afferents that can convey 

noxious or innocuous sensations.104 Furthermore, there are several clinical factors which affect the 

delivery of electrical stimulation to neural tissue, such as the placement of the electrode lead 

relative to the neural target31,51,118 and the choice of stimulation parameters (e.g., pulse width, pulse 

frequency).33,298 Currently, it remains unclear how these clinically controllable parameters affect 

the recruitment of different types of primary afferents for pain relief during DRGS. It is vital to 

understand how factors under clinical control influence neural activation, as these factors likely 

directly influence the efficacy of DRGS. Therefore, these factors are key in ensuring positive 

patient outcomes. 

In this work, we employed a computer model of DRGS to study how clinical factors, such 

as electrode position and stimulation parameter selection, affect primary afferent recruitment. We 

coupled a finite element model (FEM) of a human L5 DRG to multicompartment models of 
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primary sensory neurons to study how these clinically controllable factors affected neural 

activation during DRGS. We considered our results in context with the recommendations of the 

Neuromodulation Appropriateness Consensus Committee (NACC) on best practices for DRGS.77 

 

5.3 Methods 

Building upon our prior work,118 we developed a computer model of DRGS to investigate 

how clinically controllable factors (e.g., electrode position, stimulus parameter selection) affect 

neural activation in the DRG. We coupled an FEM of a human L5 DRG to multicompartment 

models of sensory neurons. We used the FEM to calculate the voltage distribution generated by 

DRGS, and applied these voltages to the multicompartment models. We examined which types of 

neurons generated action potentials in response to DRGS, and how neural activation patterns 

changed as we varied electrode position and stimulation parameters (i.e., pulse width, pulse 

frequency, stimulus configuration). 

 

Figure 5.1 FEM of human L5 DRG and surrounding anatomy. a. Representative schematic of the human L5 spinal 
column, dorsal root ganglion, surrounding anatomy, and four-contact DRGS electrode lead. The dashed box represents 
the general area represented by the FEM. b. Exploded view of the concentric cylindrical domains used to create the 
FEM. On the four-contact DRGS electrode lead, the red contact indicates the active contact, the blue contact is the 
return contact, and the black contacts are inactive. DRGS, dorsal root ganglion stimulation; FEM, finite element 
model. 
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Table 5.1 Dimensions of the finite element model of a human L5 dorsal root ganglion (DRG). 

Parameter Value Reference 
DRG length 9.4 mm 95 

DRG width 5.9 mm 95 

Nerve root radius 1.19 mm 256 

Dural sheath thickness 150 µm 257 

Foramen height 17.1 mm 95 

Encapsulation layer 300 µm 259 

Electrode contact length 1.25 mm 96 

Electrode radius 0.5 mm 96 

Electrode contact spacing 5 mm 96 

5.3.1 Step 1: Calculate the voltage distribution generated by DRGS 

We constructed an FEM of a human L5 DRG and its surrounding anatomy (e.g., 

intraforaminal tissue, foraminal bone) based on experimentally measured values (Table 5.1, 

Figure 5.1). We based the geometry of the model on imaging and cadaver studies of human DRG 

and foraminal tissues.95,96,256,257 We wanted to examine the effect of electrode lead position relative 

to the ganglia, and the effect of lead distance from the ganglia on primary afferent recruitment. 

Therefore, we used a larger measured value for foraminal height (17.1 mm) in this model than in 

our previous model to allow a greater range of distances to be tested.95 We set the electrical 

conductivity of each tissue (Table 5.2) to the values used in our previous study of DRGS.118,258–

260 We modeled all conductivities as isotropic, with the exception of the nerve root, which we 

modeled as anisotropic white matter.118 We built the FEM in the commercially available software 

3-matic Module within the Mimics Innovation Suite (Materialise, Brussels, Belgium). We 

included an explicit representation of a four-contact DRGS electrode array in the FEM, with the 

second electrode contact centered above the middle of the DRG. In some simulations, we shifted 
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the electrode 3.125 mm laterally along the nerve root axis, such that the midpoint between the 

second and third contacts was centered above the middle of the DRG (i.e., so the second and third 

contacts straddled the ganglion). We surrounded the electrode with a 300-μm encapsulation layer 

to represent the foreign body response to implanted materials.259 

Table 5.2 Electrical conductivities assigned to the anatomical compartments of the finite element model. 

Parameter Value Reference 
Gray matter 0.23 S/m 258 

White matter (longitudinal) 0.6 S/m 258 

White matter (transverse) 0.083 S/m 258 

Dural covering 0.6 S/m 118 

Bone 0.02 S/m 260 

General tissue 0.25 S/m 258 

Encapsulation 0.17 S/m 259 

 

We imported the FEM into COMSOL Multiphysics (COMSOL, Inc., Burlington, MA, 

USA). To simulate bipolar DRGS,77 we applied a unit current stimulation boundary condition (i.e., 

1 A) to the active electrode contact and grounded (i.e., 0 V) the return contact. To improve 

stimulation selectivity, clinical SCS sometimes utilizes a guarded cathode stimulation 

configuration: two electrode contacts adjacent to the active contact are used as return 

contacts.69,299,300 To our knowledge, the use of a guarded cathode stimulation configuration in 

DRGS has not been reported. To explore the utility of the guarded cathode configuration in DRGS, 

we applied current stimulation to either the second or third contact, and grounded the contacts 

immediately adjacent to the active contact (e.g., grounding the first and third contacts for an active 

second contact). In all simulations, we modeled the electrode lead shaft as a perfect insulator, and 

inactive contacts as equipotential with zero net current across their surface. To calculate the voltage 
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distribution generated by DRGS, we used the conjugate gradient method to solve Laplace’s 

equation: 

∇ ∙ (𝜎 ∙ ∇Φ) = 0																																																															(5.1) 

where σ is the tissue conductivity tensor, and Φ is the calculated voltage distribution. Figure 5.2 

shows voltage distributions generated by DRGS using example stimulation configurations. We 

validated the FEM by its ability to produce bipolar impedances similar to impedances reported 

clinically.77 To calculate model impedance, we divided the average voltage across the active 

contact’s surface by the applied stimulus current. From the ACCURATE clinical trial, average 

bipolar DRGS electrode impedances one year post-implant were 1458.9 ± 714.5 Ω.77 Our models 

produced a minimum bipolar impedance of 1358 Ω, when the active contact was centered 

immediately above the DRG and the return contact was adjacent to the active electrode and more 

proximal to the spinal cord. Our models produced a maximum bipolar impedance of 1552 Ω when 

the most distal contact and most proximal contact formed a longitudinal bipole pair. All model 

bipolar impedances fell within clinical range. 

Table 5.3 Validation metrics for the Aα-neuron model. 

Aa-fiber 

Parameter Our Value Literature Ranges Reference 

Soma AP Amplitude (mV) 108.6 109.72 +/- 11.21 282 

AP duration (base) (ms) 1.075 0.98 +/- 0.2 265 

Rise time (ms)* 0.675 0.46 +/- 0.13 283 

Fall time (ms)* 0.4 0.89 +/- 0.41 283 

AHP amplitude (mV) 3.68 6.5 +/- 4.2 301 

AHP half-amplitude duration (ms) 12.175 10.9 +/- 11.0 266 
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Resting potential (mV) -79.2 -80.0 285 

CV (m/s) 90.4 89.7 +/- 7.6 103 

CV (m/s) 83.5 89.7 +/- 7.6 103 

AP, action potential; AHP, afterhyperpolarization; CV, conduction velocity. *Indicates a model value outside of the 
previously reported experimental ranges. 

5.3.2 Step 2: Develop multi-compartment models of primary sensory neurons 

We implemented multicompartment models of primary sensory neurons found in human 

DRG using the NEURON simulation environment (v7.4).261 We implemented previously 

published models of an Aβ-LTMR and C-nociceptor (Figure 5.3a,d).118 We developed a model 

of an Aα-afferent by extending the previously published model of an Aβ-LTMR to include large-

diameter (i.e., 15–16 μm) axons. Because Aα- and Aβ-neurons share electrophysiologic 

characteristics,283 we implemented the membrane dynamics of our previously published Aβ-

LTMR in our Aα-neuron model (Figure 5.3a). The Aα-neuron reproduced many action potential 

(AP) and conduction velocity (CV) data seen in experimental literature(e.g., AP height, duration) 

(Table 5.3). We developed two distinct multicompartment models of Aδ-neurons: an LTMR 

(Figure 5.3b) and a high-threshold mechanoreceptor (HTMR) (Figure 5.3c).104 Aδ- LTMRs and 

Aδ-HTMRs express distinct voltage-gated sodium channel profiles.187 Aδ-LTMRs mainly express 

Nav1.6, similar to other non-nociceptive myelinated mechanoreceptors,302 while Aδ-HTMRs 

express Nav1.7 and Nav1.8, similar to C-nociceptors.303,304 Therefore, we developed two Aδ-

neuron models, an LTMR and an HTMR model, distinguished by their active voltagegated sodium 

channels. Both models had the same morphology. Each model had a soma 29 μm long and 34 μm 

wide, connected to a 3.0-μm stem axon.184 The Aδ-neuron axon morphologies (Table 5.4) were 

based on the McIntyre-Richardson-Grill (MRG) model of a mammalian peripheral axon.263 The 

stem axon extended 840 μm to match the total stem axon and soma length of the Aα-neuron, Aβ-
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LTMR, and C-nociceptor models (i.e., 869 μm), before splitting into two axons. One axon 

projected towards the spinal cord, with a diameter of 2.0 μm,52,184 while the other projected to the 

periphery and had the same diameter as the stem axon (i.e., 3.0 μm).132,184 The original MRG axon 

model was parametrized for axons of specific diameters (e.g., 2.0, 5.7, 7.3 μm). To implement an 

axon with a diameter not included in the original model, such as the 3.0-μm stem and peripheral 

axons used in the Aδ-neuron models, we performed a linear regression to calculate the values of 

each parameter (e.g., number of myelin lamellae, internodal length) for a given axon diameter.305 

The nodes of Ranvier in the myelinated axon models were separated by three distinct finite 

impedance myelin segments: two myelin attachment sections, two paranode main segments, and 

six internodal segments.264 To reduce computational demand of the Aδ-neuron models (i.e., 

medium diameter myelinated axons with short internode distances), we modeled the internodal 

segments farther than 20 mm from the active electrode with only a single compartment. This 

simplification did not produce significant differences in the activation thresholds (data not shown). 

The nodes of Ranvier contained active sodium and potassium conductances, and a linear leak 

conductance. Both models contained an A-type and delayed rectifier potassium conductance.268 

The Aδ-LTMR model nodes contained a Nav1.6 conductance,306 while the Aδ-HTMR model 

nodes contained a Nav1.7 and Nav1.8 conductance.268 We set all nodal sodium conductances to 

3.0 S/cm2 (52). We set the LTMR model’s somatic Nav1.6 conductance to 1.0 S/cm2, to best 

reproduce electrophysiologic data reported by literature. To best reproduce electrophysiologic 

data, we set the HTMR model’s somatic Nav1.8 conductance to 0.3 S/cm2, A-type potassium 

conductance to 0.28 S/cm2, delayed rectifier potassium conductance to 6 mS/cm2, and all 

compartments’ leak conductance to 2 mS/cm2. We validated the models based on their ability to 

reproduce AP and CV data reported in the literature (Table 5.5).283,301,307 
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Next, we distributed our multicompartment models of primary afferent neurons throughout 

the DRG FEM as described previously.118 Previous histologic studies of mammalian and human 

DRG showed that cell bodies preferentially organize around the dorsal edge of the ganglion.45,83 

Therefore, we generated two two-dimensional regular grids—one intersecting the midpoint of the 

ganglion in the sagittal plane, and the other in the transverse plane—with 100-μm spacing in all 

directions, resulting in 2304 points. We used each point on the grid as a seed point for the somata 

of the cell models described in step 2. From each seed point, the stem axon projected toward the 

midline of the ganglion, then bifurcated into central and peripheral axon processes that curved 

ventrally to enter the nerve root (Figure 5.1a). 

 

Figure 5.2 DRGS stimulation configurations. Isopotential lines of the voltage distributions generated by DRGS 
using example stimulation configuration: a. adjacent bipole with the active contact centered above the ganglion, b. 
adjacent bipole with the active and return contacts straddling the ganglion, c. separated bipole, and d. guarded contact 
with the active contact centered above the ganglion. Red contacts are active contacts, blue contacts are return contacts, 
black contacts are inactive. 

5.3.3 Step 3: Simulate the neural response to DRGS 
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We interpolated the extracellular potentials calculated in Equation (1) onto the middle of 

each compartment of the cell models generated in step 2. We applied the extracellular potentials 

to the multicompartment models using NEURON’s extracellular mechanism within the Python 

programming language.280 We calculated each compartment’s time-varying membrane voltage in 

response to DRGS by using a backward Euler implicit integration method with a time step of 5 μs 

(Figure 5.4b). The tissue conductivities of the FEM were linear. Therefore, the voltage distribution 

generated by a specific DRGS amplitude was a scalar multiple of the voltage distribution generated 

by a unit stimulus (i.e., a 1 A stimulus).238 

 

Figure 5.3 Multicompartment models of DRG sensory neurons. We implemented models of five types of sensory 
neurons found in DRG: (a) large-diameter, myelinated Aα- and Aβ-neurons; (b) a small-diameter, thinly myelinated 
Aδ-LTMR; (c) a small-diameter, thinly myelinated Aδ-HTMR; and (d) a small-diameter, nonmyelinated C-
nociceptor. The Aα-neuron, Aβ-LTMR, and Aδ-LTMR putatively convey innocuous sensory information, while the 
Aδ-HTMR and C-nociceptor are putatively nociceptive. For each cell model, the equivalent circuit diagrams show the 
active voltage-gated ion channels included in each cell type and a linear leak conductance. Inset action potentials 
represent the somatic membrane response to a brief intracellular current pulse applied to the peripheral axon. DRGS, 
dorsal root ganglion stimulation; HTMR, high-threshold mechanoreceptor; LTMR, low-threshold mechanoreceptor. 

Our goal was to study how clinically controllable factors (e.g., electrode lead position, 

stimulus parameters) affected neural activation in the DRG. Therefore, for each simulation, we 

calculated the minimum stimulus amplitude necessary to elicit one or more action potentials in 
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each neuron type (i.e., the activation threshold). Each stimulus pulse was a charge-balanced, 

biphasic pulse with an active stimulus phase and a passive discharge phase with an interphase 

interval of 20 μs.76,281 Unless otherwise noted, we calculated activation thresholds in response to 

a single stimulus pulse with a 300-μs active phase (the approximate average pulse width reported 

by the ACCURATE clinical trial90), with the electrode lead positioned directly above the ganglion 

(i.e., with a 0-mm electrode shift). We calculated activation thresholds for both anodic- and 

cathodic-first pulses (i.e., stimulus pulses with a positive active phase and negative active phase, 

respectively), using a binary search algorithm with a resolution of 0.1 μA. 

Table 5.4 Morphologic parameters for both Aδ-neuron models. 

Parameter Value Reference 
Fiber diameter (peripheral) 3.0 µm 184 

Fiber diameter (central) 2.0 µm 184 

Fiber diameter (stem) 3.0 µm 135,184 

Stem axon length 840 µm 133,135,262 

Soma length 29 µm 184 

Soma diameter 34 µm 184 

Node length 1.0 µm 263 

Paranode length 3.0 µm 263 

Juxtaparanode length Variable 263 

Internode length Variable 133,263 

We sought to identify which types of primary afferents (i.e., Aα-neurons, Aβ-LTMRs, Aδ-

neurons, C-nociceptors) are likely activated by DRGS within parameter ranges used clinically. 

Therefore, we defined a maximum clinical amplitude of 2.0 mA, which is approximately the mean 

DRGS amplitude plus two standard deviations at one-year postimplant reported by the 

ACCURATE clinical study.77 We considered any neuron with an activation threshold less than or 

equal to this maximum clinical amplitude (i.e., 2 mA) as activated within clinical ranges of 
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stimulation parameters (i.e., clinical DRGS). When examining the effect of stimulus pulse 

frequency, we simulated 200 ms of DRGS with a pulse amplitude of 1 mA, and a pulse width of 

300 μs. Then, we calculated the response frequency, that is, the frequency of action potentials 

generated in response to DRGS of different pulse frequencies, of different types of neural 

compartments (e.g., the soma, the spinally projecting axon, etc.). 

Table 5.5 Validation metrics for the Aδ-neuron models. 

Low threshold mechanoreceptor (LTMR) 

Parameter Our Value Literature Ranges Reference 

Soma AP Amplitude (mV) 95.6 98.0 +/- 4.0 301 

AP duration (base) (ms) 1.9 1.76 +/- 0.28 283 

Rise time (ms) 0.9* 0.68 +/- 0.094 283 

Fall time (ms) 1.0 1.07 +/- 0.22 283 

AHP amplitude (mV) 7.9 9.5 +/- 3.7 307 

AHP half-amplitude duration (ms) 1.6 3.0 +/- 2.6 307 

Resting potential (mV) -53.6 -55.2 +/- 9.6 307 

CV (peripheral axon) (m/s) 5.3 1.3 – 12 307 

CV (central axon) (m/s) 2.5 1.3 – 12 307 

High threshold mechanoreceptor (HTMR) 

Parameter Our Value Literature Ranges Reference 

Soma AP Amplitude (mV) 85.86 77.0 +/- 13.2 307 

AP duration (base) (ms) 3.65 3.0 +/- 0.72 283 

Rise time (ms) 1.85* 1.18 +/- 0.31 283 
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Fall time (ms) 1.8 1.9 +/- 0.6 283 

AHP amplitude (mV) 10.0 12.3 +/- 4.1 307 

AHP half-amplitude duration (ms) 2.0 9.2 +/- 9.0 307 

Resting potential (mV) -55.06 54.1 +/- 10.1 307 

CV (peripheral axon) (m/s) 3.72 1.3 – 12 307 

CV (central axon) (m/s) 1.71 1.3 – 12 307 

AHP, afterhyperpolarization; CV, conduction velocity; *a model value outside of the previously reported experimental 
ranges 

 

Figure 5.4 Simulating the neural response to DRGS. a. Isopotential lines of the voltage distribution generated by 
bipolar DRGS. The black trace in the DRG represents an example cell trajectory for a pseudounipolar primary sensory 
neuron. The red contact is the active contact, the blue contact is the return contact, and black contacts are inactive. b. 
Simulating the time-varying membrane potential of each sensory neuron cell type in response to a 1 mA anodic-first 
DRGS stimulus train (top trace, gray). The five black traces represent the somatic membrane potential of each type of 
sensory neuron with the example trajectory shown in part (a). Note that the putatively innocuous neurons (the Aα-
neuron, Aβ-LTMR, and Aδ-LTMR) fire action potentials in response to a clinical DRGS pulse, while the putatively 
nociceptive models (the Aδ-HTMR and C-nociceptor) do not. DRGS, dorsal root ganglion stimulation; HTMR, high-
threshold mechanoreceptor; LTMR, low-threshold mechanoreceptor. 

 

5.4 Results 

5.4.1 Effect of electrode position 
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Recent clinical studies have highlighted the importance of the electrode location relative 

to the ganglion to DRGS-induced pain relief.308,309 To examine the effect of electrode position on 

DRGS-induced neural activation, we calculated activation thresholds for each cell type in response 

to DRGS applied with several electrode locations relative to the ganglion. Figure 5.5 shows the 

percentage of modeled neurons with activation thresholds within clinical range (i.e., ≤ 2 mA) as 

distance between the lead and the DRG increased, both when the active electrode contact was 

centered above the ganglion and when the active and return contacts straddled the ganglion. 

In general, for all electrode lead positions, clinical DRGS only activated myelinated 

afferents (i.e., Aα-, Aβ-, and Aδ-neurons) and did not activate nonmyelinated C-nociceptors 

(Figure 5.5). As the distance between the active contact and the ganglion increased, the percentage 

of myelinated afferents activated by clinical DRGS decreased. Generally, straddling the active and 

return contacts across the ganglion activated a larger percentage of Aβ-LTMRs than centering the 

active contact above the ganglion. 

When the active contact was centered directly above the ganglion (i.e., with a 0-mm 

electrode shift), anodic-first DRGS (Figure 5.5a) activated 12% of Aδ-LTMRs, while cathodic-

first DRGS (Figure 5.5c) activated less than 1% of modeled Aδ-LTMRs. When the active and 

return contacts straddled the ganglion, anodic-first (Figure 5.5b) and cathodic-first (Figure 5.5d) 

DRGS activated 2 and 3% of modeled Aδ-LTMRs, respectively. However, shifting the electrode 

lead 1 mm dorsally abolished activation of all Aδ-LTMRs. We observed minimal activation in Aδ-

HTMRs. Anodic-first DRGS activated 3% of modeled Aδ-HTMRs only during anodic-first DRGS 

when the active contact was centered directly above the ganglion (Figure 5.5a). Shifting the 

electrode lead 1 mm dorsally abolished all Aδ-HTMR activation. We did not observe Aδ-HTMR 

activation during cathodic-first DRGS (Figure 5.5a,d), nor during anodic-first DRGS when the 
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active and return contacts straddled the ganglion (Figure 5.5b). We always observed a larger 

percentage of Aβ-LTMR activation than Aδ-neuron activation. 

 

Figure 5.5 Effect of electrode position on neural activation during DRGS. Each plot show the percentage of each 
neuron type that generated action potentials in response to DRGS with a pulse width of 300 μs and an amplitude 2 
mA or less (i.e., clinical DRGS), as the distance between the electrode lead and the ganglion increased. We examined 
the effect of electrode position relative to the ganglion for several electrode positions and stimulus polarities. a,c The 
active (red) contact centered above the ganglion. b,d The active and return (blue) contacts straddling the ganglion. a,b 
Anodic-first DRGS. c,d Cathodic-first DRGS. DRGS, dorsal root ganglion stimulation. 

We observed Aα-neuron and Aβ-LTMR activation for all electrode positions. When the 

active contact was centered directly above the ganglion, anodic-first DRGS activated 100% and 

92% of modeled Aα- and Aβ-neurons, respectively (Figure 5.5a), while cathodic-first DRGS 
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activated 99% and 46% of modeled Aα- and Aβ-neurons, respectively (Figure 5.5c). When the 

active and return contacts straddled the DRG, anodic- and cathodic-first DRGS both activated 88% 

of modeled Aβ-LTMRs and more than 98% of modeled Aα-neurons (Figure 5.5b,d). Increasing 

the distance between the active contact and the ganglion decreased the percentage of both Aα- and 

Aβ-neurons activated by clinical DRGS. When the electrode lead was shifted dorsally 1 mm or 

greater from the ganglion, cathodic-first DRGS applied with the active and return contacts 

straddling the ganglion produced the greatest Aβ-LTMR activation (Figure 5.5d). When the 

electrode lead was shifted dorsally 3 mm from the ganglion, we only observed Aβ-LTMR 

activation when cathodic-first DRGS was applied with the active and return contacts straddled the 

ganglion (Figure 5.5d). We observed Aα-neuron activation regardless of the distance from the 

electrode lead distance to the ganglion. 

5.4.2 Effect of stimulus pulse width 

Stimulus pulse width is a critical parameter when programming a patient’s DRGS system, 

and has been shown to affect neural activation298 and paresthesia distribution310 during SCS. 

Interestingly, increasing SCS pulse width lowered the activation threshold of small-diameter 

myelinated DC axons.298 However, the effect of stimulus pulse width on neural activation during 

DRGS has not been rigorously studied. Therefore, we calculated primary afferent activation 

thresholds for several pulse widths (i.e., 100, 200, 300, 500, and 1000 μs) both when the active 

contact was centered above the ganglion, and when the active and return contacts straddled the 

DRG. Figure 5.6 shows the percentage of modeled neurons with activation thresholds in clinical 

range (i.e., ≤ 2 mA) as the stimulus pulse width increased, both when the active contact was 

centered above the ganglion, and when the active and return contacts straddled the ganglion. 
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Figure 5.6 Effect of pulse width on neural activation during DRGS. Each plot shows the percentage of each neuron 
type that generated action potentials in response to DRGS with a pulse width between 100 and 1000 μs, and an 
amplitude 2 mA or less. We examined the effects of pulse width on neural activation for several electrode positions 
and stimulus polarities. a,c. The active (red) contact centered above the ganglion. b,d. The active and return (blue) 
contacts straddling the ganglion. a,b. Anodic-first DRGS. c,d. Cathodic-first DRGS. DRGS, dorsal root ganglion 
stimulation. 

For amplitudes within the clinical range, we did not observe activation of nonmyelinated 

C-nociceptors for any pulse width. However, we did observe activation of small-diameter thinly 

myelinated Aδ-neurons. When the active contact was centered above the ganglion, the minimum 
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pulse widths for anodic-first DRGS (Figure 5.6a) to activate one or more Aδ-LTMRs or Aδ-

HTMRs were 100 and 200 μs, respectively, while the minimum pulse widths for cathodic-first 

DRGS (Figure 5.6c) to activate one or more Aδ-LTMRs or Aδ-HTMRs were 300 and 1000 μs, 

respectively. When the active and return contacts straddled the ganglion, the minimum pulse 

widths for anodic-first DRGS to activate one or more Aδ-LTMRs or Aδ-HTMRs were 300 and 

1000 μs, respectively (Figure 5.6b), while the minimum pulse widths for cathodic-first DRGS to 

activate one or more Aδ-LTMRs or Aδ-HTMRs were 200 and 1000 μs, respectively (Figure 5.6d). 

DRGS always recruited more Aδ-LTMRs than Aδ-HTMRs, regardless of pulse width or stimulus 

polarity. 

We observed Aα- and Aβ-neuron activation by clinical DRGS for all pulse widths. 

Increasing the stimulus pulse width increased the percentage of Aα- and Aβ-neurons activated, 

regardless of stimulus pulse polarity or position of the active and return contact relative to the 

ganglion. For stimulus pulse widths below 300 μs, cathodic-first DRGS applied with the active 

and return contacts straddling the ganglion activated the largest percentage of Aβ-LTMRs (59–

87%) (Figure 5.6d). For stimulus pulse widths greater than or equal to 300 μs, anodic-first DRGS 

applied with the active contact centered above the ganglion activated the largest percentage of Aβ-

LTMRs (92–100%) (Figure 5.6a). Anodic-first DRGs applied with the active contact centered 

above the ganglion always activated the largest percentage of Aα-neurons (99–100%) (Figure 

5.6a) For all pulse widths and stimulus polarities, there was always a larger percentage of Aα- and 

Aβ-neurons activated by clinical DRGS than any other neuron type. 

5.4.3 Effect of stimulus pulse frequency 

Stimulus pulse frequency is an important parameter during neurostimulator programming, 

and recent innovations in neurostimulation for pain have focused chiefly on this parameter (e.g., 



 128 

10 kHz SCS).33 DRGS is, on average, applied at 20 Hz, but can be applied as low as 4 Hz or as 

high as 80 Hz.77 Presently, we do not understand the physiologic effect of varying stimulus pulse 

frequency, nor how those effects translate to clinical outcomes. Therefore, we applied anodic- and 

cathodic-first DRGS with a pulse amplitude of 1 mA, a pulse width of 300 μs, and examined the 

time-varying membrane potential of different neural compartments (e.g., soma, axons) in response 

to DRGS applied at different pulse frequencies. 

Regardless of pulse frequency, we did not observe activation of nonmyelinated C-

nociceptors for any stimulus pulse frequency, for DRGS applied within standard clinical parameter 

ranges. We observed minimal activation of both thinly myelinated Aδ-LTMRs and Aδ-HTMRs (a 

maximum of 12 and 3%, respectively). As the majority of our data suggests that DRGS 

predominantly activates large myelinated neurons, and Aβ-LTMRs are believed to play an 

important role in both DRGS-induced pain relief and physiologic pain inhibition in the spinal 

cord,190118 we focused the rest of our analyses on Aβ-LTMRs. 

Figure 5.7 shows the average response frequency of different Aβ-LTMR compartments 

(i.e., soma, stem axon, centrally projecting axon, peripherally projecting axon) to DRGS applied 

at different frequencies, for Aβ-LTMRs that responded to DRGS applied with a 1-mA stimulus 

pulse. For most stimulus polarities and positions of active and return contacts, all Aβ-LTMR 

compartments responded in a one-to-one fashion with the DRGS pulse (i.e., one action potential 

for each stimulus pulse). However, in response to anodic-first DRGS with the active contact 

centered above the ganglion, the stem axon’s response frequency was slightly larger than unity, 

while all other compartments’ response frequencies were slightly below unity (Figure 5.7a). The 

increase in stem axon response frequency was caused by a rebound action potential propagating 

down the stem axon following a somatic action potential, which fails to propagate passed the T-
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junction. The decrease in the average response frequencies in other compartment was attributed to 

neurons with activation thresholds near 1 mA. For those neurons, some DRGS pulses elicited an 

action potential, while some pulses failed to induce an action potential. 

 

Figure 5.7 Effect of pulse frequency on different Aβ-LTMR compartment response frequencies during DRGS. 
Each plot shows the average response frequency (i.e., the frequency of action potential generation in response to 
DRGS) of Aβ-LTMR somata (blue), stem axons (orange), centrally projecting axons (green), and peripherally 
projecting axons (red). The black lines indicate unity (i.e., the neural compartment is responding in a one-to-one 
fashion with the stimulus train). We examined the effects of pulse frequency on several electrode positions and 
stimulus polarities. a,c. The active (red) contact centered above ganglion. b,d. The active and return contacts straddling 
the ganglion. a,b. Anodic-first DRGS. c,d. Cathodic-first DRGS. Note: some data are not visible due to many 
compartments having the same response frequency. DRGS, dorsal root ganglion stimulation; LTMR, low-threshold 
mechanoreceptor. 
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5.4.4 Effect of bipole placement 

Clinical DRGS utilizes a bipolar stimulation configuration in which the cathode is typically 

placed directly beneath the pedicle.77 However, the position of the DRG within the foramen varies 

across patients and spinal level.95,222 X-ray fluoroscopy, the imaging modality used to visualize 

electrode position relative to bony structures during DRGS electrode implantation, is unable to 

resolve neural tissue, implying that clinicians are unable to precisely determine the position of the 

ganglia relative to the active contact. Therefore, the position of the stimulating contacts relative to 

the DRG is likely variable across patients, warranting investigation into how bipole placement 

relative to the ganglion affects neural activation during DRGS. 

Figure 5.8 shows the percentage of modeled Aβ-LTMRs activated by various bipolar 

DRGS configurations. For bipolar configurations where the active and return contacts were 

adjacent to each other (Figure 5.8a), cathodic-first DRGS (light gray bars) typically activated 

more Aβ-LTMRs than anodic-first DRGS (dark gray bars), except when the active contact was 

centered above the ganglion. Cathodic-first DRGS applied with the return contact centered above 

the ganglion, and the active contact above the peripheral nerve root, activated the largest 

percentage of modeled Aβ-LTMRs (99%). Anodic-first DRGS applied with the active electrode 

above the spinal nerve root activated the smallest percentage of modeled Aβ-LTMRs (40%). In 

general, placing the cathode near the peripheral nerve root, or placing the anode near the ganglion, 

maximized Aβ-LTMR activation. 
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Figure 5.8 Effect of bipole configuration on neural activation during DRGS. Each plot shows the percentage of 
modeled Aβ-LTMRs activated by different bipolar DRGS configurations. For each pair of bars, the black and gray 
bars indicate the percentage of Aβ-LTMRs activated by anodic-first and cathodic-first DRGS, respectively. For the 
schematics above each pair of bars, the red, blue, and black contacts indicate the active, return, and inactive contacts, 
respectively. Left-most schematics indicate spinal and peripheral nerve roots. a. Percentage of modeled Aβ-LTMRs 
activated by adjacent bioples. b. Percentage of modeled Aβ-LTMRs activated by bipoles with one or more inactive 
contacts separating the active and return contacts. DRGS, dorsal root ganglion stimulation; LTMR, low-threshold 
mechanoreceptor. 
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For bipolar configurations with one or more inactive contacts separating the active and 

return contacts (i.e., separated bipoles; Figure 5.8b), cathodic-first DRGS typically activated more 

Aβ-LTMRs than anodic-first DRGS. For separated bipole configurations, anodic-first DRGS only 

activated more Aβ-LTMRs than cathodic-first DRGS when the active contact was centered above 

the ganglion, similar to bipolar DRGS with adjacent active and return contacts. Three separated 

bipole configurations activated more than 98% of modeled Aβ-LTMRs, each of which applied 

cathodic-first DRGS with the active contact above the peripheral nerve root, and the return contact 

as either the first or second most proximal contact. Anodic-first DRGS applied with a distal active 

contact and proximal return contact (i.e., placing the active contact above the peripheral nerve root 

and the return contact above the spinal root) activated the smallest percentage of modeled Aβ-

LTMRs (37%). Similar to adjacent bipole configurations, placing the cathode near the peripheral 

nerve root, or placing the anode near the ganglion, maximized Aβ-LTMR activation. However, 

except for the case when the active electrode was centered above the ganglion, cathodic-first 

DRGS using a separated bipole configuration always activated more than 80% of modeled Aβ-

LTMRs, while only half of the adjacent bipole configurations activated more than 80% of modeled 

Aβ-LTMRs. 

5.4.5 Effect of the guarded cathode stimulation configuration 

Guarded cathode configurations are commonly used in clinical SCS,69 but to our 

knowledge have not been documented in DRGS studies. Therefore, we examined neural activation 

patterns resultant from DRGS applied with guarded contact stimulation configurations. We again 

observed no activation of nonmyelinated C-nociceptors, and minimal activation of Aδ-LTMRs 

and Aδ-HTMRs (a maximum of 12 and 3%, respectively), and therefore we focused our analysis 

on Aβ-LTMRs. 
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Figure 5.9 Effect of guarded active contact configurations on neural activation during DRGS. For each pair of 
bars, the black and gray bars indicate the percentage of Aβ-LTMRs activated by anodic-first and cathodic-first DRGS, 
respectively. For the schematics above each pair of bars, the red, blue, and black contacts indicate the active, return, 
and inactive contacts, respectively. Left-most schematic indicates spinal and peripheral nerve roots. DRGS, dorsal 
root ganglion stimulation; LTMR, low-threshold mechanoreceptor. 

Figure 5.9 shows the percentage of modeled Aβ-LTMRs activated by various guarded 

contact DRGS configurations. Similar to conventional and longitudinal bipole configurations, 

anodic-first DRGS applied with a guarded active contact activated more Aβ- LTMRs than 

cathodic-first DRGS only when the active contact was centered above the ganglion. When the 

active contact was close to a nerve root, or when the active contact and one of the return contacts 

straddled the ganglion, cathodic-first DRGS activated more Aβ-LTMRs than anodic-first DRGS. 

For guarded active contact configurations, applying anodic-first DRGS with the active contact 

centered above the ganglion maximized Aβ-LTMR activation (89%). For cathodic-first DRGS 

applied with a guarded active contact configuration, placing the active contact near the peripheral 

nerve root maximized Aβ-LTMR activation (87%). 
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5.5 Discussion 

DRGS is a safe and effective therapy for chronic pain that is refractory to conventional 

medical management. To ensure accurate delivery of electrical stimulation to the DRG, several 

clinically controllable parameters, such as the position of the active and return contacts and the 

shape of the stimulus pulse, must be carefully tuned to maximize pain relief without producing 

uncomfortable sensations. It is presently unclear how varying each of these parameters affects 

which types of sensory neurons are directly activated by DRGS. Our data suggest that DRGS 

applied with stimulation amplitudes within a clinical range (i.e., ≤ 2 mA) predominantly activates 

large-diameter myelinated afferents (e.g., Aα- and Aβ-neurons). Furthermore, our results indicate 

that the position of the active and return contacts relative to the ganglion has the greatest effect on 

DRGS-induced Aβ-LTMR activation. 

5.5.1 Implications for mechanisms of DRGS 

Our data suggest that clinical DRGS directly activates myelinated neurons, regardless of 

electrode position, stimulation configuration, and stimulus pulse parameters (i.e., frequency, pulse 

width). This corroborates our previous study’s findings that clinical DRGS is likely driving the 

activity of large-diameter myelinated Aβ-LTMRs, without directly activating small-diameter 

nonmyelinated C-nociceptors118 and is supported by recent experimental findings that DRGS 

applied with nonpenetrating electrode arrays activates neurons with conduction velocities in the 

Aδ- to Aβ-axon range.311 Furthermore, our data also suggest that clinical DRGS activates Aα-

neurons, and may activate Aδ-neurons, though in a considerably smaller proportion than Aα- and 

Aβ-neurons. Based on these findings, DRGS may provide pain relief by driving pain-gating 

mechanisms in the dorsal horn, via postsynaptic activation of inhibitory interneurons which receive 

input from large myelinated afferents. This hypothesis suggests similarities between the 
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mechanisms of DRGS and SCS. Previous animal studies of SCS demonstrated increased levels of 

γ-amino butyric acid (GABA), an inhibitory neurotransmitter, in the spinal cord,312 and increased 

paw withdrawal thresholds in animals that responded to SCS313 predominantly driven through the 

GABAB receptor.80,314 However, a recent study in rats concluded that DRGS does not cause GABA 

release in the dorsal horn,122 indicating DRGS may provide pain relief through other mechanisms. 

Koetsier and colleagues suggested that instead of driving GABAergic inhibition in the 

dorsal horn, DRGS may provide pain relief by inducing GABAergic inhibition through GABA 

signaling within the DRG.122 Du and colleagues concluded that in rats, activating small-, medium-

, or large-diameter DRG neurons can induce GABA release in the DRG, and that nearly all small-

diameter DRG neurons (putative nociceptors) can respond to GABA.123 Furthermore, they 

demonstrated that vesicular inhibitory amino acid transporter (VGAT), the primary transporter for 

inhibitory neurotransmitter reuptake, was commonly found in DRG neurons that co-expressed 200 

kDa neurofilament, a marker of myelinated afferents in rats and mice. Optogenetically stimulating 

VGAT expressing DRG neurons produced a marked reduction in nocifensive behavior, and 

GABAA receptor antagonists increased nocifensive behavior even when no noxious stimuli were 

present, suggesting that a GABAergic pain-gating system exists at the level of the DRG. Taking 

these findings in context with our model predictions, it is possible that clinical DRGS provides 

pain relief by directly activating medium- and large-diameter myelinated afferents, causing local 

GABA release in the DRG to inhibit nociceptive afferents, thereby preventing pain signals from 

reaching the central nervous system. 

However, GABA is not the only inhibitory neurotransmitter in the spinal dorsal horn. Many 

dorsal horn neurons that release GABA co-release glycine, with some inhibitory postsynaptic 

currents in superficial dorsal horn laminae mediated exclusively by glycine.315 Recent studies have 
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identified a glycinergic feedforward dorsal horn circuit that gates mechanical allodynia, mediated 

by paravalbumin (PV) expressing interneurons in lamina IIi and III of the dorsal horn, which 

silence lamina II PKCγ+ interneurons that form excitatory synapses on projection neurons in 

lamina I.124,316,317 These PV+ interneurons receive afferent input from both Aβ- and Aδ-axons,317 

and gate mechanical pain via pre- and post-synaptic inhibition of primary afferents and lamina II 

excitatory interneurons, respectively.316,317 Subsequent studies uncovered novel neural circuits 

involved in, and further somatosensory functions of, glycinergic inhibition. Foster and colleagues 

demonstrated that selective ablation of dorsal horn interneurons which express GlyT2, the glycine 

transporter expressed in the spinal cord and brainstem, facilitates mechanical, heat, and cold 

hyperalgesia, and can induce spontaneous pain behaviors.318 Cui and colleagues identified a 

separate subpopulation of deep laminae (III–V), predominantly glycinergic interneurons which 

receive monosynaptic and polysynaptic input from both A- and C-axons, and form a feed-forward 

gate to silence pain transmission from PKCγ+ and somatostatin+ superficial dorsal horn 

neurons.319 The results of these studies emphasize the complexity of sensory processing in the 

dorsal horn, and taken together with the data presented in this work, suggest that DRGS may 

provide pain relief through a combination of glycinergic inhibition in the dorsal horn and 

GABAergic inhibition within the DRG itself. To fully elucidate the mechanisms of action of 

DRGS, we must uncover how innocuous and noxious stimuli are processed in dorsal horn and 

supraspinal structures in healthy and pathologic states, and how the pattern of DRGS-induced 

afferent activity augments or abrogates neural activity throughout the neuraxis. 

5.5.2 Importance of electrode lead placement 

The location of the DRGS electrode lead relative to the DRG likely varies across patients, 

depending on the size of the patients’ neuroforamina, the position of their DRG within the 
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foramen,95,222 and the implanting physician’s placement of the electrode lead relative to the 

patient’s DRG. The NACC suggests that straddling the second and third contacts across the medial 

and lateral borders of the pedicle is the optimal position of the lead in the foramen.77 This 

positioning likely resembles our models where the second and third contacts are straddling the 

ganglion, as lumbar DRG are typically located in the “foraminal zone” (i.e., beneath the pedicle).95 

Martin and colleagues found that power consumption by the implanted pulse generator (IPG) was 

minimized by electrodes placed superodorsally in the foramen, a similar position to what the 

NACC suggests to be optimal.308 However, Martin and colleagues found that clinical outcomes 

were not dependent on the position of the electrode in the foramen. That study suggests that DRGS 

is able to activate analgesic mechanisms with the electrode placed anywhere in the foramen, at the 

cost of additional power consumption, though the optimal electrode positioning would result in 

straddling the ganglion with the active and return contacts. 

Our modeling results, and our hypothesis that DRGS provides pain relief by driving the 

activity of large-diameter myelinated afferents, corroborate these notions. We demonstrated that 

DRGS consistently activates Aα- and Aβ-neurons regardless of the positioning of active and return 

contacts relative to the ganglion, selection of stimulus parameters, and distance between the 

electrode lead body and the ganglion (Figure 5.5). Furthermore, we showed that straddling the 

active and return contacts across the ganglion maximizes Aβ-LTMR activation (Figure 5.5d). 

Straddling the DRG with the active and return contacts, and placing the electrode lead in close 

proximity to the ganglion, would therefore enable consistent DRGS-induced analgesia while 

minimizing IPG power consumption, thereby reducing the need for battery replacement surgeries. 

5.5.3 Importance of stimulator programming 
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Programming a patient’s DRG stimulator is a crucial and often time-consuming process, 

as the stimulus parameter space is large and cannot be fully explored in a single programming 

session. This process is further complicated by the fact that we do not fully understand how varying 

each parameter, such as pulse width, pulse frequency, and the placement of cathodes and anodes, 

affects neural recruitment during DRGS. The median DRGS pulse width and pulse frequency 

reported by the ACCURATE trial were 300 μs and 20 Hz, respectively, and the NACC highlights 

that pulse widths utilized by patients typically decrease over time, and that shorter pulse widths 

maximize the therapeutic window.77 Our results again corroborate the NACC recommendations; 

we demonstrated that regardless of pulse width, DRGS is predominantly activating Aβ-LTMRs, 

especially with shorter pulse widths (Figure 5.6). However, when using 500 or 1000 μs pulse 

widths, our models predicted increased activation of both Aδ-LTMRs and Aδ-HTMRs (Figure 

5.6a,d). Activation of smaller diameter axons in response to longer pulse widths has also been 

reported in SCS studies, where increased pulse widths increased activation of small diameter 

myelinated axons in the medial DCs.298,300 Increased activation of Aδ-neurons, particularly Aδ-

HTMRs, could explain why some patients report uncomfortable or painful sensations in response 

to DRGS of longer pulse widths. Therefore, shorter pulse widths (i.e., ≤ 300 μs) may maximize 

activation of target neurons (i.e., Aβ-LTMRs), while minimizing activation of nociceptive 

neurons, increasing the therapeutic window of DRGS. 

From the ACCURATE clinical trial, the median DRGS pulse frequency was 20 Hz, and 

the maximum frequency across the DRGS patient cohort did not exceed 50 Hz at any time point.90 

Our data demonstrate that in general, DRGS elicits one-to-one action potential generation in most 

Aβ-LTMRs (Figure 5.7), suggesting DRGS consistently sends propagating action potentials to 

the dorsal horn via Aβ-LTMRs. However, our data do not explain why DRGS patients typically 
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utilize lower frequencies (around 20 Hz on average) compared to SCS patients (around 50 Hz on 

average),320 especially considering the two therapies may operate through similar mechanisms 

(i.e., driving the activity of Aβ-LTMRs in the DRG vs. in the DCs). Future experimental and 

clinical studies are necessary to understand the effect of DRGS pulse frequency both on the 

mechanisms of the therapy and on clinical outcomes. 

As described above, the NACC suggests straddling the second and third contacts across 

the target pedicle and applying bipolar, cathodic-first DRGS. However, it is currently unknown 

how selecting contacts as anodes and cathodes affects neural activation during DRGS. We showed 

that regardless of which contacts were set to be active, DRGS activated a substantial portion 

(~40%) of modeled Aβ-LTMRs (Figure 5.8). Generally, placing an anode near the body of the 

ganglion, or placing a cathode near a nerve root, particularly near the peripheral nerve root which 

contains larger-diameter axons, maximized Aβ-LTMR activation. This agrees with our previous 

findings,118 and follows conventional neurostimulation theory that anodic stimulation results in 

lower activation thresholds when the electrode is near a cell body, and cathodic stimulation results 

in lower activation thresholds when the electrode is near an axon of passage.51 

Guarded cathode configurations, placing an anode on either side of a cathode, are 

commonly used in traditional SCS. Because traditional SCS putatively targets the DCs—axons of 

passage running parallel to the implanted electrode—guarded cathodes are thought to maximize 

the therapeutic window of SCS by maximizing the activating function along DC axons.321 We 

explored if DRGS applied with a guarded active contact configuration would provide greater Aβ-

LTMR activation than other stimulus configurations. However, we did not find any added benefit 

of the guarded cathode configuration compared to bipolar configurations, regardless of stimulus 

polarity (Figure 5.8  and Figure 5.9). As DRG neurons are not axons of passage, but instead have 
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pseudounipolar morphologies,97 the guarded cathode configuration is unlikely to maximize neural 

activation during DRGS. Our data again add support to the NACC recommendation that “complex 

programming arrays are not necessary, as simple bipolar arrays can achieve optimal activation of 

the DRG.”77 

5.5.4 Limitations 

Although we built our models using previously published clinical and experimental data, 

there are several limitations to our approach. The FEM of a human L5 DRG used in this study 

represented several anatomical compartments (e.g., foraminal bone, intraforaminal tissue) as 

largely concentric cylinders. Although the method of representing anatomical compartments as 

simplified concentric shapes has been commonly used to study other clinical neurostimulation 

therapies,33,53 recent work demonstrated that the complex anatomy of bony structures in the spine 

can affect model predictions of SCS-induced neural activation.31 Future studies could employ a 

patient-specific modeling approach, similar to previous studies of SCS,73 which could elucidate 

how the complex anatomy of the spinal column affects DRGS model predictions. 

Human lumbar DRG somata are typically located around the dorsal edge of the ganglion.45 

To study how DRGS would affect a specific cell type at any location in the DRG, we 

homogeneously distributed each cell type throughout the DRG, with their cell bodies placed 

around the dorsal edge of the ganglion. However, the actual distribution of functional 

subpopulations of DRG neurons (e.g., Aα-neurons) is likely not homogeneous. Our data suggest 

DRGS causes widespread activation of large-diameter Aα-neurons, which carry proprioceptive 

and stretch receptor information from the muscles. However, a recent study in mice lumbar DRG 

showed that only 0.6% of DRG neurons were PV+, a marker of proprioceptive primary 

afferents,140 and our recent histologic data suggests that only 3.6% of axons in human lumbar DRG 
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have diameters greater than or equal to 12 μm, an approximate lower limit of Aα-axon 

diameters.45,225,322 Furthermore, human lower leg muscles contain on the order of hundreds of 

muscle spindles,323 while there are tens of thousands of neurons in human DRG.45 These data 

suggest that Aα-neurons may sparsely populate the DRG, and therefore our model may be 

overestimating the amount of Aα-neuron activation during clinical DRGS. However, prolonged 

activation of muscle afferents could be another source of DRGS-induced discomfort, in addition 

to the activation of Aδ- neurons with longer stimulus pulse widths described above. Future studies 

should examine the functional organization of cells within human DRG and the corresponding 

implications for DRGS. 

We modeled several classes of neurons important to the transmission of painful and non-

painful stimuli: Aα-, Aβ-, Aδ-, and C-neurons. However, we ignored the potential effects of DRGS 

on non-neuronal DRG cells, such as satellite glial cells (SGCs), the glial cell type found in DRG. 

Glial cells in the central nervous system are known to play an important role in regulating both 

normal nociceptive pain processing and pathologic chronic pain states.324,325 Furthermore, recent 

work has highlighted the contributions of SGCs to chronic pain, including visceral pain.326 To date, 

there are few studies examining the influence of clinical neurostimulation therapies on glial 

activity, though the effect of SCS-induced electric fields on glial cell function is a growing area of 

study.177,327,328 Glial cells express voltage-gated ion channels, the molecular targets by which 

neurostimulation therapies influence neural activity.116 Though SGCs do not contain voltage-gated 

sodium channels, the channel chiefly responsible for the generation of propagating action 

potentials, SGCs do express voltage-gated potassium channels.175 The extent to which DRGS 

affects voltage-gated channels in SGCs is unclear, though it is possible that DRGS could indirectly 

induce a myriad of potassium-mediated intracellular signaling cascades within SGCs. This notion 
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is supported by recent studies highlighting the importance of glial cells in the development and 

maintenance of chronic pain at multiple levels of the nervous system, such as Schwann cells in the 

periphery,329 SGCs themselves in the DRG,174 and microglia in the spinal dorsal horn.330 

Finally, we examined the direct neural response to DRGS, that is, which neurons are 

directly activated by one DRGS pulse or a short train of DRGS pulses. Clinically, DRGS is applied 

tonically, ideally over a period of years. In our multicompartment neuron models, we included 

models of voltage-gated sodium and potassium channels, but ignored the contributions of other 

types of ion channels, such as calcium channels. We believe that this simplification is justified for 

examining the direct neural response to DRGS, as voltage-gated sodium and potassium channels 

are predominantly responsible for the generation of action potentials.331 However, due to this 

simplification, we were unable to study the long-term effects of tonic DRGS, as these channels 

activate and inactivate on time scales ranging from a few to tens of milliseconds. Furthermore, 

computational demands are prohibitive in simulating more than a second of neural activity. To 

complete the picture of the effect of DRGS on primary afferents, future experimental studies 

should study the effect of long-term DRGS on physiologic processes mediated by ion channels 

that operate on long timescales, and on how tonic DRGS may cause upregulation or 

downregulation of different genes.332 

 

5.6 Conclusions 

DRGS is a valuable clinical tool for managing intractable focal pain. Currently, we do not 

understand the physiologic mechanisms of action of DRGS, nor how the clinical implementation 

of DRGS (e.g., lead placement, stimulator programming) affects the utilization of these 

mechanisms. In this work, we studied how clinically controllable parameters affect neural 
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activation during DRGS. Firstly, our data support the hypothesis that DRGS provides pain relief 

by directly activating Aβ-LTMRs, leading to postsynaptic activation of pain-gating mechanisms 

in the dorsal horn and possibly pain-gating mechanisms within the DRG itself. Based on this 

hypothesis, our data corroborate several NACC recommendations: 1) straddling the active and 

return contacts across the pedicle (and presumably, the ganglion) may be the optimal electrode 

positioning in the foramen, 2) shorter pulse widths are preferred, based on maximizing activation 

of innocuous neurons while minimizing activation of potentially nociceptive neurons, and 3) 

conventional bipolar stimulation is sufficient to achieve analgesia, without the need for more 

complex programming configurations. Although the data presented here are pivotal to 

understanding the direct neural response to DRGS, future experimental and clinical studies are 

necessary to understand the downstream mechanisms of DRGS and how such effects influence 

long-term success with the therapy. 
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Chapter 6 – Neuromodulatory Effects of DRGS on C-neurons 

6.1 Abstract 

Dorsal root ganglion stimulation (DRGS) is a neurostimulation therapy for intractable 

neuropathic pain. Currently, we do not understand the physiological mechanisms of DRGS-

induced pain relief, limiting our ability to innovate the therapy to improve patient outcomes. In 

this work, we investigate the effects of DRGS on C-neurons – nonmyelinated, putatively 

nociceptive sensory neurons. We implemented a Markov Chain Monte Carlo method to generate 

populations of biophysically distinct multi-compartment C-neuron models. We then simulated the 

effects of DRGS on this population of C-neurons by calculating the extracellular potentials 

generated by DRGS using a finite element method model. In general, DRGS only augmented T-

junction filtering in C-neurons when we added L-type calcium channels and calcium-activated 

potassium channels to the stem axon and central and peripheral processes. Our model population 

exhibited activation thresholds ranging between 4 and 14 mA, depending on biophysical 

parameters (e.g., M-type potassium conductance), number of applied pulses, and stimulus pulse 

polarity. Larger current densities produced by small preclinical DRGS electrode arrays may be 

partially responsible for the lower C-neuron thresholds observed in in vivo studies. However, other 

features of DRG neurons, such as their complex stem axon trajectories, may also contribute to this 

phenomenon. 
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6.2 Introduction 

Chronic pain is a debilitating neurological disorder that affects more than one hundred 

million Americans.10 Secondary effects of the prevalence of chronic pain include more than 600 

billion dollars in healthcare costs each year and contributing to the ongoing opioid epidemic.15,333 

Dorsal root ganglion stimulation (DRGS) is a non-addictive third-line treatment for managing pain 

that is refractory to conventional medical management. DRGS is achieved by implanting a small 

electrode array in the intraforaminal space on the dorsal side of a dorsal root ganglion (DRG).287 

The electrode array applies brief electrical impulses to modulate the activity of primary sensory 

neurons (PSNs) in the DRG. However, DRGS fails to provide adequate pain relief in all patients, 

leaving them with few other treatment options. Improving the clinical implementation of DRGS 

may help reduce the enormous burden of chronic pain. 

One of the factors precluding our ability to improve DRGS is that we do not understand 

the physiological mechanisms of action behind DRGS-induced pain relief.46 Computational 

studies have suggested that DRGS likely drives the activity of Aβ-neurons, possibly driving feed-

forward pain-gating circuitry in the spinal cord dorsal horn.118,119 Work from other computational 

and preclinical studies suggests that DRGS may act chiefly upon C-neurons.48,76,121,146 However, 

it is well understood that extracellular electrical stimulation, like that utilized by DRGS, 

preferentially activates myelinated axons over nonmyelinated axons and cell bodies.57,58,116,291 

Computational studies of clinical DRGS corroborate this notion. Aβ-neuron activation thresholds 

(i.e., the current amplitude needed to generate an action potential (AP)) have been reported on the 

order of several hundred μA,118,119 whereas C-neuron activation thresholds have been reported on 

the order of several mA.76,118,119 Clinically, therapeutic DRGS is typically applied with pulse 
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amplitudes less than 1 mA.43,77 This suggests that Aβ-neurons may be the predominant substrate 

of DRGS-induced pain relief. 

However, a recent study using a rat model of DRGS demonstrated that when stimulating a 

DRG, the activation thresholds of C-neurons were only approximately 1.5 times greater than the 

activation thresholds of Aβ-neurons.121 This ratio of C-neuron to Aβ-neuron activation thresholds 

was considerably lower than the ratio of C-axon to Aβ-axon activation thresholds when stimulating 

the sciatic nerve.121 Though these data contrast with conventional neurostimulation intuition, they 

also suggest that there may be features unique to DRG neurons that facilitate the activation of 

nonmyelinated neurons at comparably smaller pulse amplitudes. Understanding these features will 

be crucial to understanding not only the mechanisms of DRGS, but also how extracellular electrical 

stimulation may modulate the activity of nonmyelinated neurons. 

 The goal of this work was to investigate which features of DRG neurons may facilitate the 

activation of C-neurons at comparable pulse amplitudes to Aβ-neurons. We coupled a finite 

element method (FEM) model of DRGS to a multi-compartment model of a C-neuron to simulate 

the neural response to DRGS. We corroborated previous findings that DRGS applied at high 

stimulus pulse amplitudes (e.g., 10 mA) can induce T-junction filtering in C-neurons. We found 

that the maximal conductances used to parametrize an individual C-neuron model can have a 

significant influence on its activation threshold, which are generally greater than 4 mA. In 

particular, the net conductance of potassium channels underlying the M-current may play an 

important role in setting the C-neuron’s activation threshold. Future work should incorporate novel 

C-neuron morphological models with complex stem axon trajectories to investigate the role of 

morphological peculiarities on the neural response to stimulation. 
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6.3 Methods 

6.3.1 FEM model of DRGS 

We implemented a previously published FEM model of a human L5 DRG with an explicit 

representation of a clinical four-contact cylindrical DRGS electrode array.119 The geometry of the 

model was based on imaging and cadaver studies of human DRG and the surrounding 

anatomy.95,96,256,257 We set the conductivity of each tissue to the values used in our previous studies 

of DRGS.118,119 We modeled all conductivities as isotropic, with the exception of the white matter 

in the nerve roots. We built the FEM model in the commercially available 3-matic module within 

the Mimics Innovation Suite (Materialise, Brussels, Belgium). We oriented the electrode array 

above the DRG such that the middle of the active contact (the second contact relative to the tip of 

the electrode array) was oriented above the midpoint of the DRG. We surrounded the electrode 

array with a 300 μm thick encapsulation layer to represent the foreign body response to implanted 

objects.259 In some cases, we examined the effect of simulating an electrode array similar to those 

used in preclinical experiments of DRGS. Table 6.1 reports the contact lengths, electrode lead 

diameters, and edge-to-edge contact spacing used by clinical DRGS cylindrical electrode arrays 

and those approximated from preclinical reports.96,146 

We imported the FEM model into COMSOL Multiphysics (COMSOL, Inc., Burlington, 

MA, USA). We simulated bipolar DRGS by applying a unit current stimulation boundary 

condition (i.e., 1 A) to the active electrode contact and grounded (i.e., 0 V) the return contact. We 

modeled the electrode lead shaft as a perfect insulator and modeled inactive electrode contacts as 

equipotential with zero net current across their surface. To calculate the voltage distribution 

generated by DRGS, we used the conjugate gradient method to solve Laplace’s equation. To 

calculate model impedances, we divided the average voltage measured at the surface of the active 
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contact by the applied stimulus current. The FEM reproduced bipolar impedances similar to those 

reported clinically (i.e., 1458.9 ± 714.5 Ω).77  

6.3.2 Multi-compartment C-neuron model 

We modified a previously published model of a C-neuron.118 The model was validated on 

its ability to reproduce somatic AP characteristics of experimentally measured DRG 

neurons.118,265,283 The rough morphology of the model was based on a previously published model 

of a C-neuron.135 

We made several modifications to the morphology of the model. First, we set the diameters 

of the centrally projecting axon and peripherally projecting axon to 0.6 μm and 1.3 μm, 

respectively. These values are closer to the average values measured from cat DRG.183 

Furthermore, larger diameter axons have lower activation thresholds than smaller diameter 

axons,58,291 improving the likelihood we would see C-neuron activation in response to DRGS. We 

also decreased the stem axon diameter from 1.4 μm to 1.3 μm, to better reproduce experimentally 

measured following frequencies (see below). Following frequency is the maximum frequency at 

which APs can propagate through a branch point (e.g., the T-junction). Finally, we shortened the 

stem axon from 869 μm to 150 μm, to increase potential electrotonic effects of hyperpolarization 

at the soma on the T-junction (the proposed mechanism of augmented T-junction filtering).76 

We also made changes to the active ion channels included in the model. We included 

several ion channel mechanisms represented in the Sundt model that may be critical in producing 

T-junction filtering.76,135 Specifically, we included representations of the outward potassium M-

current, an L-type voltage-gated calcium channel, and the small conductance calcium-activated 

potassium channel (SK).135 Typically, these additional channels were only expressed in the soma. 

However, where noted below, we also included these ion channels in the stem axon and the first 
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50 compartments of the peripheral and central axons. We also removed the representation of 

Nav1.9 from our model to reduce computational complexity and dimensionality during model 

population generation (see below). We set the decay time constant of intracellular calcium 

concentration to 5 seconds to reflect values measured in DRG tissue.120 None of these 

modifications produced significant effects on the AP characteristics (e.g., amplitude, duration) 

used to validate the original model.  

6.3.3 Parametrizing a population of C-neuron models 

We implemented Goodman and Weare’s Affine-Invariant Markov Chain Monte Carlo 

method (MCMC) using the emcee Python package (https://emcee.readthedocs.io) to generate a 

population of C-neuron models each with a unique set of maximal ion channel conductances.334,335 

Typically, MCMC methods use Bayes’ theorem to estimate posterior probabilities of a set of 

parameter values describing a given system based on prior assumptions about the distribution of 

each parameter’s values and experimental data. We assumed uniform distributions for each 

parameter as priors, and we constrained each distribution relative to physiologic ranges (e.g., 

conductances must be greater than or equal to zero). In this work, we implemented the MCMC 

method to simulate and validate thousands of possible parameter sets (in this work, combinations 

of maximal ion channel conductances). Each parameter set was evaluated on its ability to produce 

somatic AP characteristics (e.g., amplitude, duration) described by previous preclinical 

experiments with C-neurons (Table 6.2).265,283 We calculated the normalized distance between 

each parameter set’s AP characteristic values and the mean values reported by previous 

experiments. We averaged the normalized distance across all metrics to calculate a “score” for 

each parameter set. A lower score indicates a parameter set produces model AP characteristics that 
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are closer to the mean of the experimentally measured characteristics’ values. We selected 100 

models with the lowest scores for analysis in this study. 

To ensure the MCMC method fully explored each parameter space, we ran the algorithm 

four times, with each successive run injecting progressively increasing variance of gaussian noise 

in the initial guess for each parameter value. Each run utilized 400 individual Markov chains (i.e., 

‘walkers’) which were allowed to iterate their parameter values 25 times per run. 

Table 6.1 Clinical and preclinical DRGS electrode array specifications. 

 Diameter 

(mm) 

Contact 

length (mm) 

Contact edge-to-

edge spacing (mm) 

Contact surface 

area (mm2) 

Clinical 1.0 1.25 5 3.92 

Preclinical (rat) 0.45 0.5 0.5 1.41 

6.3.4 Simulating the neural response to DRGS 

We interpolated the extracellular potentials calculated by the FEM onto the center of each 

neural compartment in our C-neuron model using the NEURON simulation environment within 

the Python programming language.261,280 We calculated each compartment’s time-varying 

membrane voltage in response to DRGS using a backward Euler implicit integration method with 

a time step of 5 μs. We calculated activation thresholds, the minimum pulse amplitude required to 

elicit one or more action potentials in a C-neuron model, using a binary search algorithm with a 

precision of 0.1 μA. We calculated the activation threshold in response to one, three, or five DRGS 

pulses. In each case, we calculated the amplitude required to induce one-to-one activation, i.e., 

each applied pulse elicits one AP from the C-neuron. Unless otherwise stated, we simulated DRGS 

pulses with a 300 μs pulse width.77 
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6.4 Results 

6.4.1 C-neuron population characteristics 

We first compared our model C-neuron population’s ranges for each AP characteristic with 

those reported by the experimental literature (Table 6.2). In general, the model population ranges 

typically overlapped with the experimentally reported ranges. In some cases (e.g., amplitude), the 

model range extended beyond the experimental range, while in other cases (e.g., duration, rise 

time), the model range covered more of the left tail of the experimental range. Therefore, we 

believe that our 100 models represent a reasonable portion of the experimental population’s AP 

characteristics.  

Table 6.2 Comparing model population and experimental ranges for C-neuron somatic action potential metrics. 
Model population data are represented [minimum, maximum]. 

 Model population range Experimental range Reference 

Amplitude [75.7, 100.2] mV 81.6 ± 6.9 mV 265 

Duration (base) [2.2, 2.9] ms 4.97 ± 2.16 ms 265 

Rise time [0.7, 1.3] ms 2.5 ± 0.89 ms 283 

Fall time [1.4, 2.2] ms 4.61 ± 3.5 283 

AHP amplitude [10.6, 17.3] mV 8.2 ± 5.1 mV 265 

AHP 80 [0.0, 43.1] ms 14.4 ± 9.2 ms 283 
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Figure 6.1 Action potential propagation in C-neurons. We simulated 1 Hz antidromically propagating afferent 
traffic in the central axon of a representative C-neuron model. (Left) Membrane potential recordings from the soma 
(blue, top), peripheral axon (purple, middle), and central axon (orange, bottom). (Right) Cartoon representation of a 
C-neuron model’s pseudounipolar morphology, and locations where membrane potential is recorded (color coded to 
corresponding traces on left). All 20 APs initiated in the central axon propagated into the peripheral axon and invaded 
the soma.  

We next examined the ability of our model population to filter propagating APs at the T-

junction. We induced antidromically propagating APs in the central axon and recorded how many 

APs propagated into the peripheral axon.336,337 In general, model populations allowed only low 

frequency trains of APs to propagate through the T-junction, while increasing the frequency of 

propagating APs resulted in a low-pass filtering effect. For example, Figure 6.1 shows 20 APs 

initiated at 1 Hz in the central axon of a representative C-neuron model. Each of the 20 APs 

successfully propagates into the peripheral axon. However, when increasing the AP initiation 

frequency to 2 Hz (Figure 6.2), the model demonstrates several APs which fail to propagate into 

the peripheral axon (note the electrotonic residues in the somatic membrane potential trace). 
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Figure 6.2 T-junction filtering in C-neurons. We simulated 2 Hz antidromically propagating afferent traffic in a 
representative C-neuron model. (Left) Membrane potential recordings from the soma (blue, top), peripheral axon 
(purple, middle), and central axon (orange, bottom). (Right) Cartoon representation of a C-neuron model’s 
pseudounipolar morphology, and locations where membrane potential is recorded (color coded to corresponding traces 
on left). We initiated 2 Hz activity in the central axon. At this frequency, not all pulses propagated from the central 
axon into the peripheral axon and soma, demonstrating low-pass filtering of APs at the T-junction. 

We next examined if DRGS augmented T-junction filtering. We initiated APs at a 

frequency of 20 Hz in the peripheral axon to simulate painful afferent traffic propagating to the 

spinal cord.121 After 500 ms of afferent traffic, we applied DRGS and examined if action potentials 

ceased propagating into the central axon. None of our C-neuron models demonstrated augmented 

T-junction filtering as a result of DRGS. However, including active ion channels, specifically SK 

and CaL, in the axons of the C-neuron produced DRGS-enhanced T-junction filtering in many C-

neuron models. Figure 6.3 shows a representative model in response to 40 Hz cathodic DRGS 

applied with a 10 mA pulse amplitude,76 with a maximal axonal SK conductance of 10 mS/cm2 

and a maximal axonal CaL conductance of 0.03 mS/cm2. DRGS initiated APs in the soma of the 

C-neuron, and fully filtered orthodromically propagating action potentials after a brief (~200 ms) 

wash-in period. 
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Figure 6.3 DRGS-induced T-junction filtering in C-neurons. When including SK and L-type calcium channels in 
the stem, peripheral, and central axons, 40 Hz cathodic DRGS applied with a pulse amplitude of 10 mA and pulse 
duration of 300 μs (top, black tick marks) induced T-junction filtering. We initiated 20 Hz afferent traffic in the 
peripheral axon (purple trace) and recorded the somatic (blue) and central axon (orange) responses before, during, and 
after DRGS. DRGS augmented the somatic hyperpolarization that began in response to putatively painful AP 
generation in the soma. DRGS induced T-junction filtering after a brief wash-in period, precluding orthodromic 
propagation of APs through the T-junction. 

6.4.2 Effect of physiologic variability on C-neuron activation thresholds 

We next examined whether variability in the ion channel expression profiles of C-neurons 

affected their activation thresholds in response to DRGS. Figure 6.4 compares the activation 

thresholds of each C-neuron model in our population in response to anodic and cathodic DRGS 

applied at 20 Hz and 40 Hz.76,77 Cathodic DRGS (Figure 6.4A,B) activation thresholds ranged 

between approximately 7 mA and 14 mA across the model population. Anodic DRGS (Figure 

6.4C,D) thresholds ranged between approximately 4 mA and 12 mA. Generally, activation 

thresholds for cathodic DRGS were similar in response to one, three, or five pulses. However, 

anodic DRGS thresholds generally increased as the number of applied pulses (and therefore, the 

number of APs elicited at threshold) increased. 
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Figure 6.4 C-neuron activation thresholds during DRGS. We calculated the stimulation amplitudes necessary to 
induce one-to-one activation in all 100 C-neuron models in response to one, three, and five stimulus pulses. Gray lines 
represent each C-neuron model. Red lines indicate the mean population threshold. We calculated thresholds in 
response to cathodic (A, B) and anodic DRGS (C, D) applied at 20 Hz (A, C) and 40 Hz (B, D). 

Next, we examined if there were any relations in the biophysical properties of our C-neuron 

model population and their resulting activation thresholds. Generally, we did not observe trends 

between maximal ion channel conductances (e.g., Nav1.8) and activation threshold. However, 

Figure 6.5 compares each model’s activation threshold in response to five cathodic DRGS pulses 

applied at 20 Hz to its maximal M-current potassium conductance. There appears to be a trend 

between increased maximal M-current potassium conductance and model activation threshold. 

This trend is present in response to cathodic DRGS applied at 40 Hz, and anodic DRGS applied at 

20 Hz and 40 Hz (data not shown). 
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Figure 6.5 Activation thresholds compared to M-type potassium conductances. We compared each model’s 
activation threshold and maximal M-type potassium conductance in response to five pulses of 20 Hz cathodic DRGS. 
There appears to be a trend between increased model M-type potassium conductance and increased activation 
threshold. 

6.4.3 Effect of electrode array size on C-neuron response to DRGS 

Lastly, we wanted to examine the apparent discrepancy between C-neuron activation 

thresholds found in previous computational modeling studies of clinical DRGS and those found in 

preclinical studies.118,121 We compared each C-neuron model’s activation threshold in response to 

five DRGS pulses applied with a clinical electrode array compared to an electrode array scaled 

down to mimic the arrays used in preclinical experiments in rats (Figure 6.6).146 Regardless of 

stimulus pulse polarity or pulse frequency, each C-neuron’s activation threshold decreased when 

stimulating with the preclinical electrode array. 
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Figure 6.6 C-neuron activation thresholds in response to clinical and preclinical electrode arrays. We compared 
C-neuron activation thresholds in response to DRGS applied with electrodes with spatial dimensions representing 
clinical electrode arrays and electrode arrays used in preclinical experiments (Table 6.1). Gray lines represent each 
C-neuron model. Red lines indicate the mean population threshold. 

 

6.5 Discussion 

6.5.1 Augmenting T-junction filtering in C-neurons as a mechanism of action of DRGS 

Several previous studies demonstrated that filtering painful APs at the T-junction of C-

neurons in DRG may be a primary mechanism of DRGS.76,121 However, computational studies 

suggest that the stimulation amplitudes required to produce this effect are outside of the ranges 

used clinically.76,118,119 Recent preclinical work demonstrated that contrary to the estimates of 
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computational modeling studies, the activation thresholds of Aβ- and C-neurons when stimulating 

a DRG are more comparable than when stimulating peripheral nerves.121 

Preclinical studies of DRGS necessarily utilize small electrodes capable of stimulating 

comparably smaller DRG (Table 6.1).82,121,146 The electrode contacts utilized by Yu and 

colleagues had surface areas nearly one-third the surface area of electrode contacts used clinically 

(1.41 mm2 and 3.92 mm2, respectively).146 Smaller electrode contacts suggest that the current 

densities produced by electrode arrays used in preclinical experiments are larger than those used 

clinically, possibly lowering the activation threshold of nonmyelinated C-neurons. Therefore, we 

investigated the effect of smaller electrode arrays on C-neuron thresholds. Our models suggest that 

smaller preclinical electrode arrays likely produce a noticeable decrease in C-neuron thresholds 

compared to clinical electrode arrays (Figure 6.6). However, the C-neuron thresholds did not 

reduce to levels comparable to Aβ-neurons, which are on the order of hundreds of 

microamps.118,119 Therefore, there may be other features of DRG neurons not accounted for in our 

models that reduce thresholds further.  

For example, we implemented a modified (increased axon diameter) version of our 

previously published morphological model of a C-neuron with a linear stem axon trajectory.118,135 

In vivo, stem axon trajectories are complex, winding paths which may produce complex spatial 

distributions of extracellular potentials during DRGS. Our biophysical intuition for neural 

activation during extracellular stimulation traditionally comes from studies of long axons in 

peripheral nerves.57,58,181 Therefore, investigation into the effects of complex axonal trajectories 

on the neural response to extracellular stimulation may be warranted.338 

A recent study found that large-diameter DRG neurons positive for 200 kDa neurofilament 

(putatively Aβ-neurons) release the inhibitory neurotransmitter gamma-aminobutyric acid 
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(GABA), and that stimulating these neurons reduced chronic pain-related behaviors.123 It is 

possible that DRGS predominantly directly activates Aβ-neurons, which then release GABA to 

activate surrounding C-neurons. Primary afferent DRG neurons have higher internal 

concentrations of chloride than external concentrations.180 Therefore, activating the ionotropic 

GABAA receptor would cause a C-neuron to depolarize, potentially triggering filtering at the T-

junction. Such a finding would suggest that DRGS may provide pain relief by modulating both 

Aβ- and C-neuron input into the spinal cord.  

Finally, it is possible that there may be a component of the long-term threshold in response 

to tonic stimulation that cannot be captured by modeling the effects of only five stimulus pulses 

on a cell model simulating biological processes which occur on time scales of milliseconds to tens 

or hundreds of milliseconds. Chao and colleagues found that DRGS-induced T-junction filtering 

has a wash-in time of approximately 30 seconds.121 It seems plausible that there could be 

homeostatic mechanisms or other biological processes which operate on time scales of seconds to 

minutes which modulate a neuron’s response to extracellular stimulation.86 Interdisciplinary 

approaches combining systems neuroscience with electrical biophysics may be useful in exploring 

such possibilities. 

6.5.2 Modeling the response of populations of biophysically distinct neurons to electrical 

stimulation 

Our C-neuron model population exhibited a range of activation thresholds in response to 

DRGS (Figure 6.4). In response to cathodic pulses, thresholds ranged between approximately 7 

mA and 14 mA. In response to anodic pulses, thresholds ranged between approximately 4 and 12 

mA. We did not see a significant difference in results between the two tested stimulation 

frequencies. However, anodic thresholds were consistently lower than cathodic thresholds. We 



 160 

believe this is due to the cell body being oriented directly below the active contact. When placing 

an electrode near a cell body, anodic stimulation will induce APs in neurons at lower stimulus 

pulse amplitudes than cathodic stimulation.51 

We also compared activation thresholds in response to different numbers of stimulus pulses 

(Figure 6.4). We are particularly interested in the pain-relieving effects of DRGS in the long-term, 

i.e., after patients have been living with the therapy for many months or years. Unfortunately, 

simulating only a few seconds of the neural response to DRGS is computationally demanding. Our 

data suggest that cathodic thresholds may be consistent in response to different numbers of 

stimulus pulses, while anodic thresholds increase with larger numbers of applied pulses. We 

hypothesize that this difference may result from axons having shorter chronaxies than somas (50-

200 μs for axons, 200-700 μs for somas).291,339 Cathodic stimuli typically produce lower activation 

thresholds when placed near axonal compartments, while anodic stimuli typically produce lower 

activation thresholds when placed near a soma.51 In this work, we used a 300 μs stimulus pulse 

duration, which may favor axonal excitation over somatic excitation.51 Therefore, the greater 

excitability of axonal compartments at the pulse duration used in this study may produce consistent 

thresholds in response to different numbers of applied cathodic stimuli. Longer pulse durations 

(e.g., ≥ 700 μs) may produce a similar effect on different numbers of applied anodic stimuli. 

Further study is needed to understand the long-term response to therapeutic electrical stimulation, 

and how technical factors, such as stimulus pulse polarity and pulse duration may lead to different 

long-term responses. 

We also found an apparent trend between maximal M-type potassium conductance and 

activation threshold (Figure 6.5). Should this finding stand up to further analysis, it would 

demonstrate some utility in modeling populations of biophysical models in studying 
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neurostimulation. Our data suggest that increased maximal M-type potassium conductance also 

brings about an increase in C-neuron activation thresholds. This population modeling framework 

may allow for interpreting the biophysical underpinnings (e.g., variable M-current) of 

experimental results (e.g., variable activation thresholds within a cell population). 

6.5.3 Limitations 

The experiments of Lüscher and colleagues showed that the following frequencies of 

orthodromically propagating APs should be the same as antidromically propagating APs.336,337 

However, action potentials propagating through a branch point from a small-diameter axon to a 

large-diameter axon would have a higher likelihood of failure at a junction. According to Smith, 

geometric ratios (GRs) – relating the diameters of parent and daughter branches – larger than 10 

suggest propagation is likely to fail.340 Sundt and colleagues showed that C-neurons with axons 

near the diameter ranges used here and in previous DRGS studies can produce GRs greater than 

or equal to 10 for antidromically propagating APs, but less than 4 for orthodromically propagating 

APs.76,135 Furthermore, some data suggest that the central processes of cat DRG neurons are 

consistently smaller in diameter than the peripheral processes.183 Therefore, further experiments 

are needed to determine: 1) how consistent central and peripheral process diameter differences are 

across species (e.g., rats, humans), and 2) whether differences in antidromic and orthodromic 

following frequencies exist across species. An in-depth understanding of the physiological 

mechanisms which affect a neuron’s following frequency is crucial to understanding how DRGS 

and other therapies may augment such mechanisms.  

We parametrized our model populations to reproduce characteristics of somatic APs. None 

of the resulting models exhibited T-junction filtering of orthodromically propagating pulses in 

response to DRGS. One reason for the absence of T-junction filtering in our models is we did not 
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include a following frequency as a component of each model’s “score.” Unfortunately, repeatedly 

simulating following frequency scenarios is not computationally feasible when using 400 walkers 

in the MCMC algorithm due to the large number of simulations with long simulation times. To 

ensure sufficient exploration of model parameter space with the MCMC method and reduce 

computational demand, we excluded following frequency metrics from our model “score.” With 

sufficient computational resources, including following frequency metrics may produce models 

with robust filtering properties. 

Another explanation is that our C-neuron model might be missing one or more ionic 

mechanisms (e.g., currents which produce a net hyperpolarization), that are important to producing 

robust T-junction filtering. Sundt and colleagues hypothesized that a slow outward cation current, 

such as the SK current, could be responsible for T-junction filtering. However, their model 

included SK only as an illustrative example.135 There may be one or more additional molecular 

constituents of T-junction filtering not accounted for in our present model population. 

A previous computational study of DRGS showed DRGS-induced somatic activation 

produced a net hyperpolarization effect on the T-junction mediated by slowly decaying outward 

currents.76 Though we included the same somatic active ion channels as Kent and colleagues76 in 

our model populations, none of our models exhibited T-junction filtering in response to DRGS. 

We had to include SK and CaL channels in the stem, central, and peripheral axons to produce this 

effect in our previously published model (Figure 6.3).118,119 We believe there are several possible 

explanations for the discrepancy between our findings and those of Kent and colleagues.76 For 

example, we modeled explicit representations of different sodium and potassium channel currents 

(e.g., Nav1.7, Nav1.8, KA, KDR), while Kent and colleagues modeled the lumped effects of each 
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isoform.76,118 It is possible that accounting for the dynamics between explicit ion channel isoforms 

affects cumulative model behaviors, such as T-junction filtering. 

 

6.6 Conclusion 

DRGS is an important tool in a clinician’s clinical algorithm for managing neuropathic 

pain. In this work, we demonstrated that DRGS may augment T-junction filtering in C-neurons to 

provide pain relief, but do not yet understand the biophysical basis of DRGS producing significant 

effects on nonmyelinated neurons. Simulating preclinical electrodes with larger current densities 

than their clinical counterparts reduced C-neuron activation thresholds, but not to the level 

predicted by preclinical studies. Other possible avenues for exploration include the complex 

morphology of DRG neuron stem axons, the possibility of “postsynaptic” GABAergic activation 

of C-neurons by directly stimulating Aβ-neurons, and exploring the long-term physiological 

effects of tonic electrical stimulation. Modeling populations of biophysically distinct neurons 

which reproduce variability in experimental measures may be a useful tool in understanding the 

neural response to extracellular electrical stimulation. 
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Chapter 7 – A Patient-Specific Modeling Framework for Studying Neural Activation 

During Spinal Cord Stimulation 

7.1 Abstract 

Despite several decades of experience, there have been limited improvements in the clinical 

outcomes of spinal cord stimulation (SCS) for managing chronic pain. One factor limiting our 

ability to improve the clinical implementation of SCS is our lack of understanding of how inter-

patient variability affects the neural response to SCS. Patient-specific field-cable models provide 

a computational approach to estimating the neural response to SCS in individual patients. In this 

work, we developed a framework for constructing and analyzing patient-specific models of 

patients receiving SCS to manage intractable chronic pain. This framework could be used to 

compare the neural response to SCS across many patients. Here, we demonstrate this approach by 

comparing the neural response to SCS in two patients. We compare model-predicted axonal 

thresholds to clinically measured sensory and discomfort thresholds. This study demonstrates the 

utility of the patient-specific modeling approach in studying the mechanisms of action and 

implementation of SCS and lays the groundwork for future high-powered studies pairing 

computational modeling and clinical data. Such interdisciplinary studies are vital to improving our 

understanding and implementation of SCS. 
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7.2 Introduction 

Spinal cord stimulation (SCS) is a mainstay third-line neurostimulation therapy for 

managing neuropathic pain that does not respond to conventional medical management.88 SCS is 

achieved by implanting an electrode array in the dorsal epidural space of the spinal column. 

Conventional SCS applies electrical impulses at frequencies of approximately 40-60 Hz to the 

dorsal columns of the spinal cord, while some novel SCS modalities apply stimulation in bursts of 

electrical impulses, or at frequencies in the kilohertz range.25 Unfortunately, the success of SCS is 

highly variable across patients, and improvements in patient outcomes over time have been 

limited.29 Two contributing factors limiting the success of SCS are: 1) we do not understand the 

physiological mechanisms of SCS-induced pain relief, and 2) we do not understand the patient-

specific factors that affect SCS’s ability to target pain-relieving mechanisms. 

 Computational modeling has been critical in advancing our understanding of the 

mechanisms of SCS. These studies suggest that SCS likely provides pain relief by inducing action 

potentials in axons in the dorsal columns, which may activate inhibitory circuitry in the spinal cord 

gray matter.65,67,341 These findings were supported by subsequent preclinical studies which 

demonstrated SCS may induce inhibitory signaling within the spinal cord dorsal horn.288,312 

Computational approaches have also been used to develop novel electrode technologies and 

configurations to preferentially target the dorsal columns.342,343 Despite these advancements, SCS 

outcomes have not improved. We believe that insight into how patient-specific factors (e.g., 

anatomy, stimulator programming) affect the neural response to SCS is critical to improving the 

therapy.189 

Patient-specific modeling has been a useful approach in studying the effects of other 

neurostimulation therapies, such as deep brain stimulation.344,345 To date, there have been relatively 
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few studies using patient-specific models to study the effects of SCS. Preliminary studies found 

that compared to canonical SCS models, patient-specific SCS models predict axonal activation at 

amplitudes consistent with corresponding clinical thresholds.73,346 However, these studies 

simplified various aspects of the spinal column anatomy such as the spine.73 Recent work has 

demonstrated that the position of active electrode contacts relative to bony structures affects the 

pulse amplitude needed to induce action potentials in the dorsal columns.136 Therefore, patient-

specific models which account for patient-specific differences in the complex anatomy of the 

spinal column may provide deeper insights into the mechanisms of action of SCS. 

In this work, we present a novel framework for creating patient-specific SCS models which 

captures the complex anatomy of the spinal column. We implement this framework to compare 

the neural response of SCS in two patients receiving SCS as part of their standard clinical care. 

We conclude by discussing the utility of the patient-specific modeling approach, and highlight 

areas of future research which may help understand the variability in the neural response to SCS 

across patients. This knowledge will be crucial to improving the clinical implementation of SCS. 

 

7.3 Methods 

7.3.1 Participant information 

This study was reviewed and approved by the University of Michigan medical Institutional 

Review Board. We included two adult participants who were receiving SCS to manage their 

chronic pain as part of their standard clinical care. Both participants cleared a standard 

psychological evaluation. Both participants provided written informed consent prior to study 

participation. Table 7.1 presents information related to each patient’s pain diagnosis and electrode 

array.  
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Table 7.1 Patient pain diagnosis and electrode array information. 

 Pain diagnosis Implant level Electrode array type 

P1 Lumbar FBSS T7-T9 16-contact paddle lead 

P2 Lumbar FBSS T9-T10 16-contact paddle lead 

FBSS = failed back surgery syndrome; T7 = seventh thoracic spine vertebrae number 

7.3.2 Patient-specific finite element models of SCS 

We developed patient-specific field-cable models of spinal cord stimulation using a similar 

approach to Lempka and colleagues.73 We extended this approach to incorporate realistic 

representations of each participant’s spine geometry. There are three steps in creating a patient-

specific field-cable model. The first step is to calculate the extracellular potentials generated in the 

participant’s spinal cord during SCS. Therefore, we developed finite element method (FEM) 

models of each participant’s spinal column anatomy. 

Medical image segmentation and co-registration 

 We used preoperative magnetic resonance imaging (MRI) to segment each participant’s 

spinal cord, cerebrospinal fluid (CSF), intervertebral discs, and vertebrae. We used a postoperative 

X-ray computed tomography (CT) to segment the participant’s spine and SCS electrode array. We 

then co-registered the segmented surfaces from the MRI and CT images using common anatomical 

landmarks on the vertebrae to define the patient-specific FEM model. We also included a 300-μm 

domain surrounding the electrode array to represent the encapsulation layer resulting from the 

foreign body response to implanted materials.259,347 We used the software packages Mimics and 3-

matic within the Mimics Innovation Suite (Materialise, Brussels, Belgium) to perform the image 

segmentation and co-registration, respectively. Figure 7.1 shows the construction of the patient-

specific model for P1. 
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Figure 7.1 Constructing a patient-specific FEM model. (Left) Segmenting the spinal column anatomy from pre-
operative MRI images, and SCS electrode array from post-operative CT images. (Middle) Creating a three-
dimensional FEM model from the segmented surfaces. Only the spine, spinal cord, and electrode array are shown. 
(Right) Isopotential lines representing the extracellular potentials generated by SCS calculated from the FEM model. 

We were not able to discern the boundaries between the gray and white matter of each 

participant’s spinal cord. Therefore, we needed a method to represent the gray and white matter 

dimensions at each level of the participant’s cord. First, we determined which spinal vertebrae was 

closest to the participant’s cathode as part of their clinically effective programming. If the 

participant had more than one cathode, we selected the vertebrae nearest the greatest number of 

cathodes. Due to the anatomy of the lower thoracic spinal cord, we assumed that the effects of that 

participant’s SCS system were predominantly focused on the spinal cord segment two levels 

caudal to the vertebral level nearest the cathode(s).348 For example, if a participant’s T9 vertebrae 

was nearest their cathode(s), we simulated the relative gray and white matter dimensions at the 

T11 spinal cord level.349 We then scaled these relative gray and white matter dimensions to match 

the dorsoventral and mediolateral dimensions of the participant’s spinal cord at 5 mm increments 

along the trajectory of the participant’s segmented spinal cord surface. 

Meshing and tissue conductivity assignment 
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 We then imported the co-registered surfaces into COMSOL Multiphysics (v5.6; 

COMSOL, Inc., Burlington, MA, USA). The complex anatomy of the participant’s spinal bone, 

and the close apposition of the intervertebral discs to the vertebral bodies, prevented us from 

creating a tractable finite element mesh. We developed a method for representing geometrically 

complex surfaces (e.g., the highly resistive spine) in the FEM model’s tissue conductivity stiffness 

matrix. First, we created a large cylindrical general thorax domain centered around the rostro 

caudal axis of the participant’s electrode array. This thorax domain completely encompassed all 

other anatomical domains of the patient-specific model. We excluded the spine and intervertebral 

discs from the initial meshing process. We then created an initial volume mesh of this cylinder 

containing all anatomical compartments (i.e., electrode array, encapsulation layer, CSF, spinal 

cord) except for the spine and intervertebral discs.  

 We imported a list of each node in the initial volume mesh’s three-dimensional coordinates 

into MATLAB (MathWorks, Natick, MA, USA). We iterated through each node in the list and 

then determined if each node’s three-dimensional coordinate resided within one of the surfaces 

representing the participant’s spine or intervertebral discs. If a node resided within one of these 

surfaces, we assigned that node’s conductivity value equal to that tissue’s electrical conductivity. 

Electrical conductivities used for the anatomical domains in each patient-specific model are 

reported in Table 7.2. We then imported the resulting list of nodes and conductivities back into 

COMSOL. We re-calculated the volume mesh, and included a smoothing function to increase 

mesh resolution in regions where differences in neighboring node conductivities are large (i.e., 

near the boundaries between various tissue compartments). We obtained a final FEM mesh by 

repeating this process of conductivity assignment and volume mesh calculation three times, to 
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ensure an accurate representation of the boundary between each participant’s various tissue 

compartments. 

Table 7.2 Electrical conductivities used in each tissue domain in the FEM. 

Parameter Value Reference 
Gray matter 0.23 S/m 258 

White matter (longitudinal) 0.6 S/m 258 

White matter (transverse) 0.083 S/m 258 

Dura mater 0.03 S/m 295 

Bone 0.02 S/m 260 

General thorax 0.25 S/m 258 

Encapsulation 0.17 S/m 259 

Intervertebral disc 0.65 S/m 350 

Calculate the potential field generated by SCS 

 We used the final FEM mesh to calculate the extracellular potentials generated by SCS. 

Generally, we applied 1 V and 0 V boundary conditions to the participant’s active and return 

contacts, respectively. We modeled the electrode lead body and outer boundary of the thorax 

domain as perfect insulators. We modeled the surface of all inactive electrode contacts as 

equipotential with zero net current across their surface. Then, we solved Laplace’s equation to 

calculate the extracellular potentials generated by SCS. Some SCS systems can fractionalize the 

applied current over multiple independent electrode contacts. In participant models utilizing those 

systems, we calculated the extracellular potentials generated by a monopolar source at each 

individual electrode contact with the outer surface of the thorax domain set to ground (i.e., 0 V). 

For an arbitrary stimulation configuration (i.e., combination of active contacts), we scaled each 

utilized contact’s solution by the percentage of current flowing through the contact, and summed 

all corresponding scaled solutions using the principle of superposition to create the final 

distribution of extracellular potentials. We then scaled this spatial distribution by the time-
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dependent output of a typical implanted pulse generator (IPG) to obtain the spatiotemporal 

distribution of extracellular potentials.281 

7.3.3 Distribute axon models in the spinal cord 

Multi-compartment model of a dorsal column axon 

The next step in creating a field-cable model is to distribute neuron models within the 

anatomy of interest (i.e., the spinal cord). In this work, we examined the effect of SCS on axons in 

the white matter of the spinal cord (e.g., the dorsal columns). We implemented a previously 

published model of an Aβ-axon.118 We modeled axon diameters between 5.7 μm and 11.5 μm, 

similar to the diameter ranges found in human dorsal columns.31,351 The morphology and passive 

electrical properties of each axon was represented using the McIntyre-Richardson-Grill (MRG) 

myelinated axon model.263 The active electrical properties (i.e., the voltage-gated ion channels) 

were based on the Gaines model of a sensory axon,264 with modifications made to reproduce 

electrophysiological properties of Aβ-neurons in the DRG (from where dorsal column axons 

originate) (Figure 7.2, left).118 

Distributing axons in the spinal cord white matter 

 We next aimed to determine the density of axons in each participant’s spinal cord. We 

calculated the point on the surface of the participant’s spinal cord with the largest value of the 

activating function58 in response to the participant’s clinically effective programming. The 

activating function, the second spatial difference of extracellular potentials along an axon,58 is an 

approximation for the activation of axons, such as those that makeup the dorsal columns. 

Therefore, we assumed that the participant’s clinically effective SCS programming is likely 

predominantly activating dorsal column axons in the region of the spinal cord where the activating 

function is largest. We calculated the cross-sectional area of the participant’s spinal cord at the 
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point where the activating function was largest. We used this cross-sectional area to calculate the 

density of axons of a given diameter as described previously,136 using previously published axon 

densities in the superficial dorsal columns.351 

 

Figure 7.2 Multi-compartment models of dorsal column axons. (Left) Circuit schematic representing the nodal and 
internodal compartments. (Right) Relative densities of axon diameters constituting the dorsal column axons. Adapted 
from the work of Zander and colleagues.136 

 Because the dimensions of a spinal cord vary with spinal level,349 it is difficult to 

mathematically define a single canonical trajectory which could be distributed throughout the 

white matter to constitute the dorsal columns. Therefore, we employed a physics-based approach 

to generating axonal trajectories through the participant’s white matter. We applied a 10 V 

boundary condition to the caudal face of the participant’s spinal cord, and a 0 V (i.e., ground) 

boundary condition to the rostral face of the participant’s spinal cord. We then calculated the 

electric potential distribution through the participant’s spinal cord as described above. We then 

used COMSOL’s Streamline function to calculate uniformly distributed streamlines current paths 

leading from the caudal face of the cord to the rostral face. By setting the number of streamlines 

equal to the number of axons of a given diameter, we generated several sets of uniformly 

distributed white matter axon trajectories. Figure 7.2 shows representative densities of axons 

within the spinal cord white matter. 
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Figure 7.3 Simulating the neural response to SCS. (Left) Isopotential lines representing the extracellular potentials 
generated by SCS which are interpolated onto the three-dimensional trajectory of dorsal column (DC) fibers. (Right) 
Example neural responses in response to SCS (black trace) applied at current intensities above (blue) and below (red) 
the threshold to initiate action potentials. Adapted from the work of Zander and colleagues.136 

7.3.4 Simulate the neural response to SCS 

The third and final step of the field-cable modeling approach was to simulate the neural 

response to SCS (Figure 7.3). We interpolated the spatiotemporal extracellular potentials 

calculated from the FEM and IPG output onto the center of each axonal compartment. For a given 

set of stimulation parameters (e.g., stimulus pulse width, pulse frequency), we calculated the 

activation threshold for each axon in each participant’s spinal cord. In this work, we defined the 

activation threshold as the minimum pulse amplitude at which the axon will generate one or more 

action potentials in response to each pulse in a train of three stimulus pulses.352 To calculate an 

activation threshold, we implemented a bisection algorithm with a precision of 20 μA. We used a 
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backward Euler implicit integration method with a time step of 5 μs to calculate each neural 

compartment’s time-varying membrane potential in response to SCS. 

7.3.5 Clinical testing 

We compared model predictions of neural activation to clinically measured SCS-induced 

evoked sensations. Specifically, we measured each participant’s sensory, comfort, and discomfort 

thresholds. First, we set the participant’s stimulus pulse amplitude to 0 mA. We then increased the 

stimulus pulse amplitude by 0.1 mA increments until the participant reported feeling SCS-induced 

paresthesias. We then decreased the pulse amplitude until the participant reported they no longer 

felt paresthesias. We then increased the pulse amplitude until the participant reported feeling SCS-

induced paresthesias, and we defined that amplitude as the sensory threshold (ST). We then 

increased the stimulus pulse amplitude until the participant reported that the SCS-induced 

sensations became uncomfortable, and we defined that amplitude as the discomfort threshold (DT). 

We then reduced the stimulation amplitude from the DT until the SCS-induced sensations became 

an intensity that the participant could tolerate long-term, and we defined that amplitude as the 

comfort threshold (CT). We defined the therapeutic window (TW) as the difference between DT 

and ST. 

 

7.4 Results 

We developed a framework for constructing patient-specific field-cable models of 

participants receiving SCS to manage their chronic pain. The rationale for this approach is that 

accounting for differences between participants, such as differences in anatomy (e.g., CSF layer 

thickness), in field-cable models may provide key insights into how the neural response to SCS 
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varies across participants. This framework would allow for the comparison of model-predicted 

neural activation with clinically measured phenomena (e.g., sensory thresholds). Figure 7.4 shows 

qualitatively that this patient-specific modeling framework can capture key anatomical differences 

which could affect neural activation. Specifically, P1 has a noticeably thicker layer of CSF on the 

dorsal side of the spinal cord than P2. Dorsal CSF thickness is known to produce significant 

shunting of current away from the spinal cord, and may affect neural activation during SCS.67,68 

 

Figure 7.4 Anatomical differences captured by patient-specific modeling framework. The patient-specific model 
is able to capture anatomical differences that may impact the neural response to SCS. Participant 1 has a noticeably 
thicker layer of CSF on the dorsal side of the spinal cord than Participant 2. 

7.4.1 Effect of pulse width on model and clinical thresholds 

We first aimed to compare model predictions of neural activation with clinically measured 

thresholds. We compared model dorsal column axon activation thresholds with clinically 

measured sensory thresholds (Figure 7.5). In both participants, we compared the minimum 

activation thresholds to activate one axon model of a given diameter with clinical STs in response 
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to three different stimulus pulse widths: 60 μs, 300 μs, and 1000 μs. The clinically measured 

sensory thresholds are reported in Table 7.3. Both participants’ sensory thresholds decreased in 

response to increased stimulus pulse widths. For each pulse width, P1’s sensory thresholds were 

higher than P2’s sensory thresholds.  

 

Figure 7.5 Dorsal column and sensory thresholds in response to different SCS pulse widths. Minimum activation 
thresholds for model dorsal column axons of varying diameters (color-coded bars). Horizontal dashed black lines 
indicate clinically measured sensory thresholds. Note the different y-axis scales between P1 (left) and P2 (right). 

Table 7.3 Sensory thresholds in response to different stimulus pulse durations. 

 Sensory thresholds (mA) 

 60 μs 300 μs 1000 μs 

P1 13.7 4.4 2.5 

P2 4.2 1.5 1.0 

As expected, larger-diameter dorsal column axons had lower minimum activation 

thresholds than smaller-diameter axons. Similarly, increasing stimulus pulse width produced a 

decrease in minimum activation threshold of dorsal column axons. Interestingly, the clinically 

measured STs were generally similar to the minimum activation thresholds for large-diameter (i.e., 
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≥ 8.7 μm) dorsal column axons. Notably, P2 had consistently lower thresholds (both the clinically 

measured ST, and model dorsal column axon thresholds) than P1. 

 

Figure 7.6 Dorsal column, sensory, and discomfort thresholds in response to different SCS frequencies. 
Minimum activation thresholds for model dorsal column axons of varying diameters (color-coded bars). Horizontal 
dashed black and red lines represent clinically measured sensory and discomfort thresholds, respectively. Gray shaded 
region indicates the therapeutic window. 

7.4.2 Effect of frequency on model and clinical thresholds 

In P2, we performed a preliminary analysis into the effects of stimulus pulse frequency on 

clinically measured STs and DTs, and minimum model activation thresholds across dorsal column 

axon diameters. We tested the following stimulus pulse frequencies: 50 Hz, 100 Hz, 500 Hz, 1,000 

Hz, and 10,000 Hz. For frequencies less than 10,000 Hz, the stimulus pulse width was 200 μs. 

When stimulating at 10,000 Hz, the stimulus pulse width was 30 μs, with an interphase gap of 20 

μs. 

Table 7.4 reports P2’s clinically measured STs and DTs and the resulting TW. Figure 7.6 

shows the effect of stimulus pulse frequency on the minimum activation threshold of dorsal 

column axons across diameters. Generally, increasing stimulus frequency did not significantly 

affect dorsal column axon minimum thresholds. However, applying SCS with a stimulus pulse 
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frequency of 10,000 Hz considerably increased minimum dorsal column thresholds. In this 

preliminary analysis of a single participant, stimulating at 50 Hz or 10,000 Hz resulted in a 

therapeutic window of 2.0 mA, while stimulating at 100 Hz, 500 Hz, or 1,000 Hz resulted in a 

therapeutic window of 1.0 mA. 

Table 7.4 P2’s clinically measured sensory and discomfort thresholds and therapeutic windows in response to SCS 
applied at different stimulation frequencies. 

 Clinically measured thresholds (mA) 

 50 Hz 100 Hz 500 Hz 1,000 Hz 10,000 Hz 

ST 2.0 2.0 1.5 1.5 5.5 

DT 4.0 3.0 2.5 2.5 7.5 

TW 2.0 1.0 1.0 1.0 2.0 

 

7.5 Discussion 

The goal of this study was to develop a patient-specific field-cable modeling framework 

for participants receiving SCS to manage their chronic pain. We believe the utility of this approach 

lies in its ability to: 1) compare neural activation profiles during SCS across participants, and 2) to 

compare model predictions with clinical data collected from that participant. The bulk of this work 

focused on developing the methodology for creating anatomically realistic patient-specific models 

of SCS. We then demonstrated the utility of this approach in a small cohort of two participants. In 

general, both patient-specific models reproduced expected biophysical trends during extracellular 

electrical stimulation. Specifically, increases in myelinated axon diameter produced lower 

activation thresholds, and increasing stimulus pulse width reduced activation 

thresholds.57,58,61,291,310 Going forward, this patient-specific modeling framework can be applied to 
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scientific studies with large participant cohorts to examine the mechanisms of action of SCS and 

sources of inter-patient variability in the neural response to SCS. 

7.5.1 Sources of paresthesia and discomfort during SCS 

One of the interesting findings of this work is that the clinically measured STs closely 

resemble the minimum activation thresholds for dorsal column axons greater than or equal to 8.7 

μm in diameter (Figure 7.5, Table 7.3). Currently, it is unknown how many Aβ-axons must be 

activated to produce a paresthetic sensation. Some studies applying microstimulation to peripheral 

nerve axons suggest that activating a single axon can produce a percept.353 A previous study using 

patient-specific modeling of SCS suggested that clinical sensory thresholds track well with the 

pulse amplitude needed to activate 10% of modeled axons.73 Continued analysis of the dataset 

presented in this work should more rigorously examine both the percentage of axons activated at 

ST, as well as the spatial distribution and diameters of axons activated. 

We also examined the activation of dorsal column axons at DT in one participant (Figure 

7.6). Though this investigation is preliminary, these data suggest stimulating at DT likely activates 

many dorsal column axons, including small-diameter dorsal column axons (i.e., ≤ 7.3 μm). We 

also examined the TW in response to SCS applied at different stimulus pulse frequencies (Figure 

7.6). Interestingly, the TW was largest when using the lowest (50 Hz) and highest (10,000 Hz) 

frequencies. The physiological reasons for different TWs in response to various SCS frequencies 

are unknown. We must emphasize that we cannot draw conclusions from this investigation in a 

single participant. However, we believe our results suggest examining the TW in response to 

different SCS parameters (stimulus pulse frequencies, electrode configurations, etc.) is a worthy 

avenue of future research. 

7.5.2 Inter-patient variability during SCS 
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Figure 7.4 shows qualitative differences in the thecal sacs and spinal cords of P1 and P2. 

P1 has noticeably more CSF on the dorsal side of their spinal cord than P2. Figure 7.5 shows that 

the STs and amplitude ranges required for dorsal column activation is higher in P1 than in P2. For 

example, in response to a 60 μs stimulus pulse, all of P1’s dorsal column axons have activation 

thresholds greater than 10 mA, while the minimum thresholds for P2’s dorsal column axons are 

all below 10 mA. It is well understood that the presence of highly conductive CSF causes much of 

the current generated by SCS to be shunted away from the cord.67,68 Therefore, our patient-specific 

modeling framework is able to capture the effect of anatomical differences on differences in neural 

activation during SCS. This modeling framework could be extended to study the influence of other 

anatomical variabilities, such as the curvature of the spinal cord, on the neural response to SCS. 

7.5.3 Limitations and future work 

Though this work represents an advancement in the patient-specific field-cable modeling 

approach to SCS, there are several limitations to our work. The major limitation of this work as 

currently presented is the inclusion of only two participants. We believe that demonstrating this 

approach in two preliminary participants underscores the utility of patient-specific modeling and 

helps validate the approach. It will be necessary to include a larger cohort of participant models 

and corresponding clinical data to draw rigorous conclusions. 

Constructing a single patient-specific model is time consuming. However, we believe it is 

feasible to develop a cohort of ten to twenty models for a single study. The most time-consuming 

step in the model construction process is segmenting and co-registering the three-dimensional 

surfaces representing the participant’s anatomy and SCS system. Interestingly, machine-learning 

based tools have been developed to automatically segment cervical spinal anatomy.354,355 

Extending these approaches to account for the anatomy of the thoracic spine, and developing 
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similar tools for automatically segmenting SCS electrode arrays could eliminate or significantly 

reduce the time necessary to construct a single participant model. Such a tool would be useful in 

scientific studies aiming to compare model predictions across participants and could form the basis 

for developing a clinical decision support system for guiding the clinical implementation of SCS. 

Similar systems have found great success in assisting the implementation of other neurostimulation 

therapies, such as deep brain stimulation.356 

In this work, we compared model-predicted neural activation with clinically measured 

sensory and discomfort thresholds. Though such comparisons may provide insight into the neural 

substrates of sensations evoked by SCS, there are other clinical data which merit comparison to 

patient-specific model data. For example, one could compare predicted neural activation profiles 

with patient reported outcomes of pain relief, such as changes in the pain numerical rating scale 

(NRS). By comparing predicted neural activation profiles in participants that responded well to 

SCS (i.e., participants that had a considerable reduction in NRS) with those that did not respond 

to SCS may provide insights into the physiological mechanisms of SCS-induced pain relief. 

Furthermore, quantitative sensory testing139 and clinical electrophysiology measures (e.g., 

electromyography)357 could be combined with patient-specific SCS models.  

Finally, we examined the effect of SCS only on Aβ-axons in the dorsal columns. Though 

it is generally believed that conventional SCS provides pain relief by directly activating the dorsal 

columns,23,33,67 there are many other types of neurons in the spinal cord which could be modulated 

by SCS.110,190,358 However, a recent study using a canonical computer model of SCS demonstrated 

that across stimulus waveforms (i.e., conventional, burst, high-frequency), clinical SCS is likely 

applied at insufficient intensities to modulate local neurons in the dorsal horn.32 It would be 
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interesting to investigate the effects of SCS on local cells across patients, to determine if local cell 

modulation by SCS is more feasible in some patients and not in others. 

 

7.6 Conclusions 

Spinal cord stimulation is an effective therapy for chronic pain. To maximize the positive 

impact of the next generation of SCS technologies, we must understand how inter-patient 

variability affects the neural response to SCS. This understanding, paired with a concise 

understanding of the mechanisms of SCS-induced pain relief, is crucial to maximizing pain relief 

in all patients. Combining the patient-specific modeling framework described here with clinical 

data (e.g., patient-reported outcomes, clinical electrophysiology measures) may be a powerful tool 

in realizing that goal. 
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Chapter 8 – Modeling the Molecular Determinants of Central Sensitization in Chronic Itch 

The work presented in this chapter was in collaboration with Drs. Bo Duan, Hankyu Lee, 

and Ehsan Mirzakhalili. This work is currently under preparation for peer-reviewed publication. 

The work presented in this chapter has been adapted to reflect my contributions to the 

larger work. My contributions specifically relate to implementing a Markov Chain Monte Carlo 

method to develop populations of conductance-based neuron models. Further, I used these model 

populations to examine which experimentally measured changes in mRNA expression likely 

contributed to the changes in single-cell and network excitability under chronic itch conditions. 

 

8.1 Abstract 

Chronic itch is a common clinical symptom that can have significant negative effects on 

one’s quality of life. We do not understand the physiological mechanisms governing the 

development of chronic itch, and therefore cannot develop targeted therapies to manage clinical 

itch conditions. Recent work highlighted the importance of two populations of spinal interneurons 

in chronic itch development: excitatory neurons expressing Urocortin 3 (Ucn3) and inhibitory 

neurons expressing neuropeptide Y (NPY) which typically inhibit Ucn3 neurons. Experiments 

performed by our collaborators, but outside the scope of this dissertation, have identified several 

changes in ion channel expression in Ucn3 and NPY neurons which may affect the development 

of chronic itch. In Ucn3 neurons, the expression of mRNA coding for the voltage-gated sodium 

channel Nav1.6 and voltage-gated R-type calcium channels increased, while expression of mRNA 

coding for the calcium-activated potassium channel SK decreased. In NPY neurons, the expression 
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of mRNA coding for Nav1.6 and the voltage- and calcium-activated potassium channel BK 

decreased. We simulated these changes in populations of multi-compartment conductance-based 

cable models of spinal interneurons. We leveraged a Markov Chain Monte Carlo method to 

generate populations of models which reproduce characteristics of the experimentally measured 

population. Our data suggest that changes in the expression levels of Nav1.6 are likely the greatest 

contributor to changes in the excitability (e.g., rheobase) of Ucn3 and NPY neurons observed under 

chronic itch conditions. Furthermore, decreased expression of Nav1.6 specifically in NPY neurons 

may be a key component of opening the mechanical itch gate. The results of our study suggest 

therapies aimed at augmenting Nav1.6 function in NPY neurons may be effective in managing 

chronic itch symptoms. Future experimental work will be critical to test the predictions of our 

model population data. 

 

8.2 Introduction 

Chronic itch is an unpleasant persistent feeling of needing to scratch the skin, clinically 

defined as an itch sensation lasting longer than six weeks.359 Chronic itch may be a symptom of 

dermatological disease, neurological disease, drug use, or systemic disease.360–363 It is estimated 

that approximately 23% of the general population has experienced chronic itch at some point in 

their lives.364 Unfortunately, chronic itch conditions can have significant negative impacts on one’s 

sleep and is associated with mood disturbances, such as anxiety and depression.365 Unfortunately, 

chronic itch, especially neuropathic rather than histaminergic itch, is difficult to manage clinically. 

Current therapeutics for chronic itch range from topical therapies and anesthetics to opioids and 

anticonvulsants.366 Presently, our understanding of the pathophysiological mechanisms of chronic 
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itch are incomplete, precluding our ability to develop targeted therapeutics for alleviating chronic 

itch sensations.367 

Recent work highlighted key interneurons involved in both the transition of mechanical 

itch sensations, and the development of pathological chronic itch.107 Pan and colleagues 

demonstrated that dorsal horn interneurons expressing Urocortin 3 (Ucn3) are a crucial node in 

transmitting mechanical itch sensations. Furthermore, Ucn3 neurons are typically under tight 

inhibitory control from dorsal horn interneurons expressing neuropeptide Y (NPY), and that this 

inhibitory tone is reduced under chronic itch conditions.107 Currently, we do not understand the 

molecular mechanisms contributing to chronic itch pathogenesis. 

Multi-compartment models use Hodgkin-Huxley dynamics to simulate neural activity. 

Previous work used multi-compartment models to study the biophysical mechanisms of sensory 

transmission and disease pathogenesis, and investigate how therapeutics may alter the activity of 

diseased neural circuits.78,368 However, such models are typically parametrized to reproduce the 

means of experimental data, which may not represent a real neuron from a sampled experimental 

population.85 Furthermore, studying the effects of potential therapeutics on only one model, while 

real instantiations of the therapy would putatively be affecting populations of many neurons, 

suggests that we may be missing effects of therapies on diverse populations. 

In this work, we implemented a Markov Chain Monte Carlo (MCMC) method to generate 

populations of multi-compartment models representing Ucn3 and NPY neurons. We used these 

model populations to simulate how experimentally measured changes in ion channel expression 

may affect changes in excitability at both the single-cell (e.g., rheobase) and circuit (e.g., Ucn3 

neuron spiking) level.  
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8.3 Methods 

We employed a multi-compartment cable modeling approach to investigate how changes 

in ion channel expression led to the biophysical changes (e.g., change in rheobase) observed during 

calcipotriol-induced chronic itch pathogenesis. We extended a previously published model of a 

superficial dorsal horn interneuron to include explicit representations of the ion channels we found 

in Ucn3 and NPY neurons in our qRT-PCR experiments in calcipotriol-treated mice. We 

developed populations of biophysically plausible multi-compartment cable models of Ucn3 and 

NPY neurons, where each model had a unique parameter set of maximal ion channel conductances. 

Second, we simulated experimentally measured changes in ion channel expression in each neuron 

model to determine which changes in ion channel expression were chiefly responsible for changes 

in single-cell excitability metrics (e.g., rheobase). Lastly, we simulated changes in ion channel 

expression in networks of Ucn3 and NPY neuron models to determine which pathological changes 

contributed to the opening of the mechanical itch gate. 

8.3.1 Biophysical model of superficial dorsal horn interneurons 

We constructed all Ucn3 and NPY multi-compartment cable models with the NEURON 

simulation environment (v7.7) within the Python programming language.261,280 We used a 

temperature of 23 degrees Celsius and an integration time step of 20 μs in each simulation.   

We implemented a previously published multi-compartment cable model of a superficial 

dorsal horn interneuron369,370 to model Ucn3 and NPY neurons (Figure 8.1A). The model utilized 

a simplified ball-and-stick morphology to accurately reproduce morphological and 

electrophysiological features of spinal cord interneurons (e.g., cell body size, equivalent dendrite 

impedance) without increasing computational demand. We implemented all morphological 
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parameters described by Melnick and colleagues,369 with the addition of a myelinated axon with 

41 nodes of Ranvier (Figure 8.1A). 

 

 

Figure 8.1 Spinal interneuron model and model population parametrization. (A) Multi-compartment model of a 
superficial dorsal horn interneuron expressing the ion channels found to be up- or down-regulated in response to 
calcipotriol. (B) Markov Chain Monte Carlo (MCMC) method for parametrizing populations of Ucn3 and NPY neuron 
models. An example with three unknown parameters (P1, P2, P3) is shown for visualization purposes. Our 
implementation of the MCMC algorithm had seven unknown parameters (gNav1.6, gKDR, gKA, gSK, gBK, gCaR, gLk). The 
MCMC algorithm produced 184 unique models of Ucn3 neurons, and 200 unique models of NPY neurons. 
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The original spinal interneuron model contained a voltage-gated sodium channel and a 

delayed-rectifier potassium channel which reproduced tonic- and adapting-firing behavior seen in 

some superficial dorsal horn interneurons.369,370 However, we aimed to determine which specific 

ion channels found in our study contribute to the biophysical features of chronic itch pathogenesis. 

Therefore, we removed the original ion channel models and instead included explicit 

representations of the voltage-gated sodium channel Nav1.6,371 a delayed rectifier potassium 

channel,372 an A-type potassium channel,373 a small-conductance calcium-activated (SK) 

potassium channel,372 an R-type voltage-gated calcium channel,374 a big conductance calcium- and 

voltage-activated (BK) potassium channel,375 and a linear leak conductance. To reduce 

dimensionality during model parametrization and computational demand during single-cell and 

network simulations (see below; Figure 8.1B), we expressed these ion channels only in the axon 

hillock (Figure 8.1A). We modeled the dendritic and somatic compartments as passive cables with 

only a linear leak conductance and membrane capacitance. The 41 nodal compartments in the axon 

consisted of NEURON’s built-in Hodgkin-Huxley dynamics (i.e., the ‘hh’ mechanism in 

NEURON) to facilitate action potential propagation in the axon. 

Our goal was to use this biophysical neuron modeling approach to simulate which 

experimentally measured changes in ion channel expression were predominantly responsible for 

calcipotriol-induced changes in neuronal excitability. However, this biophysical modeling 

approach does not directly account for mRNA expression. To mimic experimentally measured 

changes in mRNA expression, we instead changed the maximal conductance of a given ion channel 

according to its percent change in mRNA expression under chronic itch conditions. We assumed 

that an increase in mRNA expression of a given channel likely corresponded to an increase in the 

number of those channels inserted into the neural membrane. Similarly, we assumed that a 
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decrease in mRNA expression corresponded to a decrease in the number of channels inserted into 

the membrane. Therefore, increasing or decreasing the maximal conductance of a given ion 

channel in our modeling framework mimics an increase or decrease in mRNA expression, 

respectively. 

8.3.2 Simulating the mechanical itch network 

We wanted to examine how changes in ion channel expression affected the output of the 

mechanical itch network. In other words, we wanted to examine how changes in ion channel 

expression affected whether Ucn3 neurons generated action potentials in response to physiological 

Aβ-fiber input.107 Therefore, in some simulations, we modeled synaptic connections between Ucn3 

and NPY neuron models and simulated how calcipotriol-induced changes in ion channel 

expression affected network behavior. 

We modeled all synaptic connections as alpha functions using NEURON’s built-in 

Exp2Syn mechanism. We modeled the inhibitory synapse from the last node of Ranvier in an NPY 

neuron onto the somata of Ucn3 neurons with a 0.1 ms rise time, a 20 ms decay time constant, and 

a reversal potential of -75 mV.78,376 

 We modeled Aβ-fiber input as point processes onto the middle of the dendrite of both 

Ucn3 and NPY neurons. We modeled the excitatory Aβ-fiber input using a rise time of 0.1 ms, a 

5 ms decay constant, and a reversal potential of 0 mV.78 The latency of monosynaptic input from 

Aβ-fibers onto Ucn3 neurons is longer than the latency of Aβ-fiber input onto NPY neurons. 

Therefore, we modeled Aβ-fiber input onto Ucn3 and NPY neurons with latencies of 4.0 ms and 

2.2 ms, respectively. We set the conductance of all excitatory and inhibitory synapses such that 

they produced evoked postsynaptic currents of similar amplitude to those previously measured in 

the mechanical itch network.107 
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8.3.3 Parametrization of populations of Ucn3 and NPY neuron models 

To generate populations of Ucn3 and NPY neuron models with variable ion channel 

expression profiles, we implemented Goodman and Weare’s Affine-Invariant Markov Chain 

Monte Carlo method (MCMC; Figure 8.1B) using the emcee Python package 

(https://emcee.readthedocs.io).334,335 MCMC methods have previously been used to 

simultaneously estimate the values of several ion current parameters in a biophysical neuron 

model.377 We extended this approach to generate de novo combinations of maximal ion channel 

conductances with which to parametrize our Ucn3 and NPY models. 

MCMC methods use Bayes’ theorem to estimate the posterior probabilities of a given set 

of parameter values describing a system based on experimental data and prior probabilities of each 

parameter’s value. One of the benefits of the MCMC algorithm is that it preferentially samples 

parameter combinations with greater likelihoods (i.e., parameter combinations which better 

describe our experimental data). However, the goal of our study was not to estimate plausible 

distributions of each ion channel’s conductances in Ucn3 and NPY neurons. Rather, we were 

interested in how populations of Ucn3 and NPY neuron models that were differently parametrized, 

but still representative of experimentally measured populations, respond to calcipotriol-induced 

pathophysiological changes. Therefore, we utilized the MCMC algorithm to simulate and evaluate 

thousands of possible parameter sets (i.e., combinations of maximal ion channel conductances) on 

their ability to reproduce experimentally measured biophysical characteristics of Ucn3 and NPY 

neurons. Specifically, we calculated rheobase, number of spikes generated during 60 pA current 

clamp stimulation, and spike interval during 60 pA current clamp stimulation, for each parameter 

set. We then calculated the normalized distance between each parameter set’s calculated 

biophysical characteristics and the experimentally measured means for both Ucn3 and NPY 
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neurons. We assigned each tested model a “score” by averaging the normalized distances between 

each metric, where a lower score indicates the model’s biophysical properties more closely 

recapitulate the biophysical properties of an experimentally measured cell. 

For each run of the MCMC algorithm, we simulated 400 individual Markov chains (i.e., 

walkers) of parameter sets. We allowed each walker to modify and re-evaluate its parameter values 

25 times per run (i.e., 25 iterations). We ensured sufficient exploration of parameter space by 

running the MCMC algorithm four times for each cell type (i.e., Ucn3 and NPY neurons), and 

injecting Gaussian noise in each walker’s initial guesses for each parameter value during each run. 

We chose uniform distributions constrained within physiologic ranges (e.g., conductances cannot 

be negative) as priors for each parameter. This process resulted in thousands of possible parameter 

combinations which could parametrize a Ucn3 or NPY neuron model. We removed parameter sets 

which poorly matched experimentally measured biophysical characteristics (e.g., rheobase) by 

excluding models above a score threshold (i.e., a normalized distance greater than 0.6) from 

analysis. The final result of this process was 184 parameter sets which described Ucn3 neuron 

models, and 200 parameter sets which described NPY neuron models (Figure 8.1B). 

 

8.4 Results 

8.4.1 Model population characteristics 
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Figure 8.2 Ucn3 and NPY neuron model population characteristics. (A) Example Ucn3 neuron model firing 
patterns during current injection. Ucn3 neuron models demonstrated initial bursting patterns similar to experimentally 
measured cells. (B) Example NPY neuron model firing patterns during current injection. NPY neuron models 
demonstrated tonic firing patterns similar to our experimentally measured cells. (C) Comparison of Ucn3 neuron 
model rheobases (black) with experimentally measured Ucn3 neuron rheobases (red). (D) Comparison of NPY neuron 
model rheobases (black) with experimentally measured NPY neuron rheobases (red). (E) Comparison of Ucn3 neuron 
model number of spikes generated in response to 60 pA current injection (black) with those of experimentally 
measured Ucn3 neurons (red). (F) Comparison of NPY neuron model number of spikes generated in response to 60 
pA current injection (black) with those of experimentally measured NPY neurons (red).  
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Our implementation of the MCMC algorithm generated 184 models of Ucn3 neurons, and 

200 models of NPY neurons (Figure 8.1B). These models produced current-clamp responses 

similar to those seen experimentally (Figure 8.2A,B). The distributions of the model populations’ 

biophysical properties (i.e., rheobase, number of spikes generated at 60 pA) resembled the 

distribution of biophysical properties measured from our experimental population (Figure 8.2C-

F). Our model populations appear to resemble the more-excitable cells observed in our 

experimental population of neurons. For example, the Ucn3 (Figure 8.2C) and NPY (Figure 8.2D) 

neuron model populations produced rheobases up to 51.4 pA and 42.1 pA, respectively. However, 

a few experimentally measured cells from both populations had rheobases greater than 80 pA 

(Figure 8.2C,D). It is possible that mechanical itch circuits comprised of the most excitable 

population of each cell type may be most susceptible to chronic itch-induced changes. Therefore, 

we believe that our Ucn3 and NPY model populations could provide crucial insight into the 

mechanisms of chronic itch pathogenesis. 

8.4.2 Effect of ion channel conductance on single-cell biophysical properties 

As described above, we observed several concurrent changes in the biophysical properties 

and ion channel expression levels of Ucn3 and NPY neurons in chronic itch conditions. We next 

aimed to determine which changes in ion channel expression were chiefly responsible for the 

changes in single-cell biophysical properties observed in calcipotriol-treated mice. We mimicked 

the experimentally measured changes in ion channel mRNA expression by systematically 

increasing or decreasing the conductance of the corresponding ion channel in each of our Ucn3 

and NPY models. We then calculated the biophysical properties of each cell model (e.g., rheobase) 

to determine how changes in ion channel expression affected the excitability of neurons in the 

mechanical itch network. 



 194 

 

Figure 8.3 Effect of calcipotriol-induced changes in ion channel expression on Ucn3 excitability. (A) Calcipotriol-
induced effects on Ucn3 neurons observed experimentally. (B) Effect of increasing Nav1.6 conductance on Ucn3 
neuron model rheobases. (C) Effect of decreasing SK conductance on Ucn3 neuron model rheobases. (D) Effect of 
increasing CaR conductance on Ucn3 neuron model rheobases. (E) Effect of simultaneously increasing Nav1.6 
conductance and decreasing SK conductance on Ucn3 neuron model rheobases. (F) Effect of simultaneously 
increasing Nav1.6 conductance, decreasing SK conductance, and increasing CaR conductance by 50% on Ucn3 neuron 
model rheobases. 
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In calcipotriol-treated mice, the rheobase of Ucn3 neurons decreased, the expression of 

Nav1.6 and CaR increased, and the expression of SK decreased (Figure 8.3A). When increasing 

Nav1.6 conductance in Ucn3 neuron models by 50%, Ucn3 neuron models experienced between a 

9.8% and 34.2% reduction in rheobase, with an average reduction in rheobase of 14.5% (Figure 

8.3B). When decreasing SK conductance in Ucn3 neuron models by 25%, Ucn3 neuron models 

experienced between a 0% and 8.9% reduction in rheobase, with an average reduction in rheobase 

of 0.8% (Figure 8.3C). When increasing CaR conductance in Ucn3 neuron models by 50%, Ucn3 

neuron models experienced between a 0% and 15.3% increase in rheobase, with an average 

increase in rheobase of 1.4% (Figure 8.3D). Interestingly, one Ucn3 neuron model exhibited a 

1.1% decrease in rheobase in response to an increase in CaR conductance between 10% and 30% 

(Figure 8.3D). 

 We next examined how varying the conductance of multiple ion channels simultaneously 

affected the rheobase of Ucn3 neuron models (Figure 8.3E,F). Generally, rheobase was most 

significantly affected by increasing the conductance of Nav1.6. When increasing Nav1.6 

conductance by 50% and decreasing SK conductance by 25%, Ucn3 neuron models experienced 

between a 9.8% and 41.5% reduction in rheobase, with an average reduction in rheobase of 15.1% 

(Figure 8.3E). When additionally increasing CaR conductance by 50%, Ucn3 neuron models 

experience between a 9.8% and 38.3% reduction in rheobase, with an average reduction in 

rheobase of 15.1% (Figure 8.3F). The average reduction in rheobase when maximally varying the 

conductance of multiple ion channels (i.e., 15.1%) was comparable to that of increasing Nav1.6 

conductance by 50% alone (i.e., 14.5%). 
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Figure 8.4 Effect of calcipotriol-induced changes in ion channel expression on NPY excitability. (A) Calcipotriol-
induced effects on NPY neurons observed experimentally. (B) Effect of decreasing Nav1.6 conductance on NPY 
neuron model rheobases. (C) Effect of decreasing Nav1.6 conductance on NPY neuron model numbers of spikes 
generated in response to 60 pA current injection. (D) Effect of decreasing BK conductance on NPY neuron model 
rheobases. 

In calcipotriol-treated mice, the rheobase of NPY neurons increased, the number of spikes 

generated in response to 60 pA current clamp stimulation decreased, and the expression of Nav1.6 

and BK decreased (Figure 8.4A). When decreasing Nav1.6 conductance in NPY neuron models 

by 50%, NPY neuron models experienced between a 39.3% and 84.9% increase in rheobase, with 

an average increase in rheobase of 56.0% (Figure 8.4B). In addition, a 50% decrease in Nav1.6 

conductance in NPY models produced between a 25.0% and 100.0% reduction in the number of 

spikes generated during 60 pA current clamp stimulation, with an average decrease of 92.1% 
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(Figure 8.4C). Interestingly, in one NPY neuron model, a 10% decrease in Nav1.6 conductance 

produced an 11.8% increase in the number of spikes generated during 60 pA current clamp 

stimulation. However, further decreases in Nav1.6 conductance in that model decreased the number 

of spikes generated during 60 pA current clamp stimulation. Decreasing BK conductance by up to 

40% had no effect on any NPY neuron model rheobase (Figure 8.4D) or number of spikes 

generated during 60 pA current clamp stimulation (data not shown). We did not vary the 

conductance of Nav1.6 and BK simultaneously in our NPY neuron models because changing BK 

conductance alone did not produce an effect on the excitability metrics found to be significantly 

altered by chronic itch pathogenesis. 

8.4.3 Effect of ion channel conductance on gating mechanical itch 

We next aimed to understand how calcipotriol-induced changes in ion channel expression 

led to the opening of the mechanical itch gate. In our models, we investigated which changes in 

ion channel conductance prevented NPY neurons from inhibiting action potential generation in 

Ucn3 neurons. We simulated each permutation of the 200 NPY neuron models and 184 Ucn3 

neuron models for a total of 36,800 individual networks (Figure 8.5A). We then increased or 

decreased ion channel conductance as described above to determine how molecular changes 

affected action potential generation in Ucn3 neurons in response to physiologic Aβ-fiber input. 

We first simulated how changes in the conductance of single ion channels affected the 

mechanical itch gate. Interestingly, decreasing Nav1.6 conductance in NPY neuron models was the 

only calcipotriol-induced change that affected action potential generation in Ucn3 neurons (Figure 

8.5B). Increasing Nav1.6 conductance by 50% in NPY neuron models resulted in 43.9% of 

simulated networks (16,148 out of 36,800 total networks) having a Ucn3 neuron model generating 

an action potential in response to physiologic Aβ-fiber input. 
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Figure 8.5 Effect of calcipotriol-induced changes in ion channel expression on mechanical itch network 
excitability. (A) Simulating every permutation of the mechanical itch network with our 184 Ucn3 neuron models and 
200 NPY neuron models. In total, we simulated 36,800 distinct networks. (B) Effect of decreasing Nav1.6 conductance 
in the NPY neuron model on the percentage of networks producing a spike in its Ucn3 neuron model. (C) Effect of 
simultaneously decreasing Nav1.6 conductance in the NPY neuron model and increasing Nav1.6 conductance in the 
Ucn3 neuron model on the percentage of networks producing a spike in its Ucn3 neuron model. (D) Comparing the 
baseline Nav1.6 conductance in NPY neuron models present in networks which produced a spike in the Ucn3 neuron 
model (black) and networks which did not produce a spike in the Ucn3 neuron model (red). (*p < 0.001) 

Decreased expression of Nav1.6 in NPY neurons and increased expression of Nav1.6 in 

Ucn3 neurons produced the greatest magnitude of change in excitability in each cell under chronic 

itch conditions (Figure 8.3B, Figure 8.4B). Therefore, we examined how concurrent changes in 
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Nav1.6 conductance in both Ucn3 and NPY neuron models affected action potential generation in 

Ucn3 neurons (Figure 8.5C). In general, decreasing Nav1.6 conductance in NPY neuron models 

had the greatest effect on opening the mechanical itch gate. Simultaneously decreasing Nav1.6 

conductance in NPY neuron models by 50% and increasing Nav1.6 conductance in Ucn3 neuron 

models by 50% resulted in 44.2% of simulated networks (16,258 out of 36,800 total networks) 

producing an action potential in the Ucn3 neuron model (Figure 8.5C). Simultaneously varying 

Nav1.6 conductance in Ucn3 and NPY neuron models produced only a slight increase in the 

percentage of networks producing a Ucn3 neuron spike compared to decreasing Nav1.6 

conductance in NPY neuron models alone (44.2% and 43.9%, respectively). 

Lastly, we examined if there were differences between the neurons in mechanical itch 

networks with an open gate compared to a closed gate. We compared the biophysical properties of 

Ucn3 and NPY neuron models in itch networks that produced a Ucn3 spike (i.e., gate open) with 

Ucn3 and NPY neuron models in networks that did not produce a Ucn3 spike (i.e., gate closed). 

NPY neuron models in networks that produced a Ucn3 neuron spike had significantly lower Nav1.6 

conductances than networks that did not produce a Ucn3 neuron spike (*p < 0.001. Mann-Whitney 

U rank test; Figure 8.5D). This suggests that NPY neurons with lower levels of baseline Nav1.6 

expression may be the chief constituents of disinhibition in response to chronic itch pathogenesis. 

 

8.5 Discussion 

8.5.1 Nav1.6 conductance contributes to changes in the excitability of Ucn3 and NPY neurons 

in chronic itch conditions 

Our experimental recordings demonstrated that under chronic itch conditions, Ucn3 

neurons become more excitable and NPY neurons become less excitable. We aimed to determine 
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which changes in ion channel expression were predominantly responsible for these changes in 

excitability under chronic itch conditions. We simulated calcipotriol-induced changes in mRNA 

expression in Ucn3 and NPY neurons by increasing or decreasing the conductance of the 

corresponding ion channel type in our Ucn3 (Figure 8.3) and NPY (Figure 8.4) neuron models. 

For both cell types, calcipotriol-induced changes in Nav1.6 conductance produced the greatest 

effect on rheobase (Figure 8.3B, Figure 8.4B) and number of spikes generated during 60 pA 

current injection (Figure 8.4C). In general, decreasing SK conductance (Figure 8.3C) and 

increasing CaR conductance (Figure 8.3D) produced modest effects on Ucn3 neuron model 

rheobase. Decreasing BK conductance had no effect on NPY neuron model rheobase (Figure 

8.4D) or number of spikes generated during 60 pA current injection. These modeling data suggest 

that changes in Nav1.6 mRNA expression may be predominantly responsible for chronic itch-

induced changes in excitability of Ucn3 and NPY neurons. 

8.5.2 Decreased Nav1.6 conductance in NPY neurons opens the mechanical itch gate 

A key feature of chronic itch pathogenesis in the dorsal horn is the reduction of inhibitory 

control of NPY neurons onto Ucn3 neurons.107 We aimed to investigate which calcipotriol-induced 

changes in ion channel expression contribute to the reduction of inhibition from NPY neuron 

models onto Ucn3 neuron models. Our results suggest that a reduction in Nav1.6 conductance in 

NPY neuron models has the greatest effect on Ucn3 neurons generating a spike in response to 

physiologic Aβ-fiber input. Concurrently varying Nav1.6 conductance in both NPY and Ucn3 

neuron models produced only slight changes in the percentage of networks with a Ucn3 neuron 

spike compared to varying Nav1.6 conductance in NPY models neuron alone. Therefore, decreased 

expression of Nav1.6 in NPY neurons may be a key contributor to the disinhibition underlying the 

development of chronic itch. Novel therapeutics aimed towards upregulating the expression of 
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Nav1.6 or augmenting the activity of existing Nav1.6 may be worth exploring for managing chronic 

itch conditions. However, continued study of the spinal and supraspinal mechanisms of 

pathological itch are needed to ensure such therapies would be effective without producing 

undesired side effects. 

8.5.3 Modeling populations of biophysically distinct neurons 

Typically, multi-compartment neuron models are parametrized (e.g., maximal ion channel 

conductances) such that the singular model reproduces the means of experimentally measured 

properties (e.g., rheobase). However, inherent biological variability between neurons (e.g., varying 

expression levels of different ion channels) suggests that neurons parametrized to reproduce the 

means of experimental data may not represent an actual neuron from the sampled population.85 

Furthermore, disparate combinations of maximal ion channel conductances can produce similar 

model cell behaviors (e.g., similar firing patterns in response to current-clamp stimulation).85,86 It 

is unclear if similarly behaving but biophysically distinct cells are differentially affected by the 

physiological changes observed during pathogenesis. It is also unclear if such pathological changes 

differentially affect the activity of networks comprised of biophysically distinct cells. 

Understanding the effects of biological variability on the behavior of single neurons and neural 

networks during pathogenesis is critical to understanding which physiological parameters 

contribute to disease phenotypes across neuronal populations. 

In this work, we modeled populations of Ucn3 and NPY neuron models. We sought to 

understand how changes in ion channel expression affected both the excitability of each single-

cell model, and the output of the mechanical itch network when constructed with different 

permutations of cell combinations. In general, many individual neuron models responded similarly 

to changes in ion channel conductance. For example, all Ucn3 neuron models experienced a 
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reduction in rheobase in response to increased Nav1.6 conductance (Figure 8.3B), though some 

Ucn3 models experienced a greater reduction in rheobase than other Ucn3 models. However, there 

were two instances where individual cell models responded differently to a change in conductance 

than the rest of the population. One Ucn3 model experienced a reduction in rheobase in response 

to a 10% to 30% increase in CaR conductance while all other cells only experienced increases in 

rheobase (Figure 8.3D). Similarly, one NPY neuron model experienced an increase in the number 

of spikes generated during 60 pA current injection when Nav1.6 conductance was increased by 

10% while all other cells experienced only decreases (Figure 8.4C). Though these are only two 

examples out of hundreds of cells, this example highlights that simulating many distinct neurons 

could reveal subpopulations of cells which respond differently to the same physiological stimulus. 

Many, but not all, networks of Ucn3 and NPY neuron models saw an opening of the 

mechanical itch gate in response to decreased Nav1.6 conductance in NPY neurons (Figure 

8.5B,C). Interestingly, networks which produced a Ucn3 spike were comprised of NPY neurons 

with lower baseline values of maximal Nav1.6 conductance than networks which did not produce 

a Ucn3 spike. This suggests that simulating the network with many different biophysically distinct 

neurons allowed us to determine which intrinsic properties indicate a neuron is a likely node 

contributing to disease development. Modeling the effects of disease phenomena on a population 

of models which reproduce the desired characteristics of an experimental population could provide 

crucial insights into the mechanisms of disease. Such a framework could also provide a testbed for 

the design of novel therapeutics. 

8.5.4 Limitations 

Our model populations are currently simulating the most excitable subset of our 

experimentally measured Ucn3 and NPY neurons (Figure 8.2). This suggests that there may be 
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significant outward currents present in Ucn3 and NPY neurons in vivo that our models are not 

currently accounting for, but which may contribute to producing neurons with rheobases greater 

than approximately 50 pA. Furthermore, our models predicted an average reduction in Ucn3 

rheobase of approximately 15%, whereas our experiments suggested the average reduction in Ucn3 

rheobase was approximately 28%. Similarly, our models predicted a minimum increase in NPY 

rheobase of approximately 39%, whereas our experiments found an average increase in NPY 

rheobase of approximately 24%. Failing to capture the subpopulation of cells that are less excitable 

in our model populations may lead to inaccurate estimation in the average reduction in rheobase, 

as less excitable cells may experience a greater change in rheobase in response to up- or down-

regulation of sodium channels. However, we believe our model populations still provide critical 

insight into which ion channels are responsible for the qualitative trends in biophysical changes. 

Including other outward ion currents in these models may lead to more accurately capturing the 

quantitative changes in excitability induced by chronic itch. 

To simulate experimentally measured changes in ion channel expression, we 

systematically increased or decreased the conductance of each ion channel present in our cell 

models. However, measuring changes in mRNA expression is not a direct measurement of 

functional protein insertion into the cell membrane. Therefore, it is difficult to surmise if a 50% 

increase in the expression of Nav1.6 mRNA corresponds to a 50% increase in Nav1.6 conductance. 

Novel methods for measuring the spatiotemporal profiles of ion channel insertion into neural 

membranes could provide crucial data with which to parametrize multi-compartment neuron 

models like those used in this study. Such a pairing of experimental measurement and model design 

could provide insights into the biophysical mechanisms of disease pathogenesis and assist the 

design of novel targeted therapeutics. 
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8.6 Conclusions 

Understanding the mechanisms of chronic itch pathogenesis is crucial to developing safe 

and effective therapeutics. Our data suggest that changes in Nav1.6 conductance are predominantly 

responsible for changes in the excitability of Ucn3 and NPY neurons in the mechanical itch circuit. 

Furthermore, decreased expression of Nav1.6 in NPY neurons may be a key mechanism of opening 

the mechanical itch gate. Novel therapeutics aiming to augment the activity of Nav1.6 in NPY 

neurons may be tractable methods of managing clinical chronic itch conditions. This population-

based modeling approach could be leveraged to investigate the utility of non-pharmaceutical 

therapies (e.g., electrical stimulation) in managing chronic itch. 
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Chapter 9 – Discussion 

9.1 Summary of main findings and implications 

This dissertation aimed to provide insight into the mechanisms of action of dorsal root 

ganglion stimulation (DRGS) in managing chronic pain and how variability across multiple scales 

of the nervous system may affect the neural response to extracellular stimulation (e.g., spinal cord 

stimulation (SCS)). These results have advanced our understanding of the neural substrates of 

stimulation-induced pain relief and could assist the systematic design and testing of novel 

treatment strategies for managing the symptoms of neurological disorders. 

9.1.1 Cytoarchitecture of human lower-lumbar DRG 

This project first examined the location of different neural structures – cell bodies and 

axons – in human lumbar dorsal root ganglia (DRG). This project analyzed serial histology slices 

with a semi-automated image processing algorithm to develop statistical models of neural element 

location in human DRG. The results show a higher density of cell bodies in the dorsomedial region 

of the DRG, while axons are more homogeneously distributed throughout the ganglion. This 

suggests that the cell bodies and stem axons around the dorsomedial edge of the DRG may receive 

the strongest electrical currents from clinical DRGS. Furthermore, it suggests that recording 

electrode arrays placed on the dorsomedial surface of the DRG may be able to acquire signals with 

high signal-to-noise ratios from the large membrane currents produced by cell bodies. 

Interestingly, the results also showed a lower density of small-diameter (putatively nociceptive) 

axons in the dorsal region of the DRG compared to larger-diameter axons. This suggests that when 



 206 

stimulating the dorsal region of the DRG, stimulation may naturally avoid driving the activity of 

pain-sensing neurons. This project also demonstrated a method for creating computer models 

constructed from serial histology slices of the DRG and ventral root. Such models could be used 

for computer-aided design of novel neurotechnologies for utilizing electrical stimulation, electrical 

recordings, or both. 

9.1.2 Feedforward pain-gating as a potential analgesic mechanism of DRGS 

This project examined which subtypes of neurons in the DRG are activated during clinical 

DRGS. This project coupled a finite element method model of the potential distribution generated 

by DRGS to multi-compartment models of DRG neurons. The results show that during clinical 

DRGS (i.e., pulse amplitudes ≤ 1 mA, 200-300 μs pulse widths),77 large-diameter myelinated 

afferents, such as Aβ-neurons, are activated while small-diameter nonmyelinated afferents are not. 

Tonic activation of tactile afferents suggests that DRGS may provide pain relief in part by 

engaging inhibitory circuitry in the dorsal horn of the spinal cord as suggested by the Gate Control 

Theory of Pain. Furthermore, this project suggested that direct activation of Aδ-neurons may be 

one source of discomfort produced by DRGS. This project also examined possible modulatory 

effects of DRGS on C-neurons. The results support the notion that DRGS may be able to augment 

T-junction filtering in nonmyelinated nociceptors. However, DRGS had to be applied with high 

stimulation amplitudes outside of amplitudes used clinically to produce this effect. Continued 

study is needed to determine if there are specific features of DRG neurons that facilitate clinical 

DRGS engaging this phenomenon. 

9.1.3 Variability of neural activation across patients during SCS 



 207 

This project developed a framework for constructing patient-specific computer models of 

patients receiving SCS to manage chronic pain. Such models can be used to compare neural 

activation patterns across SCS patients. By comparing model-predicted neural activation with 

clinically measured phenomena (e.g., patient reported outcomes), one could gain insight into the 

differences between the neural response of patients that respond well to SCS (i.e., receive adequate 

pain relief) versus patients that do not. Furthermore, one could understand patient-specific features 

(e.g., anatomical features, stimulator programming) that facilitate or abrogate therapeutic neural 

activation patterns. This project applied this patient-specific modeling framework to two patients 

and showed that patient-specific differences in anatomy (e.g., the amount of cerebrospinal fluid) 

captured by the modeling framework may affect the activation thresholds of dorsal column axons. 

Furthermore, this project showed that in both patients, the minimum stimulation amplitudes 

required to elicit paresthesias compared well with the minimum activation thresholds of large-

diameter (i.e., ≥ 8.7 μm) dorsal column axons. The results of this project suggest that paresthesias 

may be produced by activating relatively small populations of large-diameter dorsal column axons.  

9.1.4 Effect of physiologic variability on the neural response to extracellular stimulation 

This project examined how extracellular electrical stimulation, such as DRGS, may 

differentially affect neurons of the same sub-type depending on variability in their expression of 

ion channels. This project implemented a population of 100 biophysical models of C-neurons and 

found that the baseline expression of ion channels in a given cell can significantly affect its 

activation threshold in response to DRGS. Interestingly, there appeared to be a trend between a C-

neuron’s maximal M-current potassium conductance and its activation threshold in response to 

DRGS. This project demonstrated that modeling populations of cells, rather than a single cell that 

reproduces the mean of experimental data, may provide more realistic insight into the neural 
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response to electrical stimulation. Furthermore, this framework may be useful in determining the 

biophysical underpinnings (e.g., variable M-currents) of experimental observations (e.g., 

populations of C-neurons with different activation thresholds). Such knowledge is crucial to 

understanding how a therapy modulates the activity of populations of neurons, rather than just the 

“average” neuron. 

9.1.5 Molecular mechanisms of chronic itch pathogenesis 

This project examined which chronic itch-induced changes in ion channel expression were 

likely responsible for the changes in excitability of the mechanical itch network. This project 

implemented populations of biophysical models of both excitatory and inhibitory neuron subtypes 

involved in chronic itch pathogenesis. Generally, the data suggest that changes in the expression 

of the voltage-gated sodium channel Nav1.6 is a key contributor to changes in single-cell and 

network excitability measures observed experimentally. Changes in Nav1.6 expression in the 

inhibitory interneurons which make up the mechanical itch circuit seem particularly crucial to 

opening the mechanical itch gate. This project also demonstrated the utility of parametrizing 

populations of biophysical neuron models to study disease pathogenesis. The data suggest that 

inhibitory interneurons with lower baseline expression levels of Nav1.6 may be more susceptible 

to producing circuit behaviors indicative of chronic itch conditions. 

 

9.2 Future directions 

9.2.1 Three-dimensional characterization of human DRG functional cellular anatomy 

This study demonstrated that cell bodies typically congregate around the dorsomedial edge 

of human lumbar DRG, while axons are more homogeneously distributed throughout the structure. 
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Unfortunately, the data presented in this project did not provide insight into possible somatotopy 

or functional organization in human DRG. DRG neurons are comprised of neurochemically 

distinct subpopulations which correlate with its functional role (e.g., cold sensing). If, as suggested 

by this dissertation, direct activation of Aβ-mechanoreceptors is the principal mechanism of 

DRGS, understanding typical spatial distributions of Aβ-mechanoreceptors could inform the 

optimal placement of DRGS electrode arrays. Elucidating the functional anatomy of the nervous 

system is critical to any neural therapy which relies on delivering a therapeutic dose (electrical, 

chemical, mechanical, etc.) to a particular structure in 3D space. 

9.2.2 Patient-specific models as a clinical decision-making support system 

This project developed a framework for creating patient-specific models of SCS. The 

motivation for this work was developing patient-specific models to investigate the therapeutic 

mechanisms of SCS. However, the patient-specific modeling approach could form the basis of a 

clinical decision-making support system. Such a system could be used to calculate optimal 

stimulation parameters (e.g., pulse amplitude, pulse width, electrode configuration) which 

maximize pain relief. However, this approach is not currently feasible due to the considerable time 

necessary to create a patient-specific field-cable model. Modern machine learning algorithms 

focused on medical image segmentation and co-registration could automate and significantly speed 

up the model-construction process, making such a system clinically feasible. 

Patient-specific models could also aid in the design and characterization of novel 

neurostimulation technologies. For example, one could test a novel electrode geometry in patient-

specific models representing different patient demographics, spinal column anatomies, and 

possible contraindications to SCS. Furthermore, one could simulate the neural response to a novel 

stimulus waveform aiming to engage a particular neural phenomenon, and compare how that 
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response may differ across patient anatomies. Pairing patient-specific modeling predictions with 

other forms of clinical neuroscience data could allow for cross-scale comparison of stimulation-

induced phenomena. 

9.2.3 A systems neuroscience approach to studying and designing neurostimulation therapies 

This work provided insight into which DRG neurons are predominantly activated during 

DRGS. However, the neurons modulated directly by the electric fields generated by therapeutic 

neurostimulation are only the first step in a presumed series of changes which lead to symptom 

management. Neurons project to and affect the activity of many downstream neurons and neural 

networks. This suggests that therapeutically altering neural activity produces changes in not only 

the activity of the neurons which are being stimulated, but also the neurons and networks to which 

they provide synaptic input. Because DRG contain neurons which receive input from only one 

source (i.e., the periphery), DRGS may be a particularly useful test case for studying how 

downstream networks process therapeutic stimuli. The ability to remove peripheral input and 

record the activity of spinal networks receiving input from DRGS may provide key insights into 

how artificially generated neural signals are integrated by downstream networks. Such insight is 

crucial to understanding how all therapeutics, not just electrical stimulation, provide clinical 

benefit. 

 Since the turn of the century, the advent of experimental techniques, such as optogenetics, 

has provided neuroscientists with unprecedented spatiotemporal control of neural dynamics. 

Furthermore, novel techniques for monitoring the activity of large populations of neurons in awake 

behaving preclinical models (e.g., in vivo calcium imaging, high-density electrophysiology) allow 

for the correlation of the activity of large neural networks with animal behavior. Implementing 

these techniques to study how neurostimulation therapies affect the activity of the neural circuits 
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governing neurological disorders could provide insight into the postsynaptic mechanisms of 

neurostimulation therapies. Furthermore, such techniques could serve as an experimental testbed 

for the systematic design of novel therapies that target specific circuit mechanisms of disease. 

 

9.3 Final conclusion 

This dissertation contributed to our understanding of the mechanisms of action of DRGS 

and sources of variability that could affect the neural response to therapeutic neurostimulation. 

Continued interdisciplinary study is needed to fully elucidate the effects of neurostimulation on 

the entire neuraxis. A clear understanding of the mechanisms of action of a therapeutic effect is 

critical to developing novel therapies which act principally upon those mechanisms. Such 

advancements are critical to lessening the impact of neurological disorders on the human 

condition. 
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